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Preface

The IDEAL conference is established as a unique interdisciplinary forum in the
areas of intelligent data analysis and associated learning paradigms. It attracts
experts, researchers, leading academics, practitioners, and industry represen-
tatives from machine learning, information processing, data mining, knowledge
management, bio-informatics, neuro-informatics, bio-inspired models, agents and
distributed systems, and hybrid systems. It has enjoyed a vibrant and successful
history in the last 14 years in over ten locations in seven different countries. It
continues to evolve to embrace emerging topics and exciting trends. This year
was not an exception: IDEAL set foot in one of the most exciting and the fast
developing countries in South America: Brazil. The conference received over
200 submissions, which were strictly peer-reviewed by the Program Committee.
Only the papers judged to be of sufficient quality and novelty were accepted and
included in the proceedings.

This volume contains around 100 papers accepted and presented at the 13th
International Conference on Intelligent Data Engineering and Automated Learn-
ing (IDEAL 2012) held during August 29–31, 2012, in Natal, Brazil. The authors
and attendees came from all over the world. The conference papers provide a
good sample of current topics from methodologies, frameworks, and techniques
to applications and case studies. The techniques include evolutionary algorithms,
artificial neural networks, association rules, probabilistic modelling, agent mod-
elling, particle swarm optimization, and kernel methods. The applications cover
regression, classification, clustering and generic data mining, biological informa-
tion processing, text processing, physical systems control, video analysis, and
time series analysis. The conference also featured a Special Session on bio-
inspired models for industrial and medical applications.

IDEAL 2012 enjoyed outstanding plenary talks by distinguished guest speak-
ers: Jose C. Principe of the University of Florida, Hartmut Schmeck of the Karl-
sruhe Institute of Technology, Andre Carvalho of the University of São Paulo,
Hojjat Adeli of Ohio State University, and Carlos E. Pedreira of The Federal
University of Rio de Janeiro.

We would like to thank all the people who devoted so much time and effort
to the successful running of the conference and in particular the members of
the Program Committee and reviewers, as well as the authors of the papers who
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contributed to conference. We are also grateful for the hard work by the local
organizing team at UFRN, especially Jackson Gomes, in registration and local
arrangements, as well as the help at Manchester, particularly Zareen Mehboob,
in checking through all camera-ready files. Continued support and collabora-
tion from Springer, in particular from the LNCS editors, Alfred Hofmann and
Anna Kramer, are greatly appreciated.

June 2012 Hujun Yin
José A. Costa

Guilherme Barreto
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Saulo M. Santos, Mêuser J.S. Valença, and
Carmelo J.A. Bastos-Filho

Hybrid Architecture to Predict Trends at Stock Exchange of São Paulo:
Markowitz Model and a Multilayer Perceptron . . . . . . . . . . . . . . . . . . . . . . . 352

Paulo Henrique Kaupa, Renato José Sassi, and
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Abstract. A major problem with Artificial Bee Colony (ABC) algorithm is its 
premature convergence to local optima, which originates from lack of explora-
tive search capability of the algorithm. This paper introduces ABC with  
Improved Explorations (ABC-IX), a novel algorithm that modifies both the se-
lection and perturbation operations of the basic ABC algorithm in an explorative 
way. Unlike the basic ABC algorithm, ABC-IX employs a probabilistic, explora-
tive selection scheme based on simulated annealing which can accept both better 
and worse candidate solutions. ABC-IX also maintains a self-adaptive perturba-
tion rate, separately for each candidate solution, to promote more explorations. 
ABC-IX is tested on a number of benchmark problems for numerical optimiza-
tion and compared with several recent variants of ABC. Results show that ABC-
IX often outperforms the other ABC-variants on most of the problems. 

Keywords: Artificial bee colony algorithm, exploration and exploitation.   

1 Introduction 

The Artificial Bee Colony (ABC) algorithm [1] is a recently introduced swarm intelli-
gence algorithm inspired by the intelligent food foraging behavior of honey bees. 
ABC and its variants have frequently showed superior performance in comparison to 
many other existing evolutionary and swarm intelligence algorithms [2]. Over the last 
few years, ABC has been successfully applied to wide and diverse range of problems, 
such as numerical optimization, discrete optimization, multi-objective optimization, 
machine learning, design of IIR filters, PID controller, software testing and so on [3].  

In comparison to other greedy and local search based algorithms, ABC is more re-
silient against local optima, because the population of candidate solutions provides an 
advantage of preserving diversity and continuing explorations of the search space. 
However, from practical experiences, it is often found that the evolving population of 
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candidate solutions loses its diversity and explorative capability too soon and the 
solutions prematurely get trapped around the locally optimal points of the fitness 
landscape. Another problem often found with ABC is the fitness stagnation, where the 
population of solutions stops progressing towards the global optimum for no apparent 
reason, even without converging to some local optima [4]. The risk of fitness stagna-
tion and premature convergence usually depends on the mix of explorative and  
exploitative operations during the search. Similar to other population based metaheu-
ristic algorithms, ABC drives its search towards global optimum with two operators – 
perturbation and selection. The perturbation operation is generally responsible for 
explorations of different regions of the search space by random alteration of the exist-
ing candidate solutions, while the fitness based selection operation of ABC performs 
the exploitation of the search regions explored so far.  

There exist a number of recent works (e.g. [5-8]) that attempt to alter the explora-
tive and/or exploitative properties of the standard ABC algorithm to avoid premature 
convergence and fitness stagnation. However, most of them focus on altering the 
perturbation operation only. In the literature, not much has been reported to improve 
the greedy fitness-based selection procedure of ABC. Our proposed algorithm – ABC 
with Improved Explorations (ABC-IX) alters both the selection and perturbation op-
erations of the standard ABC algorithm to increase the explorative capacity of both 
the operations. A detailed description of both the improvements by ABC-IX is pre-
sented in section 3. Increased explorations can spread the population across more 
search regions allowing more possible trial solutions to be produced, which make 
ABC-IX robust against fitness stagnation and premature convergence.  

The rest of this paper is organized as follows. Section 2 describes the standard 
ABC algorithm with its pseudocode. Section 3 presents the proposed algorithm – 
ABC-IX and explains the improvements on the selection and perturbation operations 
along with their pseudocode. Section 4 provides details of the benchmark problems, 
parameter settings of the algorithms, comparison of their results and experiments on 
ABC-IX to investigate its improvements. Finally, section 5 concludes with a few new 
directions for further study with ABC-IX. 

2 Artificial Bee Colony (ABC) Algorithm 

The ABC algorithm mimics the food foraging behavior of honey bees with three 
groups of bees that are found in nature, i.e. employed, onlooker and scout bees. A bee 
working to forage a particular food source (i.e., candidate solution) previously visited 
by itself and searching only around its vicinity is called an employed bee. Onlooker 
bees randomly pick and follow any of the employed bees. The probability of picking 
an employed bee is proportional to the quality of its food source. Scout bees perform 
random explorations of the search space to find new food sources. Suppose xi is a 
food source currently being visited by an employed bee. The bee employs (1) to 
search around the neighborhood of xi in order to produce a new, trial food source vi.   

 = φ   (1) 
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Here, ∈ 1, 2, … ,  and ∈ 1, 2, … ,  are randomly picked indices, D is 
the dimensionality of the problem, SN is the number of food positions, φij is a uniform 
random value produced from [-1, 1]. If vi has better ‘fitness’ than the old food source 
position xi, then xi is replaced by vi. Else, vi is discarded. With f being the function to 
be minimized, ABC computes the ‘fitness’ of a candidate solution, say xi, using (2).  

 ( ) = 1 1 ( )⁄ ,     ( ) 01 | ( )|              (2) 

An onlooker bee randomly picks an employed bee xi to follow and forages around the 
vicinity of its food source. The probability pi that a food source xi would be picked by 
an onlooker bee is computed using (3), which makes the probability pi proportional to ( ). This ensures that a more promising solution xi with high fitness value is 
often foraged and exploited more intensively by (1) than relatively less fit solutions.  

  = ( ) ∑ ( )⁄  (3) 

If a particular food source position xi has not been improved over the last limit cycles, 
then it is abandoned and the bee employed to xi now becomes a scout bee that is 
placed at random across the search space using (4), where = 1, 2, … ,  and ,   is the search space along the j-th dimension.  

 = (0,1) ( ) (4) 

 

Fig. 1. Pseudocode for the standard Artificial Bee Colony (ABC) algorithm 

3 ABC Algorithm with Improved Explorations (ABC-IX)  

The proposed algorithm – ABC-IX differs from the standard ABC algorithm in two 
important ways. First, ABC accepts a newly produced solution vi only if vi has higher 
fitness value than the original solution xi (Fig. 1, steps 5,9). This exploitative selection 

Algorithm:  Artificial Bee Colony (ABC) Algorithm  1: Initialize a population of SN food source positions (i.e., candidate solutions) xi, for i = 1, 2, …, SN.   Each xi is a vector of D parameters: xi = [xi1, xi2, …, xiD]T  2: Evaluate the fitness of each food source positions using (2)  3: repeat 4:  Perturb each food position xi to produce a new position vi using (1)  5:  Evaluate each new solution vi using (2). If vi is better than xi, then accept vi  to replace xi 6.   Calculate the probability pi associated with each food source position xi using (3) 7:  For each onlooker bee, assign it to a food source xi, proportionally based on the probability pi 8:  Produce new food position vi by perturbing the food source xi of each onlooker bee using (1) 9:  Evaluate each new solution vi by (2). If vi is better than xi, then accept vi to replace xi   10:  If a food source has not improved during the last limit cycles, then abandon it and replace it  with a new randomly placed scout bee with its food source xi produced by (4). 11:  Memorize the best food source position found so far  12:  Set cycle counter C = C + 1  13: until C = Maximum cycle number (MCN) 14: return the best food source position (i.e., candidate solution) found so far 
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Fig. 2. Pseudocode for simulated annealing (SA) based probabilistic selection scheme (on the 
left) and perturbation with self-adaptive perturbation rate (on the right) for ABC-IX 

 
Fig. 3. Pseudocode for ABC-IX. Steps that differ from the ABC algorithm are marked with ‘*’ 

scheme denies any possible downhill movement and allows only uphill steps in the 
fitness landscape, which may lead to local optima. In contrast, ABC-IX promotes 
more search space explorations by probabilistically allowing some downhill steps 
using a simulated annealing-based selection scheme (Fig. 2). Second, ABC perturbs 
only a single parameter of each existing solution xi which usually produces the new 
solution vi in the neighborhood of xi, which is exploitative. In contrast, ABC-IX can 
perturb any number of parameters of xi by introducing a self-adaptive perturbation 
rate for each individual solution xi, which is addressed as q[xi] (Fig. 2). The value of 
q[xi] is self-adapted gradually, cycle by cycle, separately for each xi. Fig. 3 presents 

Algorithm:  Artificial Bee Colony Algorithm with Improved Explorations (ABC-IX)  1:  Initialize the population of SN food source positions (i.e., candidate solutions) xi, for i = 1, 2, …, SN.   Each xi is a vector of D parameters: xi = [xi1, xi2, …, xiD]T  2: Evaluate the fitness of each food source positions using (2)  3: repeat 4*:  Perturb each food source xi to produce a new food vi using the pseudocode for perturbation in Fig. 2 5*:  Evaluate each new solution vi by (2). Select either xi or vi by SA-based probabilistic selection (Fig. 2) 6:   Calculate the probability pi associated with each food source position xi using (3) 7:   For each onlooker bee, assign it to a food source xi, proportionally based on the probability pi   8*:  Produce vi by perturbing the food position xi of each onlooker bee with the perturbation code (Fig. 2)  9*:  Evaluate each new solution vi by (2). Select either xi or vi by SA-based probabilistic selection (Fig. 2) 10:  If a food source has not improved during the last limit cycles, then abandon it and replace it with a    new, randomly placed scout bee with its food source xi produced by (4). 11:  Memorize the best food source position found so far  12*:  Set cycle counter C = C + 1 and system temperature T = α * T 13: until C = Maximum cycle number (MCN) 14: return the best food source position (i.e., candidate solution) found so far 

Algorithm:  Perturbation by ABC-IX  
input: An existing candidate solution xi 
output: Perturbed candidate solution vi  

begin 
 vi = xi 
 if  rand(0,1) ≤ t then   q[vi] = qmin + (1.0 – qmin)  rand(0,1)  else    
   q[vi] = q[xi] 
 endif  for j = 1 to D do 

 if rand(0,1) ≤ q[vi] then
    k= rand{1, 2, …, SN}  
    φij=rand(-1,1) 

    vij = xij + φij  (xkj – xij) 
   endif 
 enddo 
 return vi 
end

Algorithm:  Simulated Annealing (SA)        based Probabilistic Selection     Scheme for ABC-IX 
input: Two candidate solutions xi and vi 
output: Either of xi  and vi, selected to      be included into the population 
begin  if fitness(vi) ≥ fitness (xi) then    return vi   else     ∆ = ( )  ( )    if rand(0,1) exp( ∆ ⁄ ) then     return vi    endif 
 endif  return xi 
end  
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the pseudocode for ABC-IX, which differs from ABC in how the existing solutions 
are perturbed (steps 4, 8) and how the new solutions are selected into the population 
(steps 5, 9). They are further elaborated in the following paragraphs.    

3.1 Simulated Annealing (SA) Based Probabilistic Selection 

SA accepts both better and worse new solutions, but the probability of accepting a 
worse new solution is reduced over time, depending on a gradually decreasing control 
parameter T (i.e. temperature, from the analogy to the real annealing procedure in 
metallurgy). Given an initial candidate solution xi, SA randomly perturbs xi to pro-
duce yi in the neighborhood of xi. The change ∆E of the objective function value, ∆ = ( ) ( ). If yi is better than xi (i.e. ∆ 0), SA accepts yi as its cur-
rent state and discards xi. If yi is worse (i.e. ∆ 0), SA may still accept yi, but only 

with probability = 
∆

. SA usually starts with a high initial temperature T0 to ensure 
high degree of initial explorations by frequently accepting worse solutions (larger T 

makes 
∆ 0, thus probability 

∆ 1). As T gradually decreases, SA becomes 

increasingly exploitative, accepting better solutions only. The SA-based probabilistic 
selection scheme (Fig. 2) improves the explorative capacity of ABC-IX, because it 
can now accept both better and worse solutions to be more resilient against local op-
tima. T is gradually decreased by the exponential cooling schedule: ( 1) = α( ). We used α = 0.99. The initial temperature T0 is set to 50 times of the difference 
of fitness values of the best and the worst solutions of the first generation.  

3.2 Self-adaptive Perturbation Rate  

ABC perturbs only a single, random parameter of the existing solutions using (1). 
This allows search along a single dimension at a time, which may be suitable for se-
parable problems, but is inappropriate for non-separable problems. In contrast,  
ABC-IX can perturb any number of parameters allowing search along any possible 
direction. For every candidate solution xi, ABC-IX separately maintains and adapts a 
control parameter q[xi], which denotes the probability of each parameter of xi to be 
perturbed by the perturbation operation. Note that, in the pseudocode (Fig. 2), the 
value of q[xi] is perturbed first, with probability t, using (5), before perturbing any 
parameter of xi to produce vi. This perturbed value q[vi] is then used as the perturba-
tion rate (PR) when producing vi from xi. A better value of PR is supposed to lead 
towards better offspring solution vi, which is more likely to survive than xi and pro-
duce better, new trial solutions and hence, propagate the better values of the PR. Thus 
the gradual self-adaptation towards better, more effective PR values takes place 
across the population. We have used t = 0.10, qmax = 1.0 and qmin = 1/D.  
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4 Experimental Studies 

ABC-IX is evaluated using a suite of 13 standard benchmark problems [9] for numer-
ical optimization and compared with some recent variants of the ABC algorithm. For 
page limit, the benchmark suite functions are not presented here, but they can be  
readily found as f1−f13 in [9]. These functions have been widely used in many recent 
studies on evolutionary and swarm intelligence algorithms. The suite contains both 
unimodal (f1−f7) and multimodal (f8−f13) functions. A function is called multimodal if 
it has multiple local optima. To optimize such a function, the search algorithm must 
possess both exploitative and explorative properties so that it can explore the locally 
optimal points without being trapped anywhere and thus keep exploring further for 
better unvisited search regions. Some of the multimodal functions can have hundreds 
of local minima, even when the dimensionality is just two or three (e.g., Griewank 
function f11). Number of local optima usually increases exponentially with the number 
of dimensions, which often makes their minimization extremely difficult.  

ABC-IX has been compared with the standard ABC algorithm and some other 
ABC variants [5-8] that try to alter the explorative/exploitative properties of ABC, 
such as ABC with self-adaptive mutation (ABC-SAM) [5], cooperative ABC (CABC) 
[6], ABC with diversity strategy (DABC) [7] and global best guided ABC [8]. On 
each function, ABC-IX has made 30 independent runs and the mean of the best results 
are presented in Tables 1–5. At first, ABC-IX is compared with the basic ABC [1] 
and ABC-SAM [5] in Table 1 with SN = 50, maximum no. of function evaluations FE 
= 100,000, no. of employed and onlooker bees = S 2⁄ , no. of scout bees = 1 and 
limit = 100. Table 1 shows that ABC-IX outperforms both ABC and ABC-SAM on 
most of the functions. In comparison to ABC, ABC-IX performs either better (on 11 
out of the 13 functions) or at least equally well (f6 and f13). The other algorithm,  
ABC-SAM performs better than ABC-IX on one function only (f8), while ABC-IX 
performs better on as many as 11 other functions. ABC-SAM performs better than the 
basic ABC, because it uses two different distributions, one exploitative and the other 
explorative, ensuring both explorations and exploitations. But it still uses an exploita-
tive, fitness-based selection, which may be the reason that the more explorative ABC-
IX often outperforms it. Fig. 4 shows that ABC-IX starts with more explorations and 
hence, reduced convergence speed than ABC, but gradually ABC-IX becomes more 
exploitative and achieves higher convergence speed. For f9, the basic ABC is trapped 
during the last half of its execution, while ABC-IX shows no sign of stagnation.   

In Table 2, ABC-IX is compared with two cooperative ABC variants – CABC_S 
and CABC_H [6]. Both the variants enforce more explorations by decomposing the 
search space and using multiple bee colonies to explore the multiple subspaces. For 
comparison, ABC-IX is implemented with the same settings [6]. Results show that 
ABC_IX outperforms CABC on four out of the six functions, while the CABC va-
riants perform better on the remaining two functions only.  

The next two comparisons of ABC-IX are with DABC [7] and GABC [8]. DABC 
tries to ensure more search space explorations by preserving more population diversi-
ty, while GABC alters the basic perturbation formula (1) in an exploitative way by 
using the global best solution found so far. ABC-IX is re-implemented with the same 
settings as suggested in [7] and [8]. Tables 3-4 show that ABC-IX often outperforms 
DABC (2 out of 4 functions) and GABC (4 out of 5 functions). The reason may be 
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that GABC is too exploitative, while DABC uses a naïve strategy of repeated switch-
ing that may cause frequent oscillations between exploitations and explorations.  

For more investigations, we have designed two more variants of ABC – ABC-
SimAn and ABC-SAD. ABC-SimAn includes the simulated annealing based selection 
but excludes the self-adaptive perturbation. In contrast, ABC-SAD includes the self-
adaptive perturbation, but does not use the explorative simulated annealing based 
selection. Both of them are tested on the six multimodal functions f8–f13 with SN = 
100 and MCN = 1000. Results (Table 5) show that both ABC-SimAn and ABC-SAD 
outperform the basic ABC on most (5 out of 6) of the functions. This indicates the 
necessity of more explorations. Furthermore, ABC-IX, which combines both the  
explorative techniques, outperforms both ABC-SimAn and ABC-SAD on all the func-
tions, which indicates that the synergy and interaction between the explorative selec-
tion and perturbation operations can be further useful to improve the results.     

5 Suggestions for Further Study 

There may be several future research directions suggested by this study. Firstly, ABC-
IX uses a simple exponential cooling schedule for the system temperature T. A more 
sophisticated cooling strategy (e.g., a strategy parameterized by the population diver-
sity or current explorative/exploitative requirement) may be more effective. Secondly, 
ABC-IX concentrates only on the explorative capacity of the algorithm. Putting some 
emphasis to control the exploitations may further improve the results. Thirdly, the 
quality of the final solution might be improved further by using an efficient and ex-
ploitative local searcher. Finally, ABC-IX has been applied mainly on continuous 
optimization problems. It would be interesting to study how well ABC-IX performs 
on many other existing problems, especially the discrete and real world ones.   
 
Table 1. Comparison of ABC [1], ABC-SAM 
[5] and ABC-IX. Boldface font marks the best 
performance for each function. 

No ABC ABC-SAM ABC-IX 
f1 3.58E-11 4.18E-14 2.86E-38
f2 1.04E-14 2.47E-08 6.52E-18
f3 2.75E-10 3.95E-12 1.86E-36
f4 9.37E+00 1.69E+01 1.17E-02
f5 2.75E+00 4.27E-02 1.95E-01
f6 0 0 0
f7 8.61E-13 3.66E-16  1.64E-63 
f8 3.49E+02 1.53E+02  1.56E+02
f9 5.79E-15 1.26E-16  6.14E-41
f10 3.08E-06 9.26E-08 3.82E-15
f11 4.35E-08 8.36E-10  9.70E-40
f12 5.82E-08 2.78E-12 7.40E-14
f13 2.64E-03 2.96E-01 2.61E-03

 

Table 2. Comparison of CABC variants [6] 
and ABC-IX. Best results are in boldface font.  

No CABC_S CABC_H ABC-IX 
f1 3.30E-19 5.92E-18 9.41E-48 
f5 6.33E+00 4.80E-01 3.21E-07 
f8 1.30E-04 1.27E-04 1.86E-01 
f9 0 0 3.86E-52 
f10 1.83E-14 8.35E-15 1.14E-16 
f11 4.42E-02 7.96E-03 3.85E-51 

Table 3. Comparison between DABC [7] and 
ABC-IX. Best results are in boldface font. 

No DABC ABC-IX 
f1 1.08E-16 2.82E-63 
f5 1.55E-05 1.59E-05 
f9 0.00E-306 4.29E-73 
f11 1.11E-16 7.60E-67 
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Table 4. Comparison between GABC [8] and 
ABC-IX. Best results are shown in boldface 
font.  

No D GABC ABC-IX 

f1 30 4.17E-16 2.75E-107 
f5 2 1.68E-04 2.93E-03 
f9 30 9.47E-15 9.20E-107 
f10 30 3.21E-14 4.14E-15 

f11 30 2.96E-17 5.68E-105 
 

Table 5. Comparison of ABC [1], ABC-
SimAn, ABC-SAD and ABC-IX. Best results  
in bold. 

No ABC 
ABC-

SimAn 
ABC-SAD ABC-IX 

f8 7.52E+02 5.29E+02 8.90E+01 2.15E+01 
f9 5.02E-14 2.53E-17 6.85E-18 8.71E-20 
f10 3.04E-07 8.50E-09 8.37E-10 8.89E-11 
f11 9.84E-10 1.91E-19 3.78E-19 2.07E-23 
f12 7.18E-10 7.55E-14 5.09E-14 1.91E-14 
f13 2.63E-03 2.64E-03 2.63E-03 2.61E-03 

 
 

Fig. 4. Convergence of ABC and ABC-IX for the functions f2 and f9. The vertical axis shows 
the function value, while the horizontal axis is the number of function evaluations. 
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Abstract. A database has class imbalance when there are more cases of one 
class then the others. Classification algorithms are sensitive of this imbalance 
and tend to valorize the majority classes and ignore the minority classes, which 
is a problem when the minority classes are the classes of interest. In this paper 
we propose two extensions of the Ant-Miner algorithm to find better rules to the 
minority classes. These extensions modify, mainly, how rules are constructed 
and evaluated. The results show that the proposed algorithms found better rules 
to the minority classes, considering predictive accuracy and simplicity of the 
discovered rule list.  

Keywords: Data Mining, classification, class imbalance, Ant-Miner. 

1 Introduction 

Database with class imbalance problem is one of the relatively new problems that 
emerged when machine learning matured from an embryonic science to an applied 
technology, broadly used in the worlds of business, industry and scientific research 
[4]. This increase in interest gave rise to two workshops held in 2000 at AAAI (Asso-
ciation of the Advancement of Artificial Intelligence) conference [2] and other in 
2003 at ICML (International Conference on Machine Learning) conference [3] and a 
special edition of ACM SIGKDD Explorations in 2004 [4] [5] [6]. 

In the classification task, a database is deemed imbalanced when there are many 
more cases of some class then the others. Many classification algorithms (e.g., C4.5) 
tend to ignore the minority classes. In real-world scenarios, the ratio of the small to 
the large classes can be drastic such as 1 to 100, 1 to 1.000, 1 to 10.000 and some-
times even greater [4] [5] [7]. 

Several techniques to solve the class imbalance problem have been proposed both 
at the data and algorithmic levels. At data levels, these solutions include many forms 
of re-sampling [4] [5] [6] [8]. At the algorithmic level, solutions include adjusting the 
cost of the various classes so as to counter the class imbalance or learning from one 
class [3] [4].  

This paper proposes two extensions to the Ant-Miner classification algorithm [1] 
that address the class imbalance issue, thus finding better rules to minority classes 
with a better predictive accuracy and comprehensibility. 
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2 Related Work 

The Ant-Miner [1] is a classification algorithm that aims to solve the classification 
task of Data Mining. This algorithm is based on the ACO (ant colony optimization) 
metaheuristic [10] [11], in which each ant incrementally builds/modifies a solution to 
a certain problem, in this case the problem is the classification rule discovery. 

Parpinelli et al. [1] evaluated the Ant-Miner with six databases from UCI (Univer-
sity of California at Irvine) [19]. The algorithm was compared with other classifica-
tion algorithms and achieves good results. The results showed that the Ant-Miner is a 
promising technique for classification rule discovery. Several researches and modifi-
cations have been proposed to improve efficiency:  Ant-Miner2 [12], Ant-Miner3 
[13], Ant-Miner+ [14], cAnt-Miner [15], Multiple pheromone types Ant-Miner [17]. 

3 The Algorithms  

Most of Ant-Miner extensions aim to improve the predictive accuracy. In this paper 
we present two Ant-Miner extensions that aim to find better rules when applied on 
databases with class imbalances. Such algorithm should find rules to minority classes, 
since classification algorithms are sensitive of this kind of imbalance and tend valor-
ize the majority classes, which is a problem when the minority classes are the interest 
classes. Both are developed in Java on Eclipse development environment. The only 
difference between the two algorithms proposed is how the rule quality is calculated. 

3.1 The Ant-MinerCI Algorithm 

The Ant-MinerCI (Ant-Miner Class Imbalance) receives databases in the ARFF file 
format, the same format used in Weka [18]. Figure 1 shows the pseudo-code of    the 
Ant-MinerCI algorithm.   

Ant-MinerCI: 
TrainingSet = {all the training cases}; 
DiscoveryRuleList = []; //initialized with an empty list 
Calculate the heuristic value for each term 
<attribute=value> related to interesting_class; 
WHILE (TrainingSet > Max_uncovered_cases) 
 i = 1; //ant index 
 j = 1; //convergence test index 
Initialize all terms with the same amount of pheromone; 

 REPEAT 
  IF (First iteration of WHILE) 
   Anti add the interesting class on the consequent; 
  END IF 
  WHILE (No. of antec. on rule Anti ≤ max_num_antec) 

Anti starts with an empty rule and incrementally 
constructs a classification rule Ri by adding one 
term at a time to the current rule; 

  END WHILE 

Fig. 1. Pseudo-code Ant-MinerCI 
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Update the pheromone of all terms by increasing phe-
romone in the terms used by Anti proportional to the 
quality of rule Ri and decreasing pheromone in the 
others terms. 

  IF (Ri is equal to Ri-1)//update convergence test 
   THEN j = j +1; 
   ELSE j = 1; 
  END IF 
  i = i + 1; 
 UNTIL (i >= no_of_Ants) OR (j >= no_rules_converg) 
Choose the best rule Rbest among all the rules Ri; 
Add the rule Rbest to DiscoveredRuleList; 
TrainingSet=TrainingSet – {set of cases correctly covered by Rbest}; 
END WHILE 
Add the pattern rule at the end of DiscoveredRuleList; 

Fig. 1. (continued) 

Initially the RuleList is empty; the TrainingSet has all the cases of training. Each 
iteration of the first WHILE loop of Algorithm1, corresponding to a number of 
executions of the REPEAT-UNTIL loop, discovers one classification rule. This rule is 
added to the list of discovered rules and the training cases that are covered correctly 
by this rule (i.e., cases satisfying the rule antecedent and having the class predicted by 
the rule consequent) are removed from the training set. This process is performed 
iteratively while the number of uncovered training cases is greater than a user-
specified threshold, called max_uncovered_cases. 

Each iteration of the REPEAT_UNTIL loop consists of two steps, comprising rule 
construction and pheromone updating. In the rule construction, an Anti starts with an 
empty rule, i.e., a rule with no terms in its antecedent, and adds one term at time to its 
current partial rule. The current partial rule constructed by an ant corresponds to the 
current partial path followed by that ant. The choice of the term to be added to the 
current partial rule depend on both a problem-dependent heuristic function (η) and on 
the amount of pheromone (τ) associated with each term. 

The amount of pheromone in the trail followed by Anti (according to the quality of 
rule Ri) and decreasing the pheromone in the other trails (simulating the pheromone 
evaporation). Then another ant starts construct its rule, using the new amount of phe-
romone to guide its search. 

3.1.1   Heuristic Value and Pheromone Update  
Ant-Miner2 [12] uses the Equation (1) to calculate the heuristic value for each termij 

(attribute,value). The heuristic value is related to how often a term occurs with the 
majority class, so that the ants tend to find the paths (terms) that lead to the majority 
class more interesting. 

 ηij = 
| _  || |  (1) 
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Where: 

•  is how often the termij occurs in the training set;  
• _  is how often the majority class occurs with the termij in training 

set.  

The heuristic value with each termij used by Ant-MinerCI is not calculated with the 
majority class, it is calculated with the interest class. The interest class can either be 
the minority class or not, defined by Equation (2). 

 ηij =  |  & || |  (2) 

Where: 

•  is how often that the termij occurs in the training set; 
•  &  is how often the interest class occurs with each termij.  

The idea is that the ants have a preference for terms that are most relevant to find 
rules for the interesting class. But this is not enough, with the ants iterations and the 
pheromone update, the ants tend to converge to paths that find rules to the majority 
class. The initial amount of pheromone and update pheromone with each term are the 
same as the original Ant-Miner [1] [12]. 

3.1.2   Rules Construction 
In the original Ant-Miner, the rule consequent (class) is chosen after the antecedent 
construction. In the Ant-Miner+ [14], the consequent is probabilistically chosen first, 
the consequent is selected according to the pheromone value associated, and this phe-
romone indicates which class contributed the most to the rule construction.  

In Ant-MinerCI, during the first iteration to find the best rule, the algorithm selects 
the consequent first, however not in a probabilistic way, obligatorily selecting the 
interest class, thus the ants obligatorily select terms to add to the partial rule that max-
imize the rule quality that has a consequent with the interest class. In other words, the 
ants tend to converge to shorter paths (best rules) with the interest class. This interest 
class must be set by the user before the algorithm starts the rules construction.     

The process to add terms to the current rule stops when one of the following condi-
tions is met:  

• Any term to be added to the rule would make the rule cover a number of cases that 
is smaller than a user-specified threshold, called min_cases_per_rule; 

• All attributes have been already used by the current ant; 

In Ant-MinerCI there is one more condition to stop the terms addition, which is 
max_num_antec. Such parameter limits the number of antecedents that a rule can 
have, since rules that have a large number of terms in the antecedent part can difficult 
the comprehensibility of the rules. 

After the first iteration of the While loop (external) at Figure 1, the best rule Rbest 

among all the Ri (that have the interest class) is selected and added at the discovered 
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rules list. The next iterations of the While loop, the algorithm can find rules for every 
class. The formula to calculate the rule quality is the same that original Ant-Miner, Q 
= sensitivity × specificity, defined as Equation (3). 

 Q =      (3) 

Where: 

• TP (true positives): the number of cases covered by the rule antecedents that have 
the class predicted by the rule; 

• FP (false positives): the number of cases covered by the rule antecedents that have 
a class different from the class predicted by the rule; 

• FN (false negatives): the number of cases that are not covered by the rule antece-
dents but that have the class predicted by the rule; 

• TN (true negatives): the number of cases that are not covered by the rule antece-
dents and that do not have the class predicted by the rule; 

The discovered ordered rule list by the algorithm will have at least one discovered 
rule for the interesting class, even if the interest class is the minority class, which is 
the most difficult discovery. 

3.1.3   Ant-MinerCI Parameters 
The conventional parameters of Ant-Miner are: no_of_ants (the maximum number 
of candidate rules during an iteration of the While loop), min_cases_per_rule 
(each rule must cover a minimum number of cases from the training set and this para-
meter helps to avoid overfitting), max_uncovered_cases (the maximum number 
of cases uncovered from the training set, so that the algorithm discovers rules until the 
number of training cases is smaller than this threshold),  no_rules_converg (the 
number of consecutives equals rules, then the algorithm concludes that the ants have 
converged to a single rule). 

Beyond the conventional parameters, the Ant-MinerCI has two others: inter-
esting_class (the user specifies which is the interest class and that will be used 
to discover the first rule), max_no_antec (the maximum number of terms that a 
rule can have in the antecedent part). 

3.2 The Ant-MinerCIP Algorithm 

The discovered rules from the minority classes have few covered cases considering all 
the training cases. When the function Q = sensitivity × specificity is used, the tenden-
cy is that the rules have a reasonable number of covered cases considering all the 
training cases.  

The data set Letter-a [19] has two classes, the class “A” and the class “others”. The 
distribution of this data set is 96.05% to class “others” and 3.95% to class “A”. Most 
rule induction algorithms probably will find rules only to “others” class, but the most 
interesting is at 3.95% of class “A”. Even the rules discovered by Ant-MinerCI for the 
minority class, this rules can have a low predictive accuracy using Q = sensitivity × 
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specificity. For example: this data set, Letter-a, has 20.000 cases. An ant finds a rule 
Ri (for class “A”) that cover 100 cases, and among these cases, TP = 80, FP = 20, FN 
= 709 and TN = 19191. Using Q = sensitivity × specificity, has the following value: 

  

 Q =     =       = 0,097                   (4) 

 
The value from Equation (4) is the quality value to Ri, the probability for this rule to 
be chosen as the best rule by algorithm is low, even if this rule has a predictive accu-
racy of 80%. This happens because the algorithm selects the best rule when the Q 
value is high, in other words, the algorithm select the rule that has high coverage (TP 
and FP). In this case, that there is a rare class, the discovered rules for this class can 
have a low predictive accuracy, which harms all the predictive accuracy and the rele-
vant rule discovery. 

The Ant-MinerCIP (Ant-Miner Class Imbalance Precision) algorithm uses the pre-
cision formula directly, Equation (5), which evaluates rule quality, since the precision 
aims to analyze only the covered cases by the rule. The lower the FP number covered 
by the rule, better the precision.  

 Precision =   (5) 

Thus, the precision metric does not harm the discovery of rules to the minority class, 
as well as for other classes. A situation that can be happen is that the rule may be too 
adjusted, which characterizes overffiting. To avoid this problem, the 
min_cas_per_rule parameter must be used, which matches the minimum value 
of cases that a rule can cover. Thus adjusting this parameter may avoid overffiting. 

4 Results and Analysis 

4.1 Ant-MinerCI Evaluation 

The algorithm was evaluated using public-domain data sets from University of Cali-
fornia at Irvine repository [19]. Table 1 describes the data sets, the names, number of 
cases, the number of attributes and number of classes. The data sets Letter-a and Let-
ter-vowel were constructed based on the original data set Letter [6]. 

Table 1. Data sets used to evaluate the algorithms 

Data sets No. of cases No. of attributes No. of classes 
Ljubljana breast cancer 286 9 2 
Wisconsin breast cancer 683 9 2 
tic-tac-toe 958 9 2 
dermatology 366 34 6 
Votes 435 16 2 
Letter-a 
Letter-vowel 

20.000 
20.000 

17 
17 

2 
2 
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Two algorithms are used to compare with the Ant-MinerCI: C4.5 and GUI-Ant-
Miner. The C4.5 [20] is a rule induction algorithm that uses de decision tree represen-
tation. The GUI-Ant-Miner [16] is the original version of Ant-Miner with a better 
interface for user interaction. 

Table 2 shows the results with the three algorithms considering the predictive accu-
racy and the number of rules. The predictive accuracy is related to the test set. The 
evaluation method used was Cross Validation with ten partitions. In Ant-MinerCI and 
GUI-Ant-Miner the parameters were set as follows: no_of_ants = 1000, 
min_cases_per_rule = 10, max_uncovered_cases = 15, 
no_of_rules_converg = 10. The Ant-MinerCI has more two parameters, 
max_no_antec = 4 and interesting_class was the minority class for each 
data set.  

Table 2. Predictive accuracy (µ%) e No. of Rules (µ) (Ant-MinerCI x GUI-Ant-Miner x C4.5) 1 

 Predictive accuracy (%) No. of Rules 
Data Sets Ant-

MinerCI 
(µ%±sd%) 

GUI-Ant-
Miner 

(µ%±sd%) 

C4.5 
(µ%) 

Ant-
MinerCI 

(µ±sd) 

GUI-Ant-
Miner 
(µ±sd) 

C4.5 
(µ) 

Ljubljana 
breast cancer 

74.73 ± 5.6 74.62 ± 2.54 75.2 3.1 ± 0.54 4.4 ± 0.16 4 

Wisconsin 
breast cancer 

93.79 ± 1.13 94.12 ± 1.27 94.99 5.8 ± 0.8 7.2 ± 0.2 19 

tic-tac-toe 72.14 ± 4.65 72.22 ± 2.21 84.9 6 ± 0.5 6.5 ± 0.4 95 
dermatology 80.67 ± 8.35 86.49 ± 3.8 93.98 5 ± 0.77 6.5 ± 0.31 30 
Vote 95.86 ± 9.72 95.45 ± 1.31 96.3 5.1 ± 0.6 5 ± 0.15 6 

Letter-a 96.17 ± 4.33 97.82 ± 0.17 98.39 4.2 ± 0.6 7.2 ± 0.13 37 
Letter-vowel 81.35 ± 3.12 84.09 ± 1.28 93.02 5 ± 0.5 14 ± 0.1 495 

 
As shown in Table 2, the C4.5 discovered rules with a better predictive accuracy in 

tic-tac-toe and dermatology, but the number of discovery rules by the C4.5 in these 
data sets was higher than the other algorithms. It is important to note that the Ant-
MinerCI and GUI-Ant-Miner sacrifice the predictive accuracy to build a model with 
fewer rules, thus contributing with comprehensibility.  

In the remaining data sets Ljubljana breast cancer, Wisconsin breast cancer, Vote 
and Letter-a, Letter-vowel the three algorithms achieved a similar predictive accuracy, 
but the C4.5 has a larger number of rules for Wisconsin breast cancer, Letter-a and 
Letter-vowel. 

Lastly, analyzing the Ant-MinerCI and GUI-Ant-Miner results, the fact of learning 
the minority class first did not decrease the predictive accuracy of the algorithm. 

The decision tree model of C4.5 has a set of independent rules; consequently, these 
rules do not have an order. For a new case test, no matter how many rules were tested, 
there is only one rule that cover the new case.  
                                                           
1  The numbers rights after the “±” symbol are the standard deviations of the corresponding 

predictive accuracies rates. 



16 M. Zangari, W. Romão, and A.A. Constantino 

 

In the ordered rule list discovered of Ant-MinerCI each rule depends of the pre-
vious rules. For a rule Ri to be applied in the new case test, the rules of R0 to Ri-1 do 
not cover the new case. This can decrease the comprehensibility of the discovered 
rules of Ant-MinerCI, but this effect is compensated by the fact that, usually, the size 
of rule list discovered by Ant-MinerCI is smaller than the decision tree rule discov-
ered by C4.5. 

4.2 Ant-MinerCI x Ant-MinerCIP 

The goal of Ant-MinerCIP is to discover better rules to rare classes with a better pre-
dictive accuracy e comprehensibly. For this study was used the two data sets that are 
more imbalanced from the previous section, that are Letter-a and Letter-vowel data 
set, these data sets are characterized as an imbalanced class, which has fewer cases to 
the interesting class. Table 3 shows the data sets distribution.  

Table 3. Data sets distribution 

Data set Classes Distribition (%) 
Letter-a (a, others) (4%, 96%) 
Letter-vowel (vowel, others) (20%, 80%) 

 
The parameters in this experiment were the same as the ones used in Section 4.1, 

except for the min_cases_per_rule which is now 50. Table 4 and Table 5 show 
the results of predictive accuracy, the coverage (recall), and the number of antece-
dents of the first rule discovered by the algorithms with the interesting class (minority 
class). 

Table 4.  Predictive accuracy(%), Coverage (%) e No. of antecedent of the first rule for class 
”a” from the Letter-a data set  (Ant-MinerCI x Ant-MinerP) 

Letter-a Class Predictive accuracy 
(µ%±sd%) 

Coverage 
(µ%±sd%) 

No. of       
antecedents 

Ant-MinerCI a 66.07 ±  17.56 39.58 ± 15.31 1.5 ± 0.5 
Ant-MinerCIP a 98.74 ± 0.02 10.64 ± 2.78 3.2 ± 1 

Table 5. Predictive accuracy(%), Coverage (%) e No. of antecedent of the first rule for class 
”vowel” from the Letter-vowel data set  (Ant-MinerCI x Ant-MinerP) 

Letter-a Class Predictive accuracy 
(µ%±sd%) 

Coverage 
(µ%±sd%) 

No. of       
antecedents 

Ant-MinerCI vowel 28.43 ± 1.61  31,17 ± 2.2 1.28 ± 0.45 
Ant-MinerCIP vowel 100 ± 0  3.58 ± 0.8 3 ± 1.2 
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The Ant-MinerCI uses the function Q = sensitivity × specificity to evaluate the 
rules, thus the algorithm find more general rules, this means that the rule covers a 
large number of cases, consequently the rule has a lower predictive accuracy because 
it has a many erroneous cases, which are the FP (false positive) to the rule. However, 
the Ant-MinerCIP, which uses the precision as a function to evaluate the rules, finds 
more specific rules, but with a better predictive accuracy. Even if the rules are more 
specific, they have at least 50 cases covered, because this is the threshold chosen.  

Thus, we can say that the Ant-MinerCI is more appropriate to find a model of rules 
to use as a predictor, and the Ant-MinerCIP is more appropriate to find rules to a par-
ticular class, mainly when it is the rare class. 

5 Conclusions 

In this paper we propose the Ant-MinerCI and the Ant-MinerCIP algorithms; which 
are extensions to the Ant-Miner algorithm to discovery better rules for the minority 
classes when the data set has class imbalances. The results showed that, comparing 
with an original version of Ant-Miner, the Ant-MinerCI obtained a similar predictive 
accuracy, however the advantage to discovery better rules to the minority class has 
and improve the simplicity of the rules, because the algorithm limits the number of 
antecedents. The way that the Ant-MinerCIP calculates the rule quality improves the 
predictive accuracy to the minority class rules. 
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Abstract. This paper presents a quantitative analysis on fMRI data using the in-
formation-preserving mode decomposition. Multivoxel patterns in fMRI res-
ponses in a cognitive experiment were analyzed for spatial selectivity to color 
perceptions of neurons in the Lateral Geniculate Nucleus (LGN) and the prima-
ry visual cortex (V1). The performance of the new method is tested and eva-
luated in a case study and the results are compared with the previous findings 
on the same dataset. While conforming to the previous study, the new results 
have shown improved classification of patterns for unique hues in V1. 

1 Introduction 

The aim of this work is to develop quantitative methods for analyzing and decoding 
spatial responses obtained from fMRI (functional magnetic resonance imaging) expe-
riments. It explores the application and performance of our recently proposed method, 
termed as the information-preserving empirical mode decomposition (IP-EMD) [1] 
for the analysis of fMRI responses recorded in a cognitive experiment.  

The EMD is an adaptive and data-driven method that decomposes a nonlinear 
time-series into a number of intrinsic oscillatory modes [2]. The IP-EMD uses infor-
mation theory to retrieve only the informative (stimulus-coding) modes [1]. Such 
methods offer advantages over direct application of Fourier and wavelet analysis [1-
3], as decomposed mode functions usually have narrow bandwidth. EMD has been 
successfully employed for decoding local field potentials [1] and synchronization 
between EEG signals [3]. The current work employs the IP-EMD on spatial data ob-
tained from multiple voxels in an fMRI experiment and utilizes informative modes 
extracted from the multivoxel subtraction signals for further analysis and decoding of 
spatial information.  

The paper is divided into five sections. Section 2 describes the concept of the  
IP-EMD and the process of extraction of informative modes from multivoxel data. 
Section 3 presents the case study and description of dataset used for analysis. The 
experimental details and discussion of results are presented in Section 4, followed by 
conclusions in Section 5. 
                                                           
* Corresponding author. 
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2 Information-Preserving Empirical Mode Decomposition  
(IP-EMD) 

2.1 General Framework  

The general framework for the IP-EMD is depicted in Fig. 1. EMD and information 
theory are applied on neural responses obtained as continuous time-series in different 
experiments and then the modes with the maximal information content with respect to 
original data are extracted and used for further analysis by using different suitable 
features obtained from these (informative) modes instead of raw (original) data. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. General framework of the IP-EMD method 

2.2 IP-EMD Procedure on fMRI Data 

The multivoxel subtraction data is used, which is obtained by subtracting the average 
minimum image from the average maximum image to give a single subtraction image 
per color presentation [5,6]. Then the voxel values of each subtraction image are rear-
ranged as a 1D series. The IP-EMD [1] is applied. The details of the procedure are as 
follows.  

1) Apply EMD to each multivoxel subtraction series (MVS). This gives N intrinsic 
mode functions (IMFs) or simply modes. N is the number of modes obtained from 
a single trial, usually 6-8 for fMRI. 

2) Calculate the power spectrum density of MVS and all modes using multi-taper 
method. The power spectrum is the magnitude of Fourier transform of the series 
on pseudo-frequencies. 

3) Calculate Shannon’s mutual information (MI) [4] for the series against stimuli, S, 
using Eq. (1), store it as .               
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4) Calculate MI for all modes using Eq. (2). This gives (n), n=1, 2, ...N. 
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where in Eqs. (1) and (2), MVSf  and modef  is magnitude of power spectrum of 
MVS and mode at pseudo-frequency f. 

5) For each (n = 1, ..., N), compare its percentage correlation with .  
Calculate the correlations of all pairs (N! in total). Choose the best informative 
modes (BIMs), i.e. a combination of informative modes that have their total in-
formation correlation closest to the data and store them as the set of BIM. 

6) Retain the modes in BIM for further analysis. 
 

The next section describes the case study where the proposed scheme is applied for 
the analysis of an fMRI dataset from a color perception experiment.  

3 Case Study 

3.1 Experiment and Dataset 

Color processing begins in retina where cone cells are tuned to short, medium, or long 
wavelengths of light. The output of these cone cells is compared by ganglion cells and 
by neurons in the Lateral Geniculate Nucleus (LGN), which is then projected to neu-
rons in the primary visual cortex (V1) [5-8]. The aim of these experiments was to 
study the transformation that occurs between the LGN and V1 and the spatial organi-
zation of color-tuned neurons in V1 [5]. 

Five healthy subjects with normal or corrected-to-normal vision participated in this 
study [5]. Two different sets of color stimuli were used to determine the spatial clus-
tering of V1 and LGN neurons with similar color preferences. fMRI activation pat-
terns were recorded for 4 perceptual hues and 3 cardinal colors [5]. Each subject was 
scanned twice against the two color modulations (hues and card). 

In each experiment, stimuli were presented for 12 seconds followed by 12 seconds 
of an isoluminant gray screen. The color stimuli had similar spatial and temporal pa-
rameters as the stimuli used by [6] and consisted of flickering radial sinusoidal grat-
ings (0.8 cycles/deg; 1.5 Hz; 20 degrees of visual angle diameter), reversing contrast 
between the endpoints of the cardinal directions in one experiment and the perceptual 
hues and isoluminant gray in other experiment [5]. 

The hue map is defined by four perceptual colors: red (PercRed), green 
(PercGreen), yellow (PercYellow) and blue (PercBlue); this gives a set of four classes 
(Fig. 2-top row). The cardinal colors are defined by the modulations between red and 
green (CardRG), lime and violet (CardLV); and black and white (CardBW). This 
gives three classes for the second set of experiments, shown in Fig. 2 (bottom row).  

The mean voxel numbers in V1 across all 5 subjects were 1852 with a standard 
deviation of 100. In LGN, mean voxel numbers across all 5 subjects were 198 with a 
standard deviation of 125. 

The objective in this study was to analyze the multivoxel patterns (spatial res-
ponses) obtained from all voxels in the experiments as in the previous study [5], but 
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using the IP-EMD. We examined the information content in the spatial patterns and 
tested whether the data was specific to a particular class. Informative modes were 
used for classification purpose and classification performances were compared with 
the results obtained from the original study. This way we quantified the performance 
of IP-EMD based spatial feature extractions.  

IP-EMD analysis and the results determine the degree of spatial clustering of neu-
rons with similar color preferences in human V1 and LGN based on the current know-
ledge and hypotheses given in following section. 

 

 

Fig. 2. Top color stimuli show the profiles of four perceptual hue modulations. The color varies 
over time between gray and the peak contrast of a particular perceptual hue. Color stimuli 
shown at the bottom are the profiles of three cardinal color modulations. The mean contrast  
is 0. The figure is adapted from [5]. 

3.2 Hypothesis 

i. There is evidence that in V1, unique activation patterns for perceptual hues 
are generated which provide evidence for a spatially clustered hue map 
[5,7,9,10]. It was expected that IP-EMD analysis should reveal the same re-
sults and produce the same or similar classification results.  

ii. In contrast, previous work has shown that the cardinal color modulations 
produce highly reproducible patterns of activity in V1 [8], but these were 
found not to be spatially clustered and unique to each color. This suggests 
that V1 neurons with tuning characteristics are not spatially clustered [5,9]. 
This should be supported by the results obtained from IP-EMD analysis and 
the classification performance in this case should be lower as compared to 
that for the V1 hues map data. 

iii. In contrast, LGN neurons are not expected to produce a unique activation 
pattern across the voxels in case of hues maps [5]. However the pattern 
should be unique for cardinal colors due to the known layered structure of 
the LGN, with each layer responding to a particular cardinal direction. This 
should also be revealed by the IP-EMD analysis. 
 

The details of the analysis are given in the next section. 
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4 Experiments and Analysis 

4.1 IP-EMD Analysis of fMRI Activation Patterns 

Informative modes were extracted from the subtraction signals using the IP-EMD. For 
step 2 (Section 2.2), the window for the multitaper method was set to 256. 

The analysis was conducted on the data from individual subjects in both experi-
ments because it was observed that the mutual information profiles for each subject 
against same stimuli generated uncorrelated patterns. This is to be expected because 
of the differences in micro-structural anatomy between people. For example, the in-
formation from two subjects namely Tc and Ab against hue mapping is shown in Fig. 
3. It reveals that information content varies and peaks in different frequency ranges. 
For comparison purpose, the information was calculated over the same number of 
voxels (1731 points in this case). The IP-EMP retains most of the information, except 
for the range 20-40 (pseudo-frequency Hz). 
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Fig. 3. Information obtained from multivoxel patterns of two subjects against hue mapping. For 
subject Tc (top), Information peaks are visible between 1-40 Hz in the range of 0.2-0.4 bits. For 
subject Ab (bottom), information peaks are in lower range (0.2-0.3) bits. 

4.2 Multivoxels Pattern Classification 

Classification was performed between all color pairs within each set, i.e., three pair-
ings for the cardinal colors and six pairings for the perceptual hues and analysis was 
performed for all five subjects. 
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Two-way classification was used to produce the largest number of tests. A SVM 
(support vector machine) based classifier [11,12] was trained with some samples, and 
tested with a completely different samples later. Given n data samples (trials) in each 
experiment, 2/3n of the trials were used for training at one time and the remaining 
1/3n were used for testing, so that the final error assessment is objective. In case of 
n=15, 10 trials were used for training and remaining 5 were used for testing. This 
means that the SVM was trained 3003 times for a unique combination of 10 (out of 
15) trials and each testing prediction was recorded. The SVM parameters for both 
classification tasks were identical and the final classification performance is the aver-
age result from all runs. 

4.3 Results and Discussions 

For all five subjects, the mean of classification results obtained from six combinations 
of hue maps and three combinations of cardinal color maps are shown in Table 1.  
 

Table 1. SVM based classification results obtained from five subjects 

Classification Accuracy (%) 

Hue Colors Map  Cardinal Colors Map 

Raw 
data 

Informa-
tive 
modes 

Raw 
data 

 

Informa-
tive 
modes 

Raw 
data 

Informa-
tive 
modes 

Raw 
data 

Informa-
tive 
modes  

Tc V1 hues 
Icorr=0.577±0.06 

Tc LGN hues 
Icorr=0.46±0.14 

Tc LGN card 
Icorr=0.39±0.18 

Tc V1 card 
Icorr=0.37±0.11 

64.76 
±14.94 

69.32 
±14.71 

50.02 
±5.65 

52.75 
±3.67 

46.98 
±2.98 

52.62 
±3.83 

48.20 
±8.83 

48.78 
±9.78 

Ab V1 hues 
Icorr=0.40±0.07 

Ab LGN hues 
Icorr=0.51±0.12 

Ab LGN card 
Icorr=0.38±0.12 

Ab V1 card 
Icorr=0.48±  0.03 

44.24 
±6.24 

50.09 
±7.30 

50.31 
±3.02 

50.18 
±6.71 

45.54 
± 3.49 

48.78 
±3.24 

59.69 
±6.36 

60.93 
±10.37 

Lp V1 hues 
Icorr=0.44±0.09 

Lp LGN hues 
Icorr=0.44±0.04 

Lp LGN card 
Icorr=0.49±0.16 

Lp V1 card 
Icorr=0.41± 0.02 

57.21 
±8.03 

60.51 
±7.40 

47.91 
±7.76 

50.98 
±7.76 

49.42 
±2.10 

50.55 
±1.67 

57.64 
±5.76 

53.47 
±3.99 

Lm V1 hues 
Icorr=0.51±0.05 

Lm LGN hues 
Icorr=0.45±0.12 

Lm LGN card 
Icorr=0.51±0.11 

Lm V1 card 
Icorr=0.49± 0.09 

61.45 
±10.85 

62.67 
±10.05 

51.95 
±4.48 

52.26 
±4.70 

50.21 
±3.72 

51.34 
±4.78 

57.47 
±8.18 

53.13 
±8.46 

Cf V1 hues 
Icorr=0.56±0.14 

Cf LGN hues 
Icorr=0.41±0.15 

Cf LGN card 
Icorr=0.36±0.05 

Cf V1 card 
Icorr=0.34± 0.01 

64.08 
±12.23 

69.22 
±14.21 

52.45 
±8.56 

51.77 
±9.16 

43.54 
±1.32 

44.78 
±0.25 

47.20 
±5.37 

35.53 
±0.67 
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The results obtained using the original data and the extracted informative modes are 
presented. The subject name and data labels are given, together the total information 
correlation (Icorr) of the informative modes with original (raw) data. 

From columns 1 and 2, it can be seen that the Icorr values are higher for V1 hues 
(in all subjects except Ab) as compared to LGN hues data (columns 3 and 4). This 
shows that better information preservation level was obtained for V1 hues. It is also 
verified by the improvement in classification accuracy for V1 hues data and a reduc-
tion in classification accuracy for LGN hues data (columns 5 and 6). Therefore the 
hypotheses (i) and (ii) are confirmed.  

From columns 5 and 6, it can be seen that Icorr values are higher for LGN card da-
ta (in all subjects except Ab) as compared to V1 card (columns 7 and 8). This shows 
better information preservation level for LGN card data. In terms of LGN card classi-
fication accuracy, we did not find much evidence in support of hypothesis (iii) as the 
results were hardly above chance in all subjects. However, V1 card classification 
results are supporting the hypothesis (iii) with no significant improvement in the clas-
sification accuracy. 

5 Conclusion 

The analysis shows that mutual information from multivoxels spatial patterns is  
extracted well when neurons are spatially clustered and there is a distinct response 
pattern across the region for hue colors in V1; this was also shown by a slight im-
provement in classifier performance (1-6%). In contrast, IP-EMD analysis did not 
show a higher level of preservation in cases when the neuronal responses were not 
spatially clustered in a brain region. This was also reflected by the classification per-
formance which remained unchanged or reduced by 1-3% for indistinguishable pat-
terns against hue colors in LGN and cardinal colors in V1 region. 

The classifier in this study used a single feature extracted from the informative 
modes and showed a slight improvement in the classification performance for distinc-
tively generated patterns. It is likely that extending the feature set may further im-
prove the classification performance in case of hue colors in V1 and cardinal colors in 
LGN. 
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Abstract. It is well known that, in nature, populations are dynamic in
space and time. This means that the size of populations oscillate across
their habitats over time. This work uses the concepts of habitats, ecologi-
cal relationships, ecological successions and population dynamics to build
a cooperative search algorithm, named ECO. This work aims to explore
the population sizing not as a parameter but as a dynamic process. The
Artificial Bee Colony (ABC) was used in the experiments where bench-
mark mathematical functions were optimized. Results were compared
with ABC running alone, with and without the use of population dy-
namics. The ECO algorithm with population dynamics performed better
than the other approaches, possibly thanks to the ecological interactions
(intra and inter-habitats) that enabled the co-evolution of populations
and to a more natural survival selection mechanism by the use of popu-
lation dynamics.

Keywords: optimization, cooperative search, co-evolution, habitats, lo-
gistic chaos model, ecology, population dynamics.

1 Introduction

Nature has always been an endless source of inspiration for computational models
and paradigms, in particular for the computer scientists of the area known as
Natural Computing [1]. Two outstanding families of bio-inspired algorithms are
evolutionary computation (EC) and swarm intelligence (SI) that currently offer
a wide range of strategies for optimization [2][3]. The concept of optimization can
be abstracted from several natural processes such as the evolution of the species,
the behavior of social groups, the dynamics of the immune system, the strategies
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of searching for food and in the ecological relationships of different populations.
Most of these cases were the source of inspiration to the development of new
algorithms for optimization.

It is worth mentioning that most bio-inspired algorithms only focus on and
take inspiration from specific aspects of the natural phenomena. However, in
nature, biological systems are interlinked to each other, e.g. biological ecosystems
[4][5]. Also, in nature, populations are always dynamic in such a way that the
size of populations oscillate across their habitats over time. However, in most
Evolutionary Computation applications, the population size is constant and does
not change during the search [6]. Current practice of manual setting of population
size in evolutionary computation is experience-based, but not robust. Hence, this
work aims to explore the population sizing not as a parameter but as a dynamic
process that changes the population size deterministically over time.

In [7] the authors first introduce the potentiality of some ecological concepts
(e.g., habitats, ecological relationships and ecological successions) presenting a
simplified ecological-inspired algorithm. In this work we explore a more biologi-
cally plausible survival selection mechanism by the use of population dynamics
where the logistic chaos model is applied to control the size of populations [8][5].
The aim is to compare the results obtained by the implementation of the algo-
rithm with the use of ecological concepts, without the use of ecological concepts
(application of stand alone algorithms), and with and without the use of popu-
lation dynamics.

2 The Proposed Ecological-Inspired Approach

The ecological-inspired algorithm, named ECO, represents a new perspective to
develop cooperative evolutionary algorithms. The ECO is composed of popula-
tions of individuals (candidate solutions for a problem being solved) and each
population evolves according to an optimization strategy. Therefore, individu-
als of each population are modified according to the mechanisms of intensifica-
tion and diversification, and the initial parameters, specific to each optimization
strategy. The ECO system can be modeled in two ways: homogeneous or hetero-
geneous. A homogeneous model implies that all populations evolve in accordance
to the same optimization strategy, configured with the same parameters. Any
change in the strategies or parameters in at least one population characterises a
heterogeneous model.

The ecological inspiration stems from the use of some ecological concepts,
such as: habitats, ecological relationships and ecological successions [4][5]. Once
dispersed in the search space, populations of individuals established in the same
region constitute an ecological habitat. For instance, in a multimodal hyper-
surface, each peak can become a promising habitat for some populations. A
hyper-surface may have several habitats. As well as in nature, populations can
move around through all the environment. However, each population may belong
only to one habitat at a given moment of time t. Therefore, by definition, the
intersection between all habitats at moment t is the empty set.
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With the definition of habitats, two categories of ecological relationships can
be defined. Intra-habitats relationships that occur between populations inside
each habitat, and inter-habitats relationships that occur between habitats [4][5].

In ECO, the intra-habitat relationship is the mating between individuals.
Populations belonging to the same habitat can establish a reproductive link
between their individuals, meshing the populations and favoring the co-evolution
of the involved populations. Populations belonging to different habitats are called
reproductively isolated.

The inter-habitats relationship are the great migrations. Individuals belonging
to a given habitat can migrate to other habitats aiming at identifying promising
areas for survival and mating.

In addition to the mechanisms of intensification and diversification specific to
each optimization strategy, when considering the ecological context of the pro-
posed algorithm, the intra-habitats relationships are responsible for intensifying
the search and the inter-habitats relationships are responsible for diversifying
the search.

Inside the ecological metaphor, the ecological successions represent the trans-
formational process of the system. In this process, populational groups are
formed (habitats), relations between populations are established and the sys-
tem stabilizes by means of the self-organization of its components.

Algorithm 1 shows the pseudo-code of the proposed approach. For a detailed
description refer to [3]. The metric chosen to define the region of reference is
the centroid and represents the point in the space where there is a highest
concentration of individuals of population i.

2.1 Population Dynamics

In this paper we applied the one-parameter logistic chaos map to drive the
population dynamics between ecological successions. The logistic map is often

Algorithm 1. Pseudo-code for ECO

1: Consider i = 1, . . . , NQ, j = 1, . . . , NH and t = 0;
2: Initialize each population Qt

i with ni random candidate solutions;
3: while stop criteria not satisfied do {Ecological succession cycles}
4: Perform evolutive period for each population Qt

i;
5: Apply metric Ci to identify the region of reference for each population Qt

i;
6: Using the Ci values, define the NH habitats;
7: For each habitat Ht

j define the communication topology CT t
j between popula-

tions Qt
ij ;

8: For each topology CT t
j , perform interactions between populations Qt

ij ;
9: Define communication topology THt between Ht

j habitats;
10: For THt topology, perform interactions between Ht

j habitats;
11: Check populational scenario and compute population size;
12: Increase t;
13: end while
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cited as an example of how chaotic behaviour can arise from very simple non-
linear dynamical equations. Also, it can be used as a discrete-time demographic
model [8]. Equation 1 presents the logistic chaos map used, where 0 < a < 4.

Popt+1
i = aPopti(1 − Popti) (1)

Three populational scenarios can occur between ecological successions (line 11
in Algorithm 1). The first is when there are no changes in the size of populations
from moment t to t+1. In this case the evolution proceeds as usual. The second
is when there is increment in the size of populations from t to t+1. In this case,
new solutions are randomly generated using the current centroid as reference.
The third scenario is when there is decrement in the size of populations from t to
t+1. In this case, the worst solutions are discarded. Hence, the second scenario
favors exploration and the third scenario favors exploitation. In addition to the
exploration and exploitation routines provided by the evolution of populations
and by the ecological interactions (inter and intra-habitats), the use of popula-
tion dynamics creates a new biologically plausible mechanism to diversify the
search.

3 Experiments and Results

Experiments were conducted using four benchmark functions extensively used
in the literature for testing optimization methods [9]. Each function to be min-
imized was tested with 10 and 200 dimensions. The first function (f1(x)) is
known as generalized F6 Schaffer function. The second function (f2(x)) is the
Rastrigin function. The third function (f3(x)) is the Griewank function. Finally,
the fourth function (f4(x)) is the Rosenbrock function. Table 1 summarizes the
informations about the functions used.

The parameters of the ECO algorithm are: number of populations (N-POP)
that will be co-evolved, the initial population size (POP-SIZE ), number of cycles
for ecological successions (ECO-STEP), the size of the evolutive period (EVO-
STEP) that represents number of function evaluations in each ECO-STEP, the
tournament size (T-SIZE ) used to choose solutions to perform intra and inter-
habitat communications and the proximity threshold ρ used to define the habi-
tats. Studies about the adjustment of parameters have not been carried out yet.
Hence, all the parameters of the algorithm were defined empirically [3].

Table 1. Benchmark Functions

Function Definition Domain Global Optimun

f1(x)
∑n−1

i=1

(
0.5 +

sin2
(√

x2
i+1+x2

i

)
−0.5

(0.001(x2
i+1+x2

i )+1)2

)
−100 ≤ xi ≤ 100 f1(0) = 0

f2(x)
∑n

i=1(x
2
i − 10 cos(2πxi) + 10) −5.12 ≤ xi ≤ 5.12 f2(0) = 0

f3(x)
1

4000

(∑n
i=1 x

2
i

)− (∏n
i=1 cos

(
xi√
i

))
+ 1 −600 ≤ xi ≤ 600 f3(0) = 0

f4(x)
∑n−1

i=1 (100(xi+1 − x2
i )

2 + (xi − 1)2) −30 ≤ xi ≤ 30 f4(1) = 0
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In all experiments, the Artificial Bee Colony Optimization (ABC) algorithm
[10] was used in a homogeneous model, i.e. all populations use this algorithm
with the same control parameters.

For all experiments the initial population size was set to POP-SIZE = 10.
The logistic chaos map (Equation 1) was applied to adjust the population size
dynamically. The logistic chaos map parameter was set to a = 3.57 and it is
called ‘route to chaos’ [8]. This choice was done based on the work of Ma [11]
where experiments were performed with different values for the parameter a.
Figure 1 shows the resizing projection for 100 ecological successions.

For the number of dimensions (D) equal to 10, the parameters used were N-
POP = 100, ECO-STEP = 100, EVO-STEP = 100, T-SIZE = 5 e ρ = 0, 5.
With this configuration, the total number of function evaluations was 10,000 for
each population. For D = 200, some parameters were redefined: N-POP = 200,
ECO-STEP = 500, EVO-STEP = 200. With this adjustment of parameters, for
200 dimensions, the total number of function evaluations was 100,000 evaluations
for each population.

Fig. 1. Population dynamics according to the logistic chaos model (a = 3.57)

The ecological-inspired framework (ECO) was tested using four configurations.
The first configuration implements the Algorithm 1 as described in Section 2, with
the definitions of habitats, topologies and ecological relations. The second config-
uration complements the first one by adding population dynamics (Section 2.1).
The third configuration disables the ability to create habitats and, consequently,
topologies and interactions are not defined. This third configuration simulates the
evolution completely isolated populations, and they evolve without exchanging
information. The fourth configuration complements the third one by adding pop-
ulation dynamics. For each configuration, the algorithm was run 30 times.

Table 2 shows the averaged results obtained for the benchmark functions.
For both dimensions, D = 10 and D = 200, the results obtained by each con-
figuration of the algorithms are presented (columns 2 to 4). Column 2 shows
the results obtained by the ABC algorithm running alone, without co-evolution.
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Table 2. Obtained results for the benchmarck functions

f1(x) D = 10
Model ABC ABCLM ECOABC ECOABC−LM

Global Best 4.6569 ± 0.8 1.4559 ± 0.2 1.1344 ± 0.2 0.5193 ± 0.0
D = 200

Model ABC ABCLM ECOABC ECOABC−LM

Global Best 27.5936 ± 0.73 24.7426 ± 0.5 20.2792 ± 0.40 11.2742 ± 0.4

f2(x) D = 10
Model ABC ABCLM ECOABC ECOABC−LM

Global Best 10−11 ± 0.0 10−12 ± 0.0 0.0000 ± 0.0 0.0000 ± 0.0
D = 200

Model ABC ABCLM ECOABC ECOABC−LM

Global Best 62.1453 ± 9.6 34.0388 ± 4.3 10−05 ± 0.0 10−10 ± 0.0

f3(x) D = 10
Model ABC ABCLM ECOABC ECOABC−LM

Global Best 10−06 ± 0.0 10−17 ± 0.0 10−13 ± 0.0 10−18 ± 0.0
D = 200

Model ABC ABCLM ECOABC ECOABC−LM

Global Best 10−7 ± 0.0 10−7 ± 0.0 10−11 ± 0.0 10−15 ± 0.0

f4(x) D = 10
Model ABC ABCLM ECOABC ECOABC−LM

Global Best 0.0098 ± 0.0 0.0098 ± 0.0 0.0086 ± 0.0 0.0064 ± 0.0
D = 200

Model ABC ABCLM ECOABC ECOABC−LM

Global Best 13036.1 ± 4193.4 35.1444 ± 11.6 137.86 ± 42.0 9.2568 ± 4.1

Column 3 shows the results obtained by the ABC algorithm running with the
logistic chaos model for modelling the population dynamics (ABCLM ). Column
4 shows the results obtained by the ABC algorithm using the ecological-inspired
approach (ECOABC). Finally, column 5 shows the results obtained by the ABC
algorithm using the ecological-inspired approach running with the logistic chaos
model for the population dynamics (ECOABC−LM). For each dimension, the
third line (Global Best) shows the average and standard deviation of the best
result obtained by all populations in all runs.

Analyzing the ABC and ABCLM configurations we can observe that the use of
population dynamics improved the results in most cases and remained the same
in two. Analyzing the ABC and ECOABC we can observe that the ecological-
inspired approach obtained much better results than the algorithm executed
without the concepts of habitats for all functions. Analyzing the results for the
ecological-inspired approach with population dynamics, ECOABC−LM , we can
observe that the results were significantly better than the ecological-inspired
approach without population dynamics (ECOABC). This gain is mainly due
to the ecological interactions (intra and inter-habitats) that enabled the co-
evolution of populations and to the use of a more natural survival selection
mechanism afforded by population dynamics. Moreover, the ECOABC−LM was
the best approach for all functions. In Figure 2 we can visually verify the results
for D = 200, where the x-axis shows the different approaches and the y-axis
represents the Global Best values of each approach and are shown at the top of
each bar.
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(a) Function f1(x). (b) Function f2(x).

(c) Function f3(x). (d) Function f4(x).

Fig. 2. Bar graph of each benchmarck function with D = 200

4 Conclusions

This paper presents an ecological-inspired algorithm for optimization with pop-
ulation dynamics. The proposed algorithm uses cooperative search strategies
where populations of individuals co-evolve and interact among themselves using
some ecological concepts. Each population behaves according to the mechanisms
of intensification and diversification, and the control parameters, specific to a
given search strategy. The Artificial Bee Colony Optimization algorithm was
used in all populations. In this work, a population dynamics model was used
to set up population sizes in the computational ecosystem. The population dy-
namics model applied was the logistic chaos due to its simplicity and its rich
dynamic behaviour as discrete-time demographic model.

The main ecological concepts addressed are the definition of habitats, eco-
logical relationships, ecological successions and population dynamics. These fea-
tures bring a higher biological plausibility to the proposed algorithm, opposed
to most bio-inspired algorithms that take inspiration only from one biologi-
cal phenomenon. Thus, the proposed methodology opens the possibility for the
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insertion of several ecological concepts in the optimization process, bringing more
biological plausibility to the system.

In addition to the exploration and exploitation routines provided by the evolu-
tion of populations and by the ecological interactions (inter and intra-habitats),
the use of population dynamics creates a new biologically plausible mechanism
to diversify the search.

The results showed that the use of habitats and ecological relationships in-
fluence significantly the co-evolution process of populations, leading to better
solutions (when compared to the results not using the ecological concepts). Also,
the use of a population dynamics model inside the ECO framework improved
considerably the results.

This work is still under development and as future work we intend to analyze
the influence of the control parameters (number of ecological successions, evolu-
tive period, number of populations, and ρ threshold for creation of habitats) on
the quality of solutions, as well as to add other search strategies in the proposed
model. Another future research is to use the ECO approach in an asynchronous
model. Also, the application of other population dynamics models such as the
Lotka-Volterra predator-prey can be an interesting direction. Currently, in order
to bring more biological plausibility to the system, other ecological concepts are
being modeled.
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Abstract. The original contour preserving classification technique was
proposed to improve the robustness and weight fault tolerance of a neu-
ral network applied with a two-class linearly separable problem. It was
recently found to be improving the level of accuracy of two-class classi-
fication. This paper presents an augmentation of the original technique
to improve the level of accuracy of multi-class classification by better
preservation of the shape or distribution model of a multi-class problem.
The test results on six real world multi-class datasets from UCI ma-
chine learning repository present that the proposed technique supports
multi-class data and can improve the level of accuracy of multi-class
classification more effectively.

Keywords: contour preserving classification, data preprocessor, neural
network, outpost vector, pattern classification.

1 Introduction

A multi-layer perceptron (MLP) [1–3] is a feed-forward neural network (FFNN)
model that maps sets of input data onto a set of output. It comprises multiple
layers of nodes in a directed graph. Each layer is fully connected to the next one.
Each node is a neuron with a nonlinear activation function except for the input
nodes. An MLP uses a supervised learning technique called back-propagation for
training the network. It is a modification of the standard linear perceptron (single-
layer perceptron), which can distinguish data that is not linearly separable.

When an MLP is used to solve multi-class problem, the placement of clas-
sifying hyper-planes significantly affects the level of accuracy of classification.
Considering a problem in Fig. 1a, a two-dimension three-class problem compris-
ing three classes of input vectors that is separable by a two-neuron non-linear
classifier is presented. When a two-layer feed-forward neural network having two
hidden neurons is applied, it possibly learns to classify the three classes of input
vectors as shown in Fig. 1b. Line 1 and 2 are the classifying hyper-plane that
represents the two hidden neurons. When a two-layer feed-forward neural net-
work having four hidden neurons is applied, a possible solution may be as shown
in Fig. 1c. Line 3, 4, 5 and 6 are the classifying hyper-plane that represents the
four hidden neurons. Applying a typical variation of back-propagation learning
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algorithm to learn those input vectors will normally converge to the solution sim-
ilar to what shown in Fig. 1d. The classifier may classify the data inaccurately
especially when input vectors are placed at the boundary between consecutive
classes of data because it does not recognize the shape or distribution model of
the problem correctly.

(a) (b) (c) (d)

Fig. 1. (a) A two-dimension three-class problem (b) Possible classification with a Two-
layer Perceptron with two hidden neurons (c) Possible classification with a Two-layer
Perceptron with four hidden neurons (d) Typical result of four-hidden-neuron network
trained by a variation of back-propagation algorithm

Improving the level of accuracy of multi-class classification is significant be-
cause plenty of real world problems have more than two classes of data. This
paper presents a technique that can improve the level of accuracy of multi-
class classification. The technique generates additional vectors at the boundary
between consecutive classes of data to better preserve the shape or distribution
model of the multi-class data. These vectors assist a feed-forward neural network
to classify the multi-class data more accurately.

2 Related Works

Researches [4–9] had been conducted to directly and indirectly improve the level
of accuracy of classification of two-class data. Tanprasert et al. [4] proposed
a contour preserving classification technique, called Outpost Vector Model, to
preserve the shape or distribution model of two-class data to improve the ro-
bustness and weight fault tolerance of a neural network applied with a linearly
separable problem. Its major idea is to force nonlinear classification on a linearly
separable problem so as to take advantage of the nonlinear contour of the input
vector regions to widen the clearance between the classification hyper-plane and
the input vectors. A concept of outpost vectors is introduced for augmenting a
set of training vectors with a set of outpost vectors (additional vectors) that is
generated from the training vectors and is placed at the boundary between both
classes of data. As a result, the learning process is indirectly biased towards
distributing classification workload around the set of hidden neurons, thereby
forcing the network to perform nonlinear classification. Although outpost vec-
tors have some similarity with support vectors [10], they are synthesized instead
of being selected from training vectors. The technique was found in [5, 6] to be
improving the level of accuracy of classification of two-class data.
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Mongkonsirivatana [7] proposed an improved version of original outpost vector
generation algorithm [4] that uses boundary detection technique to reduce the
number of original vectors used to generate outpost vectors. The outpost vectors
are generated from a set of original vectors that corresponds to the boundary of
the shape or distribution model of the problem only. Tanprasert and Kripruk-
sawan [8] and Kaitikunkajorn and Tanprasert [9] proposed techniques that use
subtractive clustering [11] to find the center of cluster of original vectors in the
same class. The outpost vectors are generated around that cluster center only.
These techniques are intended to reduce the number of generated outpost vec-
tors. However, they do not accurately preserve the shape or distribution model
of the problem.

3 Multi-class Contour Preserving Classification

This section presents the augmentation of the original contour preserving classifi-
cation technique [4] to support multi-class data and improve the level of accuracy
of multi-class classification.

Multi-class outpost vectors generated from multi-class outpost vector gener-
ation algorithm presented in Fig. 2 comprise two types of multi-class outpost
vectors.

1. Fundamental Multi-class Outpost Vector (FMCOV) is a synthesized
vector that is used to declare the boundary of the territory of an input vector
of one class, let’s say input vector i of class A (denoted by Ai), against an
input vector of any other class, let’s say input vector j of class X (denoted
by Xj), that has smallest Euclidean distance to Ai. An FMCOV of input
vector i (denoted by o(i)) is placed at the boundary of Ai’s territory in the
direction of Xj . Xj is designated as a paired input vector of Ai (denoted by
φ(i)).

2. Additional Multi-class Outpost Vector (AMCOV) is a synthesized
vector that is used to declare the boundary of a paired input vector of an
input vector, let’s say a paired input vector of input vector i (φ(i)), against
that input vector (Ai). An AMCOV of input vector i (denoted by o′(i)) is
placed at the boundary of φ(i)’s territory in the direction of Ai. Many paired
input vectors may be generated at the same point in the problem space. To
reduce the number of duplicated AMCOVs, an AMCOV of an input vector
will be generated only when a paired input vector of a paired input vector
of that input vector is not that input vector itself (φ(φ(i)) �= i).

The multi-class outpost vector generation algorithm in Fig. 2 takes O(c2n2)
where c is the number of classes of data and n is the number of original vectors.
When n is large enough, the number of classes of data (c) will be insignificant.

The concept of Three-class Outpost Vector is illustrated in Fig. 3. There
are three classes of data designated as class A, B and C. To find the terri-
tory of each input vector, each input vector is modeled to span its territory as a
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01 for each input vector i
02 find an vector φ(i) ∈ all other classes and has shortest Euclidean distance

to vector i.
03 place a fundamental multi-class outpost vector, o(i) ∈ the class of vector i,

at almost half way between vector i and vector φ(i) on the territory of i
in the direction of vector φ(i).

04 for each input vector i
05 if (φ(φ(i)) �= i) then
06 place an additional multi-class outpost vector, o′(φ(i)) ∈ the class of

vector φ(i), at almost half way between vector φ(i) and vector i
on the territory of φ(i) in the direction of vector i.

Fig. 2. Multi-class outpost vector generation algorithm. The first for-loop in the al-
gorithm is the FMCOV generator while the second for-loop in the algorithm is the
AMCOV generator. During the FMCOV generation process, the initial training set,
regardless of the number of classes of data, is viewed as a two-class dataset: class A
for a being processed input vector and class B for all other input vectors not in class
A. During the AMCOV generation process, only two input vectors from two different
classes are involved: class A for a being processed input vector and class B for a paired
input vector of that input vector. As a result, the multi-class outpost vector generation
algorithm can be applied with any number of classes of data.

Fig. 3. Outpost vectors and their territory in a two-dimension three-class problem.
The top left circle and bottom center circle are the territory of class A. The top right
circle and bottom left circle are the territory of class B. The bottom right circle is the
territory of class C.
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circle (sphere in case of three-dimension space or hyper-sphere in case of more-
dimension space) until the territories collide against any other.

The territory of input vector k of class A (denoted by Ak) is found by locating
the input vector in any other class that is nearest to Ak. In this case, B∗(Ak) of
class B is nearest to Ak and referred to as Ak’s pair (denoted by φ(Ak)). Then,
the territory ofAk is declared at half way between Ak and B∗(Ak). Consequently,
the radius of Ak’s territory is set at half of the distance between Ak and B∗(Ak).
This is to guarantee that if B∗(Ak) sets its territory using the same radius, then
the distance from the hyper-plane to either Ak or B∗(Ak) will be at maximum.
Ak then places its fundamental outpost vector (FMCOV) (denoted by o(Ak))
against B∗(Ak) at the boundary of Ak’s territory. The territories of B∗(Ak) of
class B, C∗(B∗(Ak)) of class C, Aj of class A and B∗(Aj) of class B are also
found by the same method done with Ak of class A.

After that, additional multi-class outpost vectors (AMCOVs) will then be
generated from all input vectors as well. The AMCOV of B∗(Ak) of class B
(denoted by o′(B∗(Ak))) against Ak of class A is placed at the boundary of
B∗(Ak)’s territory in the direction of Ak. The AMCOV of C∗(B∗(Ak)) of class
C (denoted by o′(C∗(B∗(Ak)))) against B∗(Ak) of class B, is placed at the
boundary of C∗(B∗(Ak))’s territory in the direction of B∗(Ak). The AMCOV
of Aj of class A (denoted by o′(Aj)) against C

∗(B∗(Ak)) of class C is placed at
the boundary of Aj ’s territory in the direction of C∗(B∗(Ak)). The AMCOV of
B∗(Aj) of class B (denoted by o′(B∗(Aj))) against Aj of class A is placed at the
boundary of B∗(Aj)’s territory in the direction of Aj . There is no AMCOV of Ak

and B∗(Aj) because φ(φ(Ak)) is Ak and φ(φ(B∗(Aj))) is B
∗(Aj), respectively.

4 Simulation Results

The simulations are conducted on feed-forward neural network having parame-
ters: network = 1 hidden layer, hidden neuron = 5, 10, 20, 30, 40 and 50, training
function = Levenberg-Marquardt backpropagation, maximum epochs = 100 and
performance goal = 0.01.

The data used in the simulations comprise six real world multi-class datasets
from UCI machine learning repository [12] having various numbers of classes
and dimensions of the input vectors. The characteristics of these datasets are
presented in Table 1. The training sets are combined with FMCOVs, AMCOVs
and both of them to construct a total of twenty four training sets used to evaluate
the performance of FMCOV and AMCOV on multi-class data. The test results
are produced by (1) and presented in Fig. 4.

MSE(I) =

∑n
i=1(Ti −Oi)

2

n
. (1)

where I is a set of input vectors, n is the number of input vectors, Ti is the
target value of input vector i and Oi is the output value of input vector i.

The test results are summarized as followings.
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Table 1. Characteristics of Six Datasets from UCI Machine Learning Repository

UCI DATASET CLASSES FEATURES
TRAINING TEST
SAMPLES SAMPLES

Landsat Satellite (Statlog) 6 36 4,435 2,000
Shuttle (Statlog) 7 9 43,500 14,500
Poker Hand 10 10 25,010 1,000,000
Pen-Based Recognition 10 16 7,494 3,498
Optical Recognition 10 64 3,823 1,797
Letter Recognition 26 16 20,000 20,000

(a) (b)

(c) (d)

(e) (f)

Fig. 4. Simulation Results of (a) Landsat Satellite (Statlog) (b) Shuttle (Statlog) (c)
Poker Hand (d) Pen-Based Recognition of Handwritten (e) Optical Recognition of
Handwritten (f) Letter Recognition Datasets from UCI Machine Learning Repository
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1. The training sets with FMCOVs from five datasets (Landsat Satellite (Stat-
log), Shuttle (Statlog), Poker Hand, Pen-based Recognition of Handwritten
and Optical Recognition of Handwritten) yield higher level of accuracy of
classification than the training sets without outpost vector (NOMCOV). The
training set with FMCOVs from Letter Recognition dataset yields higher
level of accuracy of classification when the number of hidden neurons is
small. However, it yields lower level of accuracy of classification when the
number of hidden neurons is large.

2. The training set with AMCOVs from only one dataset (Poker Hand) yields
higher level of accuracy of classification than the training sets without out-
post vector (NO MCOV).

3. The training set with both FMCOVs and AMCOVs from only one dataset
(Shuttle (Statlog)) yields higher level of accuracy of classification than the
training sets without outpost vector (NO MCOV).

Based on the test results on six real world multi-class datasets, the training sets
with FMCOVs generally yield highest level of accuracy of classification while
the training sets with AMCOVs and both FMCOVs and AMCOVs rarely yield
higher level of accuracy of classification. It is also noticeable that the training
sets with any type of multi-class outpost vectors yield lower level of accuracy of
classification on Letter Recognition dataset. It is probably because the distance
between some input vectors in different classes is smaller than the gap between
these input vectors. When the gap is larger, the input vectors placed within the
gap can be misclassified.

As a result, it can be concluded that the multi-class contour preserving clas-
sification technique that generates only FMCOVs generally helps preserve the
shape or distribution model of multi-class data more correctly and can assist the
feed-forward neural network to classify the multi-class data more accurately.

5 Conclusions

The contour preserving classification technique was originally proposed to im-
prove the robustness and weight fault tolerance of a neural network applied
with a two-class linearly separable problem. Its major idea is to force non-linear
classification on the linearly separable problem so as to take advantage of the
nonlinear contour of the input vector regions to widen the clearance between
the classification hyper-plane and the input vectors. It generates fundamental
outpost vectors and additional outpost vectors at the boundary between two
classes of data to preserve their shape or distribution model. The technique was
recently found to be improving the level of accuracy of classification of feed-
forward neural network on two-class data even when fewer numbers of input
vectors are available. However, the technique supports only two-class data. This
paper presents the augmentation of the original outpost vector generation algo-
rithm to preserve the shape or distribution model of multi-class data to improve
the level of accuracy of multi-class classification using feed-forward neural net-
work. The multi-class outpost vector generation algorithm generates two types
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of multi-class outpost vector: fundamental multi-class outpost vector (FMCOV)
and additional multi-class outpost vector (AMCOV). Both multi-class outpost
vectors are inserted into the training sets to preserve the shape or distribution
model of the training data to assist the feed-forward neural network to classify
the multi-class data more accurately. The simulations are conducted on six real
world datasets from UCI machine learning repository having various numbers
of classes and dimensions of the input vectors. The training sets are combined
with FMCOVs, AMCOVs and both of them to construct a total of twenty four
training sets used to evaluate the performance of FMCOV and AMCOV on
multi-class data. The test results present that the proposed multi-class contour
preserving classification technique supports multi-class data. In addition, the
multi-class outpost vector generation algorithm generating FMCOVs generally
helps preserve the shape or distribution model of multi-class data more cor-
rectly and can improve the level of accuracy of multi-class classification using
feed-forward neural network more effectively.
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Abstract. Bone age assessment is a task performed daily in hospitals
worldwide, this involves a clinician estimating the age of a patient from
a radiograph of the non-dominant hand. In this paper, we propose a
combination of image processing and feature extraction algorithms to
automatically predict the Tanner-Whitehouse bone stage, the assessment
standard used in forming bone age estimates.

Keywords: Feature Extraction, Bone Age Assessment, Medical Imaging.

1 Introduction

This research is part of a wider project to build predictive models of bone age us-
ing hand radiograph images. Bone age assessment typically involves estimating
the expected age of a patient from a radiograph by quantifying the development
of the bones of the non-dominant hand. It is used to evaluate whether a child’s
bones are developing at an acceptable rate, and to monitor whether certain
treatments are affecting a patient’s skeletal development. Currently, this task is
performed manually using a system such as Tanner and Whitehouse (TW) [1].
Manual procedures are time consuming and often inaccurate. We are developing
a fully automated system that aims to produce an accurate estimate of bone age
directly from a radiograph. Constructing an age estimate automatically involves
segmenting the image to find the location of the relevant bones, then regressing
information related to the bones on to age. In the segmentation stage we extract
the hand outline [2] and then find the location of individual bones.We perform
automated checks against false positives at the segmentation stage to stop in-
correctly segmented images progressing to the next stage. Once we have the
location of the individual bones, we perform the age regression in three stages.
Firstly, we extract summary features we think are most powerful in predicting
age. Secondly, we construct classifiers to predict the TW bone stages. Finally, we
can recreate age using the standard TW approach of summing the bone scores
and looking up the age mapping. We adopt this approach (rather than regress-
ing directly on to age) so that our system is more transparent and explicable to
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clinicians. Evaluating the features discriminatory power for TW offers greater
potential for explanatory insights, and will give the clinicians more confidence
in the automated system. In this paper we concentrate on predicting TW scores
for a single bone, the distal phalange of the third finger. In Section 2, we give
a brief review of the TW system and describe other automated bone ageing al-
gorithms. In Section 3, we outline how we extract the location of a bone in an
image. In Section 4, we describe the features we derive from the bone, and how
we calculate them. In Section 5, we perform an explanatory analysis to evaluate
the discriminatory power of these features and in Section 6 we determine how
well we can predict TW stages by constructing classifiers. Finally, we describe
the future direction of this work in Section 7.

2 Background

The TW approach for bone age assessment involves grading a selection of bones
based on a visual and textual description of the idealised stage of development.
Table 1 shows the TW stages for the distal phalange of the third finger. The
main region of bone is called the phalanx and the small region between pha-
langes is the epiphysis. TW stages are converted to scores by a fixed mapping.
The scores are summed to give the skeletal maturity score, which is converted
into a bone age using a look up chart. It has long been recognised that an
automated bone age estimator is desirable and, in theory, achievable [1]. There
have been numerous published automated bone ageing methodologies. Thodberg
et al. [3] use an Active Appearance Model [4] for bone ageing. This algorithm
involves fitting a model on 3000 manually labelled images. The resulting model
is used to directly estimate the bone age, which can then be reverse engineered
into a TW stage. Their algorithm is implemented in a commercial system called
BoneXpert. Niemeijer et al. [5] outline a method to automate skeletal age as-
sessment that uses Active Shape Models [4] to segment the distal phalange of
the third finger. They construct a separate model on training data for each TW
stage (E–I). For new data they use these models to extract the phalange, then
measure the similarity of the fitted bone to the training bones in the model
space. The predicted class is that of the nearest neighbour of the test case in the
training data. They evaluate their system estimate TW score against objectively
rated TW stages. Both of these approaches are hard to reproduce, since they
require a large manually labelled training set, the nature of which will effect the
resulting model. In addition, for AAM/ASM approaches, it is difficult to relate
the discriminatory characteristics to the TW template bone shapes in order to
explore how the classification is actually made. Our approach is to separate the
image processing from the classification and to adopt methods that are more
transparent and flexible. At this stage of the project we wish to mirror the TW
approach as much as possible. This will help convince clinicians of the usefulness
of the automation, and allow us to take an incremental approach to forming a
final estimate that we believe will reduce the variance of the age prediction.
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Table 1. The various TW stages of Distal Phalange 3 [1]

Stage Image Description

B The centre is just visible as a single deposit of calcium, or
more rarely as multiple deposits. The border is ill-defined.

C The centre is distinct in appearance and disc-shaped, with a smooth continuous border.

D The maximum diameter is half or more the width of the metaphysis.

E The epiphysis is as wide as the metaphysis. The central potion of the proximal border has grown
toward the end of the middle phalanx, so that the proximal border no longer consists of a single
convex surface; no differentiation into palmar and dorsal surfaces, however, can yet be seen.

F Palmar and dorsal proximal surfaces are distinct, and each has shaped to the
trochlear articulation of the middle phalanx. The palmar surface appears as a
projection proximal to the thickened white line representing the dorsal surface.

G The epiphysis caps the methaphysis.

H Fusion of epiphysis and metaphysis has now begun.

I Fusion of epiphysis and metaphysis is completed.

3 Extracting the Bone Outline

100 radiographs were taken from the dataset provided by [6] and TW scores were
assigned to the distal phalange of the third finger using Table 1. We perform a
three stage automated bone segmentation. First, we find the hand outline using
the algorithm described in [2]. The tips and webs are then calculated using peak
detection. From the tips and webs, we calculate the axis for the middle finger
by calculating the midpoint between the adjacent webs. The axis of the finger is
the midpoint of the base to the tip. Using this, we compute a region-of-interest
box. An example segmentation is shown in Figure 1(a).

(a) (b)

Fig. 1. Example bone image of the Distal Phalange of the Third Finger (a), and final
segmentation (b)

The final step of the image processing involves segmenting the bone from the
bounding box found in the previous stage. Simple outlining techniques prove insuf-
ficient because the high resolution intensity detail within the bounding box often
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leads to an incorrect bone outlining. Down-sampling the image improves the seg-
mentation, but it is crucial not to down-sample too much, since the distinction
between the phalanx and epiphysis can be lost. Hence, we constructed a Gaussian
pyramid [7] hierarchy of down-sampled images and performed Canny edge detec-
tion [8] at each level of the pyramid. The edges found at level n form the basis for
the the edge detection at stage n− 1. Any edges that were connected to the sides
of the bounding box, or were not complete loops, were removed. The region inside
the largest remaining loop is labelled as the phalanx. If a second loop is present it
is labelled the epiphysis. An example final segmentation is shown in Figure 1(b).

4 Feature Extraction from the Outline

Our goal is to be able to automatically extract the features that best capture the
variability described in the text for classifying TW stages (see Tables 1 and 2).

Table 2. Features derived from looking at Tanner-Whitehouse Stages

Feature Number Feature Name

1 Epiphysis
2 Phalanx Ellipse Height
3 Phalanx Ellipse Width
4 Phalanx Height
5 Phalanx Width
6 Phalanx First Quartile Width
7 Phalanx Third Quartile Width
8 Metaphysis (Phalanx Ninety Percentile) Width
9 Phalanx Eccentricity
10 Phalanx Width to Height Ratio
11 Phalanx Roundness
12 Phalanx Area to Perimeter Ratio
13 Phalanx First Quartile to Width Ratio
14 Phalanx Third Quartile to Width Ratio
15 Phalanx Metaphysis to Width Ratio
16 Epiphysis Ellipse Height
17 Epiphysis Ellipse Width
18 Epiphysis Height
19 Epiphysis Width
20 Epiphysis Eccentricity
21 Epiphysis Distance to Phalanx
22 Epiphysis Width to Height Ratio
23 Epiphysis Roundness
24 Epiphysis Area to Perimeter Ratio
25 Epiphysis Width to Metaphysis Ratio

Note that we are currently only calculating shape features. Shape features are
clearly the most discriminatory, although the intensity features may well help
in the finer distinctions between the stages, and will be included at a later date.
The dimensions and shape of the phalanx, the epiphysis, and the region of the
phalanx bordering the epiphysis (called the metaphysis) are crucial in forming
the classification.

The most important feature is whether the epiphysis is present or not (feature
1). The other features are summary measures of the phalanx and the epiphysis
(if present).

Basic size descriptors such as height and width are obviously going to be
reasonably indicative of age, although they are of less use than one might first
think because the size of the image of the hand does not directly map to the
size of the actual hand. This is because the focus of the radiograph machine is
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adjusted so that the hand image is approximately the same size independent of
actual size. The obvious way to find the height and width of the phalanx and
epiphysis is to find the length of the vertical line down the centre of the bone for
height and the length of the horizontal line across the middle of the vertical for
width. However, this assumes the bones are vertically aligned, which is often not
the case, since fingers are often not straight. In order to calculate an estimate for
height and width, we fit an ellipse to both the phalanx and epiphysis (if present).

A standardway of fitting an ellipse to an image is to use the Hough transform [9].
However, this transform has time complexityO(n5), where n is the number of pix-
els. It is faster therefore to fit the transform on a lower resolution image. The algo-
rithm is also much faster with a good initial approximation of the ellipse. Hence,
we once again use a Gaussian pyramid of incrementally downsized images. We fit
an ellipse at the lowest resolution with the Hough transform, then use this ellipse
as the initial starting point for the transform at the next highest level. We use the
axes of the ellipse generated at level 1 to calculate an estimate for the height and
width of the phalanx and epiphysis (features 2,3,16 and 17).

We also use the vertical axis of the ellipse to calculate the width of the phalanx
at certain points along its length. The objective is to capture the change from a
fairly straight sided bone in the early stages, to one that narrows in the middle
in the latter stages. In addition to finding the width at the middle of the axis
(feature 5), we also find the first quartile and third quartile width (features 6
and 7), and the ratio of the quartile widths to the middle width (features 13
and 14). A further way of capturing the progressive change in the phalanx from
fairly round to stretched and irregular is to measure how circular the ellipse of
the bone is. A standard measure of roundness of an ellipse is the eccentricity e,
(feature 9 and 20) which is calculated using Equation 1. The half length of the
semi-major axis and half the length of the semi-minor axis are referred to as h
and w respectively.

e =

√
1−
(
h

w

)2

(1)

We also estimate the roundness directly from the bone itself. The two roundness
features 11 and 23 were calculated using Equation 2, where a is the area of the
binary mask and p is the length of the the perimeter.

r =
4πa

p2
(2)

Another key discriminatory characteristic is the distance from epiphysis to the
phalanx. We quantify this as the Euclidean distance between the midpoints of
the two (feature 21).

5 Exploratory Analysis of Features

Our first goal is to evaluate how well the features in Table 2 can explain the
variation in TW stage. Table 3 shows the features ranked independently by
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information gain (in brackets). Information gain is calculated from the labelled
data and is used to determine how well a feature can distinguish classes. The
first column shows the rank order of the phalanx features on all of the images.
The presence of the epiphysis is the most important feature, followed by phalanx
height (features 2 and 4). Measures related to the metaphysis (features 8 and
15) are important, as are the shape descriptors (features 10 and 11). The second
column of Table 3 shows the feature ranks for when the epiphysis is distinct (i.e.
stages C–G). The top positioned phalanx feature, height, is only ranked seventh.
The top six features all relate to measurements of the epiphysis.

Table 3. Features ranked by information gain

Phalanx feature ranks Ranking of features when epiphysis distinct

1(0.8424) 25 (0.6126)
2 (0.7556) 17 (0.6108)
4 (0.7556) 19 (0.5551)
8 (0.7552) 24 (0.5551)
11 (0.7140) 16 (0.3985)
10 (0.6583) 21 (0.3985)
15 (0.6408) 4 (0.3933)
7 (0.6350) 12 (0.3933)
9 (0.6312) 23 (0.3774)
14 (0.5533) 2 (0.3771)
12 (0.5436) 5 (0.3580)
5 (0.4291) 8 (0.3580)
3 (0.4061) 11 (0.3464)
6 (0.3925) 3 (0.3405)
13 (0.1775) 6 (0.2861)

In Table 4, we show the importance of each feature for each TW stage using
information gain, with the most important features in bold. Table 4 shows that
different features are important in determining different stages. The results from
stages where the epiphysis is present show again that the features extracted from
this area are the most important.

Table 4. The importance of each feature against each TW stage

Feature Number Stage B Stage C Stage D Stage E Stage F Stage G Stage H Stage I

1) Epiphysis 0.0594 0.0067 0.1539 0.1110 0.1120 0.0171 0.2495 0.2495
2) Phalanx Ellipse Height 0.1382 0.0288 0.2254 0.1149 0.0922 0.0468 0.2650 0.2732
3)Phalanx Ellipse Width 0.1872 0.0447 0.1648 0.0499 0.0441 0.0356 0.1542 0.0986
4) Phalanx Height 0.1383 0.0299 0.2269 0.1149 0.0922 0.0412 0.2732 0.2650
5) Phalanx Width 0.1531 0.0447 0.1927 0.0529 0.0441 0.0356 0.1533 0.0958
6) Phalanx First Quartile Width 0.1733 0.0259 0.1570 0.0529 0.0384 0.0749 0.1143 0.2183
7) Phalanx Third Quartile Width 0.1321 0.0483 0.1891 0.0886 0.0851 0.0559 0.2376 0.2352
8) Metaphysis Width 0.1531 0.0311 0.2087 0.1110 0.0922 0.0716 0.3001 0.2745
9) Phalanx Eccentricity 0.0344 0.0126 0.2084 0.1110 0.0851 0.0356 0.1744 0.2571
10) Phalanx Width to Height Ratio 0.0366 0.0141 0.1769 0.1194 0.0922 0.0275 0.1966 0.3001
11) Phalanx Roundness 0.0578 0.0157 0.2221 0.1543 0.0652 0.0412 0.2025 0.2495
12) Phalanx Area to Perimeter Ratio 0.1452 0.0418 0.2269 0.1033 0.0652 0.0652 0.2311 0.2350
13) Phalanx First Quartileto Width Ratio 0.0333 0.0532 0.0647 0.0527 0.0301 0.0499 0.0241 0.0966
14) Phalanx Third Quartile to Width Ratio 0.0377 0.0141 0.1082 0.1359 0.1033 0.0583 0.2281 0.1698
15) Phalanx Metaphysis to Width Ratio 0.0462 0.0214 0.1177 0.1641 0.0792 0.0440 0.2421 0.2376
16) Epiphysis Ellipse Height N/A 0.0133 0.1595 0.1908 0.1906 0.0548 N/A N/A
17) Epiphysis Ellipse Width N/A 0.0141 0.1595 0.2025 0.2281 0.1711 N/A N/A
18) Epiphysis Height N/A 0.0126 0.1539 0.1797 0.1852 0.0698 N/A N/A
19) Epiphysis Width N/A 0.0141 0.1595 0.1966 0.2281 0.1450 N/A N/A
20) Epiphysis Eccentricity N/A 0.0126 0.1539 0.1190 0.1495 0.0933 N/A N/A
21) Epiphysis Distance to Phalanx N/A 0.0110 0.1595 0.1908 0.1641 0.0794 N/A N/A
22) Epiphysis Width to Height Ratio N/A 0.0130 0.1539 0.1273 0.1641 0.0787 N/A N/A
23) Epiphysis Roundness N/A 0.0808 0.2718 0.1190 0.1149 0.0620 N/A N/A
24) Epiphysis Area to Perimeter Ratio N/A 0.0141 0.1652 0.1966 0.2086 0.1202 N/A N/A
25) Epiphysis Width to Metaphysis Ratio N/A 0.0141 0.1595 0.1744 0.2214 0.1822 N/A N/A
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The final stage of our exploratory analysis is to examine how the features
can interact to classify all the stages. Figure 2 shows the C4.5 decision tree
constructed on all 100 instances. This tree illustrates some simple decision rules
that encapsulate the description of how to determine the stage given in Table 1.
So, for example, the rule if no epiphysis then B, G, H or I describes the main
left hand branch of the tree and Stage B is classified by the rule if no epiphysis
and phalanx small then B.

Fig. 2. C4.5 Decision Tree trained on whole dataset

6 Classification of Tanner-Whitehouse Stages

Whilst the exploratory analysis allows us to examine the importance of the
features and how they interact, we are also concerned with the predictive power
of models constructed in this feature space. Table 5 shows the test data confusion

Table 5. Confusion Matrix for C4.5 tree from ten run, ten fold cross validation

B C D E F G H I

B 40 0 0 0 0 0 0 0

C 0 0 0 0 0 0 0 0

D 0 10 157 25 0 10 0 0

E 0 0 33 48 52 15 0 0

F 0 0 9 56 58 48 0 0

G 0 0 0 21 40 49 26 10

H 0 0 0 0 0 17 53 70

I 0 0 0 0 0 11 71 70
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matrix for a C4.5 classifier found using a repeated cross validation. Whilst the
classification accuracy is only 47.5%, the vast majority of classifications (92.3%)
are within one category of the the true class.

In addition to a C4.5 decision tree, we have applied a variety of alternative
classifiers on the extracted features. The results from ten run, ten fold cross
validation are summarised in Table 6. All the classifiers are in the range 46%-
56% accuracy, but all are getting close, with a best result of 95.5% within one
stage of the correct stage. Given stage classification is subjective, we believe this
is an encouraging result and that with more data we will form more accurate
classifiers.

Table 6. Results from ten run, ten fold cross validation on on TW Stages B-I. The
first column refers to the percentage of images with correct stage classified and the
second column the percentage within one TW stage of the correct stage.

Classifier Correct Stage % Within One Stage %

3-NN 55.3 86.9
Naive Bayes 46.9 93.0

C4.5 47.5 92.3
SVM 53.3 95.5

Bayesian Network 48.2 95.0
Random Forest 52.1 92.8
Rotation Forest 52.5 94.8

Logistic Regression 53.9 94.2

7 Conclusions and Future Work

In this paper we have described a system to predict TW stages using automated
feature extraction. We believe separating the image processing from the classi-
fication/regression will ultimately be a more robust approach. This transparent
modular approach allows us to reduce the risk of incorrect image processing
corrupting the age prediction and provides a means for clinicians to investigate
exactly how the system operates. We believe this white box approach is crucial
in order to gain widespread acceptance.

In the future we plan to investigate incorporating more features, such as those
based on image intensity. We will extend the system to include more bones, and
hence produce age estimates from combined TW scores. We will assess the sys-
tem by comparing the automated age estimates to independently made clinical
estimates and to the chronological age. Finally, we will investigate regressing fea-
tures directly onto age, to determine the benefits or otherwise of the TW scoring
system.
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Abstract. The concept of fuzzy sets and fuzzy logic is widely used to
propose of several methods applied to systems modeling, classification
and pattern recognition problem. This paper proposes a genetic-fuzzy
recognition system for speech recognition. In addition to pre-processing,
with mel-cepstral coefficients, the Discrete Cosine Transform (DCT) is
used to generate a two-dimensional time matrix for each pattern to be
recognized. A genetic algorithms is used to optimize a Mamdani fuzzy
inference system in order to obtain the best model for final recognition.
The speech recognition system used in this paper was named Hybrid
DCT-Genetic-Fuzzy Inference System for Speech Recognition (HGFIS).

Keywords: Recognition Speech, Fuzzy Sistems, Optimization, Genetic
Algorithm, Discrete Cosine Transform.

1 Introduction

Parameterization of an analog speech signal is the first step in speech recognition
process. Several popular signal analysis techniques have emerged as standards in
the literature. These algorithms are intended to produce a ’perceptually mean-
ingful’ parametric representation of the speech signal [1]. The goal of selecting
the best way to encode the signal is to compress the speech data information,
eliminating non-phonetic analysis of the signal and improving the aspects of the
signal which contributes significantly to detect phonetic differences of speech
sounds [2],[3]. One of the most widespread techniques for pattern speech recog-
nition is the ”Hidden Markov Model” (HMM) [4]. A well known deficiency of
the classical HMMs is the poor modeling of the acoustic events related to each
state. Since the probability of recursion to the same state is constant, the proba-
bility of the acoustic event related to the state is exponentially decreasing. This
probability distribution does not model the speech temporal structure. A sec-
ond weakness of the HMMs is that the observation vectors within each state
are assumed uncorrelated, and these vectors are correlated [5],[6]. In this pa-
per, a speech signal is encoded and parameterized in a two-dimensional time
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matrix. After coding, the mean and variance of each pattern are used to gener-
ate the rule base of Mamdani fuzzy inference system. The mean and variance
are optimized using genetic algorithm in order to have the best performance
of the recognition system. Consider as patterns the brazilian locutions (digits):
′0′,′ 1′,′ 2′,′ 3′,′ 4′,′ 5′,′ 6′,′ 7′,′ 8′,′9′. The Discrete Cosine Transform (DCT) [7],[8]
is used to encoding the speech patterns. This paper demonstrates the potential
of DCT and fuzzy inference system in speech recognition [9],[10].

2 Speech Recognition System

The proposed recognition system HGFIS block diagram is depicted in Fig.1.

Speech Signal

Segmentation

and

Windowing

Coding

Mel-Cepstral

Coefficients

Generation temporal

two-dimensional DCT

Matrix

Fuzzy Inference

System for Speech

Recognition

Rule Base

optimized by

genetic algorithm

Patterns

Fig. 1. Block diagram of the proposed recongnition system HGFIS

Initially, the speech signal is digitizing, so it is divided in frames which are
windowed and encoded in a set of parameters defined by the order of mel-
cepstral coefficients (MFCC). The DCT coefficients are computed and the two-
dimensional time DCT matrix is generated, based on each speech signal to be
recognized [11]. Letmfcc the mel-cepstral coefficients. The two-dimensional time
matrix is the result of DCT in a sequence of T mel-cepstral coefficients observa-
tion vectors on the time axis, given by:

Ck(n, T ) =
1

N

T∑
t=1

mfcck(t)cos
(2t− 1)nπ

2T
(1)

where k, 1 ≤ k ≤ K, is the k-th (line) component of t-th frame of the matrix and
n, 1 ≤ n ≤ N (column) is the order of DCT. Thus, there is a two-dimensional
time matrix Ck(n, T ) for each input speech signal. The elements of the matrix are
obtained as follows: For a given spoken wordP(digit), ten examples of utterances
of Pare gotten. Each examples is properly encoded in T frames distributed
along the time axis. Each frame of the word P generates a total of K mel-
cepstral coefficients and the significant features are taken for each frame. The
N-th order DCT is computed for each mel-cepstral coefficient of same order
within the frames distributed along the time. Thus, a two-dimensional time
matrix DCT is generated for each example of the word P , represented by: Ckn,
where k = 1, 2, ...K and n = 1, 2, ..., N .
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2.1 Fuzzy Rule Base for Speech Recognition

A fuzzy rule base Ru consists of a set of fuzzy IF − THEN rules. From the
coefficients of the matrices Cj

kn with j = 0, 1, 2, ..., 9, k = 1, 2 and n = 1, 2
generated during the training process, representing the mean and variance of
each pattern j a rule base with M = 40 individual rules is obtained and given
by:

Ruj : IF Cj
kn THEN yj (2)

In this paper, the training process is based on the fuzzy relation Ruj using
the Mamdani implication. The rule base Ruj should be considered a relation
R(X × Y )→ [0, 1], computed by:

μRu(x, y) = I(μA(x), μB(y)) (3)

where the operator I should be any t-norm [12]. Given the fuzzy set A′ input,
the fuzzy set B′ output might be obtained by max-min composition, [13]. For
a minimum t-norm and max-min composition it yields:

μ(B′) = maxxminx,y(μA′(x), μ(Ru)(x, y)) (4)

2.2 Generation of Fuzzy Patterns

The elements of the matrix Cj
kn were used to generate gaussians membership

functions in the process of fuzzification. For each trained model j the gaussians
memberships functions μcjkn

are generated, corresponding to the elements cjkn of

the two-dimensional time matrix Cj
kn with j = 0, 1, ..., 9, where j is the model

used in training. The training system for generation of fuzzy patterns is based on
the encoding of the speech signal s(t), generating the parameters of the matrix
Cj

kn. Then, these parameters are fuzzified, and they are related to properly
fuzzified output yj by the relational implications, generating a relational surface
μ(Ru), given by:

μRu = μcjkn
◦ μyj (5)
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This relational surface is the fuzzy system rule base for recognition optimized
by genetic algorithm to maximize the speech recognition. The decision phase
is performed by a fuzzy inference system based on the set of rules obtained
from the mean and variance matrices of two dimensions time of each spoken
digit. The elements of the matrices Cj

kn are used by the fuzzy inference system
to generate four gaussian membership functions corresponding to each element
cjkn
∣∣k=1,2;n=1,2 of the matrix. The set of rules of the fuzzy relation is given by:

IF cjkn|k=1,2;n=1,2 THEN yj (6)

After the training process, the relational surfaces is generated based on the rule
base and implication method. The speech signal is encoded to be recognized
and their parameters are evaluated in relation to the functions of each patterns
on the surfaces and the degree of membership is obtained. The final decision
for the pattern is taken according to the max −min composition between the
input parameters and the data contained in the relational surfaces. The process
of defuzzification for the pattern recognition is based on the mean of maxima
(mom) method given by:

y
′
= mom(μy′j ) = mean{y|μy′j = maxy∈Y (μy′j )} (7)

2.3 Optimization of Relational Surface with Genetic Algorithm

The continuous genetic algorithm (GA) is configured with a population size
of 100, generations of 300, with mutations probability of 15% and two indi-
viduals chromosomes with 40 genes each, to optimize a cost function with 80
variables, which are the mean and variances of the patterns to be recognized by
the proposed fuzzy recognition system [14]. For each element of the matrix Cj

kn

coefficients are determined with variations minimum and maximum , and the
coefficient c11 ∈ [c11(minimum) c11(maximum)], c12 ∈ [c12(minimum) c12(maximum)],
c21 ∈ [c21(minimum) c21(maximum)], c22 ∈ [c22(minimum) c22(maximum)][15].

3 Experimental Results

3.1 System Training

After pre-processing of the speech signal and fuzzification of the matrix Cj
kn,

its fuzzifieds components μcj
kn

had been optimized by the GA that maximize

the total of successful recognition. The optimization process was performed with
16 realizations of the genetic algorithm, whose results are shown in Fig.2. The
best result of the recognition processing by HGFIS is shown in Fig.3. The to-
tal number of hits using GA was 92 digits correctly identified in the training
process. The relational surface generated for this result was used for validation
process. The best individual in the first generation is shown in Fig.4. In this
case the total number of correct answers was 46 digits correctly identified. The
ralational surface of the best individual in the first generation is shows in Fig.5.
The optimum individual, HGFIS, presents the features in Fig.6 and Fig.7.
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Fig. 2. Histogram for 16 realizations of
the training process with the HGFIS
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the 1st generation

Fig. 5. Relational surface (μRu) in the 1st
generation
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3.2 System Test - Validation

In this step, 100 locutions uttered in a room with controlled noise level and 500
locutions uttered in an environment without any kind of noise control were used.
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For every ten examples of each spoken digit, was generated two-dimensional
time matrix cepstral coefficients Cj

kn and they were used in the test procedure.
Where performed the training process and five types of tests. To test the ability
of characteristics extraction of the method, male and female speakers were used.

TRAINING: Recognition Optimized by HGFIS (5 Female and 5 Male Speakers);

TEST 1: Validation - Strictly speaker dependent recognition, where the words
used for training and testing were spoken by a same group of 10 speakers(5 Fe-
male and 5 Male Speakers);

TEST 2: Validation test- Recognition based on the partial dependence of the
speaker with two examples for each ten examples of each digit(Female Speaker);

TEST 3: Validation test- Recognition based on the partial dependence of the
speaker with two examples for each ten examples of each digit(Male Speaker);

TEST 4: Validation test- Recognition independent of the Speaker, where the
speaker does not have influence in the training process(Female Speaker);

TEST 5: Validation test- Recognition independent of the Speaker, where the
speaker does not have influence in the training process(Male Speaker).

The tables from 1 to 6 presents the comparative analysis of the HMM with
three state, three gaussian mixture by state and order analysis, i.e., the number
of mel-cepstral parameter equal 8 and 12. The number of hits, using the HMM
and HGFIS for speech recognition. In the table for HMM, sn = state number,
and pn = parameters number( Mel-cepstrais coefficients).

Table 1. Results in the training

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=3 pn=12 pn=4

ZERO (zero) 9 10 10

UM (one) 9 10 8

DOIS (two) 7 8 10

TRES (three) 8 9 9

QUATRO (four) 7 8 8

CINCO (five) 10 8 10

SEIS (six) 7 10 10

SETE (seven) 9 10 9

OITO (eight) 10 10 10

NOVE (nine) 9 8 8

Total(%) 85% 91% 92%

Table 2. Validation Test 1

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=2 pn=12 pn=4

ZERO (zero) 9 10 9

UM (one) 9 10 8

DOIS (two) 7 7 9

TRES (three) 8 8 8

QUATRO (four) 7 8 9

CINCO (five) 10 10 10

SEIS (six) 7 8 9

SETE (seven) 9 9 9

OITO (eight) 9 9 10

NOVE (nine) 9 9 9

Total(%) 84% 88% 90%
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Table 3. Validation Test 2

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=3 pn=12 pn=4

ZERO (zero) 9 9 10

UM (one) 9 9 7

DOIS (two) 6 6 7

TRES (three) 10 9 8

QUATRO (four) 9 9 8

CINCO (five) 6 7 10

SEIS (six) 6 7 6

SETE (seven) 6 7 9

OITO (eight) 7 8 7

NOVE (nine) 9 9 9

Total(%) 77% 80% 81%

Table 4. Validation Test 3

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=3 pn=12 pn=4

ZERO (zero) 7 9 8

UM (one) 8 9 8

DOIS (two) 7 8 10

TRES (three) 6 8 7

QUATRO (four) 7 8 9

CINCO (five) 8 8 8

SEIS (six) 8 7 9

SETE (seven) 7 8 9

OITO (eight) 9 9 8

NOVE (nine) 8 9 8

Total(%) 75% 83% 84%

Table 5. Validation Test 4

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=3 pn=12 pn=4

ZERO (zero) 6 6 10

UM (one) 2 3 2

DOIS (two) 4 5 5

TRES (three) 5 5 8

QUATRO (four) 5 7 4

CINCO (five) 7 8 10

SEIS (six) 4 8 5

SETE (seven) 5 6 9

OITO (eight) 4 6 4

NOVE (nine) 5 5 9

Total(%) 49% 59% 66%

Table 6. Validation Test 5

Brazilian English HMM HMM HGFIS

Digits Digits sn=3 pn=8 sn=3 pn=12 pn=4

ZERO (zero) 4 5 8

UM (one) 5 9 4

DOIS (two) 9 9 4

TRES (three) 3 4 3

QUATRO (four) 4 5 5

CINCO (five) 9 7 10

SEIS (six) 5 6 5

SETE (seven) 8 6 8

OITO (eight) 9 8 10

NOVE (nine) 6 6 10

Total(%) 62% 65% 67%

4 Conclusion

Evaluating the results, it is observed that the proposed speech recognizer HGFIS,
even with a minimal parameters number in the generated patterns was able
to extract more reliably the temporal characteristics of the speech signal and
produce good recognition results compared with the traditional HMM. To obtain
equivalent results with HMM is necessary to increase the state number and/or
mixture number. Any particular technique of noise reduction, such as those
commonly used in HMM-based recognizers, was not used during the development
of this paper. It is believed that with proper treatment of the signal to noise
ratio in the process of training and testing, the HGFIS Recognizer may improve
its performance: Increase the speech bank with different accents; Improve the
performance of genetic algorithm to 100% recognition in the training process
and increase the parameters number used in HGFIS.
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Abstract. In this paper, we present our research on similarity search and clus-
tering problems. Similarity search problems define the distances between data
points and a given query point Q, efficiently and effectively selecting data points
which are closest to Q. Clustering algorithms separate data points into different
groups, in a way that data points in the same group have high similarity and data
points from different groups are different from each other. In this paper, we ex-
plore the meaning of clusters from a new perspective, and propose an approach
to reshape the clusters based on K nearest neighbor search results. The recon-
structed clusters can help improve the performance of the following K nearest
search process.

Keywords: KNN, Similarity Search, Clustering.

1 Related Work

The similarity search problem has been studied in the last decade, and many algorithms
have been proposed for the K nearest neighbor search [6,5,10]. In traditional nearest
neighbor problems, the similarity between two data points is based on a similarity func-
tion such as Euclidean distance which aggregates the difference between each dimen-
sion of the two data points. However, such approaches only focus on full similarities,
i.e., the similarity in full data space of the data set. Some approaches [7,1] are proposed
targeting partial similarities. However, they have limitations such as the requirement of
the fixed subset of dimensions, or fixed number of dimensions as the input parameter(s)
for the algorithms.

Clustering algorithms [12,8,3,9] specialize in techniques for grouping similar objects
into a cluster in which objects inside a cluster exhibit certain degree of similarities, and
separates dissimilar objects into different clusters. It is a method of unsupervised learn-
ing, and a common technique for statistical data analysis used in many fields, including
machine learning, data mining, pattern recognition, image analysis and bioinformatics.
There are various clustering algorithms including partitioning clustering, hierarchical
clustering, grid-based clustering, density-based clustering, etc.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 60–67, 2012.
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Fig. 1. Two clusters in a two dimensional space Fig. 2. 10 K Nearest Search results with k as 5

2 Reshape the Clusters Based on the K Nearest Neighbor Search
Results

Clustering algorithms can be used as a stand-alone tool to get insight into data distri-
bution, as well as a preprocessing step for other algorithms such as pattern recognition,
image analysis, bioinformatics and similarity search. Clustering algorithms can be cus-
tomized for different applications to improve other algorithms. For example, clustering
algorithms can be tailored for K nearest neighboring problems. The new clusters can be
called query-based clusters, which group data points not only based on their locations,
but also based on various situations in which the data points are the nearest neighbors
of certain query points. This kind of clusters is more meaningful in terms of helping
improve the performance of the following K nearest neighbor search process.

Figure 1 shows two original clusters in a two-dimensional data space. Cluster 1 con-
tains the data points on the left side, and cluster 2 contains the data points on the right
side. Various query points can come in to search for their nearest neighbors. Figure 2
shows an example of a set of 10 query points (Q1, Q2, ..., Q10). Suppose the value of
K is set as 5. Each query point searches for 5 nearest neighbors in the original data set.
From figure 2 we can see the 5 nearest neighbors of Q1, Q2 and Q3 are the data points
from cluster 1. The 5 nearest neighbors of Q8, Q9 and Q10 are the data points from
cluster 2. However, the 5 nearest neighbors of Q4, Q5, Q6 and Q7 are the data points
from both cluster 1 (DP1 and DP2) and cluster 2 (DP3, DP4 and DP5).

When more and more new query points are in the middle area of this two-dimensional
data space, between cluster 1 and cluster 2, more and more K nearest neighbors contain
data points from two different clusters. If we readjust the cluster constructions based on
this observation, and generate a new cluster based on the frequent appearance of query
points in the middle of the data space, the following K nearest search process will be
more efficient and effective.
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For example, figure 3 shows the reshaping of the clusters. DP1, DP2, DP3, DP4

and DP5 are moved out of their original clusters and form a new cluster 3. When a new
query point Q comes in, if Q is near the center of cluster 3, we can simply conclude that
DP1, DP2, DP3, DP4 and DP5 are the 5 nearest neighbors of Q without performing
any K nearest search algorithms.

Fig. 3. Three new clusters after adjustment Fig. 4. An example of the ordered list of query
points in Ci based on FQ,Ci

3 Problem Definition

Based on the observation of the problems described in the previous section, we propose
a novel approach to nearest neighbor search and clustering problems. Before the dis-
cussion of our approach we will first introduce a few notations and definitions. Let n
denote the total number of data points and d be the dimensionality of the data space.
Let Dl be the lth dimension, where l = 1, 2, ..., d. Let the input d-dimensional data set
DS contain X

X = {X1, X2, ..., Xn}, (1)

which is normalized to be within the hypercube [0, 1]d ⊂ Rd. Each data point Xi

(i=1,2,...,n) is a d-dimensional vector:

Xi = [xi1, xi2, ..., xid]. (2)

Data point Xi has the id number i. Let m denote the number of query points. Let the
d-dimensional query set be Q

Q = {Q1, Q2, ..., Qm} (3)

which is also normalized to be within the hypercube [0, 1]d ⊂ Rd. Each query point Qj

(j=1,2,...,m) is a d-dimensional vector:

Qj = [qj1, qj2, ..., qjd]. (4)
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Given a data set DS, we will first generate original clusters. The clustering algorithm is
not the focus of our approach, and we can apply our previous work [9] to achieve the
original set of clusters. Let the original number of clusters be kc. Let the set of clusters
be C = {C1, C2, ..., Ckc}.

The K nearest neighboring search algorithm is not the focus of our approach as well,
and we can also apply our previous work [10] to find the K nearest neighbors for a query
point. For a given query point Qj (j=1,2,...,m), let KNNQj be the set of K data points
in X that are closest to Qj (K nearest neighbors). Given two data points DP1 and DP2,
if there exists a query point Q ∈ Q, so that DP1 ∈ KNNQ AND DP2 ∈KNNQ, we
call DP1 and DP2 are “CO-KNN’d”.

For each data point Xi, we define SXi = {Q|Q ∈ Q, and Xi ∈ KNNQ}. SXi

contains all the query points whose K nearest neighbors include Xi. We call the query
points in SXi are related to Xi, and Xi is related to the query points in SXi .

After m KNN requests, we readjust the clusters according to these KNN results.
For each original Ci ∈ C, we check the data points it contains. For each data point
DPj ∈ Ci, the set SDPj contains the query points DPj is related to, as defined in the
last paragraph. Let GCi = {Q|Q ∈ Q, and ∃DPj ∈ Ci so that Q ∈ SDPj}. GCi

contains all the query points that are related to the data points in Ci.
For those query points that are not related to any data points in Ci, they are not in

GCi . For those that are in GCi , some query points might be related to a lot of data points
in Ci, and other query points might be related to just a few data points in Ci. For each
query point Q ∈ GCi , we check how many data points in Ci it is related to, denote it
as FQ,Ci . FQ,Ci describes how much Q is related to the data points in Ci. We sort the
query points in GCi in descending order on FQ,Ci , and generate an ordered list LCi of
query points in GCi .

We choose the query points that have the largest values ofFQ,Ci . In order to make the
clusters as stable as possible, without dramatic changes, the second half of the ordered
query point list LCi is checked, and the cut spot is set on the first sharp descent query
point. Figure 4 shows an example of this case. In Figure 4, the query points are ordered
based on FQ,Ci , and the cut spot is set between query point number 8 and query point
number 9, where the value of FQ,Ci (on the Y axis) decreases dramatically.

Let CutSpotCi be the set that contains all the query points before the cut spot in the
ordered list LCi . For each data point DPj ∈ Ci, there are three cases: 1) DPj is related
to query point(s) in CutSpotCi; 2) DPj is not related to query point(s) in CutSpotCi ,
but related to query point(s) in GCi - CutSpotCi; 3) DPj is not related to any query
points in GCi .

The data points in case 2) are related to query points in GCi - CutSpotCi . Those
query points are not only related to data points in Ci, otherwise, they would be in GCi .
Thus, the data points in case 2) are CO-KNN’d with data points from other clusters.

Our goal is to find data points that are CO-KNN’d to other data points from different
clusters and generate new clusters by merging them. To achieve this goal, we define a
new set H, and for every Ci ∈ C, we include the data points in case 2) in H.

After checking every cluster in C, we have the data points of case 2) from all the
clusters, and put them into H. For data points DP1 and DP2 in H, if they are CO-
KNN’d a lot for different query points, they should be in the same new cluster.
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To generate new clusters from the data points in H, we create a graph G. Each data
point in H is a vertex in G. For two vertices V1 and V2 in G, there is an edge between V1

and V2 if and only if the two corresponding data points are CO-KNN’d for more than
P times. We find all the complete graphes in G. Each complete graph is a new cluster.
For those data points in H that do not belong to any new clusters, we move them back
to their original clusters.

4 Algorithm

In this section we present the RESHAPE algorithm to adjust the clusters tailored for K
nearest neighbor search process.

Figure 5 presents the RESHAPE algorithm. Given a data set DS, we first generate
the original cluster set. For each query point, we search for its K nearest neighbors.
After we perform the K nearest neighbor search for m times, we generate SXi for each
Xi ∈ X, and set H as Ø. Next, we collect the query points related to each cluster in
C, calculate FQ,Ci for each query point Q involved, and sort them accordingly. The
query points with high FQ,Ci are included in CutSpotCi . Then we check each data
point to see if it is CO-KNN’d with data points from other different clusters. We select
those data points from different clusters which are CO-KNN’d with each other for many
query points, and generate new clusters for them. The last step is to move those data
points that do not belong to any new clusters back to their original clusters. Thus a new
set of clusters are ready for the following K nearest neighbor search process, including
the reconstructed original clusters and the new generated clusters.

Based on the algorithm description we can see that, in the previous example shown
in figure 2, DP1, DP2, DP3, DP4 and DP5 are data points that are CO-KNN’d with
each other for Q4, Q5, Q6 and Q7, and a new cluster 3 is generated for them in figure
3.

Suppose the size of the data set is n. Throughout the process, we need to keep track
of the information of all data points and all query points, which collectively occupies
O(n + m) space. For our algorithm, for each cluster Ci ∈ C, we need to sort query
points that are related to the data points in Ci based on FQ,Ci . The time required is
O(kcmlogm). The value of P and m varies in different applications. Based on our
testing results on these parameter values, we set P as 3 and m as 10.

5 Experiments

In this section we present the experimental results on both synthetic and real data sets
to demonstrate the effectiveness and efficiency of our algorithm. Our experiments were
run on Intel(R) Pentium(R) 4 with CPU of 3.39GHz and Ram of 0.99 GB.

5.1 Experiments on High-Dimensional Data Sets

We first design a synthetic data generator to produce data sets with normalized distribu-
tions in order to test the scalability of our algorithm over data size n and dimensionality
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Algorithm RESHAPE (DS: data set, Q: query point set, D: dimensions, K: number of data
points required as nearest neighbors)
Begin

1) Generate the original cluster set: C = {C1, C2, ..., Ckc};
2) For each query point Qj ∈ Q, find KNNQj ;
3) For each Xi ∈ X, generate SXi = {Q|Q ∈ Q, and Xi ∈ KNNQ};
4) Set H = Ø;
5) For each Ci ∈ C:

a) Generate GCi = {Q|Q ∈ Q, and ∃DPj ∈ Ci so that Q ∈ SDPj};
b) For each Q ∈ GCi , calculate FQ,Ci ;
c) Sort the query points in GCi in descending order based on FQ,Ci , and generate an

ordered list LCi ;
d) Generate CutSpotCi to contain the query points that are most related to the data points

in Ci;
e) For each data point DPj ∈ Ci, determine which of the three cases it belongs to;
f) H = H

⋃ {DPj—DPj ∈ Ci, and DPj ∈ case2};
6) Set up a graph G based on H, in which each vertex V represents a data point DP ∈ H. For

V1 and V2 in G, generate an edge E(V1, V2) to connect V1 and V2 if, in H, the corresponding
data points of V1 and V2 are CO-KNN’d for more than P time;

7) Find complete graphes in G, and each complete graph is a new cluster. Let Cnew be the
set of new clusters

8) For each DP ∈ H, if its corresponding vertex in G does not belong to any complete
graphes in G, return it to its original cluster;

9) Return C⋃ Cnew.
End.

Fig. 5. Proc: Algorithm RESHAPE

d. The sizes of the data sets vary from 10,000, 15,000... to 25,000, with the gap of 5,000
between each two adjacent data set sizes. The dimensions of the data sets vary from 10,
15, ... to 35, with the gap of 5 between each two adjacent numbers of dimensions. The
value of K is set as 5.

Fig. 6. Running time on a query point set with
increasing data set sizes (K = 5)

Fig. 7. Running time on a query point set with
increasing dimensions (K = 5)
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Figure 6 shows the running time of various data sets on a query set of size 10 with
data size increasing from 10,000 to 25,000. Each group has fixed dimensionality (from
10, 15, ... to 35).

Figure 7 shows the running time of various data sets on a query set of size 10 with
dimensionality increasing from 10 to 35. Each group has fixed data size (from 10,000,
15,000, ... to 25,000).

Figure 6 and figure 7 indicate that our algorithm is scalable over data size and di-
mensionality.

5.2 Experiments on Real Data Set

We next evaluate the effectiveness of our proposed approach, RESHAPE, for finding
nearest neighbors.

We obtained the real data sets from UCI Machine Learning Repository [4]. The first
data set is ionosphere data set which contains 351 data points with 34 dimensions. There
are two classes in the ionosphere data: g as good, and b as bad. The second data set is
glass data set. It contains 214 data points with 9 dimensions. There are 7 classes in the
glass data, class 1 to class 7. The third data set is iris data set. It contains 150 data points
with 4 dimensions. There are 3 classes in the iris data: Iris-setosa, Iris-versicolor, and
Iris-virginica.

We compare the testing result of these data sets with other algorithms such as Fre-
quent K-n-match algorithm [11] and IGrid[2]. Data points are selected randomly from
each real data set as the initial query points. In our experiment, we set the value of K
as 5, and the size of the query point set as 10. For each real data set, we perform our
algorithm to find the K nearest neighbors for each query point. If a retrieved data point
(a neighbor of a given query point) has the same class with the query point it is related
to, we call it a successful retrieval. Otherwise, we call the data point a unsuccessful
retrieval. We calculate how many successful retrievals we have among the results from
performing RESHAPE on these query points, and evaluate the accuracy rate. The aver-
age accuracy rate of RESHAPE algorithm is 92.3%, which is higher than the accuracy
rate of IGrid (89.9%), and that of Freq. K-n-match algorithm, which is 91.8%.

6 Conclusion and Discussion

In this paper, we present a novel approach to reshape the clusters tailored for the K
nearest neighbor search process. We generate new clusters by merging data points from
different clusters if they belong to the same K nearest neighbors of many query points.
The reconstructed clusters can improve the effectiveness and efficiency for processing
the new coming K nearest neighbor search requests.

References

1. Aggarwal, C.C.: Towards meaningful high-dimensional nearest neighbor search by human-
computer interaction. In: ICDE (2002)

2. Aggarwal, C.C., Yu, P.S.: The IGrid index: reversing the dimensionality curse for similarity
indexing in high dimensional space. In: Knowledge Discovery and Data Mining, pp. 119–129
(2000)



An Approach to Reshaping Clusters for Nearest Neighbor Search 67

3. Ankerst, M., Breunig, M.M., Kriegel, H.-P., Sander, J.: OPTICS: Ordering Points To Iden-
tify the Clustering Structure. In: Proc. ACM SIGMOD Int. Conf. on Management of Data
(SIGMOD 1999), Philadelphia, PA, pp. 49–60 (1999)

4. Bay, S.D.: The UCI KDD Archive. Department of Information and Computer Science. Uni-
versity of California, Irvine, http://kdd.ics.uci.edu

5. Fagin, R., Kumar, R., Sivakumar, D.: Efficient similarity search and classification via rank
aggregation (2003)

6. Gionis, A., Indyk, P., Motwani, R.: Similarity search in high dimensions via hashing. The
VLDB Journal, 518–529 (1999)

7. Hinneburg, A., Aggarwal, C.C., Keim, D.A.: What is the nearest neighbor in high dimen-
sional spaces? The VLDB Journal, 506–515 (2000)

8. Sheikholeslami, G., Chatterjee, S., Zhang, A.: Wavecluster: A multi-resolution clustering ap-
proach for very large spatial databases. In: Proceedings of the 24th International Conference
on Very Large Data Bases (1998)

9. Shi, Y., Song, Y., Zhang, A.: A shrinking-based clustering approach for multidimensional
data. IEEE Transactions on Knowledge and Data Engineering 17, 1389–1403 (2005)

10. Shi, Y., Zhang, L.: Panknn: A dimension-wise approach to similarity search problems. In:
DMIN, pp. 555–561 (2008)

11. Tung, A.K.H., Zhang, R., Koudas, N., Ooi, B.C.: Similarity search: a matching based ap-
proach. In: VLDB 2006, pp. 631–642. VLDB Endowment (2006)

12. Zhang, T., Ramakrishnan, R., Livny, M.: BIRCH: An Efficient Data Clustering Method for
Very Large Databases. In: Proceedings of the 1996 ACM SIGMOD International Conference
on Management of Data, Montreal, Canada, pp. 103–114 (1996)

http://kdd.ics.uci.edu


Interestingness Measures

for Fixed Consequent Rules

Jon Hills�, Luke M. Davis, and Anthony Bagnall

School of Computing Sciences, University of East Anglia,
Norwich, NR4 7TJ, United Kingdom

{j.hills,luke.davis,anthony.bagnall}@uea.ac.uk
http://www.uea.ac.uk

Abstract. Many different rule interestingness measures have been pro-
posed in the literature; we show that, under two assumptions, at least
twelve of these measures are proportional to Confidence. We consider
rules with a fixed consequent, generated from a fixed data set. From these
assumptions, we prove that Satisfaction, Ohsaki’s Conviction, Added
Value, Brin’s Interest/Lift/Strength, Brin’s Conviction, Certainty Fac-
tor/Loevinger, Mutual Information, Interestingness, Sebag-Schonauer,
Ganascia Index, Odd Multiplier, and Example/counter-example Rate
are all monotonic with respect to Confidence. Hence, for ordering sets
of partial classification rules with a fixed consequent, the Confidence
measure is equivalent to any of the twelve other measures.

Keywords: Interestingness, Rules, Confidence, Partial Classification.

1 Introduction

Rule induction involves generating rules from data sets; rules can be used for
both predictive and descriptive data mining tasks, and are comprehensible to
non-experts (see, for example, [1, 2]). We focus on the task of partial classification
[3]. Partial classification differs from classification because it need not cover the
entire attribute and class space.

Rule induction algorithms (e.g. [1]) can be used to generate a set of partial
classification rules. Partial classification rules can provide a comprehensible set
of predictors for certain outcomes. We consider partial classification rules with
a single, fixed consequent, i.e. rules for a single class.

Sets of partial classification rules can be very large; hence, some method for
evaluating and selecting rules is required. Many measures have been proposed in
the literature. Collectively, they are referred to as rule interestingness measures.
We show that, under the assumptions of a fixed consequent and fixed data set,
twelve different measures are all proportional to the standard measure of rule
quality, Confidence [1]. We conclude that, when assessing partial classification
rule sets with a fixed consequent, the optimal rules in terms of Confidence are
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the optimal rules by any of the measures analysed. Hence, we do not need the
other twelve measures if we know the optimal rules in terms of Confidence.

The rest of the paper is structured as follows. Section two contains back-
ground, definitions, and notation. Section three contains proofs that the twelve
measures are all proportional to confidence. In section four, we empirically
demonstrate our findings, and in section five draw conclusions and consider fu-
ture work.

2 Background

2.1 Rules

Rules take the form:
Antecedent⇒ Consequent

where both the antecedent (A) and the consequent (C) of the rule are a set
of conditions. For notation, we use N(A) to indicate the number of records in
the data set that satisfy the antecedent of the rule, and N(C) for the number of
records that satisfy the consequent of the rule. N(U) is used to represent the size
of the data set. The propositional connectives ∧, ∨, and ¬ are used to indicate
conjunction, disjunction, and negation. For example, N(A ∨ ¬C) represents the
number of records that satisfy the antecedent or the negation of the consequent.

Various measures of interestingness can be used to assess rules, so that better
rules can be retained and worse rules discarded. Large numbers of interestingness
measures have been proposed in the literature, see, for example, [4–6].

2.2 Partial Classification with Fixed Consequent Rules

We focus on partial classification rules with a fixed consequent. Fixed conse-
quent partial classification rules are appropriate for many data mining tasks, as
we are often only concerned with predicting or describing a single class of in-
terest. Applications include failure detection and diagnosis (e.g. [3]), prediction
of medical conditions (e.g. [7]), and product marketing (e.g. [1]). In contrast to
partial classification rules, classification rules do not have a fixed consequent, as
they cover all classes.

In general, a single, unchanging set of data is used in the induction of a rule
set; the interestingness of the rules makes sense only in relation to this data set.
It is reasonable to assume, therefore, that the data set is fixed.

For the proofs in section three, we make the following assumptions:

1. The data set is fixed. That is, N(U) is a constant. We do not compare rules
across data sets.

2. The consequent of the rule is fixed. That is, N(C) is a constant, as is N(¬C).

These assumptions are plausible for many common data mining tasks. In the next
section, we show how twelve different interestingness measures are proportional
to Confidence given our assumptions.
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3 Interestingness Measures

In this section, we prove theoretically that twelve interestingness measures pro-
posed in the literature are monotonic with respect to Confidence, granting the
assumptions that the consequent and the data set are fixed. The Confidence of
a rule is defined as:

Confidence =
N(A ∧ C)

N(A)

Confidence is a standard measure of the quality of a rule, used throughout the
literature (see, for example, [1, 8, 9]).

Several of the proofs rely on the following equivalence:

N(A ∧ ¬C)

N(A)
= 1− N(A ∧ C)

N(A)
= 1− Confidence

3.1 Satisfaction

The formula for Satisfaction [10] is:

N(¬C)×N(A) −N(A ∧ ¬C)×N(U)

N(C)×N(A)

The formula can be rearranged to give:

N(¬C)

N(C)
− N(A ∧ ¬C)

N(A)
× N(U)

N(C)

(cancelling N(A) in the first term). The first and third terms are constants, and
the second term is equal to 1 − Confidence, so satisfaction is proportional to
Confidence.

3.2 Ohsaki’s Conviction

Ohsaki’s Conviction [11] is calculated as:

N(A)×N(¬C)2

N(A ∧ ¬C) ×N(U)2

The formula can be rearranged as:

N(A)

N(A ∧ ¬C)
× N(¬C)2

N(U)2

By dividing both the numerator and denominator of the first term by N(A), we
have:

1/
N(A ∧ ¬C)

N(A)

which is equal to 1/(1 − Confidence); the second term is a constant. Hence,
Ohsaki’s conviction is proportional to Confidence.
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3.3 Added Value

The formula for the Added Value measure [12] is:

N(A ∧ C)

N(A)
− N(C)

N(U)

Since the second term is a constant, this measure is proportional to Confidence.

3.4 Brin’s Interest/Lift/Strength

Brin’s Interest/Lift/Strength [13–15] is calculated as:

N(A ∧ C)

N(A)
× N(U)

N(C)

The second term is fixed, so this measure is proportional to Confidence.

3.5 Brin’s Conviction

Brin’s Conviction [13] is:

N(A)×N(¬C)

N(U)×N(A ∧ ¬C)

As shown in [8], the formula can be rearranged by dividing both the numerator
and the denominator by N(A), giving

N(¬C)

N(U)×N(A ∧ ¬C)/N(A)

N(A∧¬C)
N(A) is equal to 1 − Confidence. N(U) and N(¬C) are fixed, so Brin’s

Conviction is monotonic with respect to Confidence.

3.6 Certainty Factor/Loevinger

The formula for Certainty Factor/Loevinger [4, 16] is:(
N(A ∧ C)

N(A)
× N(U)

N(¬C)

)
− N(C)

N(¬C)

Both N(U)
N(¬C) and N(C)

N(¬C) are constants, so Certainty Factor/Loevinger is propor-

tional to Confidence.

3.7 Mutual Information

The Mutual Information measure [4] is:

log2

(
N(A ∧ C)

N(A)
× N(U)

N(C)

)

The log2 function is monotonic, and N(U)
N(C) is a constant, so mutual information

is proportional to Confidence.
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3.8 Interestingness

Interestingness [17] is calculated as follows:

N(A ∧ C)

N(A)
× log2

(
N(A ∧ C)

N(A)
× N(U)

N(C)

)

Interestingness is Confidence multiplied by the Mutual Information measure.
Hence, it is monotonic with respect to Confidence.

3.9 Sebag-Schonauer

The Sebag-Schonauer measure [18] is:

N(A ∧C)

N(A ∧ ¬C)

By dividing both the numerator and the denominator by N(A), we see that the
formula is equivalent to Confidence/(1 − Confidence), which is proportional
to Confidence. This measure is proportional to Confidence even if we relax the
assumption that the consequent is fixed.

3.10 Ganascia Index

The Ganascia index [19] for a rule is:

N(A ∧ C)−N(A ∧ ¬C)

N(A)

N(A ∧ ¬C) = N(A)−N(A ∧ C), so the numerator is equal to:

N(A ∧ C)−N(A) +N(A ∧ C) = 2N(A ∧ C)−N(A)

Hence, the formula can be rearranged as 2N(A∧C)
N(A) − N(A)

N(A) , which is proportional

to Confidence. Like Sebag-Schonauer, Ganascia Index is proportional to Confi-
dence even if we relax our assumption of fixed consequent.

3.11 Odd Multiplier

Odd Multiplier [20] is calculated as:

N(A ∧ C)×N(¬C)

N(C)×N(A ∧ ¬C)

We rearrange the formula as:

N(A ∧ C)

N(A ∧ ¬C)
× N(¬C)

N(C)

The second term is a constant, and the first term is the Sebag-Shonauer measure,
which is proportional to Confidence. Hence, odd multiplier is proportional to
Confidence.
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3.12 Example/Counter-Example Rate

We calculate the Example/counter-example Rate [21] as:

N(A ∧ C)−N(A ∧ ¬C)

N(A ∧C)

The formula can be rearranged as:

N(A ∧ C)

N(A ∧ C)
− N(A ∧ ¬C)

N(A ∧ C)

By dividing both the numerator and the denominator of the second term by
N(A), and cancelling N(A ∧ C) in the first term, we have 1 − 1−Confidence

Confidence ,
which is proportional to Confidence. This measure is proportional to Confidence
without the assumption that the consequent is fixed.

4 Empirical Demonstration

To demonstrate our findings, we generate a rule set from the Adult data set [22]
using All Rules Algorithm [23]. We remove all records with missing data, and the
entire field fnlwgt. We fix the consequent as {Salary = ‘>50K’}. For this rule
set, N(U) = 30, 162 and N(C) = 7, 508. Table 1 lists seven rules from the rule
set. We take it that this sample illustrates the general point that the ordering
of the rules does not vary over the thirteen measures. Table 2 shows the value
of each interestingness measure for each rule.

Table 1. Seven rules with varying levels of confidence, drawn from a rule set generated
by All Rules Algorithm operating on the Adult data set

Rule N(A ∧ C) N(A)

(1) Cap gain ≥ 4687 & Age ≥ 21 & Edu yrs ≥ 2 1451 1612
(2) Edu yrs ≥ 13 & Hours per week ≥ 42 & Relationship = ‘Husband’ 1,580 1,995
(3) Edu yrs ≥ 13 & Hours per week ≥ 41 & Relationship = ‘Husband’ 1,581 1,999
(4) Edu yrs ≥ 11 & Mar status = ‘Married-civ-spouse’ & Age ≥ 31 3,295 4,673
(5) Edu yrs ≥ 11 & Mar status = ‘Married-civ-spouse’ & Age ≥ 30 3,376 4,812
(6) Mar status = ‘Married-civ-spouse’ & Edu yrs ≥ 10 & Age ≥ 23 4,752 7,915
(7) Mar status = ‘Married-civ-spouse’ & Age ≥ 24 & Edu yrs ≥ 8 6,229 12,434
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Table 2. Values for each interestingness measure of each of the seven rules. The or-
dering is the same for all thirteen measures.

Measure Rule 1 Rule 2 Rule 3 Rule 4 Rule 5 Rule 6 Rule 7

Confidence 0.900 0.792 0.791 0.705 0.702 0.600 0.500
Satisfaction 2.616 2.182 2.177 1.833 1.819 1.412 1.013
Ohsaki’s Conviction 5.648 2.712 2.698 1.913 1.890 1.412 1.130
Added Value 0.651 0.543 0.542 0.456 0.453 0.351 0.252
Interest/Lift/Strength 3.616 3.182 3.177 2.833 2.818 2.412 2.013
Brin’s Conviction 7.520 3.611 3.592 2.547 2.517 1.879 1.505
Certainty Factor/Loevinger 0.867 0.723 0.722 0.607 0.603 0.468 0.336
Mutual Information 1.854 1.670 1.668 1.502 1.495 1.270 1.009
Interestingness 1.669 1.322 1.319 1.059 1.049 0.763 0.505
Sebag-Schonauer 9.012 3.807 3.782 2.391 2.351 1.502 1.004
Ganascia Index 0.800 0.584 0.582 0.410 0.403 0.201 0.002
Odd Multiplier 27.193 11.488 11.412 7.215 7.094 4.533 3.029
Example/counter-example Rate 0.889 0.737 0.736 0.582 0.575 0.334 0.004

5 Conclusions

Numerous measures exist to evaluate the interestingness of rules; choosing the
appropriate measure can be a difficult part of the data mining process. We have
shown that twelve interestingness measures are, under the assumption of fixed
consequent and fixed dataset, proportional to Confidence. Hence, we conclude
that, at least for fixed consequent rules, the optimal rules in terms of Confidence
are the optimal rules in terms of any of the twelve measures analysed. This
result should simplify the data mining process by making it easier to select an
appropriate interestingness measure for rule sets that satisfy our assumptions.

There are many interestingness measures that are not proportional to Confi-
dence, e.g. Negative Reliability [10] and Gini Index [4]. In future work, we will
prove that, under our assumptions, any measure composed of only the values
N(U), N(C), N(A∧C), and N(A) belongs to one of a small number of classes.
The measures in each class are proportional to each other; as such, we need only
one measure from a class to find the optimal rules by each measure in that class.
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Abstract. In this paper, we present a method for detecting abnormal
events in videos. In the proposed method, we define an event containing
several sub-events. Sub-events can be viewed as instances and an event
as a bag of instances in the multi-instance learning formulation. Given
labeled events but with the labels of sub-events unknown, the proposed
method is able to learn a dictionary together with a classification func-
tion. The dictionary is capable of generating discriminant sparse codes
of sub-events while the classification function is able to classify an event.
This method is suited for scenarios where the label of a sub-event is
ambiguous, while the label of a set of sub-events is definite and is easy
to obtain. Once the sparse codes of sub-events are generated, the clas-
sification of an event is carried out according to the result given by the
classification function. An efficient optimization procedure of the pro-
posed method is presented. Experiments show that the method is able
to detect abnormal events with comparable or improved accuracy com-
pared with other methods.

Keywords: Multi-instance learning, Sparse coding, Abnormal event
detection.

1 Introduction

Detection of abnormal events in videos has been of great interest to the computer
vision community in recent years, due to the wide adoption of video surveillance
systems in public places. However, abnormal events detection in videos is still a
challenging task in the literature. Many methods have been proposed, varying
from supervised learning [1], unsupervised learning [2], semisupervised learning
[3], to active learning [4]. In supervised learning, labeled events are given or ob-
tained in the training stage. As it is known that labeled training samples are usu-
ally hard to obtain, and in many situations, ambiguous events are hard to label.
This is mainly because that normal and abnormal events are sometimes visually
similar or share some common features. Contrary to the supervised methods,
no prior information is needed in unsupervised learning. However, such meth-
ods suffer from concept drift. Although many incremental methods have been
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proposed to deal with the problem, it is often impossible to solve the problem
completely. Therefore most unsupervised methods use only normal events to
train a model, and in the later stage, those events that are hard to be repre-
sented by the model are identified as abnormal. This kind of methods is also
referred to as the one-class unsupervised methods in the literature [5].

Multi-instance learning [6] can be viewed as a variation of supervised learning.
In multi-instance learning, a training set contains several labeled bags, each
consists of some instances of which the labels are unknown. The task is to predict
the label of a bag. Particularly, if a bag contains at least one positive instance,
then the bag is labeled as positive. In our framework, a bag is defined as to
contain several sub-events. Abnormal events are regarded as positive instances.
If there is at least one abnormal event in a bag, then the bag is positive or is
an abnormal bag. In video processing, the label of a bag is usually easier to
obtain than an event. Therefore, unlike previous work that defines abnormal
events as those that are rare and dissimilar from regular event patterns, in this
framework, abnormal event is defined as an abnormal bag that contains at least
one abnormal instance, and the instances in a bag are defined as sub-events.

Sparse coding has been shown effective in signal reconstruction and classifi-
cation. Previous work [7, 8] has used reconstructive sparse codes to distinguish
abnormal events from normal events. But for the task of classification, it would
be better to use discriminative sparse codes. We herein propose a method called
Multi-Instance Dictionary Learning (MIDL), which is able to generate discrim-
inative sparse codes of instances using labeled bags.

The rest of this paper is organized as follows. Section 2 gives a brief overview
of related work. Section 3 provides a detailed explanation of our method, followed
by experimental results and an analysis in Section 4. Section 5 concludes.

2 Related Work

There has been a lot of work in abnormal event detection. The related meth-
ods can be categorized into two categories, trajectory based and motion feature
based. The trajectory based methods rely mainly on the tracking of an object
[9–11]. However, reliable tracking is still a challenging task. Besides, in many
crowed scenes, tracking of an object can be unrealistic. Therefore, there is also
much effort devoted to motion feature based methods. In these methods, fea-
tures such as optical flow, motion history, gradients are extracted at pixel level.
Then different models are built to learn the spatial-temporal relations between
different feature patterns. These models include the Markov Random Field [12],
Gaussian Mixture Model [13, 14] and Social Force Model [15]. Such methods
avoid explicitly tracking of moving objects and therefore are suited for detecting
abnormal events in crowded scenes.



78 J. Huo et al.

3 Multi-Instance Dictionary Learning for Abnormal
Event Detection

3.1 Event Representation

The proposed framework adopts the feature representation method based on
Multi-scale Histogram of Optical Flow (MHOF), which is also used in [8]. But
unlike their scheme, we only extract MHOF in cells that contain moving pixels.
The feature extraction method can be summarized as following steps. (1) Given a
video, moving pixels are first detected using frame differencing method. Partition
the video view into small over-lapping cells, and the moving pixels will fall into
different cells. (2) For those cells that contain moving pixels, MHOF is extracted.
(3) For several fames in a succession, the MHOF features are considered instances
(i.e. sub-events). All the features jointly form the concept of a bag (i.e. event) in
the multi-instance learning framework. The flowchart of the feature extraction
process is shown in Fig.1.

Fig. 1. Flowchart of the feature extraction process. Given a video for training with the
label of bags known, feature extraction is firstly performed, as shown in the left side of
the figure. The second stage is the learning process of MIDL, D and W are initialized
using unsupervised dictionary learning method, and then solved in an iterative manner.
In step2, small circles are the sparse code of normal sub-events and rectangles are the
sparse code of abnormal sub-events.

3.2 Multi-Instance Dictionary Learning (MIDL)

General Sparse Coding Formulation. The basic formulation of sparse cod-
ing is to learn a dictionary given a set of training samples. Then an input sample
can be represented as the linear combination of the basis in the dictionary with
the coefficient being sparse. This is so-called sparse representation. Here, assume
that we are given a learned dictionary D , D ∈ R

m×k (The learned dictionaries
can be over complete with k > m ) and a sub-event represented by x , x ∈ R

m,
the sparse representation of x could be represented as α∗, α∗ ∈ R

k, where

α∗(x,D) � argmin
α∈Rp

1

2
‖x−Dα‖22 + λ1‖α‖1 (1)
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where the first term is the sparse reconstruction error; the second term is the
sparsity regularization, which guarantees that the coefficient is sparse.

This is the general sparse coding formulation and is able to generate sparse re-
constructive codes. Next we present a multi-instance dictionary learning method
that is able to generate discriminative sparse codes.

MIDL: The Cost Function. Assume that there is a training set of several
labeled bags {(B1, Y1), ..., (Bn, Yn)}, where Bi = {xi1,xi2, ...,xini} is the ith
bag containing ni instances, xij is the j th instance in bag Bi, and also the j th
sub-event in bag Bi in our formulation. Yi is the label of the ith bag. Inspired
by [16], we consider that there exists a function l, which is able to classify the
sparse code of an instance as either positive or negative. The function can be
formulated as below:

l(x,α,W ) = xTWα+ b (2)

whereW ∈ R
m×k is the classification parameter and b ∈ R. In the multi-instance

learning sense, the label of a bag can be interpreted as follows. If Yi = −1, then
yij = −1, for all j = 1, ...ni. On the other hand, if Yi = 1, then there is at least
one instance in the bag that is positive. Therefore, the classification function for
bag Bi could be written as F (Bi) = max

j=1,...ni

l(xij ,α,W ). If we only care about

the sign in classification, we can represent the label of a bag Bi as:

Yi = sign(F (Bi)) (3)

Given a labeled bag, the cost function can be represented as C(Yi, Bi); and in
our case, C is chosen as a logistic cost function, C(Yi, Bi) = log(1 + e−YiF (Bi)).

In summary, our goal is to minimize the formulation below:

min
D,W

f(D,W ) +
ν

2
‖W ‖2F (4)

where f has the form f(D,W ) = 1
n

∑n
i=1 C(Yi, Bi).

Optimization. The optimization procedure of formulations (1) and (4) is given
below. It is solved in an iterative manner as shown in Fig.1.

Learning sparse code α with D fixed in formulation (1). With D fixed, the
optimization problem of α in formulation (1) is a L1-regularized least squares
problem. There are many methods to solve the problem: interior point [17], a
modification of least angle regression (LARS) [18] and feature sign search method
[19]. Here we adopt the modified LARS method.

Learning D and W in formulation (4). As it has been proposed in [20], the
following formulation (5) is differentiable with respect to D and W given three
assumptions and λ2 > 0.
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{
minD,W f(D,W ) + ν

2‖W ‖2F
α∗(x,D) � argminα∈Rp

1
2‖x−Dα‖22 + λ1‖α‖1 + λ2

2 ‖α‖22
(5)

As has been shown in [20] by experiment, λ2 could be set as 0 or as a small
positive value. This agrees with the formulations of (1) and (4). With the dif-
ferentiability of f in hand. We can use the gradient method to obtain D and
W .

∇W f(D,W ) =
1

m

m∑
i=1

∇WC(Yi, Bi) + νW (6)

In the above formulation, note that C(Yi, Bi) = log(1+e−Yi maxj=1,...ni
l(xij ,α,W ))

is convex, but not a smooth function of W . We therefore use sub-gradients
instead of gradients.

As for the optimization of D ,

∇Df(D,W ) = −Dβ∗α∗ + (xt −Dα∗)β∗T (7)

where β∗ is
β∗
∧c = 0,β∗

∧ = (DT
∧D∧ + λ2I)

−1∇α∧C(Yi, Bi) (8)

In the above formulation, sub-gradient is also used. ∧ denotes the indices of the
nonzero coefficients of α, and ∧c the indices of the zero coefficients.

3.3 Abnormal Event Detection

Given a learned dictionary D and the classification parameter W , classification
of an unlabeled bag Bi follows the following procedure.

First, obtain the sparse codes of the sub-events in Bi using the method of
modified LARS with the learned dictionary D . Second, use formulation (3) to
classify Bi with the learned classification parameter W . If the sign of bag Bi is
negative, bag Bi is a normal bag or a normal event. While the sign of bag Bi is
positive, bag Bi is an abnormal bag or an abnormal event.

If we are not only interested in the label of the bag, but also the label of
the instances, i.e. the label of sub-events, we can use formulation (2) to find
such results. Interestingly, given a properly trained dictionary and a classifica-
tion function, the classification of sub-events is fairly accurate. This is shown in
Section 4.2.

4 Experiments and Results

To verify the effectiveness of the proposed method, it was tested on two datasets,
the UMN dataset [21] and the UCSD Ped1 dataset [22]. On the UMN dataset,
we present the detection result of events. On the UCSD Ped1 dataset, we show
detection results of sub-events.
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4.1 UMN Dataset

The UMN dataset consists of 3 different scenes of crowded escape events, and
the total number of frames of the video is 7740 (1450, 4415 and 2145 for scenes 1,
2, and 3, respectively). The original resolution of the UMN dataset is 320×240.
Since the events happened in three scenes are the same, we used the first 625
frames of scene 1 to train the model and left the rest for testing. Several frames
in a succession were viewed as a bag; and in our experiments, we took every
two frames as a bag. The MHOF features were extracted in moving cells. In
total, 400 normal bags and 100 abnormal bags were used for training. During
initialization, the initial dictionary and sparse codes of instances used in the
MIDL were first generated using the unsupervised dictionary learning method.
With the initial sparse codes at hand, the classification parameter was optimized
using the gradient descent method.

The detection results of the proposed method are shown in Fig. 2. The normal
events are noted in green (or light) and abnormal in red (or dark) in the indica-
tion bar. Note that the first 625 frames were used for training. Because abnormal
event cannot occur in a single frame, temporal smoothing was applied. Table 1
provides a comparison of the method with some state-of-the-art methods.

Table 1. Comparison of the proposed MIDL method and some state-of-the-art methods
for abnormal event detection on the UMN dataset

Method Area under ROC

MIDL(scene1) 0.8927
MIDL(scene2) 0.7541
MIDL(scene3) 0.9482
Social Force[15] 0.96
Optical Flow[15] 0.84

Fig. 2. Ground truth and our detection results: the normal events are marked in green
(or light) and abnormal in red (or dark) in the indication bar

4.2 UCSD Ped1 Dataset

The UCSD Ped1 dataset contains 34 short clips for training of normal event
patterns and 36 clips for testing with each clip containing 200 frames. The first
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two testing clips were used for training because in the proposed method both
normal and abnormal events were needed in the training stage. Some detection
results of our method are shown in Fig. 3, in which cells containing sub-events
that are classified as abnormal using formulation (2) are marked. As can be seen,
though no information about the label of sub-events was used, the method was
able to learn the concept of normal and abnormal automatically with the help
of the label of training bags.

Fig. 3. Detection results on UCSD Ped1 dataset: regions marked in red (or shaded)
are cells identified by the proposed method as containing abnormal sub-events

5 Conclusions

A method termed Multi-instance Dictionary Learning is proposed for automatic
detecting abnormal events in videos. In this framework, events are defined as
bags, and sub-events are defined as instances. The method is capable of learning
a dictionary that is able to generate discriminant sparse codes. Using a classifica-
tion function we are able to classify an event as normal or abnormal considering
the label of the sub-events that constitute the event. Promising results of the
proposed method are shown on two benchmark datasets.
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Abstract. Networks-on-Chip (NoC) have been used as an interesting
option in design of communication infrastructures for embedded sys-
tems, providing a scalable structure and balancing the communication
between cores. Because several data packets can be transmitted simul-
taneously through the network, an efficient routing strategy must be used
in order to avoid congestion delays. In this paper, ant colony algorithms
were used to find and optimize routes in a mesh-based NoC, where sev-
eral randomly generated applications have been mapped. The routing
optimization is driven by the minimization of total latency in packets
transmission between tasks. The simulation results show the effective-
ness of the ant colony inspired routing by comparing it with general
purpose algorithms for deadlock free routing.

Keywords: Network-on-chip, packet routing, ant colony optimization.

1 Introduction

In the design of embedded systems, the communication plays an important role.
To assist the designer, computational tools for project, or EDAs (Electronic
Design Automation), are used. The purpose of EDAs is to optimize intermediate
stages of network-on-chip (NoC) [1] projects, in order to obtain quickly a more
efficient design implementation [2]. In general, NoCs are developed to perform
a specific application. The EDA tools must be able to use information about
the desired application (at a high level of abstraction) and, through successive
stages of optimization, implement a solution that meets the design specification
so that the execution is more efficient.
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Many of the techniques used for routing in NoCs, such as the XY algorithm,
were originally developed for computer networks and multiprocessor systems.
The XY algorithm is a routing technique widely used in 2D mesh networks with
wormhole switching. It works by sending packets over the network first horizont-
ally (X dimension), then vertically (Y dimension)[3]. Glass and Ni have proposed
the so-called Turn Model for adaptive, livelock and deadlock free algorithms [4].
A turn is a change of 90◦ in the direction of packet transmission. The main
idea of this model is to restrict the amount of turns that a packet route can
go through in order to avoid the formation of cycles that cause deadlocks. A
related approach is the Odd-Even turn model [5] for designing partially adaptive
deadlock-free routing algorithms. Unlike the turn model, which relies on prohib-
iting certain turns in order to avoid deadlock, this model restricts the locations
where some types of turns can be taken. As a result, the degree of routing ad-
aptiveness provided is more even for different source-destination pairs.

In a NoC architecture, delays in communication may occur in congestion
situations, when multiple packets could be transmitted using the same switch
at the same time. In order to overcome this congestion problem, and thus
accelerating the packet delivery, which, in turn, would allow for an improve-
ment of the whole execution time of the system, this paper proposes a route
optimization step in the design of NoCs, or more precisely, an adaptive and
static routing. In this paper, the algorithm used in the search for routes is the
Ant Colony Optimization (ACO) [6].

The reminder of this paper is organized as follows. In Section 2, we do an over-
view on ACO meta-heuristics. The proposed routing is presented in Section 3.
Simulation results are presented in Section 4. The paper closes with a conclusion
and a description of future work in Section 5.

2 Ant Colony Optimization

Ant algorithms, also known as Ant Colony Optimization (ACO), are a class of
heuristic search algorithms that have been successfully applied to solving NP
hard problems [7]. Ant algorithms are biologically inspired in the behavior of
colonies of ants, and in particular how they forage for food. One of the main
ideas behind this approach is that the ants can communicate with one another
through indirect means by making modifications to the concentration of highly
volatile chemicals called pheromones in their immediate environment.

In the artificial ant colony approach, following an iterative process, each ant
builds a solution by using two types of information locally accessible: problem-
specific information, and information added by ants during previous iterations
of the algorithm. In fact, while building a solution, each ant collects informa-
tion on the problem characteristics and on its own performance, and uses this
information to modify the representation of the problem, as seen locally by the
other ants. The representation of the problem is modified in such a way that
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information contained in past good solutions can be exploited to build new better
solutions. This form of indirect communication mediated by the environment is
called stigmergy, and is typical of social insects. Several ant algorithms make use
of the structure shown in the Algorithm 1 [8].

Algorithm 1. ACO meta-heuristics

1: initialize parameters and pheromone trails;
2: while termination condition not met do
3: construct ant solutions;
4: local search (optional);
5: update pheromone trails;
6: end while;

3 ACO-Based Routing

The Ant Colony Optimization, with the ability to search for paths, emerged as
a powerful solution for routing problems. Thus, this paper presents the use of
the ACO meta-heuristics in the construction of routing algorithms. Two models
of static routing for NoCs are proposed.

3.1 Network Specification

We assume that the network consists of switches with five communication ports:
four to communication with neighboring switches and one is for local commu-
nication with the resource. The network topology is a two dimension mesh. The
switching technique adopted was the wormhole [3]. In this method, packets are
divided into smaller units called flits (flow-units). It is assumed that each commu-
nication channel has a width of one flit. The switches are considered bufferless,
i.e., can store only a single flit,, using no virtual channels.

3.2 Proposed Routing Algorithms

In this paper, we propose two algorithms to perform the static routing in NoC
design. We rely on two well-known ant algorithms. Thus, these methods were
called REAS (Routing inspired on Elitist Ant System) and RACS (Routing in-
spired on Ant Colony System). Both algorithms search for paths in an architec-
ture characterization graph that represents the network 2D mesh topology. These
algorithms make use of multiple ant colonies, where each colony is responsible
for searching the route of a packet. In this approach, each colony has its own
pheromone and ants. Nevertheless, the colonies must exchange information in
order to minimize the latency of their respective packets. Therefore, the route
found by an ant in a given colony is visible to the ants in other colonies, be-
cause these packets are being transmitted simultaneously and within the same
network. A simplified pseudo-code of REAS is shown in Algorithm 2.
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Algorithm 2. REAS algorithm

Require: network and ACO parameters;
1: while total of cycles do
2: for k = 1→ number of ants do
3: for g = 1→ number of packets do
4: Antk,g constructs a solution;
5: compute Antk,g pheromone;
6: end for
7: compute the elitist pheromone;
8: accumulate the pheromone of actual ants;
9: end for
10: update the global pheromone;
11: end while
12: return best solution;

In the proposed algorithms, ants in a network node are only aware of two
things: the first is the pheromone concentration in the surrounding nodes; the
second is the load on a node, which dictates the waiting time in each of the four
possible transmission directions.

The Elitist Ant System (EAS) is directly inspired by the Ant System, the first
of ant algorithms [6]. The EAS is characterized mainly by the use of the concept
of elitism, in order to differentiate ants that carry out better solutions. In the
REAS algorithm, ants build paths through the network selecting the next node
based on (1), where pkij is the probability of ant k going from node i to node j.

pkij(t) =

⎧⎨
⎩

τj(t)
α·ηij

β

∑
k∈ak

τk(t)
α·ηik

β
if j ∈ ak

0 otherwise

(1)

The probability of selecting a particular direction is a function of pheromone
concentration and network load in that direction. These two parameters are
weighted by an importance constant α and β, respectively. The network load is
used indirectly by ηij , defined in (2), where Cij represents the load in transmis-
sion from i to j.

ηij = 1/Cij (2)

At the end of each iterative cycle, the pheromone of all colonies is updated
according to (3). Part of the pheromone of the previous iteration is reduced
by evaporation rate ρ, and then reinforced by the contribution of all m ants in
the current cycle. The pheromone also receives the reinforcement of elitist ants:
those that achieve the best solutions deposit their pheromone in every cycle, so
directing the search in subsequent cycles.

τt+1 = (1− ρ) · τt +
m∑

k=1

Δτk + τelite (3)
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The pheromone in the path find by a single ant k is defined in (4), where Q
is a constant and Lk represents the total latency imposed by the solution. It is
easy to note that the ants with the worst results provide a smaller amount of
pheromone.

Δτk = Q/Lk (4)

The second ant algorithm, proposed in this work, is described as follows. The
Ant Colony System [9] differs from others by the method of selection and the
way which the pheromone is updated. Thus, the RACS uses the so-called pseudo-
random proportional rule.

j =

{
argmaxj∈[1,4]

{
τj · ηβij

}
if q ≤ q0,

S otherwise
(5)

As shown in (5), the probability for an ant to move from node i to node j depends
on a random variable q, uniformly distributed over [0, 1], and a parameter q0. If

q ≤ q0, then the next node is directly selected by argmaxj∈[1,4]{τj ·ηβij}, i.e., the
direction with the largest value of τj · ηβij . Otherwise, the next node is defined
by S, that uses a selection method similar to that employed by EAS (1).

Furthermore, the RACS algorithm uses a double pheromone update. The first
update, called local update, is performed by all ants in each step of construction
of a solution. This local update is defined in (6).

τt+1 = (1− ρ) · τt + ρ · τ0 (6)

The parameter ρ is the evaporation constant, and τ0 is the initial pheromone at
each node. The second pheromone update, the offline update, is applied at the
end of each iteration only by the best-so-far ant (the ant that found the best
solution). The update is given by (7), where Δτj is the reinforcement of the best
ant pheromone.

τ jt+1 =

{
(1− ρ) · τ jt + ρ ·Δτj if j ∈ best

τ jt otherwise
(7)

In both REAS and RACS algorithms the same stop condition was used, which
is a maximum number of iterative cycles.

4 Evaluation Experiments and Results

A cycle-accurate network simulator was implemented in Matlab. It supports 2D
mesh networks with wormhole switching. To evaluate the performance of the pro-
posed methods, networks were simulated with four different routing algorithms:
REAS, RACS, XY and Odd-Even (OE). The time unit adopted is the simulator
cycle, where one cycle is the transmission time of one flit.

All algorithms were executed with Matlab Version 7.7.0.471 (R008b). The
simulations were performed on PCs with Intel Core i7 950 3GHz, 8Gb RAM and
Microsoft Windows 7 Home Premium operating system.



Static Packet Routing in NoC Platform Using ACO-Based Algorithms 89

Applications can be described by a task graph, a data structure divided into
blocks responsible for specific tasks. These blocks, in turn, exchange information
in order to complete the application execution. The task graph is denoted by
GT = G(T,D), an acyclic and weighted directed graph. Each node of T is a task,
or an application processing module. In general, an operation is a well defined
task, as a mathematical calculation or a data encoding. Each arc of the set D
characterizes the data dependencies between two tasks.

4.1 Simulation with Applications

In the simulations, we used five sets of graphs of synthetic applications. These
graphs were randomly generated with the aid of the Task Graph For Free (TGFF)
[10]. The TGFF is a general purpose, user controllable pseudo-random graph
generator, widely used in embedded real-time systems research. The task graph
is composed by a set of nodes and arcs. In order to explore the behavior of
applications with parallel characteristics, tasks were generated following a fork-
join structure, with the start task sending packets to several destinations, and
the end task receiving packets from several origins. Between start and end tasks
exist intermediate tasks, arranged in various levels of parallelism. Tasks at the
same level can run concurrently and independently.

Therefore, 40 graphs are generated, being arranged in 4 sets of 10 graphs.
Each set (called Ex1, Ex2, Ex3 and Ex4) has a different characteristic on the
maximum number of tasks in each level. Within a set, each of the ten tasks are
differentiated by the number of intermediate levels.

From the information of a graph, the routing can be accomplished by identi-
fying which packets are generated by tasks at the same level, i.e., which packets
may be transmitted simultaneously. Also, a simple random mapping is employed,
were each task is assigned randomly to network nodes. The Algorithm 3 was used
to perform this process.

Algorithm 3. Mapping and routing of application

Require: Task Graph;
1: define size of NoC;
2: perform the mapping;
3: for l = 1→ #levels do
4: get all arcs in level l;
5: read tstart of source tasks;
6: perform the routing;
7: write tstart of destination tasks;
8: end for
9: texecution ← tstart(last task) + tcomp(last task)
10: return routing paths, texecution;
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4.2 Results

The simulations were performed by submitting applications to four different
routing algorithms and measuring its total execution time. This consists of ex-
ecution of all individual tasks on a critical path plus the communication time
of these tasks. The so-called packet delay is the difference between the value
obtained using a specific routing algorithm and the optimal value of the net-
work without congestion. To calculate this ideal value, we used a modified XY
algorithm, called dummy XY. In this routing, the XY algorithm is used to define
the communication time using shortest paths. But unlike the real XY (and any
other routing algorithm), the potential congestion delays are not counted.

The Fig. 1 shown results of the performed simulations. The values of packet
delay is presented for the four routing algorithms in each of 40 applications.
These values are a mean of packet delay in 10 different mappings.
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Fig. 1. Packet delay in 4 sets of applications

The results show the REAS getting the best results in the simulations when
compared with other routing algorithms. The REAS is exceeded only in 5 of 40
tests. These low delay values show that the REAS is able to find good solutions
to routing problem, independent of mapping or complexity of graph. For routing
based on XY algorithm and Odd-Even turn model, there is a wide variation in
average delays obtained for a given set of graphs. This large deviation in the delay
values may suggest that XY and OE are very sensitive to mapping adopted, even
more than the complexity of the application. The worst results were obtained
with the second proposed routing. The values found by RACS are increasing due
to the complexity of the used graphs.
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5 Conclusion

Static routing is an efficient solution in NoCs designed to run always the same set
of applications. This is because the communication paths need only be defined
one time. In this paper we propose the use of ACO-based algorithms in the
optimization of paths in the static routing step in NoC design. The performance
of these algorithms was evaluated using randomly generated graphs, modeled to
imitate applications with parallel tasks. Best results were obtained with REAS
algorithm. Future work may study how to increase the performance of proposed
algorithms and their evaluation with real-world applications.
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Abstract. Locating regions of tumor in digital mammography images is a hard 
task even for experts. Consequently, due to medical experience, different diag-
noses to an image are commonly found. Therefore, the use of an automatic ap-
proach for detecting tumor regions is important to avoid misdiagnosis. In this 
work, the Extreme Learning Machine (ELM) neural network was used to seg-
ment tumor regions of digitized mammograms available in the Mini-Mias data-
base. A set of images were selected for training, while different images were 
used for testing. Results showed that ELM provides an over 81% classification 
rate, being able to segment the region of tumor with high accuracy. By compar-
ing ELM with MLP network, it was possible to conclude that ELM has a faster 
learning time, with a higher training and testing accuracy.  

Keywords: Breast Cancer, Segmentation, Neural Network, Extreme Learning 
Machine. 

1 Introduction 

The World Health Organization (WHO) estimates that 1,100,000 new cases of breast 
cancer appear yearly worldwide [1]. Recent changes in lifestyle in society in-crease 
obesity, which has a direct influence on breast cancer [2]. In developing countries, like 
Brazil, this type of cancer is one of the main causes of death among women [2][3]. 

It is estimated that the period between the beginning of the tumor and its growth 
until it becomes palpable, reaching around 1cm, is of about 10 years [4]. During this 
period, breast imaging is essential to the tumor attendance. The correct evaluation of 
the tumor size takes an important role in the planning of the breast cancer treatment, 
avoiding mutilating surgeries, such as mastectomy [5]. However, image devices de-
termined by BMH (Brazilian Ministry of Health) [6] for the detection of breast cancer 
are quite inefficient at the evaluation of the nodule sizing. These methods depend 
substantially on professional examiner’s experience. 

Furthermore, the diagnosis through images is complex, mainly because of the large 
variability of cases. Many cases seen in clinic practice don’t fit classic images and 
descriptions precisely [7]. Consequently, traditional techniques in image processing 
have been applied in medical field to turn diagnosis less susceptible to errors through 
accurate identification of anatomic anomaly [8][9]. 
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Usually, however, there isn’t any concerning about the performance of these applica-
tions. Image processing is a task with a usually high computational cost. Therefore, the 
optimization time (learning) and the time for feedback to the user can be fairly long. 
Thus, techniques with reduced learning time have been prioritized in tumor detection.  

In this work, is proposed the use of ELM (Extreme Learning Machine) neural net-
work [10] to segment mammogram images. The ELM is a network with fast learning 
time and high accuracy, which makes it suitable to be applied in segmentation prob-
lems. The results of ELM network are compared with MLP (Multi-Layer Perceptron) 
network [11]. 

2 ELM Neural Network 

Artificial Neural Networks (ANN) is one of the successful techniques used for classi-
fication problems [11]. The segmentation problem, however, also is a classification 
problem, where each pixel of image should be classified as being a pixel of a region 
of interest or not.  

In most types of neural networks, such as MLP [12], knowledge about network pa-
rameters is necessary to obtain an optimal performance in the solution of the problem. 
A usual concern of this kind of network is to avoid being stuck in local minima, mak-
ing it necessary to add methods to control the network to escape from those regions. 
Another common characteristic of this kind of network is the high training time ne-
cessary to make the network able to perform classifications correctly. 

The ELM (Extreme Learning Machine) network [10], however, has as main cha-
racteristic the training speed and data prediction when compared with other nonlinear 
methods. The ELM network is a single hidden layer network, not recurrent, based on 
an analytical method to estimate the network output weights, in any random initializa-
tion of input weights. As the output weights are determined analytically, the network 
is obtained through a few steps and with low computational cost. Different from 
MLP, in the ELM network it is not necessary to define a training stopping criteria 
neither the use of cross validation, as the network presents a single iteration.  

The learning process of ELM network is based on Moore-Penrose generalized in-
verse [x], where are calculated the output weights. The learning is performed in batch, 
where all data are presented to the network before the network tuning. The learning 
process of ELM involves a single interaction, turning the training step quite faster 
than conventional approaches. Furthermore, because it is not based on the descendent 
gradient, the network does not suffer the problem of local minima neither it is neces-
sary the definition of the parameter of learning rate. 

3 Proposed Methodology 

3.1 Experimental Environment 

The proposed work used the images from mini-MIAS database [13]. The ground truth 
image, which is the expected segmented image, was obtained by a built supervised 
auxiliary software, which uses the indications provided from database, being used for 
network testing and training. 
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3.2 Neural Network Topology 

The ELM network used is composed of a topology with 25 input neurons, 300 hidden 
neurons and 2 output neurons. The activation function used on the network was the 
sigmoidal function. Those values were obtained empirically, selecting the ones witch 
had the best results. The ELM network topology is shown in Figure 1(a). 

 

Fig. 1. (a) ELM Network Topology, (b) Achievement of input network data 

The input neurons receive pixel values as input from the region that is being 
trained. The signal is then propagated through the intermediate layer and next to the 
output layer. The two output neurons represent the two classes of the problem: tumor 
and non-tumor. If neuron O1 presents a higher output value than O2, then the central 
pixel of the region being analyzed is classified as tumor. Otherwise, the pixel is clas-
sified as non-tumor. 

Figure 1 (b) represents the choice of a pixel that will be trained by the network, 
represented by the darker pixel. The pixel should be classified as being a tumor pixel 
or not. Thus, a neighboring region is selected, in a 5x5 area, represented in the picture 
by a gray region. All the pixels in the neighboring region will be the input of ELM 
network. Each neighboring region is a network input, where the classification of the 
center pixel will be made.  

 
Fig. 2. Project Flow 

3.3 Project Flow 

Figure 2 describes the flow used in the proposed work, listing each one of its stages. 
First, a training set with samples from regions with and without tumor is defined.  
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The training set is obtained through the selection of the region of interest from differ-
ent images. Each training image provided for the network is associated with the 
ground truth image, aiming to compare actual and estimated outputs. 

In the selection of a training set, pixel samples from the region of interest are cho-
sen, containing samples of pixels with tumor and non-tumor pixels. For each chosen 
pixel, the neighboring region is used for the network training. The selection of the 
testing set is analogous, selecting regions of interest from images that will be tested, 
where all the pixels from a region of interest are submitted to network classification. 

Once all input training data are submitted to the network, the weights are tuned and 
the trained network is obtained. Next, test samples are submitted to the network, clas-
sifying pixel as tumor or non-tumor. From the classification it is possible to segment 
test images.  

After the segmentation, the region may contain some fragmentations. Thus, the 
segmentation quality is improved through the elimination of external noises, through 
the technique of connected components [14]. The analysis of ELM results is made by 
using the metrics described as follow. 

3.4 Analysis Metric 

Two metrics were applied for the analysis of the ELM network classification: global 
accuracy index, from confusion matrix, and Kappa index [15], which evaluates the 
accuracy of the classifier. The Kappa index is used as a method to evaluate globally 
the quality of a classification process in a single metric, involving information of false 
positives, false negatives, true positives and true negatives, which are obtained from 
the confusion matrix. Table 1 shows the calculation made in the confusion matrix. 

Table 1. Confusion Matrix 

Class  Prediction  Prediction     Class 
Accuracy 

 Global 
Accuracy 

  True Positives 
  

False Negatives 
    

       False Positives 
  

True Negatives 
   

    
As illustrated in Table 1, the global accuracy index is obtained through T , T  and 

n, which are the amount of true positive classifications, true negatives and the amount 
of set data, respectively. True positive classifications are done when the pixel of class C  (pixel with tumor) is predicted as being of class C . True negative classification is 
when the pixel of class C  (pixel without tumor) is predicted as being of class C . 
False Negative is when a pixel of class C  is predicted as class C , and false positive 
is when a pixel from class C  is predicted as class C . The Kappa index is calculated 
from the confusion matrix through the following equation: 
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 = ∑ ∑∑ , (1) 

in which   is the value of line i and column i;  is the sum of line  i and  is 
the sum of column i of the confusion matrix; n is the total sample number and c is the 
total number of classes. The Kappa index takes on a value between 0 and 1, with the 
classification described in Table 2, according to the index. 

Table 2. Kappa index and the corresponding classifier performance 

Kappa Index Performance
<0 Very Bad

0<k≤0,2 Bad
0,2<k≤0,4 Regular
0,4<k≤0,6 Good
0,6<k≤0,8 Very Good
0,8<k≤1,0 Excelent

 
Based on value of the Kappa index, represented by k, it is possible to assign a per-

formance index to the classifier, rating it between very bad and excellent. The Kappa 
index for ELM network is analyzed in the results section of this article. 

4 Results 

In order to analyze the ELM network performance, it was considered a case study 
with separated images for training and testing of the network. The ELM network was 
compared with MLP network, which was chosen because it is a network widely used 
in many areas. In following the results are described for this scenery.    

4.1 Case Study 

In the case study analyzed, 25 images were separated in training and test images, 
using the k-fold method, where was used a k value equal to 5. The objective is that the 
network can be trained with pixels from a set of images and after that can generalize 
de tumor detection to different images. The training and testing regions of images are 
pre-defined through the selection of a region of interest where the tumor is located.  

 

Fig. 3. (a) Image 1 segmented region; (b) Image 1 expected region; (c) Image 2 segmented 
region; (d) Image 2 expected region 
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In Figure 3 is shown two examples of images segmented by ELM network. The 
Figure 3 (a) is the first example of segmented region, while Figure 3 (b) is the ex-
pected region for the same image. Figure 3(c) and Figure 3 (d) represents another 
example of actual and expected segmentation to a different image. 

Can be seen that results of segmentation were close to expected, achieving a good 
segmentation performance for all analyzed images. 

Table 3 shows the results from Figure 3 (b). The network achieved a global accu-
racy of 92%, with accuracy of class 1 (pixel with tumor) of 91%, while the accuracy 
of class 2 (pixel without tumor) was of 94%. The Kappa index obtained was of 0.73, 
which corresponds to a performance described as “very good”. 

Table 3. Confusion matrix for Figure 3 (b) segmentation 

Class Class Predicted 
as C1  

Predicted 
as C2  

Class 
Accuracy 

Global 
Accuracy 

Kappa  

C1 C1  11739  1112  0.913 0.9255 0.8049
C2 C2  369  6661 0.948   

 
The results were also compared with the MLP network, with the performance 

shown in Table 4. 

Table 4. Comparison between the results of the ELM and MLP networks for Figure 3(b) 
segmentation 

 ELM MLP
Training Time  63  130  
Testing Time  1,67  0,83  
Training Hit Rate  89%  77%  
Testing Hit Rate 92%  66%  

 
As demonstrated in Table 4 the ELM network required less than half of training 

time when compared to the MLP network. The ELM network, however, has a bit 
higher testing time than the MLP network. In relation to the training and testing hit 
rate, the EML network obtained better results, achieving an accuracy close of 92%. 
The MLP network was able to hit rates of 77% and 66% for training and testing, re-
spectively. 

Table 5. Performance Comparison between ELM and MLP networks 

 MLP ELM 
Training Accuracy 75% 85% 
Testing Accuracy 60% 81% 

Kappa 0.2 (Bad) 0.49 (Good) 
Training Time 11,01 min 9.96 min 

      Testing Time 11s 24s 
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On the whole, was possibly to verify that the ELM network presented good genera-
lization results for image segmentation, presenting better results when compared to 
MLP network. Analyzing the average case, with the average result of all tested im-
ages, after using the k-fold method, could be obtained the results found in Table 5. 

As shown above, the ELM network obtained a good training accuracy, with an ac-
curacy rate of 85%. The accuracy for not trained images was of 81%, achieving a 
good generalization power. 

The Kappa index, which evaluates the classifier performance, was of 0.49, classi-
fying the network performance as “Good”. The MLP, however, did not achieve good 
results for training and testing. Tunings were done in MLP, changing empirically the 
number of neurons, training rate and stop criteria, but there was not improvement in 
network performance. With relation to training time, the ELM network obtained low-
er training time, showing that besides having a higher training accuracy, the training 
stage was performed faster. With relation to testing time, however, MLP network was 
faster. 

After the segmentation performed by the ELM, the segmented region may contain 
some fragmentation, as shown in Figure 4 (a). In this case, the segmentation quality is 
improved by the elimination of internal and external noises. This is achieved through 
the technique of connected components. The result is shown in Figure 4 (b). After 
that, the diameter of the tumor is calculated through the max distance between two 
points, as shown in Figure 4 (c). 

 

Fig. 4. (a) ELM segmentation. (b) Noise elimination by connected components. (c) The maxi-
mum diameter of a segmented region 

The diameter corresponding to a perfect circle of the same area that the can be 
easily calculated. The diameter corresponding to the area is important because it 
avoids inaccuracies in the interpretation of the tumor. Thus, surgeries that mutilate, 
such as mastectomy, will only be employed when really necessary. 

5 Conclusion 

The presented work applied the ELM technique in tumor segmentation in mammo-
graphy images. The ELM technique showed to have an advantage in relation to tradi-
tional networks because it has a fast learning phase, only having a need for a single 
iteration, besides requiring less configuration parameters. 
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Applying ELM network in tumor segmentation enabled observation of good results 
over 81% classification rate. The network also achieved good results for kappa index, 
which proved the network to be excellent or good in most cases. When compared with 
MLP network, it was possible to observe that ELM network obtained better results in 
relation to training time, training and testing accuracy rate. 

The proposed work could evaluate the performance of ELM, when applied to the 
segmentation problem and compared to MLP. Thus, the proposed mechanism is ex-
pected to be used in the hospital network and to be used as a model in identification 
and interpretation of tumor sizing. Therefore, the efficiency and accuracy of breast 
exams can become less dependent of interpretation and experience on the professional 
examiner. Future work involves extending image database and comparing with anoth-
er segmentation techniques. 
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Abstract. This work proposes an artificial neural network approach
to estimate the induction motor speed applied to three-phase induction
motor. The induction motor speed is the important variable in an indus-
trial process. However, the direct measurement of speed compromises the
driver system and control, besides increasing the implementation cost.
The proposed strategy estimates the induction motor speed when it is
driven by voltage source inverter with closed-loop scalar control. Simu-
lation results are presented to validate the performance of the proposed
method under motor load torque and speed reference point variations.

Keywords: Induction Motors, Neural Networks, Scalar Control, Speed
Estimation.

1 Introduction

Three-Phase Induction Motors (TIM) are used in many industrial sectors as
leading element to convert electrical into mechanical energy. The closed-loop
control strategies of these machines make use of electronic drivers based on
directly speed measurement or sensorless technologies.

Commonly the motor speed is measured by eletromechanical devices, with
electromagnetic resolvers, optical encoders or brushless dc tachogenerators. How-
ever, the use of these devices present some limitation, such as the increasing
driver cost, reduced mechanical robustness, low noise immunity and the require-
ment of a special attention with respect to applications in hostile environments
[1]. Sensorless technique is mainly found in high performance applications, such
as vector-controlled and direct torque controlled drivers. The main sensorless
control strategies are based on open-loop estimators, e.g., the stator current and
voltage monitoring, state observers, reference systems with adaptive models and
estimator based on intelligent systems, such as Artificial Neural Network (ANN)
and fuzzy logic [1].

Most speed estimators are obtained from the mathematical model of induc-
tion motor, where a precise knowledge of motor parameters is required [2]. Speed
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estimators based on State Observers (SO) need the exact values of the machine
parameters for the correct operation in low-speed regions [3]. This method also
requires a considerable computer effort, since the estimator algorithm demands
differential equations solving. Recently, several methods for TIM speed estima-
tion have been investigated [4–6].

The proposal of this work is the development of a parallel neural speed es-
timator applied to TIM. It is driven by a Voltage Source Inverter (VSI) using
closed-loop scalar control with direct speed measurement. Two ANN are used
in high speed and low speed range respectively. The input data of estimator,
such as current and voltage are used to training and to validate the ANNs. The
training data are generated from the simulation of the mathematical model of
TIM. The VSI is modulated by means of Space Vector Pulse Width Modulation
(SVPWM). The ANN training is carried out in a offline form. In order to validate
the proposal method, simulation results of this speed observer are presented.

2 Modeling and TIM Control

The first step of an ANN supervised training is to compile the input data set,
which are used to adjust the internal parameters of the network. In this proce-
dure, the ANN must be exposed to a data set that satisfactorily describes the
system behavior [7].

To generate the training data set of induction motor, several simulations are
executed using Matlab/Simulink software at different speed operating points.
Fig. 1 shows the block diagram which describes the input and output of the
proposed model. The TIM is driven by a VSI with vector pulse width modulation
(SVPWM). The adopted control strategy is based on voltage/frequency (V/f )
ratio scalar control.

Fig. 1. Block diagram of system model

2.1 Aspects of the TIM Model

The induction motor model used in the simulations was developed in [8] and
[9]. The machine parameters are obtained from a WEG manufacturing induc-
tion motor with 1 CV, 4-pole, 220/380V, IP55, stator resistance = 7.32 Ω, rotor
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resistance = 2.78 Ω, stator leakage inductance = 8.95 · 10−3H , rotor leakage
inductance = 5.44 ·10−3H , mutual inductance = 1.41 ·10−1H , moment of inertia
= 2.71 · 10−3kg.m2, Slip = 3.8 % and nominal torque = 4.1 Nm.

The voltage, current and rotor speed are the quantities used in the ANN
training process. In this study, linear loads, which are mainly found in fans,
rolling mills, piston pumps and wood saw applications, were coupled on the rotor
axis to evaluate the proposed method. These loads are feature by presenting a
linear relationship between the load torque and the rotor shaft speed [10].

2.2 The V/f Control

The proposed methodology used for adjusting TIM speed consist in keeping the
voltage-frequency (V/f ) constant, in order to maintain the magnetic flux in the
air gap, which ensures operation of machine.

The scalar control method is applied in TIM speed control by changing fre-
quency and amplitude of the machine voltage, in order to maintain the maximum
torque produced by the machine constant. Thus, the electromagnetic flux pro-
duced by TIM also remains constant. In [3] presents the details of the scalar
control. The block diagram of the open-loop scalar control used to generate de
the training data set is shown in Fig. 2. In this figure, f∗ is the set point frequency
(Hz), ω∗

e is the set point angular speed (rad/s), Θ∗
e is the angular position of the

proportional voltage reference and V ∗ is the proportional voltage reference. In
closed-loop scalar control the speed is controlled by slip regulation, as the Fig.
3. The speed error between the f∗ and the rotor frequency fr generates the slip
command f∗

sl through the proportional-integral (PI) controller and limiter. The
slip command is added to de speed signal to generate the frequency command
to scalar control [3].

In this control method, the slip speed limits, Vboost and the reference speed
are externally adjustable quantities. These can be set from meet the TIM and
load parameters.

Fig. 2. Block diagram of open-loop scalar control
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Fig. 3. Block diagram of closed-loop scalar control

3 Data Processing Model

The estimated machine speed through of currents and voltages, which increases
the cost of drivers with their transducers. However, this cost is lower compared
to the direct speed measurement. Following the quantities acquisition, there is
a need for a signals processing, in order to extract information that can be used
to mapping the rotor speed as a MIT voltage and current function.

The voltage supplied by the inverter has a switching characteristic, which
passes through the low-pass filter (LPF) with 600 Hz cut off frequency before
being processed in the Phase Locked Loop (PLL) system. Although the electric
current are naturally filtered, due to the inductive characteristic of the machine,
the same LPF is used, in order to obtain high frequency noise attenuation and
provide the similar phase displacement compared with voltage signal.

In order to obtain the input patterns of the rotor speed function, stator voltage
and current on synchronous reference frame dq0 were used. The Fig. 4 presents
the block diagram of the voltages and currents treatment system. The PLL
system used in this paper is based on the single phase p-PLL algorithm described
in [11].

Fig. 4. Block diagram of the data processing
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4 Neural Speed Estimator

The ANN has proved to be efficient in various engineering problems. In this pa-
per the ANN is applied as a universal function approximator in order to estimate
induction motor rotor speed driven by a VSI. The used neural network is the mul-
tilayer perceptron time delay neural network (TDNN) called by [12] with focused
configuration (focused time-lagged feedforward network). For each input quan-
tity are used four samples, in format x(t), x(t − 1), x(t− 2), x(t− 3), x(t− 4),
where x is one of the quantity at time t.

Two ANN are trained in offline form. Each ANN is trained to act in an
region of the scalar control. The proposed estimator in this paper is structured
as shown in Fig. 5. The operating range of each ANN and its configurations
is presented in Table 1. The first ANN is trained for operation range of 25-
60 Hz and the second one of 1-30 Hz. The voltage and current are presented
to the ANNs after processing the simulation data, which output is the speed
estimated, used in training and validation process. To select which ANN will be
used to assess the Vd level, being directly proportional to frequency. To optimize

Table 1. ANN ′s Parameters

Network architecture TDNN Perceptron multilayer

Number of layer 3

Neurons of the 1st hidden layer 6

Neurons of the 2nd hidden layer 21

Training algorithm Levenberg-Marquardt backpropragation

Learning rate 5 · 10−2

Epochs 3000

Square error goal 1 · 10−2

Hidden layer activation function Hyperbolic tangent

Output layer activation function Linear

Fig. 5. Training and ANN test structure
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the neural network training, a learning reinforcement process was applied in low
speed regions. Therefore, data set which represents various aspects of the system
dynamic in all operating domain is presented.

5 Generalization Results

The ANNs was trained from computer simulations data of TIM operating under
scalar control in several operation points. To validate this approach, the neural
speed estimator is tested as speed observer in eight simulations point containing
speed and load torque changes, as show in Table 2.

Table 2. TIM Operation Point

Simulation Frequency operating point (Hz) Load torque (N.m)
number Initial Final Initial Final

1 6 1.1 1.6

2 37 4.4 2.4

3 5 20 0.2 0.4

4 10 25 1.1 2.7

The PI controller implemented according to the following expression:

Gc(s) =
(kps+ ki)

s
(1)

where kp is the proportional gain and the integration gain. The PI controller
parameters were set to kp = 1.8Ω e ki = 2.3Ω/s. The maximum and minimum
slip frequency limiter is 10 Hz and -10 Hz respectively.

For the simulation it was considered the linear torque load in the following
form:

Tl = kt + α · ωr (2)

where Tl is the load torque, kt is the initial torque load constant in N.m, α is the
constant of relation torque/speed given by N.m/rad/s and ωr is the TIM rotor
speed. In all simulations, it is considered the kt with a value of 0.1 Nm and a
load with inertia moment of 5.42 · 10−3 kg.m2.

Figure 6 shows the result for simulations 1 and 2, considering a constant speed
set point. Still considering load torque variation, now is presented the system
behavior with a speed operation point step changing applied for each simulation
(3 and 4). Generalization results are shown in Fig. 7. Table 3 shows the Relative
Mean Error (RME) between the estimated and measured speed.

Simulations results demonstrate the ability of the ANNs to estimate the TIM
speed in the transitory and steady state by scalar control even in low speed
region.
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a) b)

Fig. 6. Load change simulation results - a) Simulation 1, b) Simulation 2

a) b)

Fig. 7. Speed change simulation results - a) Simulation 3, b) Simulation 4

Table 3. Relative Mean Error of Speed Estimator

Simulation Speed Estimator RME (%)
number as observer

1 3.56

2 0.68

3 3.39

4 2.09

6 Conclusions

This work proposed an alternative methodology to estimate the induction motor
speed driven a VSI with scalar control, based on two parallel TDNN artificial
neural networks with supervised training process in off-line mode. The ANN
selection was made through voltage range operations.
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The methodology was applied to estimate the motor speed during transient
and steady state, comprising the whole operation range of the scalar control. In
each simulation it was applied a load torque variation when the TIM was operat-
ing in steady state and speed reference point change with the aim of demonstrate
the robustness of the proposed method. Simulation results presented lower mean
relative error obtained for all speed operating ranges. Nevertheless, the proposal
can be applied to other methods of speed control or parameter estimator of
induction motor using the proposed method.

Acknowledgments. The authors gratefully acknowledge the financial support
under grand 474290/2008-5, 471825/2009-5, 473576/2011-2 and 552269/2011-5
received from CNPq and process 06/56093-3 received of Araucaria Foundation
and CAPES.

References

1. Vas, P.: Sensorless Vector and Direct Torque Control. Oxford University Press
(1998)

2. Vasic, V., Vukosavic, S.N., Levi, E.: A stator resistance estimation scheme for
speed sensorless rotor flux oriented induction motor drives. IEEE Transactions on
Energy Conversion 18(4), 476–483 (2003)

3. Bose, B.K.: Modern Power Electronics and AC Drives. Prentice-Hall, New Jersey
(2001)

4. Jevremovic, V.R., Vasic, V., Marcetic, D.P., Jeftenic, B.: Speed-sensorless control
of induction motor based on reactive power with rotor time constant identification.
Electric Power Applications, IET 4(6), 462–473 (2010)

5. Yoksel, O., Mehmet, D.: Speed estimation of vector controlled squirrel cage asyn-
chronous motor with artificial neural networks. Energy and Manangement 52(1),
675–686 (2011)

6. Gadoue, S., Giaouris, D., Finch, J.: Sensorless control of induction motor drives at
very low and zero speeds using neural network flux observers. IEEE Transactions
on Industrial Electronics 56(8), 3029–3039 (2009)

7. Goedtel, A., Graciola, C., Silva, S., Nascimento, C., Suetake, M.: A comparative
study for single and multilayer neural networks applied to speed estimation in
induction motors. In: 2010 XIX International Conference on Electrical Machines
(ICEM), pp. 1–6 (September 2010)

8. Ong, C.: Dynamic Simulation of Electric Machinery: Using Matlab/Simulink.
Prentice-Hall, Upper Sanddle River (1998)

9. Krause, P.C., Wasynczuk, O., Sudhoff, S.D.: Analysis of Electric Machinery and
Drives Systems. Piscataway, New Jersey (2002)

10. Goedtel, A., da Silva, I.N., Serni, P.J.A.: Load torque identification in induction
motor using neural networks technique. Electric Power Systems Research 77(1),
35–45 (2007)

11. da Silva, S., Campanhol, L., Goedtel, A., Nascimento, C., Paiao, D.: A comparative
analysis of p-pll algorithms for single-phase utility connected systems. In: 13th
European Conference on Power Electronics and Applications, EPE 2009, pp. 1–10
(September 2009)

12. Haykin, S.: Neural network: a comprehensive foundation. Prentice Hall, New Jersey
(1999)



Opportunistic Sensor Interpretation

in a Virtual Smart Environment
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Abstract. Smart environments interpret data from sensors to deter-
mine users’ context. A relevant issue for their development is how to
deal with the changes they experience at runtime. Components can be
added, change or fail at runtime, modifying the system topology. These
changes in turn modify the available information, providing new or re-
dundant data or making impossible to calculate some pieces of the con-
text. Opportunistic planning methods address these issues monitoring
the context and suspending or resolving goals when the appropriate con-
ditions are met. Using this approach, a smart room is able to wait and
take advantage of changes in the context of the system to achieve goals
that it was not able to accomplish before. This paper describes the de-
velopment and testing of this context-aware behavior using FAERIE, a
framework for context management intended to provide a general archi-
tecture. The sample application runs over UbikSim, which is a smart
environment simulator for testing and validation.

Keywords: opportunistic planning, virtual smart environment, context-
awareness, ambient intelligence.

1 Introduction

Ambient Intelligence (AmI) applications use embedded and unobtrusive tech-
nologies and devices [11]. Their elements should “vanish” in the environment
so the users do not become aware of their existence unless it is completely nec-
essary. For this reason, AmI systems must reduce the configuration effort to a
minimum. This also implies being able to reconfigure themselves upon errors and
to take advantage of new possibilities to fix the gaps that those errors may have
caused. These changes prevent assuming a fixed topology of systems at design
time. On the contrary, applications must be designed to be completely adaptive
to changes in their components and needs of information.

The opportunistic planning paradigm addresses these requirements by select-
ing a suitable situation to solve an information goal. When the systems receives
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a goal, it does not try to solve it immediately, but suspends it. Then, it monitors
the context changes to detect a correct moment when it can be solved, e.g. needed
resources and information are available [8]. The observation of the context con-
tinues during the goal resolution, so the system can suspend the process if the
goal becomes unreachable. This behavior implies the existence of mechanisms to
facilitate context-awareness: the planning process is able to determine when to
suspend or activate goals depending on the change of context conditions.

Several architectures and frameworks already deal with opportunistic features
[3,7]. However, they still present several open issues for their extensive use. One
of the most relevant is the difficulties to test and validate real applications with
them due to their deployment costs. As most of times it is unfeasible to have
all the possible environments and devices for a given target platform during
development. Thus, testing capabilities are strongly limited. A solution to this
problems is simulating most of the involved physical devices and their deploy-
ment within physical spaces. This greatly reduces testing and validation costs,
and promotes better development practices.

This paper illustrates the development of context-aware systems with an op-
portunistic behavior using FAERIE (Framework for AmI: Extensible Resources
for Intelligent Environments) [1]. Here, the testing of these systems relies to a
large extent in the integration with the simulation framework UbikSim [4], thus
addressing one of the common limitations of AmI developments. The exam-
ple application is an artistic installation where the user interacts across several
rooms with talking statues.

FAERIE [1] is a general purpose framework for AmI. It offers mechanisms
to facilitate the implementation of workflow-based context-aware applications.
FAERIE is based on a distributed blackboard model. Sets of context observer
components observe and update shared context containers, which manage parts
of the abstract representation of the real context. These context containers trans-
parently coordinate among them to offer a virtual globally shared representation
of the context. When a context observer modifies a piece of the context repre-
sentation, every other context observer interested in that piece of information is
made aware of the change, which triggers successive behaviors.

UbikSim [4] is a framework to run simulations of smart environments with
different configurations. It allows defining maps of the physical spaces and their
sensors. For these sensors, it can provide their signals either as introduced by
users or from configuration files and actual external sensors. Engineers can run its
simulations in batch (i.e. agents representing users have predefined behaviors),
or interactive mode (i.e. agents are controlled via keyboard).

The rest of the paper is organized as follows. Section 2 describes the require-
ments of the example application. Then, Sections 3 and 4 respectively describe
how the application is designed and its behavior in terms of FAERIE interac-
tions. These results are discussed with related work in Sect. 5. Finally, Sect. 6
presents some conclusions and future work.
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Fig. 1. Ubik Editor 3D model of the Talking Agents scenario

2 Case Study: Artistic Installation

The case study is based on the Talking Agents work [2]. This describes an inter-
active artistic installation where the spectator moves through different rooms.
In each room, the system determines the spectator’s position in order to trigger
interactions with clay statues. These statues are the actual talking agents, as
they have software and devices for speech recognition and dialog management.
For the sake of brevity, this paper only deals with people tracking and considers
several types of sensors (other works such as [10] only consider one type of in-
formation). Figure 1 shows an instance of this installation using UbikEditor 3D
[4], a graphical editor of scenarios for the UbikSim simulator.

The design of the target AmI system needs to consider several requirements:

– Locations in rooms are defined as sectors of their surface. These divisions
may change between deployments, and thus the potential users’ locations.

– To determine the location, each room contains different sensors. The exact
location and kind of sensors are determined at the moment they are deployed,
which can occur during runtime. These sensors can be distance sensors and
video cameras situated on the roof. Distance sensors determine location by
triangulation, and camera sensors by detecting movement on video signal.
The confidence of the recognition on the video signal depends on the lighting
of the room.

– In case of redundancy or conflict of the locations calculated by the different
alternatives, the system selects the one with the highest confidence score.

– Sensor failures and incomplete deployments may cause blind spots. The ap-
plication will do its best to determine location at these circumstances.

– During execution, new sensors or alternative mechanisms to determine the
location can be added.
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Fig. 2. System structure of the Talking Agents application with FAERIE and UbikSim

3 Design with FAERIE

The design of an application with FAERIE consists of two main tasks: identifying
and modeling the structure of the context representation, and defining the rules
that determine the context changes as a function of the changes on other context
elements or the physical environment. Rules are implemented as context observer
components that work on the representation of the context as context elements,
consuming their values in order to provide the values for other elements.

The structure using FAERIE of the Talking Agents application described in
the previous section appears in Fig. 2. It includes the following elements:

– CameraDriver. It is a context observer that accesses the Camera device
and provides the VideoSensor context element. This element contains two
pieces of information (i.e. attributes): the input stream of the video cap-
tured by the camera and the physical location of the camera provided at the
moment of its deployment.

– CameraLocator. A context observer that provides the user’s location. It
uses the physical location of the VideoSensor, and superimposes the Map-
Graph on the video from the VideoSensor to detect movement.

– FAERIEUbikAdapter. It adapts the UbikSimOSGi component as an ex-
ternal device. This component simulates the external environment of a sys-
tem and provides the MapGraph and DisanceSensor context elements. The
MapGraph contains an attribute with a directed graph where each node rep-
resents a sector in a room of the space. The DisanceSensor includes two
attributes, one with the current state of the sensor and another with its
location, orientation and action range. The data of this last attribute are
provided at the moment of its deployment.

– SensorLocator. A context observer that triangulates using the informa-
tion from DistanceSensors on location, orientation, action range and current
state, and matches the result with the MapGraph to determine the specta-
tor’s Location.
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Fig. 3. Map of the first room, indicating the sectors and their adjacency

FAERIE activates only the context observers that are currently being used.
Neither the CameraLocator nor the SensorLocator context observers will be
activated, and the context elements needed by them will not be requested, if there
is another context observer already providing the same information. In turn, the
context observers responsible to calculate those context elements will not be
activated either. The priority used is the confidence score: a number offered by
each context observer to represent the exactitude of their measurement. As an
improvement, the SensorLocator component only requests the Sensor elements
necessary to determine the current location and those adjacent to it. In case that
the spectator is in a blind spot, every location next to it is observed.

4 Deployment and Testing

This section shows how the proposed implementation of the Talking Agents with
FAERIE proposed in the previous section works. It discusses the operations
performed by the system as reaction to certain events in the first room.

Figure 3 shows the representation of the entrance and the first room. This
room contains multiple distance sensors covering the different sectors, as well as
a camera sensor in the roof, covering the entire room. White circles represent
“blind spots”, i.e sectors not covered by the distance sensors. Although in the
real installation these are not blind spots at the beginning of its functioning,
sometimes sensors may not work properly and the corresponding sectors become
blind spots. The black lines represent sector adjacency.
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Table 1. Changes in system state as a result of environment events. The asterisk
represent which value is selected for location.

Env. event CameraLocatorCameraDriver SensorLocator UbikAdapter

confid. location VideoSensors confid. location DistanceSensors

outside room 0.5 *null first room 0.6 null A, B, E

go to sector 1 0.5 null none 0.6 *sector 1 A, B, D

go to sector 3 0.5 *sector 3 first room 0.6 null A, B, E

deploy sensor at
sector 3

0.5 null none 0.6 *sector 3 B, C, E

room lighting
increased

0.8 *sector 3 first room 0.6 null none

Table 1 represents the events produced in the system, and how the different
context observers change the context. The scenario runs as follows:

1. When the person is outside the room, it is considered within a “blind spot”.
The SensorLocator requests every DistanceSensor next to a blind spot. Since
the SensorLocator cannot offer a Location, the system delegates on the Cam-
eraLocator, which requests the VideoSensor in first room. As it does not cover
the entrance, it does not provides the Location neither, and it is left null.

2. The person enters into sector 1. The SensorLocator offers then the correct
Location, and requests only DistanceSensors covering the current and adja-
cent sectors. The CameraLocator is not used, because the SensorLocator is
already offering a Location with a higher confidence score. As a consequence,
the SensorLocator releases the VideoSensor.

3. The person enters into sector 3, which is a blind spot. The SensorLocator
requests again every DistanceSensor next to that blind spot. Since it is not
able to offer a Location, the system delegates on the CameraLocator, which
requests again the VideoSensor. Now, it offers the correct Location.

4. A new sensor is deployed in sector 3, which was previously a blind spot. The
SensorLocator reconfigures its map and gets a correct Location for the per-
son. It renders the CameraLocator, and therefore the VideoSensor is released
again, not needed at the current person’s location.

5. The lighting on the room is increased, making the confidence score of the
CameraLocator higher. Then, the system delegates on the CameraLocator
for Location. It requests again the VideoSensor and gets a correct Location.
Hence, the SensorLocator is deactivated, which also releases the Distance-
Sensors, as another component is already offering a more reliable result.

5 Related Work

AmI proposes adaptive and personalized applications. This is intrinsically re-
lated with context-awareness, which in turn is greatly supported by the theories
of information fusion. The field studies the different methods to aggregate mul-
tiple sources of information. These methods are affected by dynamic topologies,
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in which the sensor networks are constantly changing. Challa et al.’ work [5] pro-
poses new concepts and alternatives to enhance the information fusion methods
in order to be opportunistic, and constitutes the starting point of multiple works
related with this paper.

The OPPORTUNITY project [9], presents some activity and context recog-
nition systems with opportunistic behaviors. It also presents an architecture
focused on the information fusion mechanism, but does not specify the details
on context modeling and handling. In FAERIE specification [1], it is defined the
way to model context and how it is modified in order to develop a complete
context-aware system, which later can use opportunistic features.

Kurz and Ferscha [7] propose a collection of sensor abstractions and mecha-
nisms of self-description for them. Using this, they present an architecture for
context and activity recognition that describes sensing goals in an abstract way.
The architecture uses these descriptions to facilitate the reconfiguration of sys-
tems with the available sensors, producing an opportunistic behavior. This ar-
chitecture can be extended by replicating the described processes in multiple
abstraction layers, as described in the FAERIE framework architecture [1].

Boldrini et al. [3] describe a middleware to share information in opportunis-
tic networks. These are networks where connections among nodes change along
time, and the eventual connections are seized to establish information paths. The
middleware infers social information of the users to assist the automated learn-
ing of the network topology, and to predict future changes. The opportunism in
this case is, nonetheless, restricted to the eventual discovery of other nodes, and
it does not consider detecting opportunities for a more general context manage-
ment. This potential enhancement is later discussed in work of the same authors
[6] and termed opportunistic computing. FAERIE supports this enhancement, as
the processes are always triggered by a context change [1], independently of its
nature.

6 Conclusions

The paper has described the design for testing of an application with opportunis-
tic evaluation implemented with the FAERIE [1] context-aware framework. The
application determines the user’s location using different alternatives, chosen at
each moment according to available sensors and their confidence level.

The opportunistic behavior is achieved using the context management mecha-
nisms of FAERIE. These mechanisms are designed to reduce resource consump-
tion (power in this case) and promote flexibility, minimizing configuration effort
by users. These features produce less obtrusive applications, which is a require-
ment for AmI.

The paper also proposes the use of the UbikSim [4] simulator for virtual smart
environments in order to reduce deployment and test costs. FAERIE integrates
this environment by providing wrappers for its sensor components.

The integration of FAERIE and a simulation environment provides the ba-
sis to explore relevant extensions of our AmI architecture. A first issue is the
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implementation of automated learning mechanisms that reduce the need of pro-
viding deployment information to components, therefore simplifying the system
configuration. This learning processes frequently need a training phase or re-
dundant sources of information, which can be provided using the simulator.
Another improvement is taking advantage of the automatic behaviors present in
the UbikSim Kit to validate properties of FAERIE systems in “batch mode”.

Acknowledgments. This work has been done in the context of the project ”So-
cial Ambient Assisting Living - Methods (SociAAL)”, supported by the Spanish
Ministry for Economy and Competitiveness, with grants TIN2011-28335-C02-01
andTIN2011-28335-C02-02.Also,we acknowledge support from the “Programade
Creación y Consolidación de Grupos de Investigación” UCM-BSCH GR35/10-A.

References

1. Fernández-de-Alba, J.M., Fuentes-Fernández, R., Pavón, J.: Dynamic Workflow
Management for Context-Aware Systems. In: Novais, P., Hallenborg, K., Tapia,
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Abstract. In this paper, we present a method for extraction and at-
tribute selection for textural features classification using the fusion of
information from the mediolateral oblique (MLO) view and craniocaudal
(CC) views. In the extraction step, wavelet coefficients together with sin-
gular value decomposition technique were applied to reduce the number
of textural attributes. For the selection stage and reduction of attributes,
an evaluation of the Analysis of Variance (ANOVA) technique and Prin-
cipal Component Analysis (PCA) is performed when used for textural
information reduction. In the final step, it was used the Random Forest
algorithm for classifying regions of interest (ROIs) of the set of images
determined as normal, benign and malignant. The experiments showed
that ANOVA reached the higher proportional attributes reduction and
featured the best results for information fusion of CC and MLO views.
The best classification rates were obtained with ANOVA for normal-
benign images (area under the receiver operating characteristic curve -
AUC = 0.78) and benign-malignant images (AUC = 0.83) and with the
PCA method for normal-malignant images (AUC = 0.85).

1 Introduction

Breast cancer is the most common type of cancer among women. For the 2012
year, it is expected more than 53,000 cases of this disease in Brazil [1]. The
early detection of breast cancer increases treatment options and improves the
chances for successful treatment and patient survival. The most effective tool
available to clinicians for the early detection of breast cancer is screening mam-
mography [2]. A screening mammographic examination usually consists of four
images, corresponding to each breast scanned in two views: mediolateral oblique
(MLO) view and craniocaudal (CC) view.During mammographic interpretation,
the radiologist combines the information from the two views and evaluates prior
examinations to confirm true positives and to reduce false positives [3–5].
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Computer Aided Diagnosis (CADx) technology can improve the performance
of radiologists, by increasing sensitivity to rates comparable to those obtained by
double reading, in a cost-effective manner [3, 6]. Algorithms for image processing
together with artificial intelligence techniques are used in order to enhance, seg-
ment, extract features and classify abnormalities [7, 8]. Although CADx systems
have provided a large number of research and high rates of sensitivity using sev-
eral types of features, the majority of these works analyzes theMLO and CC views
independently. In some situations, this system detects abnormalities in only one
of the views. Radiologists believe that there is an inconsistency if a particular le-
sion is similar in both views and the system does not have the capability to find
it. Studies have shown that these limitations have changed their impressions and
radiologists are ignoring the results provided by these systems [9].

In this work, we present a comparison of PCA and ANOVA to discriminate
lesions in mammograms using CC and MLO views merging information from
both views. In the extraction step, the wavelet transform method was applied
to provide texture-related attributes for the considered images. Following, the
singular value decomposition (SVD) technique was used to reduce the number
of wavelet coefficients. The PCA and ANOVA techniques were applied to the
coefficients in order to select the most relevant attributes in both CC and MLO
views. In the next step, it is made the fusion of the attributes obtained from the
CC and MLO views. In the final step, it is used the Random Forest classifier
to verify the algorithm performance after application of the feature selection
techniques.The proposed computational tools were evaluated on a set of cases
selected from the public Digital Database for Screening Mammography.

2 Materials and Methods

Data Set: the database used in this work was taken from the Digital Database
for Screening Mammography (DDSM)[8]. The DDSM project is a joint effort of
researchers from the Massachusetts General Hospital (D.Kopans, R Moore), the
University of South Florida (K. Bowyer), and the Sandia National Laboratories
– EUA (P. Kegelmeyer). We selected images digitized with a Lumisys laser film
scanner at 50 mm and a resolution of 12 bits. In order to validate our methodol-
ogy, we used a sub-sample of 720 ROIs from the mammogram images, composed
of 480 samples of abnormal tissues, among which 240 were malignant and 240
were benign. Each set of images from a given type is divided in 50 % CC and
50 % MLO views. Images with no masses were taken from each of the images
selecting a region with normal breast tissues. The selection of ROI with a nodule
was implemented based on the .ics file from the DDSM database that defines the
chain code of the lesion edge. The images used in the experiments were cuttings
of size 512×512 pixels done in the sub-image, whose centers correspond to the
centers of the presented abnormalities.
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2.1 Textural Features Extraction

Wavelet Transforms: For a given function f(x) in R, the wavelet transform
Wf(a, b) on R is obtained from the inner product of f(x) with a wavelet family,
i.e.:

Wf(a, b) = 〈f, ψa,b〉 =
∫ ∞

−∞
f(x)ψa,b(x)dx (1)

where

ψa,b(x) = a−1/2ψ

(
x− b

a

)
(2)

are wavelets obtained from scaling and time shifting operations on a mother
wavelet ψ(x), with a and b being the scaling and translation factors, respectively.
The mother wavelet ψ(x) is an integrable function with zero mean, i.e.:∫ ∞

−∞
ψ(x)dx = 0 (3)

and centered in the neighborhood of x = 0. Examples of wavelets can be found
on reference [11].

The discrete wavelet transform (DWT) is obtained from the discretization of
parameters a and b. In [11], Mallat proved that a DWT of a signal is equivalent
to its decomposition on a series of highpass and lowpass filter banks, followed
by a downsampling of two samples, one bank for each desired resolution. The
lowpass filters outputs give the approximation coefficients and the highpass fil-
ters outputs the details. For an image that is represented in 2D, the image is
passed through a pair of filters on each row, followed by a downsampling of 2.
Then, results are used as inputs of two filter banks, which are applied at the
columns of the image, followed by downsampling. Four sub-images are gener-
ated in this process: the approximation LL, which represents the original image
with a smaller resolution, and the details LH , HL, HH , which represents the
horizontal, vertical and diagonal directions, respectively.

For each ROI, the 2D-DWT was applied using three different wavelet func-
tions, namely Biorthogonal 3.7, Daubechies 8 and Symlet 8, and 2 resolution
levels. The decomposition levels and wavelet functions were selected based on
previous works [12, 13]. The first decomposition level yields the coefficient ma-
trices LL1, LH1, HL1 and HH1. The second decomposition level applied in
sub-band LL1 resulted in the coefficient matrices LL2, LH2, HL2 and HH2.

Nonlinearity and smoothing operators: In this method, the first step con-
sists of the introduction of non-linearities and smoothing operators, to make
the subband images less sensitive to local variations [14]. For nonlinearity and
smoothing operations, the total energy of wavelet transformation coefficients in
each sub-band was calculated using:

Ei =
1

PQ

P∑
j=1

Q∑
k=1

|wi(j, k)|2 (4)
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where Ei is the overall energy in the i-th sub-band, wi(j, k) is the wavelet trans-
formation coefficient at locations (j, k) in the i-th sub-band, and P and Q are the
number of rows and columns of the i-th sub-band, respectively. Here, parameters
P and Q have similar values. In this work, we consider also 3 × 3 neighborhoods,
compute their average, and then normalize the average, as proposed by [14]. At
each location Li(j, k), the local energy was computed in a 3 × 3 neighborhood
using the following equation:

Li(j, k) =
1

9

2∑
u=0

2∑
v=0

|wi(j − 1 + u, k − 1 + v)|2 (5)

where the local energies Li(j, k) were normalized by

Ii(j, k) =
Li(j, k)

Ei
(6)

This process produced 196,608 wavelet coefficients for the first decomposition
(256 × 256 in 3 sub-images) and 49,152 coefficients for the second decomposition
(128 × 128 in 3 sub-images). Gathering together all detail coefficients from the
sub-bands resulted on a feature vector of 245,760 attributes. Fig. 1 represents the
process of wavelet decomposition for each ROI to obtain the wavelet coefficient
features.

Fig. 1. Illustration of wavelet decomposition of a mammographic image

Singular Value Decomposition: Singular value decomposition (SVD) method
was applied to each wavelet subimage, leading to a cardinality reduction of the
feature vector [14, 16, 17]. To explain the application of method, consider the
matrix Ii with size P × Q, whose entries are the sub-band wavelet coefficients
after the introduction of nonlinearity. The application of the SVD based method
decomposes each wavelet subimage Ii into the product of three matrices given
by:

Ii = UiSiV
T
i (7)

where Ui, with size P ×Q, and Vi, with size Q×Q, are orthogonal matrices
whose columns are the eigenvectors of matrices IiI

T
i and ITi Ii, respectively, and

Si, with size Q×Q, is a diagonal matrix whose non-zero entries are the singular
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values (square roots of the eigenvalues) of matrix IiI
T
i . Once the SVD is unique

for each matrix, the singular values completely represents the sub-band images.
A method of truncation of the lower singular values, which is equivalent to a
filter based approach, was applied to matrix Si for dimensionality reduction
with images with noise. In [14], the authors have shown that the effect of noise
is more intense on singular values with lower magnitudes. Therefore, the diagonal
matrix can be truncated to a dimension K × K, where K is given empirically
by:

K = Q
σ2
1∑

n

σ2
n

(8)

where σn is the n-th singular value and σ1 is its highest value.
Since the wavelet transform in this work was considered for 2 resolution levels,

there are sub-band images with sizes 256 × 256 and 128 × 128 pixels, what
leads to a different number of truncated singular values (different K) for each
mammogram. Therefore, Equation (8) was used to get a value of Kr for each
resolution level, and the overall K was obtained by averaging the number of
truncated singular values obtained. Having defined the average value K, singular
values were extracted from each of the eight wavelet sub-images, resulting in a
feature vector of 6K elements representing texture characteristics of the original
mammograms.

2.2 Feature Selection

Analysis of Variance - ANOVA: is a statistical model that compares the
averages of two or more experiments. This evaluation is performed to the extent
that the differences between means are significant for the comparison of two
estimates [18].

For our experiments, this comparison was carried out on benign masses, ma-
lignant masses and normal tissue present on mammographic images. The mean
and standard deviation were calculated for sets of texture data and ANOVA
technique was applied on each of the following cases: comparison of benign
versus malignant masses, called benign-malignant; comparison of normal tissue
versus benign masses, called normal-benign; and comparison of normal tissue
versus malignant masses, called normal-malignant.

The one-way ANOVA method was firstly applied on the singular values at-
tributes generated by the SVD procedure to determine the statistical significance
of these values. In this method, the null hypothesis is that all attribute means
are the same. The alternative hypothesis is that at least two of them are differ-
ent. If any two groups are statistically the same, both are discarded since they
do not contribute to the classification step [15, 19].

An F-test is applied to generate this test with a confidence interval of 1 ∗
10−11 < p < 1 ∗ 10−16, this interval was defined according to the minimum
number of textural attributes greater than or equal to 12. The whole process
was performed using Matlab.
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Principal Component Analysis -PCA: is a powerful technique for extract-
ing a structure from potentially high-dimensional data sets, which corresponds
to extracting the q eigenvectors that are associated with the largest q eigen-
values from the input distribution. Starting from an original set of l samples
(features), which form the elements of a vector x ∈ R

l, the goal is to apply a
linear transformation to obtain a new set of samples [20]:

y = ATx (9)

so that the components of y are uncorrelated. In a second stage, one chooses the
most significant of these components. The process is summarized here:
1. Estimate the covariance matrix C. Usually, the mean value is assumed to
be zero, E[x] = 0. In this case, the covariance and autocorrelation matrices
coincide, R � E[x(xT )] = C. If this is not the case, the mean is subtracted.
Given N feature vectors, xi ∈ R

l, i = 1, 2, ..., N , the autocorrelation matrix
estimate is given by

R ≈
1

N

N∑
i=1

xix
T
i (10)

2. Perform the eigendecomposition of S and compute the l eigenvalues/
eigenvectors, λi, ai ∈ R

l i = 0, 1, 2, ..., l − 1. 3. Arrange the eigenvalues in
descendind order, λ0 ≥, λ1 ≥ ... ≥ λl−1. 4. Choose the m largest eigenvalues. In
general, m is chosen so that the gap between λm−1 and λm is large. Eigenvalues
λ0 ≥, λ1 ≥ ... ≥ λm−1 are known as the m principal components. 5. Use the re-
spective (column) eigenvectores ai, i = 0, 1, 2...,m−1 to form the transformation
matrix

A = [a0 a1 a2 . . . am−1] (11)

6. Transform each l-dimensional vector x in the original space to an m-
dimensional vector y according to equation (9). Thus, the total variance of the
elements of x is:

l−1∑
i=0

E[x2(i)] (12)

and is equal to the sum of the eigenvalues

l−1∑
i=0

λi (13)

After the transformation, the variance of the ith elements, E[y2(i)], i = 0, 1,
2,..., l − 1, is equal to λi. Thus, selection of the elements that correspond to
the m largest eigenvalues retains the maximum variance.

The PCA technique was applied in the SVD coefficients obtained from the
ROIs wavelet transform using the WEKA (Waikato Environment for Knowledge
Analysis) platform [23] for the following configuration: percentage of the variance
in the original data 0.95 (95%), with the Ranker search method [21].
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2.3 Fusion of Informations

Several studies have demonstrated that the fusion of information extracted from
two views, CC and MLO, allows for a false positive reduction compared to the
use of a single view [9, 22]. For the process of fusion of information, we applied
the ANOVA and PCA technique to analyze the characteristics that are relevant
in both views, at the same time. Then, for each mass, a new set of textural
features was arranged with the features extracted from both mass views, and
the whole processes of feature extraction and selection was performed and used
in the next step for classification.

2.4 Classification Stage

In this paper, we have chosen to classify images using the Random Forest algo-
rithm with two classes. The Random Forest algorithm is built from a collection
of classification trees. It is a concept of regression trees, bootstrap samples in-
duced by a set of training data, using features selected in the random process
of tree induction [24]. The objects were classified from the data set in one of
the three comparisons, namely normal or benign tissues, normal or malignant
tissues and benign or malignant tissues. These algorithms were implemented in
WEKA software. To train and test the proposed computerized method, a cross
validation procedure was performed on a dataset To obtain the performance
for each classification, we implemented a 10-fold cross validation procedure, in
which the dataset were split into N parts. From these, N − 1 parts served as the
training data to fit the classification model. The remaining part was used as the
test data for the estimation of performance measures. Each of the N parts was
used as test data in turn. The resulting N estimates were averaged to obtain the
final expected value. Performance evaluation was accomplished by means of the
area under the ROC curve (AUC).

3 Experimental Results

Table 1 shows the obtained results for AUC when using Random Forest classifier
for mammographic images obtained from the CC and MLO views. The testing
result using the Random Forest classifier on images obtained from fusion of
informations of the CC and MLO views is given in Table 2.

4 Discussions and Conclusion

In our proposed methods for classifying masses in mammograms, multiple fea-
tures are obtained using the fusion of information from the CC and MLO views.
Comparing the results of Tables 1, we verify that Symlet 8 and Daubechies 8
wavelets performed better for ANOVA (AUC = 0.83) and PCA (AUC = 0.82)
techniques, respectively, for normal-malignant tissues in CC view. In MLO view,
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Table 1. Classification of mammograms from CC and MLO views with Random Forest

Normal-Benign Normal-Malignant Benign-Malignant
AUC Std AUC Std AUC Std

CC

ANOVA
db08 0.67 0.19 0.81 0.12 0.75 0.17
sym8 0.69 0.21 0.83 0.11 0.74 0.17
bo37 0.74 0.16 0.82 0.12 0.76 0.16

PCA
db08 0.67 0.20 0.82 0.10 0.80 0.15
sym8 0.67 0.21 0.73 0.17 0.78 0.15
bo37 0.71 0.18 0.81 0.14 0.76 0.14

MLO

ANOVA
db08 0.75 0.15 0.78 0.14 0.71 0.16
sym8 0.69 0.19 0.81 0.13 0.79 0.13
bo37 0.70 0.20 0.82 0.11 0.79 0.14

PCA
db08 0.72 0.18 0.81 0.15 0.75 0.16
sym8 0.70 0.18 0.82 0.12 0.82 0.12
bo37 0.64 0.23 0.81 0.13 0.79 0.14

Table 2. Classification of mammograms from information fusion of CC and MLO
views with Random Forest

CC+MLO Normal-Benign Normal-Malignant Benign-Malignant
AUC Std AUC Std AUC Std

ANOVA
db08 0.78 0.14 0.84 0.12 0.79 0.13
sym8 0.74 0.16 0.84 0.13 0.83 0.10
bo37 0.76 0.19 0.82 0.12 0.82 0.13

PCA
db08 0.71 0.20 0.85 0.11 0.78 0.16
sym8 0.69 0.18 0.81 0.14 0.79 0.13
bo37 0.74 0.16 0.84 0.10 0.80 0.13

the use of the ANOVA technique with the Daubechies 8 mother wavelet per-
formed better with AUC = 0.75 for normal-benign tissues. However, results of
discriminating breast tissue patterns from benign and malignant masses show
that Symlet 8 wavelet with PCA method was 3% superior than ANOVA.

As seen on Table 2, we note that the use of information, obtained from the
fusion of the CC and MLO views, might raise the evaluated rates of the descrip-
tors. These rates were higher for ANOVA to all considered comparisons, being
higher for almost all kinds of joint lesions for PCA. A similar behaviour oc-
curred to the other other wavelets. This is a typical early case study setting and
it gives useful indication. The performance evaluation conducted over the images
showed that the best classification rates were obtained for ANOVA method with
normal-benign tissues (AUC=0.78) and benign-malignant tissues (AUC=0.83),
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while PCA method showed the best classification rates (AUC=0.85) comparing
normal-malignant tissues. In future experiments more feature descriptors and
classifiers should be investigated for the problem.
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Abstract. A variety of clustering algorithms have been applied to de-
termine the internal structure of Radial Basis Function Neural Networks
(RBFNNs). k-means algorithm is one of the most common choice for
this task, although, like many other clustering algorithms, it needs to
receive the number of prototypes a priori. This is a nontrivial procedure,
mainly for real-world applications. An alternative is to use algorithms
that automatically determine the number of prototypes. In this paper,
we performed a multiobjective analysis involving three of these algo-
rithms, which are: Adaptive Radius Immune Algorithm (ARIA), Affi-
nity Propagation (AP), and Growing Neural Gas (GNG). For each one,
the parameters that most influence the resulting number of prototypes
composed the decision space, while the RBFNN RMSE and the number
of prototypes formed the objective space. The experiments found that
ARIA solutions achieved the best results for the multiobjective metrics
adopted in this paper.

Keywords: Radial Basis Function Neural Network, Adaptive Cluster-
ing Algorithms, Regression Problems.

1 Introduction

Radial Basis Function Neural Networks (RBFNNs) are universal approximators
and have been successfully applied to deal with a wide range of problems. The
main concept in this approach is to represent the function to be approximated
by a linear combination of radial basis functions (RBFs).

RBFNNs can be trained by either a full or a quick learning scheme. In the
former, nonlinear optimization algorithms (e.g. gradient-descent-based) are used
to determine the whole set of parameters of an RBFNN: center and dispersion
of each RBF, and the weights of the output layer. In this case, the number of
RBFs is either defined a priori or estimated by a trial-and-error procedure. As
for the quick learning scheme, the internal structure of an RBFNN (the number
of RBFs, their centers and dispersions) is given a priori and the weights of the
output layer can be determined by the Least Squared method.
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Most of the proposed approaches to determine a priori the RBFNN internal
structure are based on clustering methods [1]. A clustering algorithm widely
used for this purpose is k-means [2]. Like many other clustering algorithms,
k-means needs to receive the number of prototypes. However, in real-world ap-
plications little or no information is available concerning the input distribution,
so it is hard to determine a priori the number of prototypes. Some proposals, like
Cross-Validation [3] and MC2SG [3], use regular clustering algorithms (usually
k-means) and test several values for the number of prototypes. The computa-
tional cost of this approach increases with the number of values to be tested.
An option to avoid these drawbacks is to use adaptive clustering algorithms
that determine the number of prototypes automatically. In this paper, three of
these algorithms were compared on the task of defining the internal structure
of RBFNNs applied to regression problems, more specifically: (i) Adaptive Ra-
dius Immune Algorithm (ARIA) [4], (ii) Affinity Propagation (AP) [5], and (iii)
Growing Neural Gas (GNG) [6].

In regression problems, a good RBFNN internal structure definition is parsi-
monious, i.e., leads to a low root mean squared error (RMSE) using the small-
est possible number of prototypes. The smaller the number of prototypes, the
lower the RBFNN computational cost, which is very important, particularly in
real-world problems as on-line applications. Therefore, we have two conflicting
objectives: low RMSE and low number of prototypes.

Despite ARIA, AP, and GNG define the number of prototypes automatically,
they have some parameters that influence directly this number. In this way, to
do a comprehensive and fair comparison, we performed a multiobjective analysis
using the well-known NSGA-II algorithm [7], and compared the performance of
them in terms of their Pareto front. The parameters of each algorithm that exert
more influence on the final number of prototypes formed the decision space. The
RMSE value and the number of centers formed the objective space. Thus, we will
not provide a single solution to the user, but a set of non-dominated solutions.
Therefore, the user can choose the best solution to his scenario, considering, for
example, his computer resource.

The remaining of this paper is organized as follows. Section 2 presents a gene-
ral explanation of RBFNN. Section 3 describes the three clustering algorithms
compared in this paper. A detailed description of the experiments carried out in
this study is given in Section 4. The obtained results are presented and discussed
in Section 5. The concluding remarks of this study are outlined in Section 6.

2 Radial Basis Function Neural Networks

The architecture of an RBFNN is composed of an input layer, a hidden layer,
and an output layer. The number of neurons in the input layer is equal to the
number of attributes. The hidden layer is composed of an arbitrary number of
RBFs (e.g. Gaussian RBFs), being each one defined by a center position and
a dispersion parameter. The output layer is formed by neurons that promote a
linear combination of the activations of the hidden layer neurons.
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For a p-dimensional input vector x = (x1, x2, . . . , xp), where x ∈ X ⊂ �p, the
output of an RBFNN may be calculated as follows

y = wTφ(x), (1)

where w = [w1, . . . , wm]T are the network weights and φ = [φ1, . . . , φm]T con-
tains the basis functions. Given the RBF center cj ∈ �p, and the dispersion
ρj ∈ �, the output of each basis function is

φj = G(‖x− cj‖, ρj), j = 1, . . . ,m, (2)

where G(·) is the RBF and ‖ · ‖ is a norm defined in the input space. In this
work, Gaussian functions were used as the RBFs.

If the centers and dispersions of Eq. 2 are known, the RBFNN training be-
comes a minimization problem which may be solved by least square closed-form
solution. Thus, the optimal set of weights at the output layer is given by

w∗ = (HTH)−1HT s, (3)

where H is an n ×m matrix, containing the outputs of the m hidden neurons
(RBFs) for each of the n input data points, and s is the vector of desired outputs.

3 Clustering Algorithms

This section describes the three adaptive clustering algorithms used in this work:
ARIA, AP, and GNG.

ARIA [4] is an immune inspired clustering algorithm which uses mechanisms
of affinity maturation, clonal expansion, and network suppression to automati-
cally define the position of a reduced number of prototypes. Associated to each
prototype there is a radius that is inversely proportional to the local density
of data points represented by the prototype, and is directly proportional to a
parameter called ts. Once ts is related to the magnitude of the radii that will
be generated, it will dictate the final number of prototypes. In this work, we
computed the density and the radius of a prototype based on [8].

AP [5] is an exemplar-based clustering method that, given a set of similar-
ities between pairs of data points, exchanges messages between them so as to
determine a subset of exemplar points that best represent the data. The prior
information about how likely each point is to be chosen as exemplar is a para-
meter called preference. At the end, exemplars are those data points for which
the sum of their availabilities and preferences are positive. So, the final number
of exemplars depend on the choice of this parameter.

GNG [6] is an unsupervised incremental clustering algorithm that uses com-
petitive Hebbian learning [9] to direct the local adaptation of nodes and insertion
of new nodes. It creates a graph of nodes, where each node k is associated with:
(i) a prototype; (ii) a local cumulative error variable; and (iii) a set of edges
defining its topological neighbours. To each edge, there is an associated age. An
edge is removed if its age is greater than amax. If a node has no edges, it is
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removed. The value of the local cumulative error variables are used to indicate
where a new node must be inserted. The number of nodes can not be greater
than max nodes. Although there are another parameters (see [6]), max nodes
and amax are those that influence the most in the resulting number of prototypes.

4 Experimental Evaluation

In the following sections, we describe the experiments and multiobjective analysis
carried out with the purpose of investigating how parcimonious each clustering
algorithm is in defining the RBFNN internal structure for regression problems.

4.1 Experimental Settings

Six datasets were considered in the experiments, being collected from UCI [10]
and StatLib [11] dataset libraries. Table 1 presents some information about these
datasets. For the experiments, all datasets were normalized to avoid problems
with attributes in different scales. The RBFNN output values is denormalized
for the RMSE calculation.

Table 1. Datasets description

Dataset # of features # of samples

Auto-mpg 7 398
Bodyfat 14 252
Servo 4 167

Housing 13 506
Pollution 15 60

NO2 7 500

A ten-fold cross-validation method was employed to evaluate the RBFNN effi-
ciency. So, the fitness of each individual in the NSGA-II algorithm was the result
of one execution of the ten-fold cross-validation. For NSGA-II, the population
size was 30 and the maximum number of iterations was 100.

The interval of admissible values of each parameter was chosen so that the
algorithm was able to yield solutions with different number of prototypes within
the range [1, N · 0.5], where N is the number of samples in the dataset. The
intervals of each parameter was defined as follows. For GNG, amax ∈ [1, 50]
and max node ∈ [N · 0.05, N · 0.5]. For ARIA, ts ∈ [0.2, 5]. Finally, for AP,
preference ∈ [min(S),max(S)], where S is the similarity matrix.

The other parameters of the adaptive clustering algorithms, that exert less
influence on the final number of centers, was set as follows. For ARIA, mutation
rate μ = 1, decay rate γ = 0.9 and neighborhood size Ns = 3. For a com-
plete description of the whole set of ARIA parameters, refer to [4]. In GNG (see
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parameters description in [6]), εb = 0.01, εn = 0.004, α = 0.5, d = 0.995,
max it = 200 and λ = (N ·max it)/max nodes. Thus, the number of neurons
inserted will be equal to max nodes. For AP, the negative of the Euclidean
distance was used as similarity measure, damping factor λ = 0.6, convergence
condition nconv = 50 and max it = 2000 (see parameter description in [5]).

The results were obtained over 20 independent runs of NSGA-II.

Dipersions Definition: An important decision when projecting RBFNNs, be-
sides the choice of the number and location of the RBFs, is the definition of
their dispersions. Although they can be distinct (and even tunable) for each
RBF, usually the same value is assigned for all, given by ρ = dmax/

√
2k [12],

where dmax is the largest distance among the prototypes and k is the number
of prototypes. For ARIA, the adaptive radius obtained by each prototype can
be used to calculate its dispersion. Using this information, the dispersion of the
i-th RBF is ρi = η · ri, where η is a multiplicative factor. It was observed that η
equals three has led to better results. So, to assess the efficiency of this approach,
we will compare ARIA using radius based dispersion and ARIA employing fixed
dispersion, named here as ARIAd.

5 Results and Discussion

To compare the obtained results, we adopted the Wilcoxon’s Rank Sum test [13]
with significance 0.05. Since ARIA appeared to be the most promising approach
(among the others analyzed here) to this problem, we chose it as the central
algorithm in our analysis.

Table 2 shows the mean and standard deviation of the hypervolume (Hyp.),
and maximum spread (MS) metrics [14]. The RMSE and the number of pro-
totypes were rescaled to the interval [0,1] to compute the hypervolume, so it
was limited in the same interval. The values in bold indicate the best results.
We compared ARIA results with those of the other algorithms, and used the
asterisks (*) to denote when the null hypothesis of Wilcoxon’s test was rejected.

It is clear the superiority of ARIA in terms of the hypervolume metric. For all
datasets, ARIA reached the highest values, while GNG achieved the worst hy-
pervolume values, except for NO2 and Pollution datasets. In terms of maximum
spread, ARIA also produced the best results for the majority of datasets.

Table 3 shows the mean and standard deviation of the two-set coverage,
C(A,B), metric [14]. Since it is not symmetric, we show the results of C(A,B)
and C(B,A). For the Wilcoxon test, we show the p-values and the symbols
“+”, “–”, or “∼” indicating when ARIA achieved significantly higher, lower or
equivalent results than the other algorithms, respectively.

It is possible to see in Table 3 that ARIA is the algorithm that led to a set of
final non-dominated solutions closer to the Pareto front of the problem, once its
solutions covered (i.e. dominated) the solutions of the other algorithms for the
majority of datasets.
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Table 2. Mean and standard deviation of the hypervolume and maximum spread
metrics

Dataset
ARIA ARIAd GNG AP

Hyp. MS Hyp. MS Hyp. MS Hyp. MS

Auto-mpg
0.91 88.00 0.78* 75.88 0.63* 69.45* 0.79* 88.38

(±0.02) (±25.64) (±0.03) (±33.06) (±0.02) (±21.96) (±0.02) (±34.20)

Bodyfat
0.77 109.68 0.52* 49.17* 0.35* 42.51* 0.62* 12.91*

(±0.02) (±7.32) (±0.02) (±13.69) (±0.02) (±25.05) (±0.03) (±1.80)

Servo
0.85 43.79 0.64* 96.69* 0.37* 32.96 0.66* 63.64

(±0.08) (±16.19) (±0.08) (±49.15) (±0.12) (±14.23) (±0.07) (±45.80)

Housing
0.81 134.32 0.48* 95.83* 0.28* 75.79* 0.43* 79.98*

(±0.04) (±38.70) (±0.04) (±18.13) (±0.02) (±13.73) (±0.03) (±21.52)

Pollution
0.62 55.99 0.62 45.45* 0.42* 12.83* 0.31* 28.84*

(±0.08) (±12.62) (±0.07) (±13.34) (±0.13) (±9.85) (±0.12) (±12.87)

NO2
0.79 23.57 0.35* 36.00 0.53* 9.05* 0.56* 20.86

(±0.10) (±13.65) (±0.22) (±30.41) (±0.08) (±5.20) (±0.14) (±13.72)

Table 3. Mean and standard deviation of the Coverage metric, the bottom row shows
the Wilcoxon test results

Dataset ARIA/ARIAd ARIA/GNG ARIA/AP

Auto-mpg
0.93(±0.03)/0.00(±0.00) 1.00(±0.00)/0.00(±0.00) 0.98(±0.05)/0.00(±0.00)

+ (0.000583) + (0.000583) + (0.000583)

Bodyfat
0.66(±0.13)/0.03(±0.04) 0.72(±0.08)/0.00(±0.02) 0.01(±0.03)/0.47(±0.07)

+ (0.000029) + (0.000014) - (0.000014)

Servo
0.87(±0.06)/0.02(±0.04) 0.98(±0.05)/0.00(±0.01) 0.61(±0.08)/0.19(±0.08)

+ (0.000000) + (0.000000) + (0.000000)

Housing
0.95(±0.01)/0.00(±0.00) 1.00(±0.00)/0.00(±0.00) 1.00(±0.00)/0.00(±0.00)

+ (0.000058) + (0.000016) + (0.000016)

Pollution
0.28(±0.23)/0.38(±0.25) 0.74(±0.39)/0.05(±0.11) 0.90(±0.09)/0.00(±0.00)

∼ (0.187691) + (0.000002) + (0.000000)

NO2
0.32(±0.35)/0.12(±0.22) 0.73(±0.31)/0.04(±0.08) 0.83(±0.16)/0.05(±0.11)

∼ (0.140356) + (0.000209) + (0.000051)

To visualize one of the results obtained by the algorithms, Figure 1 shows the
best Pareto front in terms of hypervolume obtained for each dataset.

It can be seen that no algorithm obtained a good Pareto front for Pollution
dataset, possibly due to its small number of samples and high dimensionality. In
some cases, we can note that ARIAd, GNG and AP were not able to produce
solutions with high number of prototypes (see plots for Bodyfat and Housing
datasets). We can also see in Figure 1 that ARIA solutions dominated the other
algorithm solutions mainly when it used a high number of prototypes. Employing
a high number of prototypes and fixed dispersion (probably larger than the
automatically defined ones obtained by ARIA), it is probably more likely to
occur overfitting, leading to a poor performance on the test set.
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(a) Dataset: Auto-mpg.
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(b) Dataset: Bodyfat.
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(c) Dataset: Servo.
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(d) Dataset: Housing.
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(e) Dataset: Pollution.
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(f) Dataset: NO2.

Fig. 1. Best Pareto front in terms of hypervolume

In general, GNG found unsatisfactory results when compared with ARIA,
ARIAd, and AP. ARIA was arguably the best among the analyzed algorithms.
ARIAd was better than AP for some datasets, and AP was better for others, so
it is difficult to choose an algorithm among these. It is worth mentioning that AP
can be less computationally costly than the other algorithms. ARIA and GNG
need to calculate the distance between data points and all prototypes at each
iteration. AP chooses the prototypes from the data points, thus the similarity
matrix needs to be computed only once. However, an efficient mechanism to
store this similarity matrix should be employed for large datasets.

6 Conclusion

In this paper, we performed a multiobjective analysis to compare three adaptive
clustering algorithms in the task of defining the internal structure of RBFNNs
applied to regression problems. For each algorithm, the parameters that most
influence the resulting number of prototypes composed the decision space, while
the RMSE value and the number of RBFs formed the objective space.

As the reported experiments indicated, ARIA had the best performance. In
most cases, its solutions achieved better results in terms of the multiobjective
metrics adopted in this paper. Also, a great ARIA advantage is to determine
the RBF dispersions automatically. This way of calculating the dispersions was
more beneficial than the fixed dispersion, as we can see clearly by comparing the
results of ARIA and ARIAd. The greatest care in selecting the RBFs dispersions
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possibly contributed to avoid overfitting when using a relative large number of
prototypes.

The next step is to analyze these adaptive clustering algorithms for the defi-
nition of the RBFNN internal structure when applied to classification problems.
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Abstract. Image segmentation can be posed as a multiclass classifica-
tion problem. In doing so, segmentation evaluation can be made through
multiclass classification errors. Instead of being used for evaluation, in
this work the mean multiclass type I and II errors are proposed for
multilayer perceptron training via particle swarm optimization. More-
over, some relations involving mean multiclass errors and conditional
errors are exposed. Applied to image segmentation, mean multiclass er-
rors were compared to mean squared error as objective functions. The
approach was effective and able to provide accuracy and precision gains,
resulting in a lower number of function evaluations in a cross-validated
experiment.

Keywords: Mean Multiclass Errors, Multilayer Perceptron, Classifica-
tion, Image Segmentation, Particle Swarm Optimization.

1 Introduction

In image processing, segmentation is a crucial task since subsequent processing
depends on it [1]. Magnetic resonance image segmentation requires high accu-
racy, such necessity remains a challenge for the automated segmentation meth-
ods [2]. Artificial neural networks (ANN) are one of possible methods applied
to image segmentation, some advantages of such techniques are the ability to
learn and generalize data and real time execution [3]. On a supervised approach,
pre-segmented reference images are used for training a neural classifier, as for
instance a multilayer perceptron (MLP), in order to assign class labels to pixels,
in this way the network input layer is fed directly with intensities or features
previously extracted from reference image [4].

In training process, the weights of the network elements are adjusted by an
optimization procedure. One typical approach consists in applying a gradient
descent based method called backpropagation that minimizes the mean squared
error (MSE) [5]. Some drawbacks of backpropagation are the possibility to get
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stuck in local minimum and the restriction over error form. As alternative, evo-
lutionary algorithms are global optimizers that enable the use of different error
measures without being necessary to develop one specific procedure for each
objective function form [6]. Particle swarm optimization (PSO) is a population
based method inspired by collective behavior of bird flock, in such way it takes
advantage of group information. One of the early applications of PSO was on
training MLP network [7].

After training process, the neural classifier is applied over a test dataset for
evaluation. Beyond binary classification, image segmentation can arise as a mul-
ticlass classification problem. Two quality metrics used for evaluation of multi-
class classification are the errors of type I and II [8,9]. In the present work, a
MLP is trained through PSO, with mean multiclass errors, instead of the MSE,
aiming at improving classification accuracy. Moreover, some relations between
mean multiclass errors and conditional errors are exposed.

In the following, some previous works are briefly discussed. An evolutionary
algorithm was used to improve classification ability of MLP network through
multiobjective minimization of type I and II errors, besides network size. How-
ever, the application was restricted to binary classification tasks [10].

A generalized error function, which can be used in the common backpropa-
gation scheme, was proposed with a focus on MLP data classification in [11].
Such proposed error form was able to achieve superior performance in some
cases, compared to other error functions. Aside issues involving backpropaga-
tion use, the minimization of generalized error does not ensure minimization of
classification error.

In [12], feedforward networks trained with a variation of PSO were applied to
classification. Nevertheless, the objective function minimized was the misclassi-
fication rate.

Further sections are organized as follows: in section 2, MLP training with PSO
is reviewed, while is highlighted the approach for the present work. Conditional
errors and some relations to mean multiclass errors are presented at section 3.
Results and conclusions are in sections 5 and 6, respectively.

2 Multilayer Perceptron Learning and Particle Swarm
Optimization

In MLP training, an evolutionary algorithm can be used to evolve different
network features [6,13]. In the present work, the network structure is fixed and
only the network weights are adapted, the same setting in which some studies
compare PSO and backpropagation for training MLP network [14,15].

In PSO, the i-th particle is associated to a position vector xi ∈ R
n and a

velocity vi ∈ R. By applying PSO algorithm to evolve a neural network, each
particle position vector contains neural network’s weights and represents a point
in the search space. In this way, each position visited by a particle defines a
network setting that is evaluated for all input patterns in training dataset. Thus,
the error metric used to evaluate the network performance corresponds to the
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value of objective function for the respective particle. A common metric for
comparing particles (networks) is based on MSE [14,15], however other metrics
are possible also [12].

During PSO evolution, the update on velocity of a given particle is influenced
by its own best position pi ∈ R

n and by global best position g ∈ R
n, according

to equation

vi,j = wvi,j + c1rp(pi,j − xi,j) + c2rg(gj − xi,j), (1)

where w, c1 and c2 are real parameters, rp and rg are uniform random number
in [0, 1] and indexes i and j indicate, respectively, particles and coordinates in
search space. Moreover, positions are updated as follows

xi,j = xi,j + vi,j , (2)

that is referred as global PSO with inertia weight w [13]. In the work [12], the
particles’ velocities and search space were limited. In the present work, a similar
approach is carried out, when a particle exceeds maximum velocity, its current
velocity is reset to maximum velocity, which is defined as a fraction of search
space width. Besides, when some particle goes to outside of search space, its
position is redefined to the border and its velocity is inverted and reduced.

Overfitting is a well known problem in neural networks, a way to tackle such
problem is to use cross-validation to control generalization ability [5].

3 Image Segmentation and Classification Evaluation

Image segmentation can be posed as a supervised multiclass classification prob-
lem. In doing this, the methods used to evaluate supervised classification can
also be used for segmentation evaluation. As long as the tasks are coincident, if
the classification error is minimized, then the segmentation quality is improved.

Some classification quality measures are defined through the confusion matrix:
let ti,j be the number of class j patterns assigned to class i, an element of an
N × N confusion matrix, where N is the number of classes [16]. The global
accuracy or correctness is

cg =

∑N
k=1 tk,k∑N

i=1

∑N
j=1 ti,j

, (3)

since maximum global correctness is equal to one, it follows that global error
is eg = 1 − cg. Moreover, two conditional metrics are particularly important in
following presentation:

• correctness conditioned on true (T) class k,

cTk =
tk,k∑N
i=1 ti,k

, (4)
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is the accuracy given the true class k or percentage of correct detection
among elements of true class k, it is related to sensitivity and specificity
concepts in binary classification. Also, the conditional correctness is at most
equal to one, so the conditional error on true class k is eTk = 1− cTk ;
• correctness conditioned on assigned (A) class k,

cAk =
tk,k∑N
i=1 tk,i

, (5)

is the accuracy given the assignment to class k or percentage of true class k
elements among elements attributed to class k, that is related to predictive
value. Likewise, the conditional error on assigned class k is eAk = 1− cAk .

While cTk can be used to evaluate algorithm’s ability to distinguish class k
items from items belonging to another classes. On the other hand, cAk is the
percentage of items really belonging to class k, among elements attributed to
class k, what can be used as the expected correctness when a classifier assigns
label k.

Following a similar path [8,9], two multiclass error measures can be defined for
each class k: type I error is the number of class k patterns do not classified as k,
divided by the total number of class k patterns, that is precisely the conditional
error on true class k rewritten as

eIk = eTk =

∑N
i=1 ti,k − tk,k∑N

i=1 ti,k
; (6)

type II error is defined in a slightly different way as the number of items per-
taining to other classes and assigned to class k, divided by the total number of
patterns that are not of class k, as follows

eIIk =

∑N
i=1 tk,i − tk,k∑N

i=1

∑N
j=1 ti,j −

∑N
i=1 ti,k

. (7)

Ideally, a classifier must have a minimum mean error per class. Let the mean
type I error (MTIE) be

ēI =
1

N

N∑
k=1

eIk =
1

N

N∑
k=1

(
1− tk,k∑N

i=1 ti,k

)
= 1− 1

N

N∑
k=1

tk,k∑N
i=1 ti,k

, (8)

from previous expression is straightforward conclude that minimizing mean mul-
ticlass type I error is equivalent to maximize mean conditional correctness on
true classes. The mean type II error (MTIIE) is also a function of a conditional
error, however it appears in a weighted sum, in the form:

ēII =
1

N

N∑
k=1

eIIk =
1

N

N∑
k=1

(
1− tk,k∑N

i=1 tk,i

)( ∑N
i=1 tk,i∑N

i=1

∑N
j=1 ti,j −

∑N
i=1 ti,k

)
.

(9)
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Instead of being used for evaluation, such mean multiclass errors are proposed
here as objective functions to be minimized for training a multilayer perceptron
through PSO algorithm.

4 Experimental Setup

Two main experiments were conducted, the experimental setting common to
both is presented as follows. Multilayer perceptrons were trained through PSO
with MSE, MTIE and MTIIE as objective functions. The dataset employed was
the BrainWeb that provides simulated resonance magnetic images [17]. Three
types of images were selected, these are characterized accordingly with acquisi-
tion parameters by the weighing in T1 and T2 relaxation times and in proton
density (PD). All images had 1mm of slice thickness, 3% of noise level, 20%
of intensity non-uniformity and resolution of 181 x 217 x 181 pixels. The three
types of images correspond to the number of network inputs for each pixel. On
the other hand, the number of network outputs was determined by the three
classes considered (white and gray substances, besides liquor). It was employed
the 1-of-C coding, in which the output class is indicated by the neuron in last
layer yielding the maximum value. A hidden layer with six neurons and logis-
tic activation function for all neurons were selected empirically. Each algorithm
execution (training process) was repeated 30 times for statistical evaluation, in
each execution a random sample of size 3000 pixels was generated with the three
classes balanced. In PSO, a number of 20 particles was used, further parameters
were w = 0.65, c1 = 3, c2 = 1, the search space at each coordinate was limited
to range [-20,20], maximum velocity was set as 20% of search space width, when
some particle went outside the search space its velocity was inverted and reduced
multiplying by −0.01.

The purpose of first experiment (A) is to study the performance of MSE,
MTIE and MTIIE as a function of the number of evaluations. The experiment
(B) aims at practical application and employs a cross-validation procedure in
order to control overfitting. These two experiments differ mainly in the stopping
criterion and performance comparison.

In experiment A, each sampled pixel set was divided into training (66%)
and test (33%) datasets, the maximum number of function evaluations (NFE)
on training set or cycles was fixed at 4000. During each training process, for
each particle evaluated on training set, the current best particle was used to
calculate the global accuracy on the test set. For evaluation, statistics of the
global accuracy summarizing executions along cycles are used in a graphical
comparison.

In experiment B, each sampled pixel set was divided into training (50%),
validation (25%) and test (25%) sets, it was employed a cross-validation with
early stopping criterion determined by reaching either a maximum number of
cycles equal to 4000 or error without decreasing per 1000 cycles on validation set.
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Statistics for NFE in training set as well as for final global accuracy in test set
are used to compare objective functions performance. For statistical analysis,
Wilcoxon’s rank sum test was carried out to test the null hypothesis that samples
come from the same underlying distribution [18].

5 Results

5.1 Results for Experiment A

For the first experiment, the mean global accuracy on 30 executions and along
cycles is presented in Figure 1, for each case in which MSE or MTIE or MTIIE
was set as objective function.
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On average, the optimization of mean multiclass errors provided a higher
global accuracy for the same NFE. On the same condition, when looking at
dispersion of global accuracy as given by standard deviation in Figure 2. It is
possible conclude that a higher precision was obtained when using mean multi-
class errors, mainly after 1000 function evaluations and coincidently with mean
global accuracy stabilization.

5.2 Results for Experiment B

In the cross-validated experiment, statistics for each dataset and for each case in
which MSE, MTIE and MTIIE was set as objective function are presented in Ta-
ble 1. Estimates for global accuracy and NFE over 30 executions are summarized
in terms of means and standard deviations (sd), besides p-values (pv) resulting
from statistical comparison for each one of multiclass errors versus MSE.

Table 1. Statistics for the cross-validated experiment

Global accuracy NFE over
in test set training set

mean sd pv mean sd pv

MSE 0.950 0.057 - 3147 837 -
MTIE 0.966 0.009 0.013 2497 680 0.006
MTIIE 0.965 0.007 0.039 2353 794 <0.001

On left hand side of Table 1, greater and more precise global accuracy was
obtained when the objective function was one of two mean multiclass errors, as
can be noted at means and deviations, respectively. Moreover, the use of MSE
required more function evaluations than each one of the mean multiclass errors
as objective functions, as can be seen in mean column on the right hand side of
Table 1. These differences were significant at the 5% level.

6 Conclusion

Mean multiclass type I and II errors were proposed for multilayer perceptron
training through PSO. Applied to an image segmentation problem, the mean
multiclass errors were compared to MSE as objective function. The use of mul-
ticlass errors was able to produce accuracy and precision gains, also a lower
number of function evaluations in a cross-validated experiment. Mean multiclass
errors could be easily weighted in order to penalize misclassification into a given
class, what is particularly useful in image segmentation. Furthermore, the exper-
iments were restricted to one dataset of three balanced classes, the performance
of mean multiclass errors for other datasets and in situations with increased class
number or in unbalanced datasets is a matter for future work. This study was
essentially experimental, a theoretical analysis would be interesting also.
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Abstract. Face recognition is being intensively studied in the areas of
computer vision and pattern recognition. Working on still images with
multiple faces is a challenging task due to the inherent characteristics of
the images, the presence of blur, noise and occlusion, as well as varia-
tions of illumination, pose, rotation and scale. Besides being invariant to
these factors, face recognition systems must be computationally efficient
and robust. Swarm intelligence algorithms can be used for object recog-
nition tasks. Based on this context, we propose a new approach using
an improved ABC implementation and the interest point detector and
descriptor SURF. To assess the robustness of our approach, we carry out
experiments on images of several classes subject to different acquisition
conditions.

Keywords: Face Identification, Image Variations, Interest Point Detec-
tors, Swarm Intelligence, ABC algorithm, SURF, Still Images.

1 Introduction

Face recognition systems are generally classified into two categories: face verifi-
cation and face identification. The first performs the matching between a query
face image and a template, and the second compares the query image against
several templates of a database [1]. In other words, the identification requires
a onetomany matching process, while the verification is performed considering
a onetoone image matching. In real world applications, the input images may
be subject to different degradation problems during the acquisition procedure.
These problems may occur due to several reasons, including environmental con-
ditions (non-uniform illumination, occlusion and changes in pose and scale) and
intrinsic face image characteristics (expression, hair styles, cosmetics and aging).
Over the last two decades, several works have been proposed to make face recog-
nition systems less sensitive to some of these problems, but only a few consider
still images with multiple faces, focus of this work.
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Still imageswithmultiple facesmayhave complex backgroundand comprise two
main issues on a face identification process: the searching and detection of each face
under different image conditions and the matching of a face object image against
the faces obtained fromstill images.Real-life face recognitionapplications typically
require accurate and fast search algorithms andmatchingmethods at all stages [2].
According to Chellappa [3] in geometrical features based systems, window-based
local processing to locate feature points using iterative search algorithms can be
applied. Hence, the searching process in still images can be done using swarm in-
telligence optimization algorithms, such as Particle SwarmOptimization (PSO) [4]
or ABC (Artificial Bee Colony) [5], for example. These approaches are computa-
tionally inexpensive, decentralized, adaptive andarenotbasedonanexplicitmodel
of the environment [6]. Metaheuristic population-based optimization algorithms,
such as those abovementioned were successfully applied in the development of fast
algorithms for recognition problems [7] and are the basis of the approach proposed
in this paper.

To reduce the associated computational cost of the second issue, instead of
matching all image pixels (as in the traditional template matching approach),
an alternative could be to match some features extracted from invariant image
locations [8]. In this context, interest points can be considered to describe image
features like color, texture and shape. Since its development, interest points have
been mainly applied for object recognition and other related tasks [9].

The main objective of this work is to present a novel approach using the im-
proved ABC algorithm (iABC) [7] to search and identify faces in still images,
based on features generated by the interest point detector and descriptor, SURF
(Speeded-UP Robust Features). Although there are many other ways to search
and recognize faces in still images using SURF, the computational experiments
carried out in this work show that its combination with a swarm intelligence
approach yields accurate and efficient results during an iterative search and
matching process. Since the focus of the present work is to identify faces in still
images using iABC with SURF, we have also formulated this problem as an
optimization problem where optimal values for image parameters have to be de-
termined. To evaluate the proposed approach we conduct several computational
experiments with real digital images acquired under different image conditions.
This is the main contribution of the present work.

This paper is organized as follows. In Section 2, related topics and works
regarding interest point detectors, SURF and ABC algorithm are explained.
Experimental details and results are discussed in Section 3. Finally, Section 4
outlines some conclusions and future work.

2 Related Topics and Works

2.1 ABC Algorithm for Face Identification

In the ABC algorithm [5], each food source is considered as a possible solu-
tion for an optimization problem. The amount of employed bees represents the
number of solutions (SN) in the population. Each solution is represented by



An Improved ABC Algorithm Approach Using SURF for Face Identification 145

Xi, i ∈ (1, ..SN), a d-dimensional vector where d corresponds to the number
of parameters to be optimized. Once the employed bees are created, the search
process starts and it is repeated by a predefined number of cycles, defined by
the Maximum Cycle Number (MCN ) value. Thus, the basic ABC algorithm has
three control parameters determined at the beginning of the search process: SN,
Limit and MCN. The parameter Limit is the product of dimension (d) by the
number of initial solutions (SN ).

For the face identification problem using ABC algorithm, a face image is rep-
resented by a 4-tuple, denoted by (x, y, s, θ), representing the coordinate values
of column and row of the central point, scale and rotation, respectively. Such
transformation parameters are optimized to determine the most similar face in
a still image. In our image context, the search space is limited by restricting the
range of each parameter as follows: 0 ≤ x ≤ n, 0 ≤ y ≤ m, 0.5 ≤ s ≤ 1.5 and
−π/2 ≤ θ ≤ π/2. A bee (or solution) corresponds to a position in the still image,
represented by a 4D vector Xid(Xi1, Xi2, Xi3, Xi4), where d = 4 and i ∈ 1, ..SN .

The following pseudocode summarizes briefly the basic ABC algorithm [5]
used for the definition of improved iABC:

1. Initialize the population of employed bees (positions) of size SN;
2. Evaluate the fitness of initial population;
3. Repeat until the stopping criteria is met(cycle = MCN):

(a) Produce new neighborhood solution (positions) and evaluate their fitness;
(b) Move the employed bees to new solutions (positions);
(c) Calculate the probability values for the solutions;
(d) Produce the new solutions for the onlookers using the probability values

and compute their fitness;
(e) Move the onlooker bees to new solutions (positions);
(f) Produce scout bees;
(g) Increment cycle;

As shown in the pseudocode, during the steps 3(a) and 3(d), employed and on-
looker bees perform the local search process to find out the optimal solutions,
meanwhile, in step 3(f), by evaluating the Limit value, scout bees are produced
to perform global search, aiming at finding new unexplored solutions. The basic
ABC algorithm perturbates only one parameter at time when a new neighbor-
hood solution is generated for both employed and onlooker bees, during the steps
3(a) and 3(d). At the end of step 3(f), if possible, when the limit counter value of
a specific solution exceeds the Limit, one scout will be generated even though it
can be more than 5% of the population [10]. If none of the solution exceeds the
Limit value, no scout bee will be produced. Based on this context, three differ-
ent mechanisms for improving the ABC were studied, such as the generation of
scout bees, perturbation of all variables and explosion of stagnated population.

To define the iABC version, the basic ABC algorithm [5] was tested with
the combination of three improvement strategies. According to the iABC, for
the object recognition problem using landscape images, the generation of ran-
domly created scout bees produced no significant effect in performance, even
though scout bees mechanism can improve the global search ability of the ABC
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algorithm. On the other hand, the use of explosion of stagnated population
mechanism was shown to accelerate the convergence of the algorithm without
losing quality of solutions. Based on the experimental analysis, the iABC was
defined by selecting the best strategy which consists of perturbation of multiple
variables, explosion and without generation of scout bees. Overall, the improved
ABC, proposed by Chidambaram and Lopes [7], can be a good alternative to
real-world object identification problems. Hence, in this work, we use the iABC
algorithm, to search and identify faces in still images.

2.2 Interest Point Detectors

An interest point detector is an algorithm that uses an image as input and
outputs a set of points that can be identified with high repeatability in location.
Interest points can be defined as a set of image pixels that have high level of
variation in reference to a predetermined local measure [11]. Compared to low-
level features like color, interest points are considered more stable and reliable
[12]. Most of the detectors finally generate descriptor vectors which contain the
information regarding the neighborhood of every interesting point in an image.
Object recognition can be considered as one of the main application of interest
point detectors [9]. Among many detectors and descriptors, two of them can be
mentioned as most known recently: Scale Invariant Features Transform (SIFT)
[9] and Speeded-Up Robust Features (SURF) [8].

In 2008, Bay and colleagues [8] developed a novel scale and rotation-invariant
detector and descriptor, called SURF. Although SURF can be conceptually sim-
ilar to SIFT, SURF is less sensitive to noise, invariant to scale and rotation and
outperforms SIFT. SURF builds a descriptor vector of 64 dimension using rele-
vant feature information arround every interest point. SURF descriptors reduce
the time for feature computation and matching, and also increases robustness.
Repeatability rate is the only measure of stability which is strongly accepted
as a standard computer vision performance metric for interest points [11]. Mea-
surements of repeatability will quantify the number of repeated points detected
under varying conditions, i.e, the percentage of matched points that are repeated
in both images.

3 Computational Experiments and Results

The search and identification using iABC with SURF for finding image cor-
respondences is repeated as an iterative optimization process. This process is
similar to the template matching in which maximum correlation (the best possi-
ble match) is possible when the incoming object image is identical to the imaget
cut from the still image. According to the nature of this work, face detection is
not done explicitly rather it is indirectly associated with the identification step.
As the initial step, the interest points of the still image and face object image are
calculated using SURF. In the next step, interest points of still image, mainly de-
scriptors of 64-D vector, are stored in a separate matrix structure (the same size
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of still image) at the corresponding keypoints (coordinates) of interest points.
This matrix structure is created to avoid the calculation of interest points for
each image cut from the still image during the iterative process. Using a 4-D vec-
tor for each individual of the population, a face image is obtained from the still
image and its interest points (descriptors) are obtained from the corresponding
coordinates in the matrix. Thus, this procedure can reduce the computational
effort that will be spent on interest points calculation. It is important to mention
that each cut of image from still image could possibly be an optimal solution
or the exact face image that has to be identified. During the matching stage,
the interest points correspondences between images are identified using distance
measures of keypoints or coordinates and descriptors.

The iABC algorithm was implemented C programming language with OpenCV
functions. All experiments were run on a cluster of computers using Pentium
quad-core processors under Linux. For our tests, we have defined the number
of employed bees (or initial solutions) SN = 80, MCN = 100 and Limit was
not used, as defined in Section 2.1. The number of runs was set to 30. Dur-
ing the search, when stagnation occurred for 30% of the MCN, explosion was
performed. In addition to these ABC parameters, to evaluate the matching of
interest points, two more control parameters were used to determine the match-
ing points between the face object image and the face obtained from the still
image using descriptors and coordinates: (1) keypoints or coordinates distance
threshold (set to 50); (2) descriptor distance threshold (set to 0.09). Both val-
ues were determined empirically. The fitness was calculated using the number
of matched interest points against the number of interest points of face object
image.

We have performed nine experiments to show the robustness of the proposed
approach. These experiments widely cover the different image conditions that oc-
cur in real-world. The most relevant results are discussed in this section. All face
object images that were used in the experiments were obtained separately and
are different from those in the still images. Images were captured under two dif-
ferent illumination conditions: (1) Under controlled illumination condition using
a specfic lighting system; (2) uncontrolled illumination condition. Under uncon-
trolled illumination, the image aquisition was done in two ways: under natural
lighting conditions (flourescent lights) of the room, and also, with partially con-
trolled illumination. The latter is used only for still images. All face object images
used in this work were obtained under controlled illumination.

The first experiment was done using a still image obtained under controlled
condition and without any variation. In Table 1, some result data are shown
such as central coordinate values of the identified face in still image (X1 and
X2), average fitness of best solutions, number of times the face was correctly
found in still image within 30 runs (Num. Id), the left-top corner (Xi and Yi)
and the right-bottom corner (Xf and Yf ) coordinate values of face in still image,
and the average number of evaluations per run (Num. Eval). The execution
time and the number of evaluations are included in this work for comparison
purposes of performance with other approaches.
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Table 1. Solutions found by iABC using still image without any variation obtained
under controlled condition

Coordinates of face Coordinates of face

found by iABC Num. in still image Exec. Num.

Image X1 X2 Angle Scale F itness Id Xi Yi Xf Yf T ime Eval

1 2102 1003 −0.008 0.946 0.3196 29 1980 860 2250 1170 861 25348

2 1446 971 −0.013 0.999 0.4667 30 1310 820 1540 1120 837 31240

3 1287 650 −0.064 0.898 0.2474 29 1164 560 1354 820 1028 25511

4 751 1013 −0.173 0.915 0.3222 29 640 850 880 1190 1058 34022

From the results of the first experiment shown in Table 1, it can be observed
that the angle values are relatively close to zero, since the faces in still image
are almost without any rotation. The scale values varies from 0.9 to 0.99 which
indicates that the face obtained from still image is almost of the same size of face
object image presented to the algorithm. In the same table, the fitness values
vary from 0.24 to 0.47 and represents the matched interest points of face region
from still image and face object image. In addition to these data, the images with
interest points are shown in the Figure 1 (a) and (b). The main goal of this work
is to locate and identify the face object image within the region of face in still
image. Hence, no exact match of coordinates is expected. This can be observed
from X1 and X2 whose values are within the range of Xi and Yi, and Xf and Yf .
It is demonstrated in Figure 1(c) by the y coordinate value (X2- middle line) of
the identified face image by iABC. To determine the identification rate of face
image, this condition was observed in all other experiments.

(a) (b) (c)

Fig. 1. Images with interest points - Still image (a), Face object images (1st Column)
and Faces from still image (2nd Column) (b), Coordinate value Y (X2) of identified
face by iABC within the region of face in the still image (between Yi and Yf )) (c)
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To test the robustness of the iABC algorithm with SURF, we have also con-
ducted experiments using images obtained under different conditions and arti-
ficially manipulated images as shown in Table 2. The identification rate is the
ratio of the number of times the face object image was identified by the number
of runs in each experiment. For example, in the first experiment, even though
the still image is obtained under controlled condition, the average identification
rate is about 88% among eight experiments. This is because of one face object
image which has significant variation in comparison with the face in still image.
In the next two experiments, using the same face object images as in the first
experiment and still images obtained under partially controlled and uncontrolled
illumination, the average identification rate reached 72% and 13%, respectively.
Such results confirm the well-known influence of illumination conditions in the
recognition process.

Table 2. Result data of all experiments

Experiment Description Num. of Num. of Average
(Image Type) Images Experiments ID. Rate

Controlled Illumination 08 08 88%
Uncontrolled Illumination 08 08 13%

Partially Controlled Illumination 08 08 72%
Face Images with occlusion 04 04 54%

Rotation (-30 to +30 degrees)1 02 20 100%
Scale Variation (80% to 120%)1 02 16 97%
Gaussian Blur (04 levels)1 02 08 33%
RGB Noise (04 levels)1 04 16 100%

Illumination Variation (04 levels)1 04 16 99%
1Artificially Manipulated Images

The identification rate in the experiment with occluded faces reached about
about 54%. This type of images may require more investigation using different
levels of occlusion. However, in our study, the results show that the proposed
approach is capable of identifying faces in such conditions. All other experiments
were conducted using artificially manipulated images. The SURF is considered
invariant to scale and rotation and is also less sensitive to noise [8]. Based on this
point, the still image variations are divided into the following categories: RGB
noise, Gaussian blur, changes in lighting, rotation and scaling. Increasing levels
of Gaussian blur and RGB noise were added to the still image. Rotated images
were generated in both clockwise and counterclockwise directions, varying from
-30 to +30 degrees in increments of 5 degrees. Likewise, scaled still images were
obtained by varying its original size from 80% to 120% in increments of 5%.
Among these categories, only in Gaussian blurred images, the identification rate
is about 33%, meanwhile, in the other categories, the iABC algorithm was robust
enough to identify the face images in almost all experiments.
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4 Conclusions

In this work, a new approach using iABC with the interest point detector SURF
is proposed for the face identification problem. The promising results obtained
from some relevant experiments showed that the proposed iABC with SURF can
effectively work with images under different conditions and it can be suitable for
face identification and related tasks. Thus, the proposed approach is robust to
work with still images with mutiple faces. This approach differs from other simi-
lar works in the literature by the way the face identification process is conducted
with aid of iABC algorithm. Besides this point, face detection is not done ex-
plicitly and it is indirectly associated with the face identification process which
is driven by the evolution of the population using the interest points matching
function. According to the experimental results, it can be observed that the illu-
mination variation influences the face identification process. Consequently, this
issue requires more research effort and deep study. In addition to this, future
work will focus on reducing the number of evaluations and, consequently, the
execution time.
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Abstract. In this paper we propose the use of an artificial neural net-
work associated to a genetic algorithm to develop a behavioral model
of rats in elevated plus-maze. The main novelty is the fitness function
used, which is independent of prior known experimental data. Our results
agree with experimental tests, demonstrating that open arms exploration
evoke greater avoidance. The perspective of the results are increased by
analyzing Markov chains obtained by experiments with real rats and by
computational simulations, suggesting that the general fitness function
proposed summarizes the main relevant characteristics for the study of
the rats behavior in the elevated plus-maze.

Keywords: Genetic algorithm, Artificial neural network, Elevated plus-
maze, Rat, Markov Chain.

1 Introduction

The elevated plus-maze (EPM) is a simple experimental apparatus widely used
to measure anxiety responses of rodents and even as a general research tool in
neurobiological anxiety and defense study [1]. It consists of a plus-shaped maze
composed of two open arms diametrically opposed and two enclosed arms also in
opposite positions. These four arms are connected at a central area and the set is
elevated from the floor. The great interest in this model occurs due its ease of use,
since it is not necessary training the animals before the tests and they are not
deprived of any basic resources. This experimental model is derived from some
early work of Montgomery [2] to study the relation between anxiety and fear,
based on the exposition of rats to this new environment, evoking simultaneously
fear and curiosity. These feelings can be viewed as adaptive defense mechanisms
of animals to dangerous stimuli and untried situations [3].

There are many studies proposed to understand the mechanisms evolved in
the control of the behavior of rats in EPM [4–6]. Most of them are based on
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the results first obtained by Montgomery [2], that the rat spend significantly
more time in the enclosed arms than in the open arms of the plus-maze, because
the fear of exposure is larger than the anxiety of explore the new environment.
Nevertheless, only three studies are based on computational models [7–9]. All
these three models try to simulate a single naive rat exploring the EPM for
five minutes and rely on the assumption that the rat has never previously been
exposed to the plus-maze, because the habituation with the environment would
probably affect the results, since after some time in the EPM the rats fail to
explore it [2]. In these studies the space contained in the EPM is discrete, with
three [8] or five [7, 9] positions (squares) in each arm.

The approach-avoidance conflict of rats in the plus-maze is the key concept
of the model proposed in [7]. This model uses the exploratory motivation and
the aversion as variables to define the dynamic probability of a position in the
EPM be occupied by the computational agent, called virtual rat and represented
by an artificial neural network (ANN). In contrast, in [8], the probability of
occupation is given according to the direction of the movement. A different
approach is adopted in [9], where the problem of obtaining an agent capable of
reproducing the behavior of the rat in is viewed as an optimization problem. For
this purpose, ANNs optimized by evolutionary computation (EC) are used to
define the navigation strategy for a robot in an EPM replica.

In [10] the authors discuss that the implemented fitness function in EC can be
chosen following two different methods. In the first one, the fitness function car-
ries explicitly the constraints and capabilities of the intelligent agent, restricting
its range of actions. In this case, the agent learns a specific function determined
by the programmer. On the other hand, in the second case, the fitness function is
based on a general survival criterion “that is automatically translated into a set
of specific constraints by the characteristics of interactions between the organism
and the environment” [10], actually simulating natural evolutionary processes.
In [9] the first method was employed; its fitness function directly compares the
output results obtained using EC with the intended results, i.e., prior known
experimental data. The present work shows a variation of [9], in which we also
combine ANN with EC, however use a generalized fitness function, as implied
by the second method. The proposed fitness function is composed of two terms:
one that stimulates the agent to explore new positions of the EPM and another
that represent possible dangerous situations in which the agent is subjected in
each position of the plus-maze. This function does not depend of comparisons
with data of experiments with real rats.

The models developed in [7–9] are able to simulate the preference of the rats for
the enclosed arms than for the open arms of the plus-maze, but the behavior of
the rats is more complex than that. Therefore [11] encouraged the use of Markov
chains [12], that have been already used to describe the behaviors of animals in
other works [13–15]. The Markovian process considers time and space as discrete
states and at each step of time the transition from the current position to another
(or eventually the same) is done with a probability that depends only on the last
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k states. This paper confront Markov chains exposed in [11], obtained by experi-
ments with real rats, with Markov chains coming from our simulations.

The methodology proposed here is described in Sect.2. The experimental re-
sults obtained in simulations are presented in Sect.3. Finally, the conclusions of
the paper are in Sect.4.

2 Methods

The agent implemented in this work (the virtual rat) is controlled by a recurrent
multilayer perceptron (MLP) with Elman’s architecture [16]. The advantage of
using recurrent connections is that previous inputs are preserved in the network’s
internal state (internal memory), which is important because the next movement
of the rat depends on the past visited positions. The ANN has 10 inputs, 4 hidden
neurons and 4 outputs. The outputs indicate the next position to which the robot
will move (one of the positions in its neighborhood). The inputs are given by the
perception of the walls around the agent, i.e, they are equivalent to the reading
of obstacle sensors placed around a robot (agent).

The synaptic weights of the ANN are optimized by a genetic algorithm (GA).
In this way, each individual of the GA’s population is given by a chromosome
(an array of integers) that encodes a subset of possible solutions for the weights
of the ANN. The initial population is randomly chosen. The selection operators
of the GA are elitism and tournament. The elitism select two individuals with
the best fitness in the population to pass unchanged the next population, while
in the tournament two random individuals compete and that one with better
fitness is selected with probability 0.75. The individuals selected by tournament
are transformed by reproduction operators. Here, the GA applies single point
crossover (according to a crossover rate) and integer mutation with uniform
distribution (according to a mutation rate) to single elements.

The individual (set of weights of the ANN) is evaluated by letting the cor-
responding agent to navigate the virtual EPM during a number of iterations
equivalent to the duration of a standard experiment with real rats (five min-
utes). The trajectory performed by the agent is recorded and used to compute
the fitness of the individual according to the fitness function described in the
next section.

2.1 Fitness Function

We developed a fitness function based on the general behavior of rats in the EPM.
It is worth highlighting that the proposed function does not require experimental
data. It is basically composed of two terms: reward and punishment. Reward,
which increases the fitness of the individual, represents the interest of the rat
of exploring not recently visited positions of the EPM. Punishment decreases
the fitness of the individual and is related to the danger of occupying different
positions of the plus-maze (e.g., open arms expose the agent to more danger
than enclosed arms).
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Table 1. Definition of all parameters involved in the fitness function

Parameter Definition

n number of time steps for the agent in the maze
pt EPM’s position occupied in time step t, in which pt = 1, ..., pmax

pmax number of positions of the EPM

r(pt) reward =

{
1, if pt was not visited in the last γ(npt) steps
0, otherwise

γ(npt) parameter related to the agent’s “memory” of visiting the position pt
npt number of time steps in which the position pt was occupied

s(pt) punishment =

{
−1, if zi < α(pt)
0, otherwise

z random number with uniform distribution in the interval [0,1]

α(pt)

{
αo ∈ [0, 1], if pt is in an open arm
αe ∈ [0, 1], if pt is in an enclosed arm
αc ∈ [0, 1], if pt is in the central position of the EPM

αo, αe, αc probability of undergoing punishment respectively in the open arms,
enclosed arms and center

β weight for the punishment of the rat

The fitness function is given by:

f(x) =

n∑
t=1

r(pt) + s(pt).β . (1)

The definition of the parameters above can be seen in Table 1. As mentioned
before, this fitness function simulates the rat’s adaptation due to natural evolu-
tion.

2.2 The Virtual EPM

The virtual EPM is the same proposed in [7]. The plus-maze is divided into 21
positions being five in each arm and one in the central position (Fig.1(a)). The
virtual rat can walk in all 21 positions, but to analyze the results we consider
both open arms as if they were the same and proceed in the same way with the
enclosed arms. It is because the plus-maze is symmetrical and its all parts are
subject to uniform physical conditions. Thereby we have the reduced maze with
11 positions shown in the Fig.1(b), which decreases the behavioral variability
in the model. The positions 1-5 consist the open arm, 7-11 consist the enclosed
arm and 6 is the central position.

2.3 Evaluation of the Best Individuals

In order to evaluate the quality of the model, we need a method to compare the
trajectories in the EPM obtained by the agent (virtual rat) and by real rats.
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(a) (b)

Fig. 1. (a) Representation of the elevated plus-maze considered in the simulations.
Arms in bold correspond to closed arms. (b) Reduced EPM used for the analysis of
the results, composed of 11 positions, outlined by solid line in the representation.

As the computational models simulate rat behavior in the EPM as a sequential
probabilistic it is possible to use Markov chains to describe it [11]. We represent
the firs-order homogeneous (independent of time) Markov chain with a stochas-
tic matrix (P ) where each element pij is the probability of displacement from the
position i to the adjacent position j of the EPM. The values are normalized so
that the sum of each row in the matrix is 1. The auto-transitions (steps in which
the rat remains in the same state) are disregarded because our objective in using
Markov chains is analyze the behavior contained in the motion. Although the
transition probabilities change during the experiment, we work with homoge-
neous Markov chains because we are interested in the pattern of rat exploratory
behavior during the test, and not in reproduce its exact path. Five minutes is the
standard duration for the EPM’s experiment since after that rats normally lose
interest in exploring the maze. The stochastic matrix elements are calculated as
[11]:

pij =
fij∑11
j=1 fij

, (2)

where i, j = 1, 2, ..., 11, i �= j (that are the positions of the reduced EPM). The
frequencies fij are obtained by the trajectories of the rat during the period of
test. From the stochastic matrix P we can calculate the probability of the vector
of stationary states probabilities, called π:

πP = π . (3)
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The 11 elements of π provide the probability of finding the rat in the respective
positions of the EPM in a test. We still computed the time spent in each arm
for comparison of the behavior of virtual and real rats.

3 Simulation Results

All the experimental results presented in this section are the average of 10 rats
(control group analyzed in [11]) while the results based on computational simu-
lations are the average over 30 executions of the program, with 500 individuals
for 600 generations in the genetic algorithm. We have tested many sets of pa-
rameters and the selected for this work’s simulations were: γ(npt) = 3, β = 5,
αo = 0, 015, αc = 0, 010 and αe = 0, 005.

The most examined behavioral characteristic of rats in EPM is the time spent
in each arm and in the central position during the experiment. The time spent
in each arm obtained by experiments with real and virtual rats are shown in
Fig.2. We consider each time step of the simulations as one second. Virtual rats
spend similar proportions of time in each arm of the EPM in relation to real
rats, remaining substantially longer in the enclosed arms.
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Fig. 2. Time spent in enclosed and open arms and in central position of the EPM for
real rats (experiments) and for virtual rats (simulations)

Fig.3 presents the corresponding Markov chains to the data from real and vir-
tual rats. The vector π, for the experiments with real rats and for computational
simulations, that store the probability of finding the rat in each position of the
plus-maze, can be seen in Fig.4.

One can observe that the behavior of the virtual rat is very close to the behav-
ior of the real rats. As expected, the enclosed arms are more visited. Differences
between simulated and experimental probabilities are higher for the open arms
positions, which have the largest standard deviations in the experiments with
real rats [11]. This implies that even those differences are acceptable for real
rats.
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Fig. 3. (a) Experimental and (b) simulated Markov chains for rats in a 5-minute test
in the EPM
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Fig. 4. Vector π for (a) real and (b) virtual rats

4 Conclusion

In this paper, we propose a new fitness function based on survival criteria, and
exploring the conflict of fear and anxiety in rats in an EPM. The behavior in
rats is acquired by natural selection, i.e., by an optimization process. In a similar
way, we propose that the behavior of the virtual rat should be obtained by an
optimization process too (in this case, artificial evolution).

The results indicate that the simulation results significantly agree, both in
a qualitative and in a quantitative way, with data from real rats. Our model
consists of a large simplification of the reality but it seems to be a good approxi-
mation for describing the behavior of rats in the EPM. As future work, we should
study the influence of the parameter β (that is the weight of the rat’s punish-
ment) in the exploratory behavior of rats under different conditions (e.g., under
the effects of anxiogenic and anxiolytic drugs), as well as the role performed by
the neural network and by each neuron of its hidden layer.
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Abstract. Clustering is an important data mining task and has been explored 
extensively by a number of researchers for different application areas, such as text 
application and bioinformatics data. In this paper we propose the use of a novel 
algorithm for clustering data that we call hybrid particle swarm optimization with 
mutation (HPSOM), which is based on PSO. The HPSOM basically uses PSO and 
incorporates the mutation process often used in GA to allow the search to escape 
from local optima. It is shown how the PSO/HPSOM can be used to find the 
centroids of a user-specified number of clusters. The new algorithm is evaluated 
on five benchmark data sets. The proposed method is compared with the K-means 
(KM) clustering technique and the standard PSO algorithm. The results show that 
the algorithm is efficient and produces compact clusters.  

Keywords: Data Cluster, PSO, Hybrid PSO, Data Mining. 

1 Introduction 

Clustering is an important problem that often must be solved as part of more 
complicated tasks in pattern recognition, image analysis, and other fields of science and 
engineering. Clustering is one of the main tasks in knowledge discovery from databases 
(KDD) and consists in finding groups within a certain set of data, where each group 
contains objects similar to each other and different from those of other groups [1]. 

In the clustering process, the learning algorithm is provided with just the data 
points and no labels; the task is to find a suitable representation of the underlying 
distribution of the data (data vectors are grouped based on distance from one to 
another). Some approaches are based on hybridization of different clustering 
techniques and involve optimization in the process.  

K-means (KM) algorithm is one of the most popular and widespread partitioning 
clustering algorithms because of its superior feasibility and efficiency in dealing with 
a large amount of data. The main drawback of the KM algorithm is that the cluster 
result is sensitive to the selection of the initial cluster centers and may converge to the 
local optima  [2,3]. 
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The particle swarm optimization (PSO) algorithm is an optimization method 
developed by Eberhart et al. [4,5]. PSO tries to find the optimal solution through the 
simulation of some ideas drawn from fish schooling, bird flocking, and other social 
groups. One such idea is that an agent can effectively achieve his objective using the 
information that is owned by him and the information that is shared among the group. 
This means that PSO is an optimization method that uses the principles of social 
behavior. PSO has proved to be competitive with genetic algorithms in several tasks, 
mainly in optimization areas [5,6].  

PSO has been successfully applied in several areas such as clustering problem 
[2,3], function optimization [6,7] etc.  PSO finds the best value with interaction of 
particle, solves the problem of initialization of the KM algorithm, but it also can 
trapped in local optima [6,12].  

Different variants of the PSO algorithm have been proposed. Some of these 
variants have been proposed to incorporate the capabilities of other evolutionary 
algorithms, such as hybrid versions of PSO or the adaptation of PSO parameters, 
creating the adaptive PSO versions. Many authors have considered incorporating 
selection, mutation, and crossover, as well as differential evolution, into the PSO 
algorithm. As a result, hybrid versions of PSO have been created and tested, including 
a hybrid of genetic algorithm and PSO (GA-PSO), evolutionary PSO (EPSO) [6-10] 
and hybrid particle swarm optimization with mutation (HPSOM) algorithm [6,7].  

In this paper we explore the HPSOM algorithm to solve the PSO stagnation 
problem and to prevent the particles from being trapped in local minima [6,7].  The 
main contribution of this paper is to describe a strategy for cluster data by using the 
HPSOM algorithm and comparing its results with those obtained by KM and standard 
PSO. Experimental results indicate the superiority of the HPSOM algorithm. 

The rest of the paper is organized as follows: Section 2 provides an overview of 
PSO, Section 3 presents the HPSOM algorithm, Section 4 introduces the HPSOM 
clustering algorithm, and Section 5 shows the tests performed with the different 
variants of the algorithm. The conclusions are presented in Section 6.  

2 An Overview of Particle Swarm Optimization  

The particle swarm optimization algorithm (PSO) is a population-based optimization 
method that tries to find the optimal solution using a population of particles [4,5]. 
Each particle is an individual, and the swarm is composed of particles. In PSO, the 
solution space of the problem is formulated as a search space. Each position in the 
search space is a potential solution of the problem. Particles cooperate to find the best 
position (best solution) in the search space (solution space). Each particle moves 
according to its velocity. At each iteration, the particle movement is computed as 
follows: 

 
xi (t +1) ← xi (t)+ v1(t),                                               (1) 

vi(t +1) ← ωvi(t)+ c1r1(pbesti (t)− xi (t))+ c2r2 (gbest(t)− xi (t))       (2) 
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In Eqs. (1), (2), xi(t) is the position of particle i at time t, vi(t) is the velocity of particle 
i at time t, pbesti(t) is the best position found by particle  itself so far, gbest(t) is the 
best position found by the whole swarm so far, ω is an inertia weight scaling  
the previous time step velocity, c1 and c2 are two acceleration coefficients that scale 
the influence of the best personal position of the particle (pbesti(t)) and the best global 
position (gbest(t)), r1 and r2  are random variables within the range [0,l]. The process 
of PSO is shown as Fig. 1.  
 

 
Initialize a population of particles with random 
positions and velocities in the search space. 
While (termination conditions are not met) 
{ 
 For each particle i do   

   { 
Update the position of particle i according to 
equation (1). 
Update the velocity of particle i according to 
equation (2). 
Map the position of particle i in the solution 
space and evaluate its fitness value according to 
the fitness function. 
Update pbesti(t) and  gbesti(t) if necessary. 

       }  
} 

Fig. 1.   The process of the PSO algorithm 

3 The Hybrid PSO with Mutation Algorithm  

Since the presentation of PSO [4,5], its performance has been investigated in several 
papers. The work presented in [11] describes the complex task of parameter selection 
in the PSO model. Comparisons between PSOs and the standard genetic algorithm 
(GA) formulation have been carried out in [11], where the author points out that PSO 
performs well in the early iterations but presents problems in reaching a near-optimal 
solution.  

The behavior of PSO in the gbest model presents some important aspects related to 
the velocity update. If a particle’s current position coincides with the global best 
position, the particle will only move away from this point if its inertia weigh (ω) and 
previous velocity are different from zero. If their previous velocities are very close to 
zero, then all the particles will stop moving once they catch up with the global best 
particle, which may lead to a premature convergence of the algorithm. In fact, this 
does not even guarantee that the algorithm has converged on a local minimum. It 
means that all the particles have converged at the best position discovered so far by 
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the swarm. This phenomenon is known as stagnation [12]. The solution presented in 
[12] is based on adding a new parameter and additional equations. Another solution is 
presented in [13] by introducing breeding and subpopulation.  

In [6] we proposed hybrid particle swarm optimization with mutation (HPSOM) by 
incorporating the mutation process often used in GA into PSO. The stagnation is 
alleviated by this technique and introduces diversity into the population. This process 
allows the swarm to escape from local optima and to search in different zones of the 
search space.    

This process starts with the random choice of a particle in the swarm and moves to 
different positions inside the search area. The mutation process is implemented by the 
following equation (3): 

mut(pk ) ← −pk + β                                                         (3) 

where, pk is the random choice kth particles from the swarm, and β is randomly 
obtained within the range 0[ , 0.1*(xmax − xmin )] , representing 0.1 times the length 

of the search space.  Comparisons between standard PSO and HPSOM, which show 
the HPSOM model as better than the standard PSO model, are presented in [6,7]. 

4 PSO/HPSOM Clustering 

Among all the efforts in the literature to modify the particle swarm optimization 
algorithm for data clustering, [14-15] seem to be the ones closest to the original idea 
of PSO since each particle comprehends a whole candidate solution to the problem. A 
particle pi is constructed as follows: 

pi = (mi1, mi2, …, mij, …, miNc) 

where Nc is the number of clusters to be formed, and mij  corresponds to the jth 
centroid of the ith particle, the centroid of the cluster Cij. Thus, a single particle 
represents a candidate solution to a given clustering problem.  

Each particle is evaluated using the following equation (fitness function): 

f =
[ d(xk , m

ij
)/ | Cij |

∀Xk ∈Cij
 ]

j=1

Nc
Nc

                                       (4) 

where xk denotes the kth data vector, | Cij | is the number of data vectors belonging to 
the cluster Cij, and d is the Euclidian distance between xk and mij.  

The stopping criterion (termination conditions) mentioned in the  algorithm 
depends on the type of problem being solved. Usually, the algorithm is run for a fixed 
number of iterations (objective function evaluations) or until a specified error bound 
is reached.  In this study, the algorithm is stopped when a user-specified number of 
iterations has been exceeded. The proposed cluster algorithm is shown in Fig 2: 
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Initialize the cluster centroids of each particle 
randomly  //allocate data to each particle randomly with the centroid vector values  
Repeat  
 { For each particle i do 
   { For each data vector xk do 
     {Calculate the d(xk, mij) to all cluster centroids mij 
    Assign xk to cluster Cij such that: 
                 d(xk, mij) = min ∀l = 1, ..., Nc{d(xk, mil)}  
                  //assign xk to the cluster Cij with the minimum distance 
                                          // (from all the Nc clusters of the particlei) 
       }  
   }  
 Calculate the fitness using equation (4) 
 Update the swarm particles (centroids) as in (Fig 1)  
 Execute mutation process (for HPSOM) using equation (3)  
Until a stopping criterion is satisfied.   
 

Fig. 2. The cluster HPSOM algorithm 

5 Results and Discussion 

To evaluate the performance of the proposed algorithm, five benchmarks were used: 
iris, wine, glass and breast cancer, taken from the UCI Repository of Machine 
Learning Databases [16] and a synthetic data sets (artificial problem).  The main 
features of these benchmarks are presented as follows: 

• Artificial problem: This problem follows the following classification rule: 

class = 1 if (z1 ≥ 0.7)or((z1 ≤ 0.3)and(z2 ≥ −0.2 − z1))

0 otherwise






                 (5) 

A total of 500 data vectors were randomly created, with z1, z2 ~ U(−1,1).  

• Iris: This is a well-understood database with 4 inputs (attributes), 3 classes and 
150 data vectors (instances). 

• Wine: This is a classification problem with well-behaved class structures. There 
are 13 inputs, 3 classes and 178 data vectors. 

• Glass: This is a classification problem with 9 inputs, 7 classes and 214 data 
vectors. 

• Breast cancer: The Wisconsin breast cancer database contains 9 attributes, 2 
classes and 286 data vector. The objective is to classify each data vector into 
benign or malignant tumors. 

For each data set, PSO/HPSOM was run 30 times, with 20 iteration, 10 particles, and 
the parameters ω = 0.72, c1 = 1.49, and c2 = 1.49, after several simulations these 
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parameters ensures a good convergence. The relatively small number of iterations 
(function evaluations) was chosen due to the high convergence rate of PSO/HPSOM. 
HPSOM has an additional parameter related to the mutation rate, which was set to 
10%.  Each benchmark class was represented by the cluster (of the best particle) with 
the largest number of data of that class; data of different classes within this cluster 
were considered misclassified. Other measures that can be used to evaluate the 
performance are the intra-cluster and the intercluster distance. 

The intra-cluster distance measures the density of the created clusters, i.e., how 
compact these clusters are, since the data in the same cluster should be similar. In this 
work, the intra-cluster distance was measured by the average distances between data 
in the same cluster. The intercluster distance measures the separation between created 
clusters, given that the clusters should be as far as possible from each other. Here the 
intercluster distance was measured by the average distances between the mass centers 
of the clusters.   

Table 1. Comparison of the results by fitness, correctly cluster instances, intra- and intercluster 
distance  

Prob. Algo. Fitness Equation Correctly 
clustered (%) 

Average 
Intra-cluster 

Average 
Inter-cluster 

Iris KM 0.0842± 0.0035 81.464 ± 6.6106 3.3126±0.247 0.8981±0.092 

PSO 0.0869±0.00484 79.234 ± 6.9871 3.8954±0.183 0.8915±0.87 
HPSOM 0.08203±0.00289 86.037± 5.0426 3.0727±0.178 0.8532±0.096 

Wine KM 0.06155± 0.00145 71.217± 0.5254 4.443±0.265 1.156 ± 0.14 
PSO 0.05903± 0.00153 68.712± 2.2641 5.143±0.156 2.989+0.203 
HPSOM 0.00289±0.00148 73.872± 0.5725 4.185±0.132 2.789 ±0.187 

Glass KM 0.01502 ±.00260 41.025± 3.7600 1.7903±0.143 3.8945±0.237 
PSO 0.01911± 0.00108 42.205± 5.3687 1.8353±0.129 3.4551±0.157 

HPSOM 0.01442±0.00123 44.108 ±4.6933 1.6264±0.121 5.2453±0.109 
Breast-
Canc. 

KM 1.989± 0.064 71.402± 3.013 6.981± 0.324 1.986 ±0.252 
PSO 2.606± 0.084 65.140± 4.413 7.571±0.343 3.443±0.216 

HPSOM 1.795± 0.139 73.230 ±5.573 6.752±0.402 3.295±0.96 

Artif. KM 0.997±0.042 51.183 ± 5.103 3.678±0.087 1.83±0.044 
PSO 0.781±0.028 54.174 ±6.265 3.826±0.89 1.I92±0.51 

HPSOM 0.772±0.027 57.174 ±5.662 3.801±0.81 1.160 ±0.43 

 
Table 1 summarize the results obtained from the three clustering algorithms for the 

benchmark problems above. The values reported are the averages from over 30 
simulations, with the standard deviations indicating the range of values at which the 
algorithms converge.  First, consider the fitness of solutions, i.e., the equation (4). For 
all the problems, the hybrid algorithm had the smallest average quantization error 
(fitness functions). For the iris and glass problems, KM clustering was not 
significantly worse than the PSO and HPSOM algorithms (the difference in not high).  
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However, for the wine problem both KM and the PSO algorithm were significantly 
worse than the hybrid algorithm (HPSOM is 2 to 3 times better). 

When considering the inter- and intra-cluster distances, the latter ensures compact 
clusters with little deviation from the cluster centroids, while the former ensures 
larger separation between the different clusters. With reference to these criteria, PSO 
approaches succeeded most in finding clusters with larger separation than did the KM  
algorithm; the HPSOM algorithm succeeded in four of the five problems. HPSOM 
formed the most compact clusters for the five problems. Figures 3 illustrate an 
example of the clustering found.   

Figure 4 summarizes the effect of varying the number of clusters for the three 
algorithms for the artificial problem. In this case, it is expected that the quantization 
error should go down when the number of clusters increases. Figure 4 also shows that 
the HPSOM algorithm consistently performs better than the other two algorithms 
when the number of clusters increases. 

 

 

Fig. 3. Clustering found HPSOM Wine  

  

Fig. 4. Effect of the different number  of 
clusters on artificial problem 

6 Conclusion 

This paper investigates the application of a hybrid PSO called HPSOM to cluster data 
vectors. Two algorithms were tested, namely, standard PSO and a hybrid PSO 
approach where the individuals of the swarm are seeded by the result of the KM 
algorithm. Comparison of the two PSO approaches with KM clustering showed that 
HPSOM algorithm approaches have better convergence with lower fitness errors and, 
in general, larger intercluster and smaller intra-cluster distances.   

Future works will extend the fitness function to also explicitly optimize the 
intercluster and intra-cluster distances, and work toward the development of a hybrid 
PSO clustering method capable of handling large and complex data set and 
determining the optimal number of clusters.  
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Abstract. This paper applies the learning-to-rank approach to software
defect prediction. Ranking software modules in order of defect-proneness
is important to ensure that testing resources are allocated efficiently.
However, prediction models that are optimized for predicting explicitly
the number of defects often fail to correctly predict rankings based on
those defect numbers. We show in this paper that the model construc-
tion methods, which include the ranking performance measure in the
objective function, perform better in predicting defect-proneness rank-
ings of multiple modules. We present the experimental results, in which
our method is compared against three other methods from the literature,
using five publicly available data sets.

Keywords: Learning-to-rank, software defect prediction, differential
evolution.

1 Introduction

Software defect prediction employs the attributes of software modules to predict
their defect-proneness in order to support software testing activities[1-5]. We
focus on the defect prediction models with the goal of predicting a ranking of
the modules based on their defects[2-5]. To illustrate this task clearly, we give a
simple example in Table 1. LinesOfCode, PreviousDefects and LinesAdded are
the attributes (independent variables), according to which we obtain data from
the software modules. We use modeling approaches such as generalized linear
regression[2-3] to construct a model based on the data from A, B and C (known
defect number (dependent variable)), and then use the model to predict D and
E (unknown defect number). Thus we can obtain a ranking of D and E based
on the prediction and allocate testing resources according to the ranking (for
instance, more resources for modules with more defects).

For this kind of defect prediction, it is the ranking of the modules according to
the defects instead of the specific number of defects that is important and help-
ful for guiding the assignment of testing resources, so models are usually used
as ranking models[2]. However, most existing methods obtain defect prediction
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Table 1. A Simple Example of Defect Prediction

ModuleName LinesOfCode PreviousDefects LinesAdded DefectNumber

A 456 4 45 4
B 123 1 0 0
C 156 1 23 2
D 321 3 23 unknown
E 211 2 45 unknown

models by optimizing for predicting explicit defect numbers such as maximum
likelihood or minimizing least square errors, etc. This might cause the poten-
tial problem that a good model according to these indirect loss functions could
not give a good ranking according to the ranking performance measures such
as the fault-percentile-average[2]. Therefore, we investigate constructing models
by directly optimizing the ranking performance measures in order to improve
the general performance of the models. Considering the effectiveness of linear
models[2-3][6], we investigate constructing a linear defect prediction model. In
order to directly optimize the non-differentiable model performance measure,
we use the optimization approaches that are able to deal with non-differentiable
loss functions, to obtain the coefficients of the linear models. To be specific, we
use composite differential evolution (CoDE)[7] as the optimization approach. We
compare our approach with three popular approaches in the literature, including
generalized linear regression[2-3], logistic regression[4] and random forest[2] over
five public datasets. The main contributions of this paper include first appli-
cation of the learning-to-rank approach in defect prediction and a comparison
study of four model constructing algorithms over five public datasets.

2 The Learning-to-Rank Approach

Our goal is to build a defect prediction model by directly optimizing the model
performance measure in order to give a better ranking of the software modules
based on their defects.

2.1 Dependent and Independent Variables

Normally, the dependent variable is the defect number. However, what we need
is the order of the modules according to the defect number instead of the explicit
defect number. Therefore, the dependent variable in this paper is the relative
defect number, which can be a real number.

Many previous studies[2-5][8-12] are based on private data. In order to facil-
itate others to reproduce the results, we use the public benchmark1 presented
in[13], including data over a five year period from five open-source software

1 http://bug.inf.usi.ch/

http://bug.inf.usi.ch/
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systems—Eclipse JDT Core (eclipse), Eclipse PDE UI (pde), Equinox framework
(equinox), Mylyn, and Apache Lucene (lucene). Because the change metrics have
been found to be very effective for constructing defect prediction models[13-15],
we use the change metrics of the five systems. The independent variables contain
the number of revisions, number of times a file has been refactored, number of
times a file was involved in bug-fixing, number of authors who committed the file,
lines added, max lines added, average lines added, lines removed, max lines re-
moved, average lines removed, Codechurn, max Codechurn, average Codechurn,
age and weighted age. All bugs are seen as the predicted defects and seen as
equally important. Detailed information of the five systems is given in Table 2.

Table 2. Information of the Five Systems

System (url) Prediction Time File Defect

Release Period Number Number

Eclipse JDT Core(www.eclipse.org/jdt/core/) 3.4 1.01.2005-6.17.2008 997 369

Eclipse PDE UI (www.eclipse.org/pde/pde-ui/) 3.4.1 1.01.2005-9.11.2008 1497 306

Equinox framework (www.eclipse.org/equinox/) 3.4 1.01.2005-6.25.2008 324 241

Mylyn (www.eclipse.org/mylyn/) 3.1 1.17.2005-3.17.2009 1862 339

Apache Lucene (lucene.apache.org) 2.4.0 1.01.2005-10.08.2008 691 97

2.2 Our Approach

Given a vector of independent variables of the software module x=(x1, x2, ..., xd)
(xi: the i

th independent variable value and d: number of independent variables),
the goal of defect prediction models is to predict its relative defect number, which
is denoted as f(x). For the effectiveness of linear models for ranking problems[2-
3][6] and the suitability of linear and additive models for defect prediction[2], we
study the simple linear model:

f(x) =

d∑
i=1

αixi (1)

where αis are the corresponding coefficients obtained by training. Once the αis
are fixed, the model is fixed.

The coefficients are often obtained by optimizing functions such as least square
errors, which are related with the explicit defect number. The potential problem
is that a good regression model according to these functions might not give a
good ranking, because they focus on the fitting of each sample instead of the
whole ranking. A simple example is: we are predicting modules A and C in Table
1. One model predicts that A and C have respectively 1 and 2 defects, and the
other model predicts that A and C have respectively 1 and 0 defects. The former
model might be better according to the least square errors, although the latter
model is more desired because it could give the expected ranking. Therefore,
we try to directly optimize the performance of defect prediction models to find
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the coefficients. Since the performance measures are usually non-differentiable,
we employ intelligent optimization, which can deal with non-differentiable func-
tions. Differential evolution (DE)[16] is one of the famous intelligent optimization
methods and exhibits noticeable performance in a wide variety of problems. As
a population-based stochastic search technique, it uses selection, crossover and
mutation operators to move the population toward the optimum point. One of
the improvements of DE is proposed lately by Wang et al.[7]—CoDE. It com-
bines several trial vector generation strategies with suitable control parameter
settings and overcomes the troubles caused by parameter settings of previous
differential evolutions. Therefore, we use CoDE to obtain the coefficients of the
linear models. The details are as follows:

1. Input: training vectors: xi = (xi1, xi2, ..., xid), i: 1 to M, d: number of attributes,
M: number of training vectors; objective function: fault-percentile-average

2. Initialize: Set the population size (number of solutions vis (vi = (α1, α2, ..., αd))
at each generation) to N. Randomly generate N solutions that compose P0 and
compute their objective function values. Set the generation number t = 0.

3. While t < tmax (maximal generation number to decide termination), do

(a) For each solution vi in Pt, do crossover and mutation to generate new
solutions (trial vectors). Three generation strategies include

i. rand/1/bin:

ui,j,G =

{
αr1,j,G + F · (αr2,j,G − αr3,j,G), if rand < Cr, orj = jrand

αi,j,G, otherwise
(2)

ii. rand/2/bin:

ui,j,G =

⎧⎨
⎩

αr1,j,G + F · (αr2,j,G − αr3,j,G) + F · (αr4,j,G − αr5,j,G),
if rand < Cr or j = jrand

αi,j,G, otherwise
(3)

iii. current-to-rand/1

ui,G = αi,G + rand · (αr1,G − αi,G) + F · (αr2,G − αr3,G) (4)

where ui,G is a new trial vector, r1-r5 are distinct integers randomly selected
from the range [1, N ],rand denotes a uniformly distributed random number
between 0 and 1, Cr is the crossover control parameter and the first scaling
factor F in Equ.(3) is randomly chosen from 0 to 1. Three control parameter
settings are [F = 1.0, Cr = 0.1],[F = 1.0, Cr = 0.9] and [F = 0.8, Cr = 0.2].
Each generation strategy creates a new vector with the control parameter
randomly chosen from three settings. Thus three vectors are generated for vi.
The best vector among the three vectors and vi according to the objective
function value is saved as the solution in the new population Pt+1.

(b) t++.

4. Return the best solution in Pt+1 and output the model: f(x) =
∑d

i=1 αixi.

Considering k modules f1, f2, . . . , fk, listed in increasing order of predicted defect
number, ni as the actual defect number in the module i, and n = n1 + n2 + ...+
nk as the total number of defects, the proportion of actual defects in the top
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m predicted modules to the whole defects is 1
n
∑k

i=k-m+1 ni. Then the fault-
percentile-average is defined as follows[2]:

1

k

k∑
m=1

1

n

k∑
i=k-m+1

ni

Actually, the fault-percentile-average is the average of the proportion of actual
defects in the top i(i : 1 to k) predicted modules, so larger fault-percentile-
average means better performance.

3 Experimental Studies

3.1 Methodology

In order to evaluate the performance of the learning-to-rank approach, we com-
pare it with three popular methods: generalized linear regression[13], logistic re-
gression[4] and random forest[2]. Our approach is implemented using Java while
the other methods are implemented based on WEKA[17]. Following the work
of[2], fault-percentile-average and the percentages of defects contained in the top
20% of modules are used as the model performance measures. As pointed above,
fault-percentile-average is also used as the objective function for CoDE. Detailed
methodology is as follows:

Preprocessing the data: Useless attributes such as “name“ and modules with
0 line of code are deleted and the whole data is normalized using “Normalize“
in WEKA.

Parameter setting: For the learning-to-rank approach, the feasible solution
space is set to Ω =

∏d
i=1[−20, 20], and the population size and maximal genera-

tion are set to 100. For linear regression and random forest, we use 10-folds cross-
validation to find the optimal parameters. The adjustable parameters for random
forest are the number of trees (10, 50, 100, 250, 500, 1000) and the number of at-
tributes ((0.5, 1, 2)*

√
d, where d is the total attribute number)). Parameters for

linear regression include attribute-selection (false or true) and the attribute selec-
tion method (no method, M5 (step through the attributes removing the one with
the smallest standardized coefficient until no improvement is observed in the esti-
mate of the error given by the Akaike information criterion)[17], greedy method).
The parameters for logistic regression are set as default.

Ten-folds cross-validation: We do 10-fold cross-validation to evaluate the meth-
ods. That is, we split the dataset in 10 folds and use 9 folds as training set to
build the prediction model and the remaining fold as a validation set to evaluate
the models, with each fold used once as a validation set. We conduct 10 times
of 10-folds cross-validation.

3.2 Results

Table 3 shows themean calculated over 100 testing fault-percentile-average results
in 10 times of 10-folds cross validation. We also record the corresponding training
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results (using 9 folds of data for both training and testing) in Table 3. In order
to further compare the results, Wilcoxon rank-sum test at the 0.05 significance
level is used to assess the relationship between our approach and other methods.
The letters “W“ or “E“ after the number respectively means that the correspond-
ing testing results (only testing results are useful for comparison) are statistically
worse (smaller) than or equal to that of the learning-to-rank approach.

Table 3. Mean Fault-Percentile-Average for 100 Testing and Training Results. (“W“
or “E“: Worse or Equal Testing Results for that Approach Compared to Our Approach
According to Wilcoxon Rank-Sum Test.)

datasets Learning Generalized Logistic Random
-to-Rank Linear Regression Regression Forest

testing training testing training testing training testing training

eclipse 0.8162 0.8341 0.8110 0.8273 E 0.8110 0.8382 E 0.8149 0.9162 E
pde 0.7455 0.7722 0.7398 0.7584 E 0.7339 0.7629 W 0.7335 0.9353 W
equinox 0.7578 0.7754 0.7354 0.7625 W 0.7508 0.7760 E 0.7606 0.8254 E
lucene 0.8180 0.8700 0.7824 0.8380 W 0.7963 0.8757 E 0.8281 0.9589 E
mylyn 0.7858 0.8037 0.7642 0.7806 W 0.7724 0.7888 W 0.7864 0.9376 E

It can be seen from Table 3 that the learning-to-rank approach is statistically
better than or the same as the three methods for all datasets, which implies the
usefulness of the learning-to-rank approach for defect prediction. The general-
ized linear regression and logistic regression have very similar results, which are
inferior to random forest. This seems to conflict with the conclusion by compar-
ison study in[2], which shows that the generalized linear regression and random
forest have similar results. However, for two systems in[2], random forest has
better average percentile of faults. Therefore, the results are actually consistent.
In addition, we tune more parameters for random forest, which might give more
chances for it to obtain better results.

Random forest has almost the same testing results as our approach but larger
training fault-percentile-average results. This accords with our intuition: simple
models reduce the chance of over-fitting on training data. With the above experi-
mental setting, random forest takes longer time than our approach to build mod-
els because the best number of trees for random forest are large. With fixed 500
trees , which was the best number of tree in[2], and 8 attributes for random forest,
the model building time ratio of random forest to the learning-to-rank approach
(100 for both population size and maximal generation) is about three to one. A
drawback of random forest is its difficulty to interpret the model. Contrarily, it is
easy to tell the important factors from our linear models. From the coefficients of
the defect prediction models constructed by our approach, we find that the first,
fifth, eighth, ninth and twelfth coefficients are larger for most models, and the first
coefficient is large for all models on all datasets. This means that number of revi-
sions, lines added, lines removed, max lines re-moved and max Codechurn play a
significant role in deciding the models, especially the number of revision.



A Learning-to-Rank Algorithm 173

Table 4. Mean Calculated over 100 Testing Results of Defect Percentages Contained
in the Top 20% of Modules. (“W“, “E“ or “B“: Worse, Equal or Better Results for
that Approach Compared to Our Approach According to Wilcoxon Rank-Sum Test.)

datasets Learning Generalized Logistic Random
-to-Rank Linear Regression Regression Forest

eclipse 0.6636 0.6473 E 0.6347 W 0.6358 W
pde 0.5424 0.4896 W 0.5068 E 0.4829 W
equinox 0.5376 0.4902 W 0.5245 E 0.5061 E
lucene 0.6601 0.6240 W 0.6354 E 0.6571 E
mylyn 0.5534 0.5124 W 0.5703 E 0.5978 B

Because of the practical significance of the percentages of defects contained
in the top 20% of modules, we record the average defect percentages contained
in the top 20% of modules in Table 4. While the fault-percentile-average focuses
on the whole ranking given by the model, this measure focuses on the ranking
of the former 20% of modules. The results are not as good as that in [2], where
more than 76% of defects were contained in the top 20% of modules for three
commercial sub-systems, which implies difficulties for different systems are dif-
ferent. Nevertheless, our approach can predict over 54% of defects in the top
20% of modules for all datasets, which is also appealing. From the Table 4, the
learning-to-rank models optimized according to the fault-percentile-average are
still better than other models in most cases. The exception is for mylyn. The
letters “B“ means that the corresponding results are statistically better (larger)
than that of our approach. This shows that models with good fault-percentile-
average still might have comparably worse defect percentages contained in the
top 20% of modules. When the specific measure is known, it is better to directly
optimize the measure.

4 Related Work

Ohlsson and Alberg[3] showed that linear regression models, based on design
data, could successfully predict the number of defects in software modules.
Denaro and Pezze[4] constructed a variety of logistic regression models and found
that suitably selected multivariate models could successfully predict
defect-proneness. D‘Ambors et al.[13] presented a benchmark data sets and a
comparison study, including prediction of rankings as well as defect-proneness.
They compared several sets of variants and constructed models by linear re-
gression. These studies focused more on the choice of module attributes, e.g.
design metrics or historical changes, while in this paper we focused instead on
the methods for model construction.

Closely related work includes that of Ostrand, Bell and Weyuker[2][8-12], who
constructed models to identify the modules with most defects. They applied
several kinds of generalized linear models and also a very simple model based on
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lines of code to predict the defect number or defect density for three commercial
systems and found that about 80% of defects were contained in the top 20%
of the files identified by the models. In [2], they presented a benchmark that
compared the effectiveness of four modeling methods for predicting the files
likely to contain the most defects and found that the generalized linear model
performed well for predicting defects, thus supporting the effectiveness of linear
and additive models. Our work is different from theirs in three ways: firstly,
they focus more on the data collection and the choice of metrics, while we focus
instead on the model constructing approach; secondly, their data sets are derived
from commercial systems and are not public while we have used public data sets
so that our experiments can be reproduced; finally, they optimized their models
to best predict defect numbers, whereas we directly optimized our models to
best predict ranking, which led to improved ranking predictions.

5 Conclusions

Predicting the order of modules according to defect number is very important
because it can help to allocate the testing resources effectively and efficiently
although testing resources allocation itself is a separate study[18]. Most meth-
ods take it as a regression problem and try to obtain models by optimizing
some differentiable loss functions. The potential problem is that a good model
according to those loss functions might not be good according to the rank-
ing performance, which is important for defect prediction models. Therefore,
we use the evolutionary optimization method to directly optimize the model
performance measure—fault-percentile-average, which is different from those
loss functions. Compared with linear regression and logistic regression, the pro-
posed learning-to-rank method can obtain better models according to the fault-
percentile-average for most datasets. It has similar results to random forest for
most datasets. However, our model is simpler and easier to interpret. Comparing
the defect percentages in the top 20% of modules of these models, we found that
the models trained by learning-to-rank are better for four datasets except for
mylyn. This might imply that fault-percentile-average is consistent with defect
percentages in the top 20% of modules in most cases, but not absolutely.

Although CoDE[7] was used in this paper, other meta-heuristic algorithms[19-
20] could also be used. This is left as future work. The other direction of future
research is to evaluate our approach on more real-world data sets and analyze
its performance in depth.
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Abstract. Multilayer perceptrons can be trained with several
algorithms and with different quantities that correlate the expected out-
put and the achieved state. Among the most common of those quantities
is the mean square error, but information-theoretic quantities have been
applied with great success. A common scheme to train multilayer per-
ceptrons is based in evolutionary computing, as a counterpart of the
commonly applied backpropagation algorithm. In this contribution we
evaluated the performance of multilayer perceptrons as classifiers when
trained with genetic algorithms and applying mutual information be-
tween the label obtained by the network and the expected class. We
propose a classification algorithm in which each input variable is sub-
stituted by a function of it such that mutual information from the new
function to the label is maximized. Next, those approximated functions
are fed as input to a multilayer perceptron in charge of learning the clas-
sification map, trained with genetic algorithms and guided by mutual
information.

Keywords: classification, multilayer perceptrons, mutual information,
genetic algorithms.

1 Introduction

Multilayer perceptrons (MLP) are general approximators [1]. However, unfor-
tunately existence proof does not offer a constructive mechanism. Several algo-
rithms have been proposed to train them, and also several quantities that reflect
the behavior of the MLP with respect to the expected output.

One of the most applied guiding quantities that evaluate the performance of,
for example, classification is the mean square error (MSE). This is a good choice
when data is supposed to be described by a Gaussian distribution and first and
second order momentum are enough to describe the distribution. However, many
problems in pattern classification are described by relations more complex and
subtle than first and second order momentum between attributes and labels. An
alternative to the MSE should be able to detect non-linear correlations between
random variables (input and class, for example).

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 176–183, 2012.
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In fig. 1 it is shown a general panorama of an adaptive system F able to
modify some of its parameters guided by a feedback quantity Q. That quantity
is mainly represented by MSE, but in a group of recent proposals, Principe et al
(see [2,3]) have considered the use of guiding quantities from information theory.

Fig. 1. A general perspective of an adaptive system able to modify some of its param-
eters guided by a feedback quantity that measures some aspects of the system’s output
and the expected output

In this contribution, we test the capabilities of MLP as classifiers when the
guiding quantity of performance is mutual information between the estimated
class and the actual label, but with one major modification. Attributes are substi-
tuted by implicit functions of them such that the guiding quantity is maximized.
Since Shannon’s seminal paper [4] all fields in which data analysis pervades have
been benefited with the gradual substitution of first and second momentum
statistics with concepts related to mutual information. In next section we de-
scribe the details of the model, and then experiments and results are presented.

2 The Proposed Algorithm

We propose a two-stage classification algorithm guided by mutual information
and trained by genetic algorithms. In the first stage, each input variable is re-
placed by a function of that variable that maximizes a certain quantity (mutual
information). In the second stage, a multilayer perceptron is trained with the
function of the variables obtained in the previous stage, and the MLP intends to
maximizes mutual information between its output and the expected results. We
call this algorithm Multilayer perceptron fed with unfolded variables and trained
with genetic algorithms and guided by mutual information (MLPfXGAgMI for
short). We proceed to the detailed description of MLPfXGAgMI.

First, the guiding quantity that tells the MLP how well it is doing its classi-
fication task is based in the concept of entropy. The entropy H of the training
set is defined as:

H = −
#classes∑

i=1

pilog(pi) (1)
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where the number of classes is defined as #classes, and pi is the probability of
randomly chose an input vector whose class is i. The mutual information be-
tween two random variables quantifies how much information is gained about
the possible state one of them once we know the actual state of the other vari-
able. It is a measure of correlation [5]. Mutual information between two random
variables X and Z is expressed as Φ(X ;Z), where X is in this work one of the
attributes of the input vectors and Z is the class or label of those vectors. It is
defined as:

Φ(X ;Z) =

#statesinX∑
i

#statesinZ∑
j

P (i, j)log
P (i, j)

P (i)P (j)
(2)

For the case of classification, the number of states in Z is just the number of
classes, and ns is the number of states in X . If X is a continuous variable, then
it can be discretized into ns different states. In information-theoretic algorithms
the guiding quantity to be minimized is the Renyis Quadratic Entropy of the
error between the output of the system and the actual label [6].

In general, for artificial datasets with no noise, all entropy in the label can be
removed from the list of attributes X̄ that define the high-dimensional feature
space. That is, Φ(X̄ ;Z) = H . Mutual information between the compound system
of all attributes or variables and Z (Φ(X̄ ;Z)) tends to disipate all entropy in the
label. That is, when ns → ∞, Φ(X̄ ;Z)→ H . When the guiding quantity of an
adaptive system F (such MLP) is the mutual information, we are considering
high-order momentum able to capture non-linear correlations in data [7,5].

A system F is trained such that Φ(F (X1, ..., Xn);Z) is maximized. F can be,
for example, a MLP trained with retropropagation-like algorithms as proposed
by Pŕıncipe [2], and systematically studied also by Marqués da Sá[7] and several
other groups.

The main idea behind our proposal is described as follows. The mutual infor-
mation between a variable Xi and the target variable or class Z is expressed by
Φ(Xi;Z). We are interested in finding a function Fi such that Φ(Fi(Xi);Z) >=
Φ(Xi;Z). Once we have computed Fi for each Xi, we train a MLP such that:
Φ(F (Fi(X1), ..., Fn(Xn));Z) is maximized. Note that now the system does not
work directly with the input variables but with mapped versions of them.

In this contribution, we approximate F also with a MLP, but the training algo-
rithm is a genetic algorithm. There is an extensive debate about the performance
of genetic algorithms (and evolutionary algorithm in general) vs. retropropaga-
tion for MLP training but we are not interested in such debate here. We simply
specify that genetic algorithm (ga) are valuable schemes for MLP training.

As a first step, we replace each variable Xi with a function of it Fi(Xi) such
that Φ(Fi(Xi);Z) >= Φ(Xi;Z). In words, this means that we want to unveil
Xi to increase the information it maintains about Z. This is related to fea-
ture extraction [8], but applied only to one attribute at the time. We obtain
independently Fi for all input variables Xi, and this can of course shade the
relevance of other variables. But, as we show in the experiments section, results
are encouraging.
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As a simple example, define F = cos(X)× Y for x ∈ [−1, 1], y ∈ [−1, 1]. Mu-
tual information between X and F is Φ(X,F ) = 0.454, whereas Φ(cos(X), F ) =
0.616 when the number of states is 10. Indeed, for any number of states greater
that 1, Φ(cos(X), F ) > Φ(X,F ). This is the heuristics behind our proposal, that
a transformed version of a variable (attribute) may help in the classification
task as it reduces the entropy of the class. Equivalently, an increase in mutual
information between a transformed attribute and the class is observed.

We define a new set of variables X̃ in an iterative process. We start with
the most informative variable Xg(argmaxi Φ(Xi;Z)) and obtain Fg. Then, we
continue with the second-most informative variable k and we approximate an Fk

such that Φ(Fk(Xk);Z) is maximal. We continue this iteration process until the
less informative variable is included. If there is no Fr such that Φ(Fr(Xr);Z) >
Φ(Xr;Z), then Xr is not substituted and the compound system is constructed
with Xr instead of Fr(Xr). The algorithm to construct the compound system is
sketched in fig. 2.

Fig. 2. The sketch of the proposed algorithm MLPfXGAgMI. In the initial step, mutual
information between each variable Xi and labels are obtained, Φ(Xi;Z). Next, each
variable is substituted by a new variable Fi(Xi) such that Φ(Fi(Xi);Z) > Φ(Xi;Z). The
function Fi is approximated by a MLP trained with genetic algorithms and guided by
mutual information maximization. In the last step, a MLP is fed with the transformed
variables Fi(Xi), and trained also by a genetic algorithm and guided by maximization
of mutual information between the output and the actual label.

Note that X̃ is the list that contains the new variables that will replace the
list of original variables X̄ . Now a MLP will be trained with X̃ and the quantity
that will evaluate the performance of MLP is not MSE, but Φ(MLP (X̃);Z). The
evaluation of a solution is dictated by mutual information between the obtained
class and the expected class.
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3 Experiments

Several datasets from the UCI repository [9] were analyzed. The iris, ionosphere,
red wine, cardiotocography, liver and breast tissue datasets were selected and in
table 1 a general description of the analyzed datasets is presented. In all cases,
entropy and mutual information is expressed in bits (log2).

Table 1. Datasets for classification

Iris Ionosphere Red wine Cardiotocography Liver Breast tissue

Entropy (H) 1.098 0.652 1.184 2.019 0.681 1.777
MIF (ns = 3) 0.428 0.048 0.032 0.171 0.014 0.688
MIF (ns = 30) 1.054 0.521 0.698 1.091 0.586 1.569
dimension 4 34 11 35 6 9
No. classes 3 2 6 10 2 6
no. vectors 150 351 1599 2126 345 106

The evaluation of classifiers was under a regression approach, meaning that
the order of the class is relevant. To evaluate the classification achieved by MLP
we applied two error measures. The first one is the mean absolute deviation
(MAD):

MAD = (1/N)

vectors∑
i

|Zi − Z̃i| (3)

Where Zi is the class of input vector i and Z̃i is the class estimated by the system,
and the second error measure is the fraction of misclassified vectors (MV):

MV = (1/N)

vectors∑
i

δ(Zi, Z̃i) (4)

Where δ(a, b) is the Kronecker delta. MAD and MV do not necessarily coincide
when the number of classes is greater than two, as MAD measures how distant
is the estimated class from the actual class, whereas MD measures the number
of misclassified vectors. For all datasets, 2/3 of the input vector constituted the
training set and the remaining 1/3 was the test set. All reported results are
referred to test sets.

Tables 2 - 4 shows the results of applying MLPfXGAgMI over the datasets
described in table 1. Different schemes are presented: backpropagation guided
by MSE, genetic algorithms guided by MSE, genetic algorithms guided by mu-
tual information (MLPGAgMI), and the studied proposal MLPfXGAgMI. Each
MLP consisted of two hidden layers and one output, and three network sizes were
considered: 5 × 5, 10 × 5, and 15 × 10. For each training scheme and network
size, 20 simulations were performed and the average is reported in the tables.
We included for comparison MLP trained with backpropagation guided by MSE,
MLP trained with genetic algorithms guided by MSE, MLP trained with genetic
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algorithms and guided by MI, and finally, MLPfXGAgMI. For backpropagation,
the training stage consisted of 1000, 1500 and 2000 iterations for the three net-
work sizes and momentum of 0.6 and learning parameter of 0.1. For the training
conduced by genetic algorithms, a population of 120 individuals and 1000, 1500
and 2000 epochs were executed, for the corresponfing three network sizes. In all
cases, probability of mutation was settled to 0.05, and probability of crossover
was settled to 0.9. For the MI-guided schemes, several number of states (ns) for
attribute discretization were considered (see fig. 3) and in the tables the average
over all ns is presented.

Table 2. Avg. errors for the six data sets and for network size 5 × 5. Training was
unfolded in 1000 iterations. (or epochs)

Iris Ion Red wine Cardio Liver Breast tissue

MV MAD MV MAD MV MAD MV MAD MV MAD MV MAD

MSE Backprop 0.067 0.085 0.131 0.161 0.445 0.096 0.005 0.003 0.319 0.319 0.413 0.104

MSE GA 0.064 0.079 0.138 0.158 0.438 0.096 0.004 0.003 0.301 0.301 0.406 0.102

MLPGAgMI 0.130 0.095 0.093 0.093 0.431 0.093 0.006 0.0028 0.304 0.304 0.398 0.102

MLPfXGAgMI 0.145 0.096 0.092 0.092 0.432 0.093 0.0053 0.003 0.292 0.292 0.384 0.098

Table 3. Avg. errors for the six data sets and for network size 10 × 5. Training was
unfolded in 1500 iterations. (or epochs)

Iris Ion Red wine Cardio Liver Breast tissue

MV MAD MV MAD MV MAD MV MAD MV MAD MV MAD

MSE Backprop 0.066 0.089 0.138 0.138 0.458 0.099 0.0060 0.009 0.318 0.318 0.416 0.108

MSE GA 0.066 0.083 0.134 0.134 0.455 0.098 0.0062 0.0058 0.315 0.315 0.418 0.109

MLPGAgMI 0.102 0.093 0.092 0.092 0.443 0.0935 0.0067 0.0056 0.307 0.307 0.397 0.103

MLPfXGAgMI 0.113 0.097 0.168 0.168 0.439 0.097 0.0059 0.0067 0.283 0.283 0.389 0.094

Table 4. Avg. errors for the six data sets and for network size 15× 10. Training was
unfolded in 2000 iterations. (or epochs)

Iris Ion Red wine Cardio Liver Breast tissue

MV MAD MV MAD MV MAD MV MAD MV MAD MV MAD

MSE Backprop 0.075 0.092 0.139 0.139 0.478 0.102 0.0078 0.0120 0.324 0.324 0.426 0.113

MSE GA 0.071 0.089 0.132 0.132 0.462 0.104 0.0078 0.0096 0.32 0.32 0.418 0.116

MLPGAgMI 0.089 0.093 0.109 0.109 0.448 0.098 0.0075 0.0078 0.312 0.312 0.405 0.103

MLPfXGAgMI 0.102 0.096 0.191 0.191 0.437 0.094 0.0072 0.0081 0.307 0.307 0.382 0.092

It is observed that MLPfXGAgMI presents low errors for all datasets except
for the iris dataset. The low dimensionality of this space can be the cause. For the
rest of the datasets, MLPfXGAgMI performs equal or better that MLP trained
under MSE, either with genetic algorithms or backpropagation. The number of
states in which continuous variables are discretized is an important factor. Fig.
3 shows the average error as a function of the number of states ns in which each
variable is discretized.
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Fig. 3. Avg. MV as function of ns, the number of states in which each feature is
discretized

There are two drawback for learning models guided by information-theoretic
quantities. The first one is that the probability density function (pdf) for all
classes may be unknown, and thus, mutual information has to be approximated
by some heuristic [7]. Here, we supposed that the pdf can be computed directly
from data, and as training vectors were randomly chosen, this does not affect
the pdf.

A second drawback is that of non-equivalent ranges for the obtained results.
Ranges do not need to be equivalent as an infinite number of ranges can offer
maximal information. For the classification task, this is translated into the fact
that there may not be a continuous transformation in the output. This is so
because the range of the output in MLPfXGAgMI is not necessarily the same
as the defined for the expected output. Mutual information does not lead the
system as to be confined in a range in which average error is minimized, but to
a range in which mutual information is maximized, although there can be an
infinite number of those ranges. Thus, a mapping from the range for the output
for MLPfXGAgMI into the range of expected output is needed. Here, we just
checked all possible permutations for N classes and recorded the permutation
with the lowest error.

4 Conclusions and Discussion

We tested the capabilities of multilayer perceptrons as classifiers, when trained
with genetic algorithms and guided by mutual information between the obtained
results and the class label. Also, attributes were substituted by implicit functions
of them in order to maximize the information they present aout the class. We
proposed a greedy algorithm that operates in two stages. In the first stage, each
variable is substituted by a function of it such that mutual information between
that function and the expected output is maximized. In the second stage, once
the individual variables are substituted by functions that maximizes mutual
information, a multilayer perceptron is fed with those functions as input and
then it approximates a function such that the mutual information between the
obtained output and the expected output is maximized.
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Results are encouraging as shown in different datasets. We are still exploring
several paths in this scheme. For example, it can happen that a function of one
of the variables that maximizes mutual information shades other variables. We
are working in the case in which the search of functions of individual variables
that maximizes mutual information takes into account the already substituted
variables, and thus, a new compound system is to be maximized.

Acknowledgments. A. Neme and C. Islas are in the SNI - CONACYT México.
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de la Ciudad de México for fruitful discussions.
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Abstract. The problem of predicting a protein structure with minimum
energy from a sequence of amino acids has a significant importance in
biology. This is a computationally challenging problem being NP-hard
even in simplified lattice protein models such as the hydrophobic-polar
(HP) model. We investigate the performance of hybrid evolutionary al-
gorithms in the context of the bidimensional HP model. A new fitness
function to evaluate the quality of a protein conformation is proposed
and engaged in a hybrid evolutionary model to address protein struc-
ture prediction. The evolutionary model relies on hill-climbing strategies
integrated in the search operators and a meaningful diversification of
genetic material. The proposed fitness takes into account the energy of
the conformation as well as the existence of a certain conformation H
core on the HP lattice. The resulting weighted fitness function is able to
guide the evolutionary search in a more efficient way as emphasized by
computational experiments.

Keywords: Protein Structure Prediction, Evolutionary Algorithms,
Hill-Climbing, Diversification.

1 Introduction

Protein structure prediction (PSP) is one of the most important and challenging
problems in molecular and computational biology. Given the primary sequence
of a protein, the PSP task aims to find the protein’s native configuration with
minimum energy. The PSP problem has been shown to be NP-hard [5] even in
simplified protein models such as the hydrophobic-polar (HP) model [6]. Many
and diverse computing approaches to PSP have been investigated including evo-
lutionary search [1,3,4,18], ant colony optimization [17], memetic algorithms [12]
and tabu search [13].
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The HP model [6] divides amino acids in two classes emphasizing hydropho-
bicity as the most important difference between amino acids. The two types of
residues considered are H (hydrophobic or non-polar) and P (hydrophilic or po-
lar). A protein is a sequence of amino acids located in a lattice and forming a
self-avoiding chain. Two residues are considered topological neighbors if they are
adjacent (either horizontally or vertically) in the lattice. The energy associated
to a protein conformation takes into account every pair of H residues which are
topological neighbors and are not connected by a bound (i.e. are not consecutive
amino acids in the chain). Every such H-H contact contributes -1 to the energy
function. The aim of PSP is to find the protein conformation with minimum
energy.

Evolutionary approaches to PSP normally engage the energy of a conforma-
tion as the fitness function of the algorithm leading to a search process that can
easily trap in local optima. In the current paper, we investigate an extension
of a hybrid evolutionary model based on a new composite fitness function. The
basic framework of the hybrid algorithm combines pull-move transformations
and uniform crossover with hill-climbing strategies and has been originally pro-
posed in [2] and later improved with a fingerprint diversification stage in [3].
The diversification mechanism is engaged to facilitate an efficient solution space
exploration by identifying individuals corresponding to protein conformations
which are similar from a fingerprint perspective and replacing redundant genetic
material with newly generated individuals. The main contribution in the current
hybrid model extension is the definition of a new fitness function to replace the
common conformation energy previously engaged to evaluate the quality of an
individual. Good conformations should have as low energy as possible (i.e. high
number of H-H topological contacts). This is in fact the objective of PSP but
it is very often not sufficient for a an efficient guidance in the search process
due to the particular PSP characteristics such as the existence of multiple local
optima and the need to avoid the search get stuck in one of these locally best
solutions. It has been observed that low-energy conformations have a H core
approximately surrounded by the P residues. The existence of such a core is
introduced in the objective of the evolutionary search in the currently proposed
model. This is achieved by using a weighted fitness function taking into account
both the energy of the conformation and the placement of H residues in the HP
grid.

Numerical experiments for the bidimensional HP model indicate a good per-
formance of the hybrid evolutionary model based on the introduced fitness func-
tion. Experiments are carried out for commonly used HP protein benchmarks
and results are competitive with those obtained by related population-based
optimization algorithms.

The rest of the paper is structured as follows: section two describes the hybrid
evolutionary algorithm used focusing on the representation, genetic operators,
hill-climbing search strategy and fingerprint diversification; section three briefly
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presents some related models designed for PSP particularly functions proposed
to measure the quality of evolved protein conformations; section four presents
the proposed weighted fitness function and section five discusses the numerical
experiments and results.

2 Evolutionary Algorithm with Hill-Climbing Search
Operators and Fingerprint Diversification

The hybrid evolutionary algorithm presented in [3] is used in the current paper
as the framework of engaging the proposed composite fitness function. An indi-
vidual represents a protein configuration for the given amino acid sequence. An
internal coordinates representation is used to encode every individual (see [3]
for more details). The population is initialized with randomly generated valid
protein configurations. The direction at each position in the individual is ran-
domly selected from the available locations so as to keep the conformation free
of collisions. Hill-climbing influences the way in which crossover and mutation
are applied. Recombination uses the parameter k representing the number of off-
spring generated from the same parents. Only the best fitted offspring (out of the
k individuals created) is selected and used in replacement strategies. Uniform
crossover is adapted to allow the generation of valid configurations: whenever
a value from one parent can not be accepted due to collisions, a valid direc-
tion randomly selected is chosen. The mutation operator is based on the pull
move transformation [13] by which a single residue is moved diagonally causing
the transition of connecting residues. In the case of mutation, the integrated
hill-climbing mechanism means the application of pull moves for a selected indi-
vidual at every possible position resulting in the generation of several individuals
from which the one having the best fitness is selected.

The offspring generated as a result of recombination or mutation replace the
first parent if they clearly represent better-fitness configurations. Otherwise, the
newly generated genetic material is used to replace the most redundant individ-
uals in the population. These redundant individuals are determined based on the
fingerprint distance. The fingerprint is a vector denoted by f where each compo-
nent i monitors the contact status between a well-defined pair of residues. If the
two residues monitored at position i are topological neighbours then f(i) = 1,
otherwise f(i) = 0. Given two individuals I and J of the population, each ful-
filling a different set of contacts, their degree of dissimilarity will be expressed
by the Hamming distance H(fI , fJ) reported to the fingerprint length Lf . The
degree of originality ω(I) of an individual I is defined as the smallest fingerprint
Hamming distance between I and any other fitter individual J , reported to Lf

(see [3]). A randomized approach to applying diversification is engaged by which
an individual I is replaced depending on the value ω(I)/minf (where minf is a
parameter representing the minimum allowed fingerprint distance).
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3 Related Work

Genetic algorithms have been initially applied in [18] to address the PSP prob-
lem. Individuals are encoded using internal coordinates with absolute moves and
a population of valid conformations is evolved by mutation and crossover. Evolu-
tionary approaches to PSP have been extensively investigated since then focusing
on the performance of the ’simplest’ genetic algorithm [10], hybridization of ge-
netic algorithms with a backtracking-based repairing procedure [4], multimeme
algorithms combining genetic algorithms with a set of local search heuristics
[12,9], estimation of distribution algorithms (evolutionary algorithms based on
probabilistic models which replace the standard crossover and mutation) [16],
combination of genetic algorithms, Taguchi method and particle swarm opti-
mization [15], genetic tabu search [19], hybrid evolutionary algorithms based on
hill-climbing search and fingerprint diversification [3] and multiobjective evolu-
tionary optimization [8].

An essential requirement for an effective evolutionary search process refers to
a good fitness function used in the evaluation of candidate protein conformations.
Most existing evolutionary algorithms use the energy as defined in the HP model
for this purpose. However, the energy function is not an efficient search guide
as its ability to discriminate between protein conformations having the same
number of H-H contacts but different topology is clearly limited. Some studies
propose alternative fitness functions to address this limitation [11,14,7].

In [11], a fitness function is used to rank conformations according to the
conventional energy function allowing at the same time a distinction between
conformations with the same number of H-H topological contacts based on a
distance-dependent function. The energy function proposed in [14] incorporates
measurements of the compactness of conformations. The conventional energy
function is incorporated and completed with a penalty factor to account for the
constraint violation regarding the self-avoiding chain. Furthermore, the compact-
ness of the conformation and the distance of P residues from the hydrophobic
core are considered in the fitness. In [1], a global energy function is proposed as
fitness in which pairs of nonconsecutive H residues contribute to the fitness (even
if they are not topological neighbors) based on the distance between them. The
memetic algorithm presented in [9] uses a fitness function based on H-compliance
(the proximity of H residues to the center of the hypothetical H core) and P-
compliance (the placement of P residues relative to the core of the conformation)
measures.

A comparative study focusing on the performance of these fitness functions
in evolutionary search is presented in [7]. The analysis reviews the degree of
discrimination and the search performance as revealed by best found energy
values, frequency of best solutions, standard deviation, overall average and best
proximity and overall success counter. The findings of this study confirm the
poor discrimination capabilities of the standard energy function as all alternative
functions are able to provide a finer-grained discrimination. The best overall
peformance is obtained by the distance-dependent function [11] and the H and
P compliance modified energy [9].
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4 Proposed Composite Fitness Function

A weighted fitness is proposed to evaluate the quality of a protein conforma-
tion in the HP model. The fitness function is extremely important to efficiently
guide a successful evolutionary search process. The energy of a conformation is
used as the first weighted term in the proposed fitness as the aim of PSP is to
find minimum-energy conformations. The second term takes into account the
placement of H residues in the lattice as detailed below.

Let the sequence S = s1...sn be a protein structure with n amino acids. Each
residue si, ∀i can be either H or P and can occupy one location in the lattice. A
valid protein configuration forms a self-avoiding path on a regular lattice. The
energy associated to a protein conformation c takes into account every pair of
H residues which are topological neighbors and are not consecutive in the chain
(see Eq. 1).

E(c) =
∑

si,sj∈S
si=sj=H

e(si, sj), (1)

where

e(si, sj) =

{−1, if si and sj are topological contacts
0, otherwise

(2)

The objective of PSP is to find the protein conformation with minimum energy
E∗ = min{E(c)|c ∈ C(S)}, where C(S) contains all valid conformations for
amino acid sequence S. The minimization of this energy function is the most
straightforward approach to detect good protein conformations. However, two
conformations having the same number of H-H contacts but different topologi-
cal structure would be evaluated to the same fitness although a more compact
structure should obviously have a better quality.

The idea behind the second weighted term in the proposed fitness is to mea-
sure how distant are the H residues from the core of the conformation and use
the minimization of this distance as an additional objective of the evolutionary
search. In the HP model, low-energy conformations usually tend to form a H
core approximately surrounded by the P residues. Calculating the distance of
each residue from the average coordinates of all H residues provides a measure
to estimate how far are the H residues locations from the conformation core.

The center of the conformation denoted by sm is calculated based on the
average value of the H residues coordinates in the grid. The second term L(c)
takes into account the locations of all H residues relative to the center sm as
shown in Eq. 3.

L(c) =
1

countH(S)

∑
si∈S
si=H

d(si, sm) (3)

where countH(S) represents the number of H residues in S and d(si, sm) repre-
sents the Euclidean distance between the lattice position of residue si and the
calculated conformation center sm.
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Table 1. Results obtained for standard bidimensional HP instances

Inst. Length Sequence E∗ ELF ELF with
[3] New Fitness

S1 20 HPHP 2H2PHP 2HPH2P 2HPH -9 -9 -9

S2 24 H2P 2HP 2HP 2H2P 2HP 2HP 2HP 2H2 -9 -9 -9

S3 25 P 2HP 2H2P 4H2P 4H2P 4H2 -8 -8 -8

S4 36 P 3H2P 2H2P 5H7P 2H2P 4H2P 2HP 2 -14 -14 -14

S5 48 P 2HP 2H2P 2H2P 5H10P 6H2P 2H2P 2HP 2H5 -23 -23 -23

S6 50 H2PHPHPHPH4PHP 3HP 3HP 4HP 3HP 3 -21 -21 -21
HPH4PHPHPHPHH

S7 60 P 2H3PH8P 3H10PHP 3H12P 4H6PH2PHP -36 -35 -35

S8 64 H12PHPHP 2H2P 2H2P 2HP 2H2P 2 -42 -40 -42
H2P 2HP 2H2P 2H2P 2HPHPH12

The fitness function of a conformation c considers a weighted contribution of
the two terms E(c) and L(c) as follows: F(c) = wE ∗ E(c) + wL ∗ L(c), where
wE and wL represent the weights given to each term (they are expressed as real
numbers chosen such that wE + wL = 1). A higher weight should be normally
given to the conformation energy as optimizing this term remains the major
problem objective.

5 Computational Experiments and Results for HP Model

The protein benchmarks commonly used in the bidimensional HP model are used
for computational experiments. The hybrid evolutionary algorithm is based on
the following parameter setting: the population size and the number of gener-
ations are both set to 100; the number of offspring generated as part of hill-
climbing crossover is 10; fingerprint diversification occurs every 10 generations;
the minimum fingerprint distance allowed minf is 0.01 and the weight param-
eters in the fitness function are wE = 0.75 and wL = 0.25. Table 1 reports the
best results obtained over 10 runs for each protein sequence considered.

The energy values obtained by the evolutionary algorithm using the proposed
fitness function are given in the last column of Table 1. The column labeled E∗

shows the known optimum value for each bidiminesional HP benchmark consid-
ered (the length and sequence for each instance are also given). The obtained
results are competitive with those obtained by the same hybrid evolutionary al-
gorithm (column labeled ELF [3]) using the energy as fitness. Figure 1 presents
as an example two conformations evolved for S1 and S4 both having the best
known energy.

Considering that the performance of the starting point hybrid evolutionary
algorithm ELF is really competitive with regard to related population-based
search algorithms (see [3] for a detailed analysis and comparissons), it is clear
that a composite fitness function taking into account the topological structure
of the conformation in addition to its energy is further supporting a good ex-
ploration and exploitation of the solution space offering an efficient guidance to
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Fig. 1. Conformations detected for sequences S1 and S4 from Table 1. H residues are
black and the P residues are white squares.

the search process. It is expected that the potential of the introduced weighted
function to become more clear for large protein sequences from a higher number
of algorithm runs.

6 Conclusions and Future Work

A weighted fitness function was presented for the evaluation of protein confor-
mations in the bidimensional HP model. Both the energy of the conformation
and its topological structure contribute to the fitness of conformations evolved
by a hybrid genetic algorithm based on hill-climbing operators and fingerprint
diversification.

Computational experiments indicate a competitive performance of evolution-
ary search guided by the proposed fitness function. The behaviour of this eval-
uation function needs to be further studied particularly for protein benchmarks
with long amino acid sequences where the benefits of measuring the distance
of the H amino acids from the center of the conformation are expected to be-
come even more clear. Moreover, future work focuses on extending the numerical
experiments to consider higher-size populations and an increased number of gen-
erations to better observe the evolution of conformations.
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Abstract. In this paper, we propose a 3D fuzzy GIST to effectively describe the 
visual dynamic features related to the emotional characteristics in a movie clip. 
Unlike the previous fuzzy approaches, which use images, the proposed method 
employs movie clips and can dynamically extract the features to classify the 
emotional characteristics in a movie clip. The 3D fuzzy GIST based on 3D ten-
sor data including L*C*H color (L: Lightness, C: Chroma, H: Hue) and orienta-
tion information in a movie clip can extract the visual dynamic features related 
to the emotional characteristics in a movie clip. The extracted visual dynamic 
features obtained by the proposed 3D fuzzy GIST are used as inputs to an adap-
tive neuro-fuzzy inference classifier. The classifier is provided with the mean 
opinion scores as the teaching signals. Experimental results show that the sys-
tem with the proposed 3D fuzzy GIST feature extractor not only discriminates 
the positive emotional features from the negative ones but also identifies the 
changes of emotional features in movie clips successfully. 

Keywords: 3D fuzzy GIST, positive and negative emotion, adaptive neuro-
fuzzy inference classifier. 

1 Introduction 

With the development of robotic technology and the growing interest about human 
computer interaction, intelligent machines are being developed to satisfy the users’ 
requirements and provide services to improve the quality of the users’ life. However, 
there is a huge scope for improvement as we need to develop a real human-like intel-
ligent system that can understand user’s conditions, especially emotions and provide 
suitable services accordingly. Emotion is a special dynamic form of cognition that is 
highly complicated and requires new approaches for analysis. 

Recently, more and more researchers have been paying attention to the visual in-
fluences on the human emotion as in [1-4], because visual information plays a very 
important role in affecting a subject’s emotional status [5]. Most of previous engineer-
ing researches regarding with emotion was done with the presentation of faces with 
different facial expressions [6]. Some evidence suggests that natural scene and movies 
are more reliable and strong enough to activate the human emotional responses [7]. 
Therefore, a mechanism to understand human emotion during the visualization of 
natural scenes needs to be developed so that a machine can understand the human 
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emotion in various environments. In recent, Zhang and Lee proposed the emotion 
understanding models using incremental adaptive neuro-fuzzy inference systems 
(ANFIS) [8-9]. They proposed the fuzzy GIST concept to analyze the emotional fac-
tors in natural static scenes [8], and successfully descried the visual features as well as 
valence and arousal EEG features using the fuzzy GIST [8-9]. 

Although the fuzzy GIST can successfully extract the emotional features while 
viewing stationary natural images, in reality, human subjects are frequently exposed 
to dynamic stimuli such as movies rather than stationary images. The video stimuli 
comprise of successive image frames which contain various information depending 
on the time sequences. Therefore, there exists a need to develop a feature extraction 
method, which can extract the dynamic features. In this paper, we present a feature 
extraction method referred to as “3D fuzzy GIST”, which analyzes the emotional 
space and can extract emotional features with dynamic characteristics. The proposed 
3D fuzzy GIST uses low level visual information such as color and orientation infor-
mation to extract the primitive emotional factors of each frame in movie clips. The 
proposed method uses the tensor data as basic feature that is useful to describe the 
dynamic characteristics of movies. Based on the human subject feedback emotions 
evoked by movie clips, the neuro-fuzzy inference system is adopted to learn the 3D 
fuzzy GIST and classify the two valence states as positive and negative emotions.  

The remainder of this paper is organized as follows. The emotion analysis system 
using the proposed feature extraction is presented in section 2. In section 3, presents 
the experimental results and evaluate the performance of the system using the proposed 
feature extraction method. Conclusions and discussions are presented in section 4. 

2 Methods 

2.1 Overview of the Emotion Analysis System 

Fig. 1 illustrates the graphic outline of the emotional analysis system using the pro-
posed 3D fuzzy GIST to extract the emotional features in a movie clip. The system 
uses the visual information (H:hue, S:saturation, I:intensity and O:orientation) to get 
the 3D fuzzy GIST of a movie clip. The 3D tensor data are used to describe the dy-
namic characteristics of movies. The tensor data, which are divided into color (H, S 
and I) and orientation information from a movie clip, are clustered to make emotional 
descriptors. Then, all the descriptors are cascaded to obtain the 3D fuzzy GIST. Pre-
processing for visual dynamic feature analysis in a movie clip is explained in section 
2.2. The 3D fuzzy GIST, which is a feature extraction method to describe the emo-
tional characteristics in a movie clip, is explained in section 2.3. The extracted fea-
tures obtained by the 3D fuzzy GIST are used as inputs of a classifier that can classify 
the parts of a movie clip as positive and negative emotions. In this paper, we use the 
adaptive neuro-fuzzy inference network (ANFIS) as a classifier to recognize the emo-
tional characteristics in movie clips. 
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Fig. 1. Graphic outline of the emotion analysis system using the proposed 3D fuzzy GIST 

2.2 Preprocessing for Visual Dynamic Feature Analysis 

The procedure of feature extraction using the 3D fuzzy GIST from movie clips is 
depicted in Fig. 2. Human emotion can be induced by some stimulating factors of 
successive images [10]. According [11], there exists a relationship between the line 
directions and the dynamic sensation of the images. The horizontal lines in the image 
represent calm, stability and openness, while the vertical line represents directness 
and definitude. The circle and soft-edge figure induce the grace and rhythm [10]. 
Besides it is well known that color information contained in an image affects the hu-
man emotion status dramatically [12]. According to the relationship between scene 
and emotion, orientation and color information are used as basic features to construct 
the 3D fuzzy GIST from the movies. The operator used to extract orientation informa-
tion is Gabor function [13]. 

The orientation feature vector is the output magnitude of a group of multi-scale 
oriented filters. Down sampling is used to reduce the dimensionality of each multi 
scale filter’s output size N N× . As a result, orientation of an image frame is 
represented by a vector with N N K× × dimension, where K is the number of multi-
scale orientation filters. L*C*H color space (Lightness, Chroma and Hue) [14], se-
lected for color information, is an important element that affects the emotional states 
of human. Luminance denotes the color lightness; Chroma denotes the saturation of 
the color; Hue denotes the different colors. Based on the theory of color psychology 
[15], the high light colors invoke brilliant, light and lively emotions. The warm color 
always evokes happy, lively and exhilarated feelings, while the cool color always 
leads to sad, heavy and depressive feeling [12]. At the same time, the high saturation 
colors cause the showy, magnificent emotions and the low saturation colors make a 
modest and elegant feeling [16]. Therefore, we need to use both orientation and color 
features which are acquired from L*C*H color space. To reduce the computational 
time, color features as well as orientation feature are also down-sampled to M M× , 
where M is greater than N. 
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2.3 3D Fuzzy GIST as Emotional Visual Feature Extractor 

Based on the previously developed Fuzzy-GIST [8], [17], we propose the 3D fuzzy 
GIST to analyze visual dynamic emotional features in movie clips. To effectively 
analyze the movies that have a dynamic characteristic, we need to bundle up the suc-
cessive image frames and make up cubic type three dimensional tensor, where the 
size of feature’s tensor of orientation information is N N T× ×  in each multi-scale 
orientation data (In case of color information, the size of tensor data is M M T× × ). 
In this case, T is the length of time sequences. So, the dimension of orientation  
vectors is N N T K× × × . With the help of this tensor data, we can analyze the visual 
dynamic characteristics related with emotional characteristics in a movie clip. 

The 3D fuzzy GIST is originated from the GIST [18-19], and it is a kind of con-
ceptual gist of a natural scene that contains semantic information. So we build the 
global low-level feature vector to represent a natural scene using color (H, S and I) 
and orientation information. Based on the fuzzy GIST [8], [17], we also use the fuzzy 
C-means clustering (FCM) [20]. In the proposed system the color and orientation 
information are clustered in three (high/middle/low) and four clusters, respectively 
using the FCM. By making use of the M M T× ×  tensor data of each components 
(H, S and I) in L*C*H color information, each pixel in the tensor data is assigned a 
membership grade using each of the three membership functions in the FCM. De-
pending on the membership grade, the pixel is assigned to one of the three clusters. 
The high/middle/low clusters of the color information indicate warm, neutral and cool 
emotions in the movies. 

The clustering of the orientation information in to four clusters is done in two stag-
es, since the down sampled images have multi-scale orientations. In the first stage, the 
pixels in the tensor data corresponding to a single scale are given membership grades 
using the four membership functions. Depending on the membership grades the pixels 
are clustered. The procedure is repeated for each of the K scales. Then, the size of 
orientation vector becomes 4 K× . In the second stage, the clusters obtained for each 
of the scales are further clustered using a similar procedure to obtain four clusters. 
Therefore, finally we can get the 4 1×  size vectors. Finally, we construct the visual 
dynamic features by concatenating each feature, and resultantly we can obtain the 3D 
fuzzy GIST as a feature extractor to describe the visual dynamic characteristics re-
lated to the emotional characteristics in a movie clip. 

 
Fig. 2. Configuration of 3D fuzzy GIST; H (Hue image), S (Saturation image), I (Intensity 
image), O (Orientation image) 
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2.4 Adaptive Neuro-Fuzzy Inference System (ANFIS) 

Human emotion recognition is a task that is frequently permeated with uncertainty. 
However, previous research on modeling a subject’s emotion has already been able to 
reduce this uncertainty using probability theory to model the human emotional state 
by monitoring the presence or absence of a specific emotion [21]. Nonetheless, sys-
tem modeling based on conventional mathematical tools is not well suited for dealing 
with ill-defined and uncertain systems. By contrast, a fuzzy inference system employ-
ing fuzzy “if-then” rules can model the qualitative aspects of human knowledge and 
reasoning processes without employing precise quantitative analyses [22] such as 
measurement of degree of emotions in human beings. The neuro-fuzzy system used in 
this paper is the ANFIS. For a first order Sugeno fuzzy model [22], the rule set is as 
follows: 
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the input. Different types of membership functions can be used for the antecedent 
fuzzy set. In this paper, Gaussian membership functions are used to their ideal proper-
ties [23] for representing fuzzy membership function such as smooth, unimodal, and 
normal.  

The clustering of the emotional features using FCM forms the primitive knowledge 
about emotion. Based on this knowledge, the neuro-fuzzy system develops its under-
standing of emotion under the control of an ANFIS network. By interacting with  
humans, the learning procedure searches for the optimal membership functions and 
optimal parameters of the consequent models [22]. Mean opinion scores are used for 
teaching signals of the neuro-fuzzy system. 

3 Experimental Results 

3.1 Environment of Experiments 

The experimental visual stimuli employed in the present study consist of videos se-
lected from movies and documentaries. To classify the emotion as positive and nega-
tive, we use a total of 39 videos as the training data, which are divided into two 
groups of 17 positive and 22 negative emotional. The test data consists of two groups. 
One group consists of  4 videos in which the emotional characteristics change from 
positive to negative, and the second group consists of 4 videos in which the emotional 
characteristics change from negative to positive. Most of the positive videos consist of 
documentary videos which have some beautiful natural scenes. On the other hand, 
most of the negative videos belong to some genre such as action movie, horror movie 
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features using the 3D fuzzy GIST, and then use the ANFIS which is the classifier to 
classify emotions such as positive and negative. The ANFIS is initialized by 5 mem-
bership functions to categorize emotional characteristics as positive and negative.  

As shown in Table 1, the proposed system successfully categorizes the emotional 
characteristics as positive and negative in the movie clips. The average performance 
of the system on the test data is almost 72.88 %. These results show us that the pro-
posed 3D fuzzy GIST is appropriate as a feature extraction method to analyze and 
find the emotion states in movies 

Table 1. The result of the proposed emotion analysis system toward the task of recognizing the 
2 emotional characteristics in the movie clilps 

 Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7 Subject 8 Subject 9 

Train(%) 96.62 89.83 98.75 98.20 94.71 94.82 95.13 97.24 96.58 

Test(%) 72.26 81.30 79.13 77.39 68.61 72.61 64.99 69.83 69.87 

4 Conclusion 

In order to develop an autonomous emotion development system, we proposed a suit-
able new emotional feature extraction method, so called the 3D fuzzy GIST, to ana-
lyze dynamic video stimuli. 

According to the relationship between emotional factors and the characteristics of 
image, L*C*H color and orientation information are adopted to analyze the visual 
features at semantic level, by incorporating the fuzzy concept to extract features with 
semantic meanings. Furthermore, we suggest the 3-dimensional tensor as the basic 
feature type to analyze video stimuli. It means that proposed feature extraction con-
cept is more suitable to apply in real space. 

As a future work, we would like to implement an emotion understanding system 
that can autonomously analyze the emotional features using the 3D fuzzy GIST to-
gether with EEG emotional features of human subjects. Furthermore, we would like 
to combine the visual dynamic features and EEG features, and apply the developed 
“recurrent neuro-fuzzy system” to analyze the human emotion mechanism and to 
predict the emotion of human. 
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Abstract. The article presents an algorithm for retrieving textual information in
documents collection. The algorithm employs a category system that organizes
the repository and using interaction with the user improves search precision. The
algorithm was implemented for simple English Wikipedia and the first evaluation
results indicates the proposed method can help to retrieve information from large
document repositories.

Keywords: information retrieval, documents clustering, text processing.

1 Introduction

The amount of data stored in documents in natural language requires advanced methods
for information retrieval [1]. The size of textual repositories and unambiguity of natural
language cause that the typical keyword-based search is insufficient [2]. Beside the
fact that the keywords do not index all relevant information in the repository the user
often even doesn’t know precisely what he or she is searching for until see the retrieved
results. The typical interaction with the search engine is a scenario in which the user
gives poorly defined search criteria (given as search phrases) and expects the retrieval
of relevant information or suggestions of content that will be interesting for her or him.

In this paper we present the interactive algorithm for documents retrieval based on
categories that organize the documents repository. The algorithm has been applied for
simple Wikipedia articles where it extends a keyword-based search.

2 Interactive Retrieval Algorithm

To improve organization of large repositories of documents a system of categories is
often introduced. We can find this approach in traditional libraries, as well as in digital
repositories (eg. MEDLINE) [3]. One of the biggest repositories of human knowledge
is Wikipedia. It contains over 3 million articles and also provides categories that orga-
nize them on higher abstraction level than single articles. The Wikipedia articles have
similar structure to web pages on the Internet, thus this repository is a good testbed for
algorithms that may be used for web-scale information retrieval.

Our algorithm works in two phases. In the first one for a given search phrase the
recall measure [4] is improved. In the second phase through the user interaction with the
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Fig. 1. A scheme of interactive algorithm for information retrieval

system the precision is improved. In figure 1 the scheme of the algorithm for interactive
information retrieval is presented, where we can select the following steps:

Phase I
1. For a given user query z the set of articles is retrieved (Fz). These articles are the

ones that contain the words given by the user.
2. Because of the unambiguity of natural language the words from query z will not

index all documents relevant to the user. For example the synonyms road and street
will index different sets of articles, but both of them are potentially interesting for
the user who is searching for a word way. Thus the recall measure will not achieve
its maximum because some documents that are relevant will not be retrieved. Im-
provement of the recall can be made by extending theFz set with similar documents
Fex. There are many techniques that perform such a task:

– Application of synonyms dictionary that contains groups of words of similar
meanings, for such a task eg. WordNet [5] may be used. Also here the algo-
rithms that compute semantic similarity between words may be useful [6],

– Latent Semantic Indexing [7],
– Query Expansion [8], that may be performed in many different ways eg. with

diffusion of words on semantic network [9],
– In our application we used modified approach of Contextual Network Graphs

[10].
The above techniques allow to extend Fz set (indexed only with search phrase
z) and add documents that do not contain words given in the query, but they are
somehow related with them (it depends on algorithm used for extending the Fz set).
In Figure 1 we denote as Fex set of the documents related to Fz . Fz′ = Fz ∪ Fex

denotes the joined set of documents – indexed with z phrase and the related ones.
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Thus in the set Fz′ recall measure will be greater than in Fz . The negative effect of
such extension is a decrease of precision measure in Fz′ . The Fz′ is the entrance
point for the second phase of the algorithm which has been denoted as Rz′(0). Rz′

is narrowed in succeeding steps of the algorithm by removing irrelevant groups of
documents and strengthening significant ones. In step i this set has been denoted as
Rz′(i).

Phase II
3. The documents in Wikipedia are related with links. The strongest associations be-

tween articles form groups of documents (Cz) that are thematically similar to each
other. Using this observation the Rz′(i) set may be divided into groups that com-
plete specified similarity (here established with links). In our implementation the
thematic groups have been constructed using DBSCAN clustering that is known to
provide well quality clusters that may have different shapes (not only convex as in
typical clustering) [11]. The application of clustering allows us to treat very similar
documents as one entity, which during calculation of their conceptual differences
(described further) has a positive influence on the quality of the results (noise re-
duction) as well as warrants the effectiveness of computations (we do not have to
operate on whole dataset of articles but we can work on their prototypes).

Presenting the clusters to the user is a widely used method for improving effec-
tiveness of information retrieval. Despite its advantages it causes some problems,
especially if there are large numbers of clusters as well as there occur issues with
their labeling.

In our approach instead of presenting clusters Cz we present conceptual direc-
tions4 in which the user may continue the search. The conceptual directions are
computed calculating Information Gain (IG) for each of the category ki that rep-
resents clusters Cz of articles from Rz′(i) set. The highest IG (calculated using
formula 1) indicates the most important conceptual direction which describes how
continuing the search in that direction will separate the articles thematically similar
(because they belong to the same Cz cluster) from the others.

The categories that represent the clusters are provided by the articles categorical
associations. Each article in Cz belongs directly to some categories – we call it
explicit association between the article and the category. What is more – the cat-
egories are related to one another which provides additional, implicit associations
between the articles and the categories. If one article belongs explicitly to the cate-
gory it gets association weight w = 1. If association to the category ks results from
relation of this category with other category kd the w weight is calculated as e−dist,
where dist is the number of categories between ks and kd. The aggregation of all
article categories in Cz creates representation of that cluster. Computing IG (1) for
each of the category ki and selecting the highest ones allows to find the conceptual
directions that separate articles within clusters.

IG(ki) = −
n∑

j=1

p(wj) · log p(wj) (1)

p(wj) =
|wj |
n

(2)
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where:

n - number of unique values of w weight in category ki,
|wj | - number of occurrence of particular wj weight values in category ki.

4. Information gain is used for selecting the categories that are the most distinctive
for articles in the set Rz′(i). The categories with highest IG show directions where
the user may continue the search. They are presented to the user and he or she may
to point the categories that are interesting, or the irrelevant ones, and some of them
may be left unjudged.

Removing the documents that belong to categories that are negatively indicated
and strengthening the documents that are pointed positively change the information
gain distribution for categories within Rz′(i + 1) set. Selecting conceptual direc-
tions allows to narrow the relevant documents set and allow to guide search process
in the direction described by the user clues. In next step algorithm calculates in-
formation gain in new set of articles Rz′(i + 1) and the user continues the search
as it was described in step 3. Repeating this process allows to improve precision
measure in next Rz′ set.

3 System Prototype

The algorithm for interactive information retrieval we implemented in the form of web
page available at http://bettersearch.eti.pg.gda.pl.

User can here enter search phrase and refine the results selecting which clusters are
the most related to his or her search. Pressing redo search button system narrows the
result set according to user selection and forms new clusters that again organize, limited
set of articles. If the organization of this set is not suitable for user requirements he
can press back button and reselect his clusters. The area in right panel is reserved for
displaying content of the article. The system allows user to enter the search phrase and
organize the results in the form of the clusters that can be skimmed with buttons ’<’
and ’>’. Additionally system presents the abstract concept that user can answer yes /
no / don’t know. This information is used to reorganize and narrow the results set.

4 Evaluation Results

Objective evaluation of the search results is challenging task, because every person can
considers relevance of the results differently. The methods of retrieval evaluation can
be divided into two main groups [12] based on below criterias:

1. Internal metrics.
This evaluation is performed without external knowledge. Cohesion and distance
of results is validated. Often this kind of metrics are similar to objective function of
retrieval algorithm. One of the most well known is described with the formula 3.

Φ(C) =
1

|C|
∑
ci∈C

|ci| × sim(ci, ci), (3)
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where sim() is some similarity function between retrieved elements (ci). Internal
metrics are best to compare results within the same data collection. However one
have to keep in mind that whole environment of a test must not change (e.g. con-
stant similarity measures, retrieval algorithm, etc.). This kind of metrics allows to
evaluate results according to the defined similarity measure. As we are operate on
natural language resources such a measure can also describe some aspect of the
data so for the proper evaluation of the algorithm quality in terms of user satisfac-
tion is not really useful. The quantitive measures of such a parameters as clusters
density, dispersion do not provide evaluation of the algorithm usability that mus be
measured qualititevely.

2. External metrics.
This metrics allow to evaluate usefulness of the retrieval algorithm in terms of sat-
isfaction of user expectations. One of informal metrics is to collect feedback from
users in the form of questionnaires. Another type of external metrics are formal
metrics based on a relevance set. The most popular are Precision (P), Recall (R)
combined into F-measure and Purity.

Precision is a percentage of retrieved documents that are relevant [13] to the user
query:

P =
Number of relevant documents

Total amount of documents
(4)

Recall is defined as percentage of relevant documents that were retrieved [13]:

R =
Number of relevant documents

Total amount of relevant documents
(5)

F-measure is a composition of Precision and Recall (weighted harmonic mean) and
keeps a balance between them [13]:

Fβ =
(β2 + 1)PR

β2P +R
, (6)

where β ∈ [0,∞) is a weight coefficient. For β = 1 F-measure balances P and R.
By increasing β we emphasis on Precision. Most common values for β are 1, 3 and
5.

Purity is measured by dividing number of correctly retrieved documents4 by N
– total amount of retrieved documents, what describes the formula 7.

Purity(Omega, C) =
1

n

∑
k

max
j
|ωk ∩ cj |, (7)

For the seven test phrases: mathematics, deer, microsoft, politics, tiger, siberian we
evaluate how the process of interaction with the user allows to narrow the number of
elements in results set. In figure 2 we presented for each of test query histograms that
shows how successive interactions with the user narrows the number of the results. Note
in the first steps some small increases of the articles amounts are caused by extension
of the query phase of the algorithm.
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Fig. 2. Articles amount

Fig. 3. Clusters amount

Also the number of the clusters in the function of algorithm steps (interactions with
the user) shown in Figure 3 has decreasing trend what indicates the topic of groups are
narrowed.

The qualitative evaluation has been performed using hand crafted relevance set for
the above mentioned test queries for the last algorithm step, where interaction with the
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Table 1. Results of evaluation WikiClusterSearch

Query F1 F5 Purity
mathematics 0.72 0.85 0.87

deer 0.79 0.91 0.91
microsoft 0.63 0.74 0.78

politics 0.64 0.76 0.76
tiger 0.75 0.87 0.88

siberian 0.61 0.70 0.89

user the most refine search results. The values of F-measure (F1 and F5) and Purity are
shown in the Table 1.

What can be seen from the results the Purity is kept on a high level for almost all
queries. It indicates the results in final sets are highly related to the user expectations
and they are relevant. Evaluation of the results with F-measure is similar as it was with
Purity. High level of this metrics indicates the final results are quite good quality. The
10% difference between between (F1) and (F5) indicates the Precision of the results
is not achieved with nudge loss of the Recall what is typically problem in information
retrieval algorithms.

5 Future Directions

The idea of the algorithm is similar to the word game where one thinks about a concept
and the second one tries to guess it asking questions he or she may answer: yes, no, or
don’t know. We successfully implement this game in restricted domain of animals [14]
where computer asking human questions guesses what object he or she has in mind1.
Now this approach has been adopted for information retrieval in Simple Wikipedia
where instead of questions, distinctive categories are presented to the user. The first
implementation and evaluation results are promising.

In future we plan to extend our implementation to English Wikipedia. For now we suc-
cessfully scale up the proposed method for the Polish Wikipedia that is one times bigger
than presented here Simple Wikipedia (in terms of number of processed documents).
Achieving the another order of magnitude requires to take into consideration some is-
sues related to the effectiveness of processing such a large repository. This implies to
implement some additional mechanisms for improving the speed of computations.

We also plan to improve document representation that is fundamental to obtain good
results of natural language processing. Our idea is to introduce more background knowl-
edge and capture some semantics. The approach is to map articles on activations of a
semantic network and then calculate distances between them. WordNet dictionary [5]
may be used for this purpose with word disambiguation techniques [15] that allow to
map words to their proper synsets. We have made some research in this direction and
the first results are promising [16]. Representation methods based on neurolinguistic
inspirations [17] that use natural concept semantics will also be investigated.

1 http://diodor.eti.pg.gda.pl

http://diodor.eti.pg.gda.pl
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Abstract. Many pattern analysis problems require classification of ex-
amples into naturally ordered classes. In such cases nominal classification
schemes will ignore the class order relationships, which can have detri-
mental effect on classification accuracy. This paper introduces a novel
ordinal Learning Vector Quantization (LVQ) scheme, with metric learn-
ing, specifically designed for classifying data items into ordered classes.
Unlike in nominal LVQ, in ordinal LVQ the class order information is uti-
lized during training in selection of the class prototypes to be adapted,
as well as in determining the exact manner in which the prototypes get
updated. Prototype based models are in general more amenable to inter-
pretations and can often be constructed at a smaller computational cost
than alternative non-linear classification models. Experiments demon-
strate that the proposed ordinal LVQ formulation compares favorably
with its nominal counterpart. Moreover, our method achieves competi-
tive performance against existing benchmark ordinal regression models.

Keywords: Matrix Learning Vector Quantization (MLVQ), Ordinal
Classification.

1 Introduction

Most classification algorithms focus on predicting data labels from nominal (non-
ordered) classes. However, many pattern recognition problems involve classifying
data into classes which have a natural ordering. This type of problem, known
as ordinal classification or ordinal regression, is commonly seen in real life ap-
plications, such as information retrieval [1] and medical analysis [2]. In such
problems, although it is still possible to use the conventional (nominal) meth-
ods, the order relation among the classes will be ignored, which may affect the
stability of learning and the overall prediction accuracy. Lot of effort has already
been devoted to the problem of ordinal classification in the machine learning lit-
erature. For instance, one stream of ordinal regression research assumes that
ordinal labels originate from coarse measurements of a continuous variable. The
labels are thus associated with intervals on the real line. A group of algorithms,
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known as threshold models, focuses on two main issues: (i) How to find the ‘op-
timal’ projection line, representing the assumed linear order of classes; (ii) How
to optimally position thresholds defining the label intervals so that the margin
of separation between neighbouring classes is maximized. For instance, in the
SVM context, Shashua and Levin [3] proposed two large-margin principles: the
fixed-margin principle and the sum of margins principle to handle the direction
and multiple thresholds. This work was further extended by Chu and Keerthi
[1] who proposed two Support Vector Ordinal Regression (SVOR) methods by
optimizing multiple thresholds to define parallel discriminant hyperplanes. The
first method (SVOR-EXC) explicitly imposes the ordering of the thresholds,
whereas this is done implicitly in the second method (SVOR-IMC). Li and Lin
[4] presented a reduction framework from ordinal regression to binary classifi-
cation based on ‘extended’ examples, referred here to (SVM EBC). Note that,
the SVM based algorithms all suffer from high computational complexity (in
the number of training points) [6]. Sun et al. [6] introduced a (non-SVM-based)
Kernel Discriminant Learning for Ordinal Regression model (KDLOR) with a
lower computational complexity .

In this paper, we propose a novel Learning Vector Quantization (LVQ) based
model specifically designed for classifying data into ordered classes. LVQ, origi-
nally introduced by Kohonen in [7,8], constitutes a family of supervised learning
multi-class classification algorithms. Compared to SVM type methods, proto-
type based models are in general more amenable to interpretations and can be
constructed at a smaller computational cost. The function of such classifiers can
be more directly understood because of the intuitive classification of data points
to the class of their closet prototype (under a given metric). In particular, we ex-
tend the recently proposed modifications of LVQ, termed Matrix LVQ (MLVQ)
[9,10], to the case of ordinal classification. As in nominal MLVQ, in Ordinal
MLVQ (OMLVQ) the prototype positions, as well as the (global) metric in the
data space can be modified. However, unlike in nominal MLVQ, in the proposed
OMLVQ the class order information is utilized during training in selection of the
class prototypes to be adapted, as well as in determining the exact manner in
which the prototypes get updated.

This paper is organized as follows: Section 2 gives a brief introduction to the
LVQ based methods related to this study. In section 3 we introduce a novel
ordinal LVQ approach for classifying data with ordered labels. Experimental
results are presented in section 4. Section 5 concludes the study by summarizing
the key contributions.

2 Learning Vector Quantization (LVQ) and Its Extension
Matrix LVQ (MLVQ)

LearningVectorQuantization (LVQ) constitutes a family of supervised learning al-
gorithms that adapt class prototypes to the training data in an on-line manner[8].
Assume training data (xi, yi) ∈ R

m × {1, ...,K}, i = 1, 2, ..., n is given,K is num-
ber of different classes. A typical LVQ network consists of a number of prototypes
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wi ∈ R
m, i = 1, 2, 3, ..., L, which are characterized by their location in input space

and their class label c(wi) ∈ {1, ...,K}. Given a distance measure d(xi, w) in R
m,

classification is based on a winner-takes-all scheme: a data point xi ∈ R
m is as-

signed to the label c(wj) of prototype wj with d(x,wj) < d(x,wi), ∀j �= i. During
training, for each data point xi with class label c(xi), the closest prototypewith the
same label is rewarded by pushing it closer to the training input; the closest pro-
totype with different label is penalized by moving it away of the pattern xi. The
goal of learning is to adapt prototypes automatically such that c(xi) of xi in the re-
ceptive fields1 coincide with c(w), that is the label of the corresponding prototype.
Several modifications of this basic learning scheme have been proposed, aiming to
achieve better approximation of decisionboundaries and/or faster andmore robust
convergence. Recently, special attention was paid to schemes for manipulating the
input space metric used to quantify the similarity between prototypes and feature
vectors [9].

This paper focuses on a recently proposed prototype based algorithm, namely
Matrix LVQ (MLVQ) [10], which allows the integration of a full adaptive matrix
in the metric [9,10]. MLVQ is a new heuristic extension of the basic LVQ1 [7] with
a full (e.g. not only diagonal elements) matrix tensor based distance measure.
Given an (m×m) positive definite matrix Λ, the algorithm uses a generalized
form of the Euclidean distance

dΛ(xi, w) =
√
(xi − w)TΛ(xi − w). (1)

Positive definiteness of Λ can be achieved by substituting Λ = ΩTΩ, where
Ω ∈ R

m × m, 1 ≤ l ≤ m is a full-rank matrix. Furthermore, Λ needs to be
normalized after each learning step to prevent the algorithm from degeneration.
For each training pattern xi, the algorithm implements Hebbian updates for the
closest prototype w and for the metric parameter Ω. If c(xi) = c(w), then w
is attracted towards xi, otherwise w is repelled away (for more details, please
consult [10]).

3 Ordinal MLVQ (OMLVQ) Classifier

This section presents a novel methodology based on MLVQ for classifying data
with ordinal classes. We assume that we are given training data (xi, yi) ∈ R

m×
{1, ...,K}, where i = 1, 2, .., , n, and K is the number of classes. In ordinal
classification problem, it is assumed that classes are ordered yK > yK−1 > ... >
y1, where > denotes the order relation on labels. As in LVQ models, the proposed
classifier is parameterized with L prototype-label pairs:

W = {(wq, k) | wq ∈ R
m, q ∈ {1, ..., L} , k ∈ {1, ...,K}} . (2)

1 The receptive field of prototype w is defined as the set of points which pick this pro-
totype as their winner.
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We assume that each class k ∈ {1, 2, ...,K}, may be represented by P prototypes2

collected in the set W (k) = {w ∈W | c(w) = k}, leading to total number of L =
K ·P prototypes. The prototypes define a classifier by means of a winner-takes-
all rule: a pattern xi ∈ R

m is classified with the label of the closest prototype,
c(xi) = c(wj), j = argminl d

Λ(xi, wl), where dΛ denotes the metric (1).
Whereas nominal versions of LVQ aim to position the class prototypes in

the input space so that the overall miss-classification error is minimized, the
proposed ordinal LVQ models adapt the class prototypes so that the average ab-
solute error of class miss-labellings is minimized. In the next section we describe
identification of prototypes to be modified, given each training input xi.

3.1 Identification of Class Prototypes to Be Adapted

The initial step in adaptive response to each training instance xi, i = 1, 2, ..., n,
focuses on detecting the ‘correct’ and ‘incorrect’ prototype classes (with re-
spect to c(xi)). Subsequently, the correct prototypes will be pushed towards
xi, whereas the incorrect ones will be pushed away from xi.

Due to the ordinal nature of labels, for each training instance xi and prototype
wq, q = 1, 2, ..., L, the ‘correctness’ of the prototype’s label c(wq) is measured
through the absolute error loss function H (c(wq), c(xi)) =| c(wq)−c(xi) |. Given
a rank loss threshold Lmin, defined on the range of the loss function3, the sets
of ‘correct’ (or ‘tolerable’) prototype classes (denoted here as N(c(xi))

+) and
incorrect prototype classes (denoted here as N(c(xi))

−) for input xi read:

N (c(xi))
+ = {c(wq) ∈ {1, 2, 3.., ,K} | |c(wq)− c(xi)| ≤ Lmin} (3)

N (c(xi))
−
= {c(wq) ∈ {1, 2, 3.., ,K} | |c(wq)− c(xi)| > Lmin} , (4)

Given a training pattern xi,

– for correct prototypes it makes sense to push towards xi only the closest
prototype from each class in N(c(xi))

+. The set of correct prototypes to be
modified given input xi reads:

W (xi)
+ = {wz(k)| c(wz(k)) = k ∈ N+(c(xi)),

z(k) = arg min
l∈Wk

[dΛ(wl, xi)]} (5)

where Wk is the set of prototypes of class k.
– for incorrect prototypes from in N(c(xi))

− it is desirable to push away from
xi all incorrect prototypes lying in the ‘neighbourhood’ of xi. In our case the
neighbourhood will be defined as a sphere of radius D under the metric dΛ.

W (xi)
− = {wz| c(wz) ∈ N−(c(xi)), dΛ(wz , xi) < D}. (6)

2 This imposition can be relaxed to a variable number of prototypes per class.
3 In our case [0, K − 1].



212 S. Fouad and P. Tino

3.2 Incremental Learning Algorithm

This section presents a new LVQ adaptation rule taking into account the order
relationship among the classes. In particular, we generalize the MLVQ algorithm
(see section 2) to the case of linearly ordered classes. We will refer to this new
learning scheme as Ordinal MLVQ (OMLVQ). Unlike in nominal MLVQ, in OM-
LVQ each training iteration adapts multiple prototypes in W (xi)

+ and W (xi)
−,

albeit to a different degree.
Given a training input xi, the attractive and repulsive force applied to cor-

rect and incorrect prototypes w will decrease and increase, respectively, with
growing H(c(w), c(xi)). In addition, for incorrect prototypes w, the repulsive
force will diminish with increasing distance form xi, as one should worry less
about correcting prototypes further away from xi than about those lying in its
neighbourhood. This is expressed in the following weighting schemes:

– For correct prototypes w ∈W (xi)
+ we propose a Gaussian weighting scheme,

α+ = exp

{
− (H(c(w), c(xi)))

2

2σ2

}
, (7)

where, σ is the Gaussian kernel width.
– The incorrect prototypes w ∈ W (xi)

− are weighted as follows: Denote by
εmax the maximum rank loss error within the setW (xi)

−, εmax = maxw∈W (xi)−

H(c(w), c(xi)). The weight factor α
− for incorrect prototype w ∈ W (xi)

− is
then calculated as

α− = exp

{
− (εmax −H(c(w), c(xi)))

2

2σ2

}
· exp

{
− (dΛ(xi, w))

2

2σ′2

}
, (8)

where σ′ is the Gaussian kernel width for the distance factor in α−.

Summary of Ordinal MLVQ (OMLVQ) Training Algorithm:

1. Initialize the prototype positions w4 and the matrix tensor parameter5 Ω.
2. While a stopping criterion is not reached do:

(a) Select a training pattern xi, i ∈ {1, 2, ..., n}, with class label c(xi).
(b) Determine N (c(xi))

+ and N (c(xi))
− based on (3) and (4), respectively.

(c) Find W (xi)
+ and W (xi)

− using (5) and (6).
(d) Assign weight factors α± to the selected prototypes (Eqs. (7) and (8)).
(e) Update prototypes and the distance metric as follows:

i. ∀ w ∈W (x)+ do:
w = w + ηw · α+ ·Λ · (xi − w) (w dragged towards xi)
Ω = Ω − ηΩ · α+ ·Ω · (xi − w)(xi − w)T (dΛ(xi, w) is shrinked)

4 Following [9,10], the means of P random subsets of training samples selected from
each class k, where k ∈ {1, 2, ..., K}, are chosen as initial states of the prototypes.
Alternatively, one could run a vector quantization with P centers on each class.

5 By setting it equal to the identity matrix (Euclidean distance).
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ii. ∀ w ∈W (x)− do:
w = w − ηw · α− ·Λ · (xi − w) (w pushed away from xi )
Ω = Ω + ηΩ · α− ·Ω · (xi − w)(xi − w)T (dΛ(xi, w) is increased).

where ηw, ηΩ are positive learning rates for prototypes and metric6, respec-
tively. They decrease monotonically with time as [10]: ηu ← ηu

1+τ(t−1) , where

u ∈ {Ω, w}, τ > 0 determines the speed of annealing7, and t indexes the
number of training epochs done. As in the original MLVQ (section 2), to pre-
vent the algorithm from degeneration, Ω is normalized after each learning
step so that

∑
i Λii = 1 [9,10].

3. End While

4 Experiments

We evaluated performance of the proposed ordinal prototype-based model (OM-
LVQ) through a set of experiments conducted on five benchmark ordinal regres-
sion datasets8 used in [1,6,4,5]. The OMLVQ framework was assessed against its
nominal counterpart MLVQ and compared with four benchmark ordinal regres-
sion methods: two threshold SVM based models (SVOR-IMC and SVOR-EXC
[1]), one reduction framework (SVM-EBC [4]) and a Kernel Discriminant Learn-
ing for Ordinal Regression method (KDLOR [6]). For comparison purposes, on
each dataset we conducted the same pre-processing and experimental settings
as described in [1,4,6,5]. The input vectors were normalized to have zero mean
and unit variance. Data labels were discretized into ten ordinal quantities using
equal-frequency binning. Each dataset was randomly partitioned (20 times) into
training/test splits. On each data set, the algorithm parameters were tunned
through 5-fold cross-validation on the training set9. Our experiments utilize two
evaluation metrics to measure accuracy of predicted class ŷ with respect to true
class y on a test set :(i) Mean Zero-one Error (MZE): the fraction of in-

correct predictions, i.e. MZE =
∑v

i=1 I(yi 
=ŷi)

v , where v is the number of test
examples and I(yi �= ŷi) denotes the indicator function returning 1 if the predi-
cate holds and 0 otherwise. (ii) Mean Absolute Error (MAE): the average

deviation of the prediction from the true rank, i.e. MAE =
∑v

i=1 |yi−ŷi|
v .

A. Comparison between MLVQ and OMLVQ: The averages MZE and
MAE results (over 20 trials), along with standard deviations (represented by
error bars), are shown in Fig. 1. On average, across the 5 datasets the OMLVQ
algorithm outperforms the baseline MLVQ by relative improvement of 7% and
18% on MZE and MAE, repectively. As expected, OMLVQ method demonstrate
stronger improvement over MLVQ in terms of MAE, rather than MZE.

6 The initial learning rates are chosen individually for every application through cross-
validations.

7 In our experiments τ was set to 0.0001.
8 Available at http://www.gatsby.ucl.ac.uk/~chuwei/ordinalregression.html
9 Except for the Triazines dataset in which we implemented 10-fold cross-validations
for fair comparisons with (SVOR-IMC) and (SVOR-EXC) results reported in [5].

http://www.gatsby.ucl.ac.uk/~chuwei/ordinalregression.html
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Fig. 1. MAE and MZE test results (left and right plots, respectively) of the nominal
LVQ model (MLVQ) and its ordinal counterpart (OMLVQ)

Table 1. MZE test results along with standard deviations, (±) across 20 training/test
re-sampling, for four algorithms. Best results are marked with bold font

Dataset Dimension training/testing KDLOR SVOR-IMC SVOR-EXC OMLVQ

Pyrimidines 27 50/24 0.739�(0.050) 0.719�(0.066) 0.752�(0.063) 0.660 �(0.060)

Abalone 8 1000/3177 0.740�(0.020) 0.732�(0.007) 0.736�(0.011) 0.545�(0.021)

Bank 32 3000/5182 0.745�(0.0025) 0.751�(0.005) 0.744�(0.005) 0.756 �(0.016)

Computer 21 4000/4182 0.472�(0.020) 0.473�(0.005) 0.462�(0.050) 0.535� (0.019)

Triazines 60 100/86 N/A 0.710�(0.020) 0.720 �(0.000) 0.670�(0.050)

Table 2. MAE test results, along with standard deviations (±) across 20 training/test
re-sampling, for five algorithms. Best results are marked with bold font

Dataset SVM EBC KDLOR SVOR-IMC SVOR-EXC OMLVQ

Pyrimidines 1.304�(0.040) 1.100�(0.100) 1.294�(0.204) 1.331�(0.193) 1.004�(0.080)

Abalone 1.383�(0.004) 1.400�(0.050) 1.361�(0.013) 1.391�(0.021) 0.732�(0.035)

Bank 1.404�(0.002) 1.450� (0.020) 1.393�(0.011) 1.512�(0.017) 1.501�(0.025)

Computer 0.565�(0.002) 0.601�(0.025) 0.596�(0.008) 0.602�(0.009) 0.776�(0.018)

Triazines N/A N/A 1.270� (0.070) 1.340�(0.000) 1.220�(0.060)

B. Comparison with Benchmark Ordinal Regression Approaches: MZE
and MAE test results, along with standard deviations over 20 training /test
re-samplings, are listed in Tables 1 and 2, respectively10. In comparison with
other methods, OMLVQ algorithm achieves the lowest MZE and MAE results
on three datasets (Pyrimidines, Abalone and Triazines) and competitive perfor-
mance on the Bank dataset. Note that on the Computer data set, where the
OMLVQ method was beaten by the competitors, the original MLVQ method
performed poorly as well (see Fig. 1). We hypothesize that the class distribution
structure of this data set may not be naturally captured by the prototype based
methods.

10 MZE results of the (SVM EBC) model is not listed because only MAE of this algo-
rithm was recorded in [4]. In addition, the Triazines dataset results of (SVM EBC)
and (KDLOR) algorithms are not listed (denoted in tables as N/A) because they
were not reported by their authors in [4,6].
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5 Conclusion

This paper introduced a novel prototype-based learning methodology, especially
tailored for classifying data with ordered classes. Based on the existing nomi-
nal Matrix LVQ (MLVQ) [9,10] we proposed a new Ordinal MLVQ (OMLVQ).
Unlike in nominal MLVQ, in OMLVQ the class order information is utilized
during training in selection of the class prototypes to be adapted, as well as
in determining the exact manner in which the prototypes get updated. In par-
ticular, the prototypes are adapted so that the ordinal relations amongst the
prototype classes are preserved, reflected in reduction of the overall mean ab-
solute error. Experimental results on five benchmark datasets empirically verify
the effectiveness of our OMLVQ framework when compared with its standard
nominal MLVQ version. The mean zero-one error (MZE) and mean absolute er-
ror (MAE) rates of the proposed methods were considerably lower, with more
pronounced improvements on the MAE rates. In addition, in comparison with
existing benchmark ordinal regression methods, our ordinal MLVQ framework
attained a competitive performance in terms of MZE and MAE measurements.
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Abstract. The interest in the analysis and study of clustering tech-
niques have grown since the introduction of new algorithms based on the
continuity of the data, where problems related to image segmentation
and tracking, amongst others, makes difficult the correct classification
of data into their appropriate groups, or clusters. Some new techniques,
such as Spectral Clustering (SC), uses graph theory to generate the clus-
ters through the spectrum of the graph created by a similarity function
applied to the elements of the database. The approach taken by SC allows
to handle the problem of data continuity though the graph representa-
tion. Based on this idea, this study uses genetic algorithms to select the
groups using the same similarity graph built by the Spectral Clustering
method. The main contribution is to create a new algorithm which im-
proves the robustness of the Spectral Clustering algorithm reducing the
dependency of the similarity metric parameters that currently affects
to the performance of SC approaches. This algorithm, named Genetic
Graph-based Clustering (GGC), has been tested with different synthetic
and real-world datasets, the experimental results have been compared
against classical clustering algorithms like K-Means, EM and SC.

Keywords: Machine Learning, Clustering, Spectral Clustering, Genetic
Algorithms.

1 Introduction

The unsupervised learning methods are mainly based on clustering techniques [3].
These techniques were designed to find hidden information or features in a dataset
grouping the data with similar properties in clusters. The different methods are
divided in three main categories[7]: partitional (consists in a disjoint division of
the data where each element belongs only to a single cluster); overlapping or non-
exclusive (allows each element tobelong tomultiple clusters) andhierarchical (nests
the clusters formed through a partitional clustering method creating bigger parti-
tions and grouping the clusters by hierarchical levels).

This work is focused on the first category: partitional clustering which also
has three main approximations[3]: Parametric or Model-based clustering (con-
sists on an estimator based on a mixture of probabilities whose parameters are
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estimated, it fixes the model to the dataset); Non-Parametric clustering (there
is not an initial probability model or estimator) and Semiparametric clustering
(a combination of both methods).

This work is based on a well-known technique of Non-Parametric Partitional
Clustering: Spectral Clustering (SC). It was introduced by Ng et al. in [10]. The
algorithm is divided in three main steps:

1. A Similarity Function is applied to all the pairs of data elements to generate
a Similarity Graph. There are three different kind of similarity graph: the
ε-neighbourhood graph (all the components whose pairwise distance is
smaller than ε are connected), the k-nearest neighbour graph (the vertex
vi is connected with vertex vj if vj is among the k-nearest neighbours of vi)
and the fully connected graph (all points with positive similarity are
connected with each other).

2. The Laplacian Matrix (or Spectrum) of the Similarity Graph is extracted
to study its eigenvectors. There are three different Laplacian matrices[12].
They define different versions of the SC algorithm: Unnormalized SC (the
Laplacian matrix is: L = D−W ),Normalized SC (the Laplacian matrix is:
Lsym = D−1/2LD−1/2) and Normalized SC related to Random Walks
(the Laplacian matrix is: Lrw = D−1L).

3. Kmeans (or other partitional clustering technique) is applied to the matrix
formed by the k-first eigenvectors to discriminate the information and assign
the final clusters.

The main problem of the SC algorithm is the computation of the eigenvectors
and eigenvalues of the Laplacian Matrix and the effect that they produce on the
convergence of the algorithm. is how to compute the eigenvector and the eigen-
values of the Laplacian matrix of this similarity graph. The theoretical analysis
of the convergence is justified using the perturbation theory [12], random walks
and graph cut theory [12]. Some of the main problems of Spectral Clustering
are related to the consistency of the two typical methods used in the analysis:
normalized and un-normalized spectral clustering. A deep analysis about the
theoretical effectiveness of normalized clustering over un-normalized was carry
out by von Luxburg in [13].

Other problem of the Spectral Clustering algorithm is its sensitivity to the
definition of the similarity function. It produces several problems when there
is noisy information as Chang and Yeung exposed in [2]. Some solutions to
this problem were based on the improvements of the parameters selection for
the similarity function [2]. Other solutions are focused on the selection of the
partitional clustering algorithm for the third step of SC [14]. This work develops
a new algorithm based on Genetic Algorithms (GA) to improve the robustness
of the clusters selection taking the similarity graph as a starting point.

Genetic Algorithms have been traditionally used in optimization problems.
The complexity of the algorithm depends on the codification and the operations
that are used to reproduce, cross, mutate and select the different individuals
(chromosomes) of the population [4]. The algorithm applies a fitness function
which guides the search to find the best individual of the population.
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Different approximation of genetic codifications to the clustering problem were
profound studied by Hruschka et al. in [7]. They show the different codifications,
operations and fitness functions applied in several genetic algorithms to solved
the clustering problem. Our previous work was also focused on resolve this prob-
lem using GA, but it was centred on overlapping clustering [1].

This work presents a Genetic Graph-based Clustering (GGC) algorithm which
is inspired on the Spectral Clustering algorithm (it takes the same Similarity
Graph as a starting point) and improves the robustness of the solution. The
algorithm is experimentally compared with Spectral Clustering, Kmeans [9] and
Expectation Maximization (EM) [9] to test its accuracy. The experimental study
is also focused in a comparison between the robustness of the SC and GGC
algorithms.

The rest of the work is structured as follows: Section 2 presents the Genetic
Graph-based Clustering Algorithm; Section 3 shows the experimental results.
Finally, Section 4 gives the conclusions and future work.

2 Genetic Graph-Based Clustering Algorithm (GGC)

This section explains the algorithm which has been implemented. It is mainly
based on a simple Genetic Algorithm (GA). It is necessary to give a number
of clusters initially. The algorithm begins with a Similarity Graph in the same
manner that the Spectral Clustering algorithm. The population of the GGC
algorithm is a set of possible solutions (partitions) which evolves until the best
solution is found or the number of generations is ended. The fitness function is
a quality measure for the solutions.

2.1 Codification and Genetic Operators

The codification is a simple vector-based numerical representation. Each indi-
vidual is a n-dimensional vector (where n is the number of data instances) which
has integer values between 1 and the number of clusters. They represent a clus-
ter selection for the dataset. During the evolution process, the operators can
create invalid individuals. These individuals represent solutions where one or
more clusters have no elements. In this problem of partitional clustering these
solutions are not valid because the number of clusters is initially given. To avoid
the invalid individuals generation problem, they receive a 0 fitness value. The
operators used in the GGC algorithm are the traditional ones extracted from
the GA literature, they can be briefly summarized as follows:

– Selection: The selection process selects a subset of the best individuals.
These chromosomes are reproduced and also pass to the next generation. It
is called a (μ+λ) selection [4], where μ represents those chromosomes which
are chosen, and λ the new chromosomes generated.

– Reproduction: The reproduction randomly selects two individuals (using
the classical wheel algorithm [4]), and applies the crossover operation to the
chosen chromosomes creating two new individuals.
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Algorithm 1. Pseudo-code of the Fitness Function

Require: A n-vector of elements with values between 0 and k where k is the number
of clusters and a variable neighbours which represents the number of neighbours
for the KNN measure.

Ensure: A value between 0 and 1 which corresponds with the fitness achieved.
1: TotalKNN = 0.;
2: TotalMC = 0.;
3: Generate the set of k Clusters: C.
4: for all Ca ∈ C do
5: if Ca = ∅ then
6: return 0
7: end if
8: SumKNN = 0; SumMC = 0.
9: for all ind ∈ Ca do
10: SumKNN += PofKNN(neighbours, ind) {It calculates the percentage

of neighbours for the individual ind which are assigned to the same clus-
ter.}

11: SumMC += AvEdWCut(ind) {It calculates the average value of the edge
weights which have been cut from ind.}

12: end for
13: TotalKNN += SumKNN / |Ca|; {|Ca| represents the number of elements of

Ca.}
14: TotalMC += SumMC / |Ca|;
15: end for
16: return TotalKNN

|C| ×
(
1− TotalMC

|C|

)

– Crossover: The main problem of the crossover operation is those individu-
als which have different numerical values but represents the same solution.
These individuals need to be relabelled before the application of the oper-
ation. For this reason, a measure which compares the number of commons
elements between the clusters is used to find the similarity degree of the chro-
mosomes. After, one of the two chromosomes is relabelled trying to maximize
the similarity. Finally, the crossover exchanges strings of numbers between
the two chromosomes (both string have the same length).

– Mutation: The mutation randomly choose different chromosomes to change
the values of some of their alleles. The new value is a random number between
1 and the number of clusters.

2.2 The GGC Fitness Function

The fitness function is a combination of the classical K-Nearest Neighbourhood
(KNN) [9] algorithm and the Minimal Cut measure [11]. KNN assigns an element
to a cluster if its neighbours are in the same cluster. It is useful to ensure the
continuity condition that is common in the Spectral Clustering solutions. To
control the separation between the elements of the clusters, the Minimal Cut
measure is used. It guarantees that those elements which clearly belongs to



220 H. Menéndez and D. Camacho

different clusters are not assigned to the same cluster. The K value for KNN is
initially given.

Algortihm 1 shows the pseudo-code of the fitness: KNN covers all the nodes
and check if the K-closest elements are in the same cluster (lines 9 to 12). The
fitness value of this metric is the mean of the percentage of well-classified neigh-
bours of all the individuals in a cluster (lines 10 and 13). The Minimal Cut
measure calculates the average value edge weights which have been removed
(lines 11 and 14). The final value of the fitness if the product of the KNN met-
ric and the subtraction between one and the Minimal Cut metric (line 16), both
metrics have the same range: [0,1]. Therefore, the algorithm maximizes the value

of TotalKNN
|C| ×

(
1− TotalMC

|C|
)
(line 16) where:

TotalMC =
∑
x∈C

∑
y/∈Cx

wxy

|{y|y /∈ Cx}|

TotalKNN =
∑
x∈C

|{y|y ∈ Γ (x) ∧ y ∈ Cx}|
|Γ (x)|

In these formulas, C represents the set of clusters and Γ (x) represents the neigh-
bourhood of the element x. It reduces the weight values of the edges which are
cut and improve the proximity of the neighbours.

3 Experimental Results

This section shows the different experiments carried out to evaluate the be-
haviour of our approach. These experiments are both synthetic and real-world
experiments. First, the experiments analyse the distance dependency problem
of the Spectral Clustering algorithm compared with the GGC algorithm. This
initial analysis shows the robustness of the algorithm to the metric parame-
ters. Second, the GGC algorithm results are compared with other algorithms
(Kmeans, EM and Spectral Clustering) using synthetic datasets. Finally, these
algorithms are applied to real-world datasets, which are classified, to test their
results.

The parameters of the GGC algorithm have been experimentally fixed. To
find these values, 100 experiments have been executed using the synthetic data
(see Section 3.2).the selected parameters are:

– Population: 200

– Generations: 2000

– Crossover probability: 0.3

– Mutation probability: 0.5

– Selection (μ + λ): The 50th best individual are selected from the previous
generation.

– K value of the KNN metric: 2
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3.1 The Robustness of the GGC Algorithm

An important problem of the Spectral Clustering algorithm is its dependency to
the parameters of the similarity function. The GGC algorithm has been designed
to avoid this problem. The KNN metric which is applied in the fitness calculation
provides a higher robustness to the algorithm compared to the Spectral Clus-
tering algorithm, it does not depend of the order of magnitude of the distances
calculated by the metric. Figure 1 shows a clear example. In this case, the Spec-
tral Clustering algorithm (implemented in the “kernlab” package of CRAN [8])
is compared with the GGC algorithm. In the “kernlab” package, Karatzoglou
et al. implements the Random Walks Normalized Spectral Clustering algorithm.
They use the Gaussian RBF Kernel to set the similarity graph. It is defined by:
Kij = e−σ||xi−xj ||2 , where K is the similarity matrix, xi, xj are data instances,
and σ is the parameter which changes the order of magnitude. The experimental
results show that the clustering technique clearly depends of the σ parameter.
Figure 1 shows the different clustering results of the Spectral Clustering and the
GGC algorithm modifying the σ parameter.
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Fig. 1. Spectral Clustering and Genetic Algorithm results for the spirals[8] dataset
with σ = 2, σ = 500, σ = 2000, respectively

These results show that the parameters used in the definition of the kernel
are very important because these parameters defined the degree of the similarity.
Ng et al. introduced a method to calculate the optimal σ in [10], however, as
Figure 2 shows, this technique is not always enough. GGC obtains always the
same results because it consider metrics which do not depend of the value of the
distances, they depend of the order relation between the distances.

3.2 Experiments on Synthetic Data

In this section the different datasets which are used for the experimentation are
explained and analysed. These datasets have been extracted from different clus-
tering works which study the behaviour of the algorithms in difficult conditions.
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Data Description. The GGC algorithm has been tested with different datasets.
These datasets are 2-Dimensional data which can be separated by human intu-
ition but are problematic for the classical clustering algorithms. The following
datasets have been analysed:

– Aggregation[6]: This dataset is composed by 7 clusters, some of them can
be separated by parametric clustering.

– Compound[15]: There are 6 clusters with are only separable by non-
parametric methods (or special kernels if parametric clustering is applied).

– Spiral[2]: In this case, there are 3 spirals close to each other.

Results of Data Test. Figure 2 shows the classification results of the different
datasets. Table 1 shows the best fitness values achieved by the GGC algorithm.
In these cases the σ parameter to generate the similarity matrix of the Spectral
Clustering and the GGC algorithms is 100 (it has been approximated using the
method described by Ng et al. [10]). All the algorithms have been run 50 times
and their best results have been selected. GGC and SC use the RBF kernel. EM
and Kmeans use the Euclidean distance metric.

GGC and SC correctly classify Aggregation (GGC achieves a fitness value of
0.9928 which is the maximum value of fitness achieved by the algorithm; it is a
consequence of those elements which could belong to two clusters) while EM and
Kmeans have problems related to the form of the data. These problems could
be a consequence of local minimum convergence for the centroids. Compound
is impossible to classify with these parametric algorithms and the Euclidean
distance. Also SC has problems related to the different distributions of the data.
The GGC algorithm correctly classifies the Compound problem with a fitness
value of 0.9552 (this value is also the maximum fitness achieved by the algorithm;
in this case, there are elements assigned to different clusters which are closed to
other clusters). Finally, Spirals classification is also impossible for the parametric
methods while GGC and SC classify it correctly (in this case GGC achieves the
maximum fitness).

Table 1. Fitness values achieved by GGC (see Figure 2)

Dataset Fitness achieved

Aggregation 0.9928
Compound 0.9552
Spiral 1.0

3.3 Experiments on UCI Datasets

In this section the experiments are focused on real-world datasets which have
been previously classified. Here, the accuracy of the algorithm is tested. In these
databases the correct number of clusters is known. The measures used are the
Euclidean Distance and the RBF kernel because they are the best known of
the dissimilarity measures for these databases and they have been employed in
previous works for all the methods used here. The GGC algorithm has been
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Fig. 2. Each row represents the cluster selection of each algorithm for the synthetic
datasets from left to right: “aggregation”, “compound”, “spiral”. The rows represents
from top to bottom: the ideal results, the Spectral Clustering results, the Kmeans
results, the EM results and the GA results.
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applied on 2 real and classified datasets (without missing values) extracted from
the UCI Machine Learning Repository [5]:

– Iris: This dataset is a well-know dataset. It has 150 instance of 3 different
classes (50 in each class). Each class refers to a type of iris plant. Each
instance has 4 attributes.

– Wine: This dataset has 178 instance of 3 different classes (not balanced).
Each class refers to a type of wine. Each instance has 13 attributes.

Results of the Data Test. The experiments have followed the same procedure
that they followed in the synthetic datasets experiments. Also the value of σ
has been approximated to 100. The results for the Iris show that EM is the
best classifier (with an accuracy of the 96,67 %) and the GGC algorithm is the
second (92%). The results for the Wine datasets shows that all the algorithm
obtain high accuracy values (higher than the 95 %), and the GGC algorithm
obtains a perfect classification with the maximum fitness value. These results
are a consequence of the data distribution. Iris dataset has instances of different
classes which are closed to each other, the GGC algorithm has problems to
discriminate the boundary of the clusters specially when there are intersections
between the clusters. The fitness value of the Iris is the higher that the algorithm
has achieved, it shows that there are instance which belongs to different cluster
but are closed to each other. In the case of the Wine dataset, the classes are
clearer separated (as the different clustering techniques show). It improves the
results of the GGC algorithm, because the boundary is clearer.

Table 2. Experimental results obtained using the UCI datasets

Iris dataset Wine dataset

Kmeans best classification 89.33% 95.50 %
EM best classification 96.67% 97.19%
Spectral Clustering best classification 89.33% 95.50%
GGC best classification 92% (Fitness=0.9946) 100% (Fitness=1)

4 Conclusions and Future Work

This work presents a new clustering method inspired by the Spectral Clustering
algorithm and based on Genetic Algorithms. The GGC algorithm is defined us-
ing simple codification and operations. The main contribution of the algorithm is
the fitness selection. GGC uses KNN and Minimum Cut measures. It is applied
to the similarity graph which is generated in the first step of the Spectral Clus-
tering algorithm. The combination of these measures improves the robustness of
the algorithm giving a higher independence of the parameters of the similarity
function. The results of Section 3 show that the new algorithm obtains good
results for both synthetic and real-world datasets.

The future work will be focused on several improvements that could be made
to the GGC algorithm. The effects of noisy information could be deeply anal-
ysed. The number of clusters could be automatically selected using strategies
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such as cross-validation. Finally, other fitness functions which could improve the
convergence, and the clusters quality, of the GGC algorithm will be studied.
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Abstract. The prediction of seasonal streamflow series is very important in 
countries where power generation is predominantly done by hydroelectric 
plants. Echo state networks can be safely regarded as promising tools in fore-
casting because they are recurrent networks that have a simple and efficient 
training process based on linear regression. Recently, Boccato et al. proposed a 
new architecture in which the output layer is built using a principal component 
analysis and a Volterra filter. This work performs a comparative investigation 
between the performances of different ESNs in the context of the forecasting of 
seasonal streamflow series associated with Brazilian hydroelectric plants. Two 
possible reservoir design approaches were tested with the classical and the Vol-
terra-based output layer structures, and a multilayer perceptron was also  
included to establish bases for comparison. The obtained results show the  
relevance of these networks and also contribute to a better understanding of 
their applicability to forecasting problems. 

Keywords: Echo State Networks, Volterra Filtering, PCA, Forecasting, 
Monthly Seasonal Streamflow Series. 

1 Introduction  

The forecasting of monthly streamflow series is a very important problem for coun-
tries that generate electric power using hydroelectric plants. This is the case of Brazil, 
a country for which this source is responsible for more than 80% of all generated 
electric power. Under these circumstances, important decisions about energy planning 
and generation, as well as pricing strategies, are highly dependent on accurate predic-
tions of these series [10][13]. However, their non-stationary and seasonal character 
represents a significant obstacle that any prediction strategy must cope with. Besides, 
it is crucial that the chosen prediction structure be capable of exploring the relation-
ship existing between the samples of the series [3].  

In this context, recurrent neural networks (RNNs) emerge as a promising alternative 
as the presence of feedback connections can engender a memory element potentially 
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beneficial in terms of prediction accuracy. Unfortunately, well-known difficulties asso-
ciated with the training process of these networks, such as fading gradient and the pos-
sibility of instability, hamper, to a certain extent, their practical application [6].  

An interesting alternative to circumvent these difficulties was proposed by Jaeger 
[8]: a novel architecture characterized by the existence of a dynamic reservoir with 
fixed parameters – which acts as an intermediate recurrent layer – and a linear output 
layer adjusted with the aid of supervised strategies. The proposal received the name of 
echo state network (ESN), and became a pillar of the research field known as reser-
voir computing (RC) [9]. The attractiveness of ESNs led to alternative design strate-
gies, like the proposal of Ozturk et al. [11], which uses the project of linear systems 
based on Kautz principle to diversify the signals generated by the reservoir.  

The possibility of allying the processing capability of a recurrent structure to a 
simple training process encourages the application of ESNs in the problem of stream-
flow series prediction. This perspective has been initially addressed by Sacchi et al. 
[12]. However, the question as to whether ESNs can be interesting options to this 
problem is far from being exhausted. For instance, the potential advantages of using a 
data pre-processing stage still have not been fully explored. Moreover, different re-
servoir design methods, such as that of Ozturk et al. [11], and other ESN architectures 
should be tested.  

Recently, Boccato et al. [1] [2] proposed a new ESN architecture characterized by: 
(i) the use of Volterra filters at the output layer, which allows a more extensive ex-
ploitation of the higher-order statistics of the reservoir signals while preserving the 
simplicity of the training process; (ii) the application of the data compression tech-
nique known as Principal Component Analysis (PCA) as a pre-processing stage be-
fore the reservoir states are transmitted to the output layer. This proposal was capable 
of leading to significant performance improvements in different signal processing 
tasks, such as channel equalization and source separation [1] [2], but still has not been 
analyzed in depth in the context of stochastic time series prediction. 

In this work, we present an up-to-date analysis of the applicability of ESNs to the 
problem in question by making a comparison between different reservoir design strat-
egies – those proposed by Jaeger [8] and Ozturk et al. [11] – and between the standard 
linear readout and the aforementioned proposal of Boccato et al. [2] [13].  

It is worth mentioning that these structures have been recently applied to the fore-
casting of the seasonal streamflow series from Furnas hydroelectric plant, in Brazil, 
and the preliminary results have indicated potential performance improvements with 
the use of the architecture of Boccato et al. [2]. Here, additional elements for compar-
ison are brought by a feedforward multilayer perceptron (MLP) trained with the aid of 
the improved Scaled Conjugate Gradient Method (SCGM) [5]. Additionally, the re-
pertoire of investigative scenarios is expanded and includes the streamflow series 
from three important Brazilian hydroelectric plants: Emborcação, Furnas and Sobra-
dinho.  

The continuation of this work is organized as follows: Section 2 presents the Echo 
State Network paradigm, while Section 3 exposes the new structure proposed by Boc-
cato et al.; experimental results can be found in the Section 4 and, finally, Section 5 
presents the conclusions and some possibilities for future work.  
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2 Echo State Networks 

2.1 Classical Echo State Networks 

We shall consider the standard ESN architecture depicted in Figure 1. 

 

Fig. 1. Classical Echo State Network 

The hidden layer, known as dynamical reservoir, is composed by fully intercon-
nected nonlinear processing units, and is responsible for creating and maintaining in 
its state vector x(n) a kind of memory of the received input stimuli, which are 

represented by the input vector T1)](1)()([)( +−−= Kn,...un,ununu . The network 

states are updated according to the following expression: 

))(1)((1)( nnn WxuWfx in ++=+  (1)

where NxKℜ∈inW and NxNℜ∈W  denote the weight matrices of the input and re-

current connections, respectively, and (.))(.),..(.),((.) N21 .,fff=f  specifies the activa-

tion functions of the neurons within the reservoir. Finally, the network output vector 
T)](,),(),([)( 21 ny...nynyn L=y  is given by: 

))1((1)( +=+ nn xWfy outout  (2)

where (.))(.),(.),((.) 21
out

L
outout f...ff ,f out =  stands for the activation functions of all 

neurons in the output layer LxNℜ∈outW . Throughout this work, we will assume that 
these activation functions are simply identity functions. 

In his pioneering work [8], Jaeger observed that, under certain hypotheses closely 
related to specific properties of the reservoir weight matrix W, the state vector x(n) 
tends to become asymptotically independent of the initial condition. In this case, the 
effect of the input history is patent, in the long run, within the dynamical reservoir 
and, as a consequence, the network is said to have echo states [8][9]. This property 
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allows the process of designing the reservoir of an echo state network to be performed 
separately and prior to the network training, so that the weights of the recurrent con-
nections can remain fixed during this process. Hence, only the output weights are 
effectively trained with the aid of an error signal, and, due to the linear nature of the 
readout, this essentially amounts to employing a least-squares methodology. 

With respect to the reservoir W design, the most common strategies are that pro-

posed by Jaeger – to create a random sparse weight matrix NxNℜ∈JaW according to 
a predefined distribution – and the more recent idea advocated by Ozturk et al. 

NxNℜ∈OzW – to seek a uniform spread of the eigenvalues of over a circle with ra-
dius R < 1 [11] . These reservoir models are exemplified in (3) and (4), respectively:  
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Regardless of the adopted reservoir design method, the training process of the corres-
ponding ESN consists of the following three main steps [9]: (i) create a reservoir 
weight matrix with spectral radius (i.e., the largest absolute eigenvalue) smaller than 
or equal to the unity; (ii) randomly define the input weight matrix Win and (iii) deter-
mine the optimal coefficients of the linear combined at the output in the least-squares 
sense. This procedure established a simple and fast paradigm for recurrent neural 
network training, avoiding the original difficulties in the training process faced in the 
conventional RNN approach. These advantages are obtained at the expense of a “ri-
gid” reservoir, which, however, does not necessarily leads to significant performance 
degradation when compared to a fully optimized RNN.  

After this brief exposition of the foundations of ESNs, we present, in the following, 
the extension proposed by Boccato et al. [1] [2]. 

2.2 Echo State Networks Based on Volterra Filtering and Principal 
Component Analysis 

The linear character of the ESN readout offers an advantage in terms of the training 
simplicity. Nevertheless, this structure cannot make use of the higher-order statistics 
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of the information coming from the reservoir dynamics. In order to overcome this 
limitation, Boccato et al. [1] [2] proposed the use of a nonlinear readout based on 
Volterra filters. Hence, each network output is determined according to the following 
expression: 
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where )(n
k

x is the k-th echo state in the instant n and )(ny
i

 is the i-th ESN output, 

).(ih are the coefficients of the filter (linearly related to the output)  and N is the num-

ber of echo states. The proposal of Boccato et al. was also motivated by the fact that 
this structure is linear with respect to the free parameters, as we can observe in (5), 
which means that the training process still can be formulated in terms of a least-
squares solution. 

It is important to remark that a new problem arises in this proposal: an increase in 
the number of echo states causes the number of ).(ih coefficients to be adapted to 

grow rapidly. This computational burden has been mitigated through the application 
of a data compression methodology, more specifically, principal component analysis 
(PCA) [7], which reduces the number of effective signals that are transmitted to the 
readout.  

The joint application of Volterra filtering and PCA is capable of providing the 
network with additional nonlinear mapping potential without violating the ESN main 
premises. This architecture has been analyzed in the context of channel equalization 
and blind separation of convolutive mixtures [1][2], and promising results were ob-
tained. Recently, this proposal was preliminarily applied to the prediction of an im-
portant monthly seasonal streamflow series from the Furnas hydroelectric plant, and 
the obtained results were encouraging [13]. These efforts motivated this work, in 
which the ESNs presented in this section shall be applied to streamflow series with 
different hydrological behaviors, leading to an effective analysis of the performance 
of these proposals. Additionally, as a reference for performance comparison, we in-
clude in this repertoire feedforward multilayer perceptron (MLP) networks [6].  

The next section discusses the series focused in this work, as well as their prepro-
cessing, and presents the results obtained for their forecasting. 

3 Seasonal Streamflow Series Forecasting 

3.1 Monthly Seasonal Streamflow Series and Preprocessing  

Monthly seasonal streamflow series are non-stationary in view of their seasonal com-
ponents, which are determined by the rainfall periods in the vicinity of Brazilian riv-
ers. These components can cause difficulties to the generation of an effective (either 
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linear or nonlinear) predictor [10][13].  In view of this fact, it is useful to apply a sta-
tistical technique to deseasonalize the series, removing these components and reinsert-
ing then at the end of the forecasting process. Equation (6) describes a procedure of 
this kind [10], which will be employed in this work: 

m

mmi
i,m

s
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σ
μ−

= ,
 (6)

where the samples mis ,  that form the original series s(n) are transformed into a new 

deseasonalized series z(n), with zero mean and standard deviation equal to one. The 
average μm and the standard deviation σm of each month m are estimated by: 
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where mis , denotes the streamflow in the year  i=1,2,…,Ny  in the month m = 

1,2,…,12. 
Hence, this work will perform the forecasting of the series z(n), separating the 

training and test samples; afterwards, the seasonal component is reinserted to propi-
tiate a comparative performance analysis.  

3.2 Computational Results 

The case studies presented in this section were built from three different representa-
tive examples taken from the historical monthly seasonal streamflow series from Bra-
zilian plants: Emborcação, Furnas and Sobradinho. The corresponding data are avail-
able at the website of the Brazilian Electric System National Operator (ONS) [14]. 
The considered series range from 1931 to 1990. The test sets are defined to cover 
three periods with different degrees of precipitation and water volume: Emborcação 
from 1952 to 1956, Furnas from 1952 to 1956, Sobradinho from 1952 to 1956 and 
Sobradinho from 1972 to 1976.  

All periods comprise 5 years and 60 samples, and are often used in this kind of in-
vestigation [13]. These scenarios can be considered as representative choices to test 
the performance and robustness of the predictors, because of the variability of their 
characteristics. The training set was composed of all the available samples except 
those associated with the test periods.  

In addition to the ESNs, an MLP trained with the Scaled Conjugated Gradient Me-
thod (SCGM) [5] was used in the forecasting process. Cross validation was used to 
avoid overtraining. The choice for a feedforward structure trained with an effective 
optimization method [6] allows the obtained results to be placed in a clearer light [4]. 
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The first step in the forecasting process was the application of the deseasonaliza-
tion process described in the previous section. Afterwards, the sets had their average 
subtracted from them, and the MLP and the ESNs were trained. All networks had 
only two input delays (K = 2), a choice that can be considered parsimonious and that 
poses a challenging problem to the predictors. The forecasting was always carried out 
aiming at one step ahead and the networks yield a single output (L = 1). Another im-
portant remark is that, following the guidelines found in [1] and [2], only the first- and 
third-order terms of the Volterra filter were utilized. The choice of the reservoir pa-
rameters followed the canonical approaches of Jaeger [8] and Ozturk at al. [11], be-
ing, in the latter case, the spectral radius set to 0.8. After a number of preliminary 
tests, the number of principal components in the proposal of Boccato et al. [2] was set 
to NPC = 2, and the number of neurons (N) in each case was also chosen. For the MLP, 
a cross validation technique was applied to define the training-stopping criterion. 

Tables 1 to 4 display the performance of the employed neural networks in terms of 
mean squared error (MSE) and mean absolute error (MAE), described on Equations 
(9) and (10). The presented results represent an average over 20 simulations. The 
following labels were used: “Boc.+J.” for the ESN proposed by Boccato et al. with 
Jaeger’s reservoir and “Boc.+O.” for the ESN proposed by Boccato et al. with the 
Ozturk et al. reservoir.  
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where d(n) is the observed data, y(n) is the output of the network and Ns the number 
of samples. 

Table 1. Mean square error and mean absolute error for series EMBORCAÇÃO 

 N MSE(e+04) MAE MSE desea MAE desea 

MLP 10 7.3182 163.95 0.9910 0.7554 
Jaeger 80 7.3587 159.62 1.0120 0.7400 
Ozturk 120 7.4540      169.78 1.1233 0.8120 
Boc.+J. 60 7.2512 162.01 0.9762 0.7455 
Boc.+O. 110 7.0952 162.90 0.9841 0.7545 

Table 2. Mean square error and mean absolute error for series FURNAS 

  N MSE(e+04) MAE MSE desea MAE desea 

MLP  10 6.7171 178.05 0.2882 0.4495 
Jaeger  15 7.5076 191.06      0.3155 0.4600 
Ozturk  20 7.2448 176.75 0.2736 0.4062 
Boc.+J.  10 5.3837 165.54 0.2515 0.4235 
Boc.+O.  120 5.7795 166.94 0.2538 0.4197 



 Echo State Networks for Seasonal Streamflow Series Forecasting 233 

Table 3. Mean square error and mean absolute error for series SOBRADINHO 1952/1956 

 N MSE(e+04) MAE MSE desea MAE desea 

MLP 12 24.03 620.24 0.4931 10.2578 
Jaeger 30 17.32 624.02 0.4611 10.4370 
Ozturk 3 17.78 632.63 0.4715 10.9520 
Boc.+J. 20 17.83 606.88 0.4730      10.2202 
Boc.+O. 40 17.02 598.36 0.4479 10.0466 

Table 4. Mean square error and mean absolute error for series SOBRADINHO 1972/1976 

 N MSE(e+04) MAE MSE desea MAE desea 

MLP      9 19.69 509.20 0.4551 6.1088 
Jaeger     30 15.88 483.08 0.4317 5.7588 
Ozturk 20 16.57 513.56  0.4694 6.1163 
Boc.+J. 120 16.30 490.98 0.4438 5.8471 
Boc.+O. 120 15.52 477.48  0.4420 5.6350 

 
Finally, the ANOVA Friedman’s test [10] was used to check whether the ap-

proaches actually provided different results. The p-value achieved was 1.71588e-10 
for the Emborcação series and it was equal to zero in the other cases. This shows that 
the prediction performances are, indeed, different or, in other words, that the approach 
applied in the prediction process directly affected the overall results. 

Analyzing the results summarized in Tables 1 to 4, it is possible to notice that, for 
both the real and the deseasonalized domain, the Volterra-based ESN achieved, in 
most cases, the best results, showing that a nonlinear output layer allows a more tho-
rough use of the information coming from the reservoir. If we consider that the neural 
networks aim at minimizing the mean-squared error in the training process, the pro-
posal by Boccato et al. achieved the best results in all but one case. The two methods 
for designing the dynamical reservoir led to similar results, both being applicable to 
the task at hand. 

Another observation refers to the number of artificial neurons used by each archi-
tecture. The dynamical reservoir in the ESNs needs to be as variable as possible, and a 
large number of neurons do not compromise the fast convergence of the training 
process, which is based on linear combination. On the other hand, the MLP can be-
come over trained with a large number of neurons - losing its ability to generalize – 
and, moreover, its training process tends to be slower.  

It is possible to state that this work reveals the benefits obtained with a more flexi-
ble output layer, although ESNs in general can be considered as promising alterna-
tives to cope with monthly seasonal streamflow series forecasting. Moreover, the 
computational complexity and the processing time were quite attractive as there are 
no derivatives to be calculated.  

To conclude the analysis, in Figures 2 to 5, we present the test sets, in real and de-
seasonalized domains, associated with the best results. 
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Fig. 2. Best performance for series EMBORCAÇÃO in deseasonalized and real spaces 

Fig. 3. Best performance for series FURNAS in deseasonalized and real spaces  

Fig. 4. Best performance for series SOBRADINHO 1952/56 in deseasonalized and real spaces 
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Fig. 5. Best performance for series SOBRADINHO 1972/76 in deseasonalized and real spaces 

4 Conclusions 

This work presented a comparison of the performances of different architectures of 
echo state networks (ESNs) – together with an MLP - in the monthly seasonal stream-
flow forecasting of series from important Brazilian hydroelectric plants. This problem 
is a very significant one from the standpoint of electric planning and power genera-
tion. The studied ESNs were based on reservoir proposals by Jaeger and Ozturk et al. 
and on the approach introduced by Boccato et al., which is characterized by the use of 
a Volterra filter in the output layer combined with a stage based on principal compo-
nent analysis to compress information coming from the dynamical reservoir.  

The motivation to use the ESN comes from their intrinsic attractive features, such 
as the simplicity on implementation and operation allied to a fast and efficient training 
process, based on linear regression. Consequently, the computational complexity and 
memory requirements of the ESNs, compared with those of classical recurrent neural 
approaches, are significantly smaller. The new proposal of Boccato et al. [1] [2] main-
tains the most important characteristic of this network, i.e., the simplicity of the train-
ing process.  

Within the framework of the forecasting of three different series from distinct  
hydroelectric plants – Emborcação, Furnas and Sobradinho – aiming at one step 
ahead, it was possible to verify that the proposal of Boccato et al. achieved the best 
performance in both the deseasonalized and real domains, in most cases. Besides, the 
combination of Volterra filtering and PCA allowed a further exploration of the varia-
bility of the echo states, as a higher number of artificial neurons can be used without 
meeting the “curse of dimensionality”. 

These observations show that ESNs, especially the proposal with a nonlinear out-
put layer, are good alternatives to this forecasting problem, deserving to be considered 
viable alternatives to deal with problems related to hydrological series. 

Among the perspectives for future work, it is possible to highlight the use of  
different monthly seasonal streamflow series, tests employing forecasting with mul-
tiple steps ahead and a more detailed analysis of the impact of the pre-processing 
methodology. 
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Abstract. Frontal face images are segmented into 7 regions using only
sum and difference histograms as pixel information, without any a pri-
ori knowledge. In the training phase, a decision tree is created using a
projection pursuit algorithm: in each step, the optimal one-dimensional
projection is chosen by a simulated annealing process according to a
projection index, and classes are isolated by a decision boundary that
maximizes class separability, until the end nodes contain only one class
each. Satisfactory qualitative and quantitative results were obtained and
presented.

Keywords: face segmentation, exploratory projection pursuit, decision
trees, simulated annealing.

1 Introduction

Image segmentation is one of the most studied problems in computer vision [22],
and consists of dividing an image into its component regions or objects [7]. Being
the image as complex as a human face, segmentation becomes a very difficult
task [7], specially when gray-scale images are considered.

In face segmentation one usually looks for the extraction of facial features
such as eyes, mouth, nose, etc. We adopt a bottom-up approach, but image
histograms are analyzed instead of pixel intensities. Introduced by Unser [25],
sum and difference histograms count the frequency of the sum (or the difference)
of pixel intensities in a window for each pair of pixels separated by d1 rows and
d2 columns.

Sum and difference histograms shall be used to train a supervised learning
process in order to identify regions of interest in the facial image for posterior
classification of test images. Learning methods that use images for training deal
with huge dimensions. A way to reduce the number of dimensions involved is
projecting the data into lower dimension spaces. PCA, LDA, and ICA are widely
used methods for dimensionality reduction [28].

Together with dimensionality reduction, classification may be achieved by
means of projections: if a projection helps to maximize class separability, the
classification process will be easier. LDA is again a widely used method of clas-
sification via projections [22,28,13].

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 237–244, 2012.
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However, PCA and LDA are computationally expensive. On the contrary, ran-
dom projections are shown to be much less expensive. Bingham and Mannila [3]
use Johnson-Lindenstrauss theorem [10] to support the effectiveness of random
projections in dimensionality reduction. This method generates random projec-
tions and chooses the best one(s) by some criterium. In this paper a projection
index evaluates each random projection by measuring the ratio of between-class
and within-class variances [13].

Our work aims to segment facial images into seven classes, viz., eyes, nose,
mouth, eyebrows, hair, facial skin, and background. To achieve such segmen-
tation via exploratory projection pursuit, a decision tree is constructed using
simulated annealing [12,13], which searches for optimal one-dimensional projec-
tions. Once the projection is chosen, the algorithm computes a decision boundary
to separate classes in some optimal sense. New nodes are created in the decision
tree until each end node contains only one class.

The remainder of the paper is organized as follows: Section 2 presents some re-
lated works. Methodology is described in Section 3. Data, results, and discussion
are in Section 4. Section 5 concludes the paper.

2 Related Works

Methods for segmentation of facial images may be roughly divided into two types:
the ones that partition the image into two classes—e.g., face and non-face—and
are common in real-time applications [14]; and the ones that aim for multi-class
segmentation. However, multi-class segmentation methods usually make use of
a priori knowledge of facial features, e.g., Shylaja et al. [21] extract eyes and
lips from face images using a marker based watershed method. Tao et al. [23]
use skin color and facial geometry information to extract features such as eyes,
mouth, cheeks, and chin.

In this work we propose not to use a priori knowledge of facial features to ex-
tract the seven above mentioned features, although post-processing is necessary
for accuracy sake.

Liu and Fieguth [15] propose texture classification based on random pro-
jections and claim significant improvements over four state-of-the-art texture
classification methods. Velloso et al. [26] use and compare two neural PCA and
two neural ICA methods for dimensionality reduction in order to apply local
pattern spectra to gray-scale images. Local spectra histograms are used by Liu
and Wang [16] to provide statistics for texture and non texture regions in real
and in synthetic images.

Since feature extraction is the most time consuming part of most segmentation
methods [20], we consider exploratory data analysis, introduced by Tukey [24],
because it maximizes data insights, extracts important variables, and detects
outliers [17].

As for dimensionality reduction, projection pursuit is shown to perform well
when a priori knowledge of data structure is few [5,6]. Bingham and Mannila
[3] have shown that random projections is much less computationally expensive
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than, for example, PCA methods, on the order of O(dkN), where d is the original
dimension, k the desired dimension, and N the number of samples.

In order to optimize projections, a variety of projection indexes are used,
among them, moment index [11], entropy index [9], Legendre index [5], Hermite
index [8], and a modified LDA index [13]. We adopted the latter in our algorithm.

3 Methodology

Our methodology for facial image segmentation, to sum up, uses a supervised
classification of image pixels in which sets of sample images are used to train
the classifier. For each pixel, sum and difference histograms [25] are the features
computed in a small window around it.

The classifier is a decision tree whose end nodes indicate the classes. Deci-
sion tree nodes are created based on one-dimensional projections of the feature
vectors: simulated annealing finds the optimal projection guided by a projection
index. Once the optimal projection is found, a decision boundary splits the pro-
jected vector into two parts, and each part spans a new tree node. The process
continues until the end nodes contain only one class each.

A post-processing algorithm is applied to reduce noise. The steps are described
in details in the following subsections.

3.1 Feature Extraction

Figure 1 summarizes the preprocessing and pixel feature extraction phase. The
size of the original images is reduced in two steps: in the first one, background
is reduced using Viola-Jones algorithm [27] available on the OpenCV library [1].
In the second step, image size is further reduced to 25% of its original size with
nearest-neighbor interpolation [7].

Next, the reduced color images are converted to gray scale, and then the
number of gray levels are reduced from 256 to 64 using histogram equalization
[7]. This reduces data dimensions and lighting variations.

Sum and difference histograms are computed for each pixel in the preprocessed
images as described by Unser [25]:

hs(i, d1, d2) = |{(k, l) ∈ D, sk,l = i}|
hd(i, d1, d2) = |{(k, l) ∈ D, dk,l = i}| ,

where

sk,l = yk,l + yk+d1,l+d2 and dk,l = yk,l − yk+d1,l+d2 ,

(k, l) is the pixel coordinates inside window D, d1 and d2 are distances in pixels,
and i and y.,. are pixel intensities. Histograms are further normalized: hs ranges
from 0 to 126 and hd from −63 to 63.
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Fig. 1. Overview of the proposed methodology. Stages included in the diagram are
data gathering, image preprocessing and pixel feature extraction.

3.2 Decision Trees

Friedman and Tukey [6] suggest an approach of class isolation for the train-
ing phase of the classification algorithm. In [13] class isolation is performed by
constructing a decision tree using projection pursuit.

In order to project M -dimensional feature data into a (lower) m-dimensional
feature space, an m×M matrix is used. The classifier is a binary decision tree,
which has a projection matrix (in our case, m = 1, a row vector) and a decision
boundary value in each node, making this process different from feature selection.

Using as inputs the histograms data, the labels, and the simulated annealing
parameters, a tree node is created. If there is only one class, this is a leaf node. If
not, the simulated annealing is ran to produce an optimal projection, guided by
a projection index, defined below. This optimal projection is store in the node
and used to project the data.

The projected vector is used to compute a vector with the ordered values of
the means for each class. The decision boundary is defined as the middle point
of the greatest difference of two sequential elements in this ordered vector, thus
maximizing class separability. All projected data is scanned and the points lesser
than the decision boundary form a (new) left node in the tree. The ones greater
than the decision boundary form a right node. The algorithm runs until there is
only one class in each end node.

Following Lee et al. [13], an Lp-like norm is used as projection index for
optimality decisions in the simulated annealing:

Lr(A) =

[ ∑g
i=1 |xi − x|r∑g

i=1

∑ni

j=1 |xij − xi|r
] 1

r

,

where A is the projected data; xij is the j-th sample of class i; xi is the average
for class i; x the average for all class; g is the number of classes; and ni is the
number of samples in class i.
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To avoid the outliers increase the tree depth unreasonably and to prevent
over-fitting, a small modification is introduced in the classification algorithm:
instead of checking the position of each projected data point relatively to the
decision boundary, we consider all projected points in a class whose mean is
lesser than the decision boundary value to belong to the new left node. And
similarly to the right node. Algorithm 1 summarizes this training phase.

Algorithm 1. Decision tree training

Input: Features and labels data sets
Output: The constructed decision tree
1. A node is created.
2. If the input data has only one class, then mark the current node class as this
unique class value. Else, do steps 3-5.

3. Projection pursuit is performed using simulated annealing to look for the best
one-dimensional projection evaluated by the Lr projection index.

4. Data is transformed using the obtained projection and a decision boundary is
defined separating projected data into two clusters.

5. Projected data is used to compute the mean per class and, therefore, all
high-dimensional samples are separated as input to recursively construct left
and right children of the current node, depending, respectively, whether the
sample class mean is lesser than or greater than the decision boundary.

3.3 Post-processing

Once the training phase is finished, all images are classified using the decision tree
previously constructed, and a region-growing algorithm [18] is used to perform
post-processing on the images classified by the decision tree.

A loop iterates for each pixel on the input image by first checking whether
the current position have been already visited and, this not being the case, the
four-connected regions flood-fill algorithm is executed using as inputs the image
to be processed, the current pixel position, and the current pixel label.

The returned list of pixels belonging to the flooded region is used to track
which pixels have been already visited and the number of elements of this re-
turned list is used to check if the number of pixels in the region is lesser than an
input threshold value (in this work, 35 pixels). If this happens, the list of labels
from neighboring pixels, which is also returned by the flood-fill algorithm, is used
to find the most frequent label. Post-processing is summarized in Algorithm 2.

4 Data, Results, and Discussion

Experiments were performed using randomly selected frontal face color images
from the FERET database [19]. The selected images were then manually labeled
(second column images on Figure 2) using the open-source software GIMP [2]
into seven classes: eyes, eyebrows, hair, skin, nose, mouth and background. Since
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Algorithm 2. Flood-fill based post-processing

Input: A segmented image and a threshold value
Output: The post-processed image
for each pixel (i, j) on image do

if visited pixels[i, j] = false then
empty pixels list and neighbors list
flood fill(image, i, j, image[i, j], list pixels, neighbors list)
Mark all positions on list pixels as visited on the visited pixels matrix
if number of elements of list pixels < threshold then

paint all pixels in list pixels by the mode of neighbors list
end if

end if

end for

the manual labeling process (which is part of the training phase) is very time
consuming, only 40 images were selected to perform the tests.

In this work we adopted the following parameters: For the simulated anneal-
ing, initial temperature T0 = 0.1 and cooling factor c = 0.999. At the feature
extraction step, an 8 × 8 window is used to compute sum and difference his-
tograms. Each feature vector is composed by 4 sum and 4 difference histograms
computed for angles 0 ◦, 45 ◦, 90 ◦, and 135 ◦, and pixel distance d = 2.

A total of 34 experiments were performed, each one consisting of training
the decision tree using 10 randomly selected images with the projection pursuit
algorithm, classifying all the 40 images and counting the amount of correctly
classified pixels for each image.

Results in Table 1 show the mean and standard deviation percent classification
accuracy per image. The total accuracy average and standard deviation obtained
is, respectively, 77.24% and 6.27%. The results are, therefore, superior compared
with the ones presented in [4] which obtained 63.24% as total mean and 15.18%
as total deviation.

Figure 2 shows typical qualitative results: all regions of interest are accurately
located, although with noisy boundaries, due to the low quantity of segmentation
features of gray-scale facial images (a curse not shared by some medical images).

Table 1. Mean and std. deviation percent ratio of correctly classified pixels by image

Img 01 Img 02 Img 03 Img 04 Img 05 Img 06 Img 07 Img 08 Img 09 Img 10
Mean 81.70 77.31 74.09 79.74 80.20 78.43 76.84 81.72 83.58 83.93

Standard Deviation 2.43 3.46 3.18 2.89 3.81 3.76 4.38 2.85 4.06 2.68

Img 11 Img 12 Img 13 Img 14 Img 15 Img 16 Img 17 Img 18 Img 19 Img 20
Mean 83.36 77.22 80.94 67.42 72.71 79.56 79.72 79.75 83.25 83.07

Standard Deviation 3.23 3.93 2.77 3.25 2.89 3.60 2.94 2.83 3.04 2.61

Img 21 Img 22 Img 23 Img 24 Img 25 Img 26 Img 27 Img 28 Img 29 Img 30
Mean 82.88 73.62 82.00 83.91 76.03 70.85 81.57 77.24 73.43 76

Standard Deviation 3.62 2.40 2.80 2.55 3.55 3.51 2.86 3.23 2.27 3.83

Img 31 Img 32 Img 33 Img 34 Img 35 Img 36 Img 37 Img 38 Img 39 Img 40
Mean 78.91 73.04 77.47 71.47 76.27 73.13 58.26 72.75 76.99 69.25

Standard Deviation 3.08 4.90 2.71 4.26 4.62 3.29 4.22 4.97 3.37 3.79
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Fig. 2. (a): Original images after being cropped by Viola-Jones face detector. (b):
Target labeled images. Classification results of the proposed method before (c) and
after (d) post-processing.

5 Conclusions

This work presented the results of segmentation experiments on frontal facial
images based on pixel classification. Texture features (sum and difference his-
tograms) were used to segment seven interest regions in the human face. Qualita-
tive and quantitative performance results for the used algorithm were presented
and considered satisfactory, encouraging us to proceed further on this line of
reasoning.

We are currently working on improving the algorithm, mainly in three direc-
tions: first, by adding new features (such as Gabor wavelets) and re-selecting
them. Second, by testing other classifiers, such as RBFNN. And, finally, by
improving the post-processing algorithm using morphological processing tech-
niques.
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Abstract. Quality control of climate data obtained from weather sta-
tions is essential to ensure reliability of research and services based on
this data. One way to perform this control is to compare data received
from one station with data from other stations which somehow are ex-
pected to show similar behavior. The purpose of this work is to evaluate
some visual data mining techniques to identify groupings (and outliers of
these groupings) of weather stations using historical precipitation data
in a specific time interval. We present and discuss the techniques’ details,
variants, results and applicability on this type of problem.

Keywords: Visual data mining, clustering, self-organizing map, fuzzy
C-means.

1 Introduction

Observational data obtained from weather stations is important due to its use on
generating weather and climate numeric predictions, evaluating models results
and making climatic research [1], so having reliable data is an essential issue
to make reliable research and applications. However, the data is not completely
reliable: some weather stations are still human operated, which often are subject
to reporting errors; and even the automatic ones depend on hardware and net-
work communication which can pollute the data [2]. A quality control system is
clearly required to verify the data’s quality.

At the Brazilian National Institute for Space Research’s (INPE) CPTEC
(Brazilian National Center for Weather Prediction and Climate Studies) there
is a 3-level quality control system for weather stations data. The first approach
verifies whether the data is inside upper and lower limits to the variable; the
second uses arbitrary geographic rectangular regions and limits on the variables
on these regions, and the third one uses limits for each variable and specific
weather station. These controls aims to reject spurious data and classify suspi-
cious data [3].

The problem with these approaches is that the bounds used (for the variable
and geographic regions) are not natural and can filter important data from
datasets for analysis. Moreover, the number of rejections increases the work of
the data administrator that need to analyze, one by one, all the rejected data.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 245–252, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Clearly some other methods that help meteorologists interpret the vast amount
of data in search for potential suspicious data are required. This work presents
some possible algorithms and implementations based on visual data mining to
accomplish this task.

This paper is divided in the following sections: Section 2 presents some visual
data mining concepts relevant to this work. Section 3 presents the data used
in this study and its relevant features. Sections 4 and 5 presents two of the
algorithms that were selected for implementation of the visual data mining tasks.
Section 6 presents some conclusions and directions for future work.

2 Visual Data Mining

Visual data mining can be defined as the set of techniques and approaches used
to extract and understand the information encoded in data sets using the human
visual perception system as part of the data processing task [4,5]. Visual data
mining may help uncover or highlight data features, may make the understanding
of the features easier and speedier and may be used to cross-validate conclusions
obtained through other methods [6,7].

The difference between visual data mining and traditional data visualization
is somehow blurred: for our purposes we consider that visual data mining tasks
involve the processing of the data with one or more data mining algorithms
and that visualization is done over the original data together with information
obtained from those algorithms. Visual data mining may also be considered one
of the components of exploratory data analysis (EDA) and strongly related to
visual analytics [8,9].

Visual data mining tools and approaches are used in several knowledge do-
mains, including analysis of environmental, geophysical and atmospheric data
[6,10,11], which are relevant to our interests.

3 Data

The data we want to mine and visualize is inherently spatio-temporal: time series
collected from sensors with geographical coordinates associated. The data was
selected from a database containing daily precipitation data for all Brazil, with
a total of 115 million records and with some weather stations having more than
100 years of recorded data.

In order to evaluate the visual data mining techniques we’ve selected only data
from stations on the state of São Paulo, and created for each station a time se-
ries containing the monthly accumulated precipitation. Only stations that could
yield at least 25 readings in a month were considered. The final database con-
tained data from 1.341 weather stations (including geographic coordinates and
altitude) with a time series with 84 entries corresponding to monthly accumu-
lated precipitation. The data for each weather station covers the same period in
time.
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Several visualization techniques can be used to get some basic information
about the behavior of this type of data. The most frequently used are time series
plots [10] or parallel coordinates plots [12] (with each horizontal axis mapped
to a time coordinate). Figure 1 shows a plot of all data from the 1.341 weather
stations. From Figure 1 we can see monthly and global extrema and get a feeling

Fig. 1. Time series plot of the data used in this work

of the behavior of the whole set of time series: there are periods with more and
less accumulated precipitation which are more or less correspondent to the wet
and dry seasons. At the same time we can observe that there isn’t a clear global
maxima or minima, and visual identification of which station is providing data
outside of a range is not trivial. Although this kind of plot provides some general
information about the series it does not conveys any information of behavior
similarity (or anomalies) between stations – in other words we cannot infer
whether two or more stations have similar or different behaviors nor identify
geographically close weather stations – this is important because we expect that
weather patterns have a geographic extent and that would influence data from
stations that are close to this pattern.

Since the data is inherently geographic (stations’ coordinates are points in
space), it is natural to visualize them overlaid in a map. The problem is that the
data associated to each point in the map is a multidimensional time series – in
order to visually identify behavior similarity we would need to reduce the time
dimension or extract fewer features from it so it can also be plotted in the map
and used for visual comparison with other points in the map.

In this work we investigate two approaches to extract features from the time
series that can be used in for visual data mining: the first is based on a common
clustering algorithm and the other on a well-known dimensionality reduction
algorithm. These techniques and results are presented in Sections 4 and 5.

4 Fuzzy C-Means Clustering

Fuzzy C-Means [13,14] is an iterative algorithm that attempts to minimize an
objective function J defined as:

J =

n∑
k=1

c∑
i=1

μm
ik|xk − vi|2 , m > 1 (1)



248 J.R.M. Garcia, A.M.V. Monteiro, and R.D.C. Santos

Where xk is the k-th data vector, vi is the i-th cluster center vector, c is the
number of clusters, n is the number of points in the data, μ is the membership
values’ table or matrix which contains the membership values for all points in
all clusters; which indicates to which degree or extent the data vector xk belongs
to the cluster vi, and m is a fuzziness value. The membership values are subject
to the conditions 0 ≤ uik ≤ 1 and

∑c
i=1 uik = 1 for all k.

One problem with the Fuzzy C-Means algorithm is the definition of its param-
eters. In particular two parameters are often defined experimentally: the number
of clusters C and the fuzziness factor m. Of those, determination of a suitable m
is relatively easy: when m is close to 1 the algorithm behaves like the non-fuzzy
K-Means; while when m is large enough all data may have equal membership in
all clusters. For some applications empirical values of m between 1.5 and 2.5 are
suggested [15,16].

C, the number of clusters, is often empirically determined, although some
metrics of cluster validity may be employed to find a suitable value for C. Three
of those metrics are the partition coefficient, the partition entropy and the com-
pactness and separation metrics [14]. These metrics are calculated after the data
is clustered with several values of C and the best metric for a particular C can be
used (maximum value for partition coefficient; minimum value for the others).

In order to use the Fuzzy C-Means algorithm to map the time series into a
fixed number of clusters we’ve executed experiments with some values of m and
several values of C to determine the best values for clustering. Five arbitrary
values were used for m (1.01, 1.125, 1.25, 2.5, 5), while values from 2 to 25
were used for C. Other parameters for the algorithm that control the number of
interactions were left large enough to ensure convergence. From this experiment
we’ve concluded that for large values of m (≥ 2.5) the results were practically
indistinguishable, which led us to use m = 1.25. Determination of C was harder
since there wasn’t a single value of C that was a clear minima or maxima for
the validity measures. We’ve used C = 13 as it seemed slightly better than other
possible values accordingly to the compactness and separation metric.

The Fuzzy C-Means algorithm will yield two results we want to use to reduce
the time dimension in our data for visual mining: a discrete cluster number that
will be used to select distinct colors for plotting and the maximum membership
value for each data vector. This value is obtained from the rows in the matrix μ
and ranges from 1/C to 1, where higher values indicate stronger membership in
a given cluster, and can be considered an indicator of quality of clustering for
a particular data vector. The maximum membership value for each data vector
was used to determine the size of the point to be plotted over the map.

Figure 2 shows the map with the data points plotted over it. Colors are
arbitrary, points assigned (through defuzzification) to the same cluster have the
same color. Sizes of the plotted points are relative to the maximum membership
value for the point: smaller points have smaller maximum membership for all
clusters. It must be pointed that the coordinates for the stations were not used
in the clustering process itself, but only for the map generation.
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Fig. 2. Visualization using the Fuzzy C-Means results

Fig. 3. Details of Figure 2

The map shown in Figure 2 and its details (Figure 3) presents clusters that
are mostly contiguous in space, confirming our expectatives that weather phe-
nomena (in this case, precipitation) have a moderate spatial correlation. Outliers
(points that were assigned to clusters different from points nearby) are also easily
identified due to the use of different colors, and the point size can also be used
to identify data vectors that were strongly or weakly assigned to their clusters
(e.g. central large point in the middle figure, small sub-clusters on the right).

5 Self-Organizing Maps

Another way to reduce the 84-dimension time vector to some few variables that
can be plotted in a map is using the Self-Organizing Map [17] or SOM. This
well-known neural network-based algorithm is able to reduce the dimension of a
data set while preserving its topology: in other words, data vectors which were
close in the original feature space will appear close in the new topology. The
SOM uses as input the data and some parameters, the most important being
the number of neurons that will be organized in a regular grid, and gives as
output the best matching neuron for a particular data vector.
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The topology-preserving feature of the SOM is particularly interesting for us:
if we use an adequate representation for the neurons we can plot points that
will appear similar if the clusters are similar. One natural choice for graphical
representation of the neurons is to use a hue-based color system and map the
hue and saturation values to the neurons in such a way that neurons that are
topologically close have visually similar colors associated with them. Some of
those mappings for a 2-dimensional, squared-lattice SOM are shown in Figure 4
(from the left to the right: mappings on a 3× 3, 9× 9 and 15× 15 SOM).

Fig. 4. Mapping of colors to neurons in SOMs with different sizes

Some authors (e.g. [18]) suggest that the number of neurons in a SOM should
be a function of the number of input vectors. For our purposes we tried to vi-
sualize the data points with colors chosen from the color tables similar to those
shown in Figure 4 and several numbers of neurons. The best results for visual-
ization were achieved with SOMs of 9× 9 and 15× 15 neurons, but surprisingly,
even SOMs of size 3× 3 yielded easily interpretable results: data corresponding
to weather stations with behavior different from the geographic neighbors were
plotted in different colors. The map created with the processing of the data with
a 15× 15 SOM is shown in Figure 5, with some details shown in Figure 6.

Fig. 5. Visualization using the SOM results
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Fig. 6. Details of Figure 5

Figures 5 and 6 shows the general visual clustering structure for the data
(data from weather stations geographically close have similar colors) and also
some outliers (e.g. left part of Figure 6). One advantage of using a topology-
preserving algorithm is that we can perceptually evaluate how much a data
point is different from the others.

6 Conclusions and Future Work

In this paper we evaluated two techniques for dimension reduction or mapping
in order to create visual representation of time series over geographic coordi-
nates. Ultimately these techniques may be incorporated on the data collection
systems at INPE’s CPTEC to help identify potentially problematic data sub-
sets. We must point that we did not cluster time series for classification or
characterization, which, depending on the metric used, can be considered mean-
ingless [19,20]. In this research we used the metrics extracted from different
clustering algorithms to visualize spatio-temporal data.

Of the two techniques the one based on the SOM was considered to be more
easily interpretable since it is possible to identify data points that are different
from a cluster and at the same time perceptually evaluate how much it is differ-
ent. Both techniques has been used by researchers in several domains, but due to
its features SOM-based techniques are more prevalent, particularly for analysis
of data with spatial components (e.g. [21]).
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Abstract. The Support Vector Machines (SVMs) have received great emphasis 
in the pattern classification due its good ability to generalize. The Least Squares 
formulation of SVM (LS-SVM) finds the solution by solving a set of linear 
equations instead of quadratic programming. Both the SVMs and the LS-SVMs 
provide some free parameters that have to be tuned to reflect the requirements 
of the given task. Despite their high performance, lots of tools have been 
developed to improve them, mainly the development of new classifying 
methods and the employment of ensembles. So, in this paper, our proposal is to 
use both the theory of ensembles and a genetic algorithm to enhance the LS-
SVM classification. First, we randomly divide the problem into subspaces to 
generate diversity among the classifiers of the ensemble. So, we apply a genetic 
algorithm to optimize the classification of this ensemble of LS-SVM, testing 
with some benchmark data sets.  

Keywords: Pattern Classification, LS-SVM; Ensembles, Genetic Algorithm, 
Random Subspace Method. 

1 Introduction 

The study of the Support Vector Machines (SVMs) is one of the leading research areas 
in pattern classification. SVMs are linear statistical learning machines whose training 
is based on the Structural Risk Minimization principle [1]. Through the quadratic 
programming, an optimal decision hyperplane is found, thus maximizing the margin of 
separation of the classes. The Least Squares formulation of SVM, called LS-SVM, was 
introduced by Suykens [2] and it finds the solution by solving a linear system instead 
of quadratic programming. It uses equality constraints instead of inequality constraints 
in the problem formulation. Both the SVMs and the LS-SVMs provide some 
parameters that have to be tuned to reflect the requirements of the given task. Despite 
their high performance, several techniques have been employed in order to improve 
them, either by developing new training methods [3] or by creating ensembles [4]. 

The most popular ensemble learning methods are Bagging [5], Boosting [6] and 
the Random Subspace Method (RSM) [7]. In Bagging, one samples the training set, 
generating random independent bootstrap replicates [8], constructs the classifier on 
each of these, and aggregates them by a simple majority vote in the final decision 
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rule. In Boosting, classifiers are constructed on weighted versions of the training set, 
which are dependent on previous classification results. Initially, all objects have equal 
weights, and the first classifier is constructed on this data set. Then, weights are 
changed according to the performance of the classifier. Erroneously classified objects 
get larger weights, and the next classifier is boosted on the reweighted training set. In 
this way, a sequence of training sets and classifiers is obtained, which is then 
combined by single majority voting or by weighted majority voting in the final 
decision. In the RSM, classifiers are constructed in random subspaces of the data 
feature space. These classifiers are usually combined by single majority voting in the 
final decision rule. 

In our previous work [9], we used a GA to analyze the importance of each SVM in 
the ensemble by means of a weight vector. The diversity in ensemble was generated 
providing different parameter values for each model. In this paper, we propose 
another way to generate diversity in ensemble and extend the use of GA, called 
RSGALS-SVM. We use the combination of the RSM and GA to enhance the 
classification of a LS-SVM ensemble. First, we use the RSM, constructing models in 
random subspaces of an n-dimensional problem, so that each LS-SVM will be 
responsible for the classification of a subproblem. Then, the GA is used to minimize 
an error function and therefore it will act finding effective values for the parameters 
of each model in the ensemble and a weight vector, measuring the importance of each 
one in the final classification. That way, if, for example, there is one LS-SVM whose 
decision surface works better than the others, the GA will find the weight vector so 
that the final classifying is the best possible. Then we compare our results to proposed 
method with some other algorithms. 

This paper is organized as follows: Section 2 introduces the LS-SVM and some of 
its characteristics, and also has a brief explanation on genetic algorithms and its 
mechanism. Section 3 describes our proposed method, while Section 4 has the 
experimental results and its analysis. Section V presents the conclusion of the paper.  

2 Theoretical Background 

2.1 Least Squares Support Vector Machines 

In this Section we consider first the case of two classes. Given a training set of N data 
points , , where ∈  denotes the k-th input pattern and ∈  the k-th 
output pattern, the support vector method approach aims at constructing a classifier of 
the form: ( ) = ( , )  (1)

where   are support values and b is a real constant. For (·,·) one typically has the 
following choices: ( , ) =  (linear SVM); ( , ) = ( 1)  

(polynomial SVM of degree p); ( , ) = exp ( ) (RBF SVM); ( , ) = tanh ( ) (MLP SVM), where ,  and  are constants. 
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For the case of two classes, one assumes ( ) 1, = 1( ) 1, = 1 (2)

which is equivalent to ( ) 1, = 1, … , (3)

where (·) is a nonlinear function which maps the input space into a higher 
dimensional space. LS-SVM classifiers as introduced in [2] are obtained as solution to 
the following optimization problem: 

min, , ( , , ) = 12 12  (4)

subject to the equality constraints ( ) = 1 , = 1, … ,  (5)

One defines the Lagrangian 

( , , ; ) = ( ) 1  (6)

where  are Lagrange multipliers, which can be either positive or negative due to 
equality constraints as follows from Karush-Kuhn-Tucker (KKT) conditions [10]. 

The conditions for optimality = 0 = ∑ ( )= 0 ∑ = 0= 0 = , = 1, … ,= 0 ( ) = 1 = 0, = 1, … ,
  (7)

can be written after elimination of w and e as the linear system [2]: 0 = 01  (8)

Where  = ( ) ; … ; ( ) , = ; … ; , 1 = 1; … ; 1 , =  ; … ;  ,= ; … ; . The Mercer’s condition is applied to the matrix Ω =  with Ω =  ( ) ( ) = ( , ) (9)

2.2 Genetic Algorithms 

The Genetic Algorithm (GA) [11] is a search-based metaheuristic inspired by the 
Darwinian principle of the evolution and by the theory of genetics. The GA was 
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initially proposed by John Holland in 1975, as part of his attempts to explain 
processes occurring in natural systems and to build artificial systems based on such 
processes. It operates on a population of solutions (chromosomes) and then proceeds 
according to the “survival of the fittest” where a fitness function will analyze how fit 
is that individual and so evaluate its survivability. 

Conceptually, it adopts two separated spaces well defined called search space and 
solution space. The first one is formed by encoded solutions (genotype) for the 
problem and the second one, the space of the real solutions (phenotype), where they 
will be evaluated by the fitness function. 

The canonic genetic algorithm (simple GA) can be seen like a union of the three 
components: (a) the chromosome representation, commonly either a string of bits or a 
set of floating-point values; (b) the synthesis of new individuals, using biologically-
inspired operators of crossover and mutation; (c) selection of the parents of the next 
generation, using the fitness function, through a roulette wheel, a tournament, or 
another selection method. 

The crossover is an exchange of information between parent chromosomes, 
creating new chromosomes. In bit strings, it usually happens through the exchange of 
determined bit indexes, while in floating-point values, it is an arithmetical operation 
between the chromosomes. It also occurs with a certain probability, and the choice of 
which individuals will participate in the crossover might also be made according to 
the fitness function. 

The mutation is a change in the value of a gene on the chromosome. Like the 
crossover, it also has a probability of occurrence. The mutation might be either a 
simple inversion of a gene in the bit string, or a small addition or subtraction from the 
chromosome, in the floating-point case. 

The selection is responsible for the perpetuation of the good features of the 
population. Chromosomes are selected from the population to be parents to crossover. 
The problem is how to select these chromosomes. According to Darwin’s evolution 
theory the best ones should survive and create new offspring. There are many 
methods how to select the best chromosomes, for example roulette wheel, 
tournament, rank selection, steady state selection and some others.  

3 RSGALS-SVM 

Our main objective is to improve the LS-SVM ensemble performance through the 
combination of RSM and GA. In order to create this set of LS-SVMs, we delved a little 
into the ensemble theory. 

In [12,13,14,15] we see that an effective ensemble should consist of a set of 
models that are not only highly accurate, but ones that make their errors on different 
parts of the input space as well. Thus, varying the feature subsets used by each 
member of the ensemble should help promote this necessary diversity. From [4] we 
see that the SVM kernel that allows for higher diversity from the most popular ones is 
the Radial Basis Function kernel, because its Gaussian width parameter, , allows 
detailed tuning. 

Therefore, the combination of RSM and GA is used to generate highly accurate 
models and promote disagreement among them. Given an n-dimensional problem, we 
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use RSM to divide it randomly into M subspaces of the data feature space, thus each 
LS-SVM will be responsible for the classification of the problem based on the 
information that your subspace provides. 

Once defined the division into subspaces of the original problem, we define how 
the GA will be used in this work. The GA will act on two different levels of the 
ensemble, on the parameters and output of each model. At the first level, the GA will 
find effective values of  and , the regularization term that controls the tradeoff 
between allowing training errors and forcing rigid margins, for M LS-SVMs. At the 
second level, the GA will find a weight vector , measuring the importance of each 
LS-SVM in the final classifying. The final classification is obtained by a simple linear 
combination of the decision values of the LS-SVMs with the weight vector. This way, 
the representation of each individual of our population is defined as a vector 
containing the adjustable parameters and weights. = , , … , , , , … , , , , … ,  

where M is the number of LS-SVMs. 
The fitness function of our GA is the error rate of the ensemble and can be seen as: ( , , ) =  = , … , , = , … ,  =  , = 1, … ,  

(10)

where d contains the output patterns, y contains the final hypothesis, o contains the 
LS-SVMs outputs for a given input pattern  and w is the weight vector.  

So, we can formulate the optimization problem to be solved by the GA: min, , ( , , ) =  (11)

subject to 

1. ∑ = 1 

2. , 0 and 0, = 1, … ,  

The initial population of the GA was generated randomly. We employed stochastic-
uniform selection, which divides the parents into uniform-sized sections, each 
parent’s size being determined by the fitness scaling function. In each of these 
sections, one parent is chosen. The mutation function is a Gaussian; the individuals in 
mutation are added with a random number from a Gaussian distribution with mean 
zero, and variance declining at each generation. The crossover function is the 
scattered crossover; a binary vector is generated, and the elements of this vector 
decide the outcome of the crossover. If the element is a 1, the corresponding gene of 
the child will come from the first parent. If it’s a 0, said gene will come from the 
second parent. The size of the population is 20, at each generation two elite 
individuals are kept for the next generation, and the fraction generated by crossover is 
0.8. The GA runs for 100 generations. Table 1 show the method’s pseudo code. 
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Table 1. RSGALS-SVM algorithm  

Given: = ( , ), … , ( , ); ∈ , ∈ 1,1 , the input set 
Procedure: 

   Generate from  the training set  and the test set  
Randomly divide P into M subspaces of features  
Generate M LS-SVM to compose the ensemble, each one will be trained using one of 
those groups of features 

       Call the GA to solve the optimization problem: min, , ( , , ) =  

subject to 

1. ∑ = 1 
2. , 0 and 0, = 1, … ,  

Retrieve the optimal values for ,  and the optimal weight vector   
Evaluate the ensemble using V with the same division made in P                  
Output: Final Classification: ( ) = ( ) 

 

4 Experimental Results 

To evaluate the performance of proposed method, tests were performed using 11 two-
class benchmark data sets from [16] that include various types of classification 
problems (real-world problems and artificial). Table 2 shows the number of inputs, 
training data, test data, and training and test data sets of each data set. The data sets 
chosen vary across a number of dimensions including: the type of the features in the 
data set (continuous, discrete or a mix of the two) and number of examples in the data 
set. We compared the proposed method to a single RBF Network, AdaBoost with 
RBF Networks and SVM (with Gaussian kernel) and their results were obtained from 
[17]. All results are averaged over all sets in every problem. In all tests, we used an 
ensemble composed of 5 LS-SVM. 

Table 3 shows the average recognition rates and their standard deviations of the 
validation data sets by RBF, AdaBoost, SVM and proposed method. 

The results of AdaBoost are in almost all tests worse than the single classifier. 
Analyzing these results, this is clearly due to the overfitting of AdaBoost. In [17], the 
authors explain that if the early stopping is used then this effect is less drastic but still 
observable. 

The averaged results of RSGALS-SVM are a bit better than the results achieved by 
other classifiers in most tests (7/11). In 4 tests (German, F. solar, Twonorm and 
Waveform) RSGALS-SVM is significant better than SVM. The results of SVM are 
often better than the results of RBF classifier.   
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Table 2. Two-class benchmark data sets 

Data Inputs Training Test Sets 

B. cancer 9 200 77 100 
Diabetis 8 468 300 100 
German 20 700 300 100 
Heart 13 170 100 100 
Image 18 1300 1010 20 
Ringnorm 20 400 7000 100 
F. solar 9 666 400 100 
Splice 60 1000 2175 20 
Thyroid 5 140 75 100 
Twonorm 20 400 7000 100 
Waveform 21 400 4600 100 

Table 3. Comparison between the RSGALS-SVM, a single RBF classifier, AdaBoost (AB) and 
Support Vector Machine (SVM). The best average recognition rate is shown in boldface. 

Data RBF AB SVM RSGALS-SVM

B. cancer 72.4±4.7 69.6±4.7 74±4.7 74.1±0.1 
Diabetis 75.7±1.9 73.5±2.3 76.5±1.7 76.3±0.3 
German 75.3±2.4 72.5±2.5 76.4±2.1 78±0.6 
Heart 82.4±3.3 79.7±3.4 84±3.3 87±0.5 
Image 96.7±0.6 97.3±0.7 97±0.6 96.3±0.1 
Ringnorm 98.3±0.2 98.1±0.3 98.3±0.1 97.5±0.3 
F. solar 65.6±2.0 64.3±1.8 67.6±1.8 70.3±0.6 
Splice 90±1.0 89.9±0.5 89.1±0.7 90.1±0.1 
Thyroid 95.5±2.1 95.6±0.6 95.2±2.2 94.7±0.6 
Twonorm 97.1±0.3 97±0.3 97±0.2 97.9±0.2 
Waveform 89.3±1.1 89.2±0.6 90.1±0.4 92.7±0.2 

5 Conclusion 

In this work, we proposed two changes in relation to the previous work [9], we 
incorporated the RSM to make the feature selection, creating diversity among the LS-
SVMs in the ensemble, and we extended the use of GA to find good values for the 
parameters ( , ). The search space of these parameters is enormous in complex 
problems due to their large range of values. This is why we extended this global search 
technique (GA) to find their values. We tested the previous work using 4 data sets 
(Image, Ringnorm, Splice and Waveform) and this work got better results in all cases. 

We compared the proposed method RSGALS-SVM to a single RBF classifier, 
AdaBoost with RBF networks and SVM (with Gaussian kernel) and it achieved better 
results than these traditional classifiers in most tests. 

Many improvements are possible and need be explored. For example, we can 
investigate further expand the use of GA to make the feature selection, as in [18], but 
keeping the fitness function used in this work. 
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Abstract. Lately, the research related to time series forecasting has
been an area of considerable interest in different fields. It is very impor-
tant to predict the behavior of the time series but it is not an easy task.
Several models to aim this issue have been developed over the years, tak-
ing into account their peculiarities. Artificial Neural Networks (ANNs)
are one of them. ANNs received much attention, and a great number
of papers have reported successful experiments and practical tests. In
this paper, a hybrid approach is proposed based on Harmony Search
(HS) to select the number of hidden neurons and their weights for Ex-
treme Learning Machine (ELM) algorithm, called HS-ELM. In addition,
we provide experimental results from the application of our algorithm
HS-ELM in real stream flow time series to show its effectiveness and
usefulness.

Keywords: Hybrid Intelligent System, Harmony Search, Extreme Learn-
ing Machine, Time Series Forecasting.

1 Introduction

The research on time series forecasting is being applied in different areas. Time
series forecasting is based on the use of past observations of a data set to build
a model which will be able to predict a future value. Over the past decades a
lot of searches were done to develop and improve this process. At the beginning,
the linear models were used to predict the future values, e.g. ARIMA models
[1]. These models assume that the behaviour of the data set are linear, meaning
that the variables would have only linear dependence. However, most of the real-
world time series are often non-linear. So, to attack this problem some other
methods were studied like the Bilinear model, the Threshold Autoregressive
(TAR) model, the Autoregressive Conditional Heteroskedasticity (ARCH) and
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the Generalized ARCH (GARCH). A limitation to use these non-linear models is
that we don’t know the relationship between the variables of the data set which is
generally difficult to predict. Nowadays, the Artificial Neural Networks (ANN)
are presented as an alternative approach to traditional statistical methods to
solve problems on the prediction of the time series [2].

This study therefore proposes: a heuristic search of an architecture that avoids
the need to test all possible architectures for an Artificial Neural Network, im-
plementing a method that is self-adjusting and that has shown better results
compared to existing heuristics (these heuristics whose architectural decision
is made manually and tediously, taking too long to decide which architecture
responds with better results). This method dynamically decides how many pro-
cessing units are in the hidden layer and their weights, using the method of
Harmony Search with the learning algorithm Extreme Learning Machine (which
it is considered much faster maintaining the good results than the Backpropa-
gation) [3, 4].

The remaining of this paper is organized as follows. Section 2.1 brings a
brief presentation of Harmony Search, followed by section 3 which describes the
Extreme Learning Machine. Section 4 presents the proposed solution and an
implemented model called Harmony Search with Extreme Learning Machine
(HS-ELM). Section 5 presents the performed case study with the experiments
and obtained results. Finally, section 6 concludes the paper.

2 Search Method

There are two types of search method used to set the weights of the Neural
Networks: evolutionary and non-evolutionary methodologies. The first one, use
Evolutionary Algorithms, e.g. Genetic Algorithms (GA). The second, tries to
optimize the performance of the network using techniques to make modifications
on itself during the training phase, e.g. Cascade-Correlation (CC) and Dynamic
Node Creation (DNC). Many works have been done in this area with Genetic
Algorithms (GA) and Particle Swarm Optimization (PSO), for example, but
even when they present good results, the computational cost is really high, since
the GA and PSO works with populations. In this work, we propose the use of
Harmony Search to optimize the ELM because it just provide one single solution
to be evaluate at each interaction.

2.1 Harmony Search

Harmony Search (HS) is one technique for search and optimization problems in-
troduced in 2001 [5] that have been very successful in managing problems [6–10].
HS is a meta-heuristic algorithm, mimicking the process of improvising music
players [5]. The algorithm HS has been very successful in a variety of optimiza-
tion problems [6–10], having several advantages over traditional optimization
techniques [10]. Harmony search has two main differences when compared with
other search methods based on population: only generates a new individual to
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the population at each iteration so that only one individual needs to be evalu-
ated; and the initial selection of the set of variables is done probabilistically.

3 Extreme Learning Machine

As a learning technique, Extreme Learning Machine (ELM) has demonstrated
good potentials to resolving regression and classification problems. Recently,
ELM techniques have received considerable attention in computational intelli-
gence and machine learning communities, in both theoretic study and applica-
tions [3].

Extreme learning machine (ELM) was proposed in Huang et al. [11] as a
new class of learning algorithm for single-hidden layer feedforward neural net-
work (SLFN) much faster than the traditional gradient-based learning strategies.
However, ELM random determination of the input weights and hidden biases
may lead to non-optimal performance, and it might suffer from the overfitting
as the learning model will approximate all training samples well [12]. Usually, the
initial input weights and hidden biases of ELM are randomly chosen, and then
the output weights are analytically determined by using Moore-Penrose (MP)
generalized inverse. However, ELM may need higher number of hidden neurons
due to the random determination of the input weights and hidden biases.

4 Proposed Model: HS-ELM

Since it is difficult to find a particular algorithm that is the best for all ap-
plications in this article we intend to compare the use of Harmony Search and
Extreme Learning Machine with ELM to forecast time series. The focus is to
determine the number of neurons and the weights connections of the networks.
The steps of the Harmony Search with ELM (HS-ELM) algorithm are:

1. Initialize the algorithm parameters;
2. Initialize at random, the Harmony Memory (HM);
3. Calculate through the ELM the MSE using the neurons and weights that

were set in the HM;
4. Update the HM putting smaller errors in the first rank;
5. Improvise a new harmony in HM;
6. Repeat steps 3-5 until the stopping criterion (e.g. maximum number of cycles

or/and the error with small variation).

The algorithm returns for each simulated population all the settings of the HM.
The last setting is taken into account. The harmony of the first rank has the
lowest error found. The Harmony Memory is a vector composed by: the first
values correspond to the neurons assets (0 for non-active and 1 for active) and
the second part are composed by the weights (values between 0 and 1). The
configuration of the Harmony Memory from the HS-ELM are demonstrate in
Fig. 1. The h represents the number of harmonies, n is the maximum number of
neurons and w is the maximum number of weights.
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Fig. 1. Configuration of the Harmony Memory from the HS-ELM

For each population simulated the algorithm returns all HM’s settings. The
last setting is taken into account and the harmony on the first rank that has the
lowest error found. The Harmony Search is responsible for selecting the number
of neurons according to the probability equals 50%. When a new harmony is
created, the neurons (notes) set with 1 correspond to the neurons that will be
included in the ELM. The weights of these neurons are continuous and directly
encoded in the individuals and passed to the neural network ELM.

5 Case Study

The National Electricity System Operator (ONS) from Brazil with the objective
of optimizing the centralized dispatch of power plant members of the National
Interconnected System (SIN), has among its main tasks to forecast the weekly
streamflow for the Monthly Operation Program (PMO) and its revisions. The
main model that supports this prediction is the univariate stochastic model called
PREVIVAZ [13]. The methodology of this model includes autoregressive and
moving average models, with stationary or periodic structure, in other words,
the AR(p) and PAR(p) models, with p up to order 4 and PARMA(p,q) and
ARMA(p,q) models, with p up to order 3 and q up to order 1. Transformations
can be logarithmic, Box & Cox or without transformation [14]. However, the
ONS has sought different technological alternatives for streamflow forecasting,
with the aim of improving the quality of this input to the operation of the SIN.

Thus, since January 2006, ONS began using a model that incorporates the use
of information provided from observed and predicted rainfall to the process of
streamflow forecasting, within the PMO and its weekly review. Among this mod-
els we have the SMAPMEL model (for the Paraná river basin, in the incremental
portion of Itaipu), MGB-IPH model (for the Paranáıba river basin, the stretch
between the Itumbiara and São Simão), MPCV model (for the Uruguai river
basin), FUZZY model (for the Iguaçu river basin), SMAP model (for the Rio
Grande upper/middle river basin till Porto Colômbia) and NEURO3M model
(for the Três Marias basin in São Francisco river basin). For the purpose of
planning the national interconnected system, Brazil is divided into four regions:
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north, northeast, south and southeast. Among these regions, which has higher
forecast errors is the south region (Iguaçu River, Jacúı River and Uruguai River).
Therefore, the development of new models that can improve the quality of fore-
casts especially in this region has fundamental importance.

This study proposes a new model (HS-ELM) for forecasting streamflow. To
evaluate the performance of the proposed method will be used mainly plants
located in south of Brazil and others considered important for the the remaining
regions. Our goal is to evaluate the performance of the proposed model with the
ELM and PREVIVAZ models.

5.1 Data Set and Metrics

In order to evaluate the performance of the proposed HS-ELM model some
experiments were performed, which is described just below. In this paper, the
river flows time series used were:

– Jordão, Foz do Areia, Salto Santiago and Salto Caxias located in the Iguaçu
river; Passo Real in Jacúı river and Itá, Passo Fundo and Quebra Queixo in
Uruguai river (located in South of Brazil);

– Furnas in Grande river, Manso in Paraguai river and Itaipu in Paraná river
(located in the Southeast of Brazil);

– Tucurúı in Tocantins river (located in the North of Brazil); and

– Boa Esperança in the Parnáıba river (located in the Northeast of Brazil).

All bases have average daily natural inflow from 1973 to 2010 available in ONS
website [15]. The average used is the mean of each data. The time series of the
south region are the most difficult to predict since does not exist seasonality
and has higher deviations over the years. The number of ahead forecast is equal
to 1 and determines the mean of one week ahead (mean of 7 values) in order
to compare with the results of the models actualy used in the electricity sector
and published in the ONS website. Also, we present the mean result for 12 days
ahead (five days to complete the current week and seven for the weekly operation
program). Each data set was divided into three parts: 50% of the examples
are used for training the neural network, 25% are used for validation and 25%
are used for testing. The validation set was used to verify the generalization
capability of the network (setting the number of neurons in the hidden layer).

The metrics used for performance evaluation were three and they are described
below. First, the Mean Absolute Percentage Error (MAPE), which is the aver-
age absolute difference between predicted and observed values, expressed as a
percentage of the observed values. This indicator can take values between (∞, 0]
being MAPE = 0 the value corresponding to perfect forecasts in the period (this
is characterized as an indicator of “short term”).

MAPE =
1

n

n∑
t=1

|Ot − Pt

Ot
| (1)
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Where Ot is the actual value and Pt is the forecast value. Second, Nash-Sutcliffe
model efficiency coefficient (NS) is used to evaluate the predictive power of hy-
drological models. This indicator can take values between (−∞, 1]. NS equals
1 corresponds to perfect prediction of the flows in the period in focus. NS less
then 0 shows that using the model predictions is worse than using the average
value of observations (this is characterized as an indicator of “long term”).

NS = 1−
∑n

t=1(Pt −Ot)
2∑n

t=1(Pt − Ō)2
(2)

Where Ō is the average value observed. Third, the index proposed by the ONS,
Distance Multicriteria (DM) uses the previous results as an ordered pair (NS,
1-MAPE) and calculates the Euclidean distance to the optimal point.

DM =

√
(1−NS)2 +MAPE2 (3)

To validate the results we applied the Wilcoxon test hypothesis with 95% confi-
dence, making sure that the medians of the compared systems are equal or not,
as the following:

– h0: system 1 median = system 2 mean
– h1: system 1 median �= system 2 mean

5.2 Experiments and Results

The parameters of the algorithm are described below. All experiments were per-
formed with the following parameters: number of simulations = 30, population
size = 12, maximum number of neurons in the hidden layer = 30, maximum
number of generations = 150, probabilities of the HS = 0.95. For stopping cri-
teria and avoid overfitting, in each generation the fitness is evaluated, which is
calculated as the inverse of the mean square error of validation set. If the net-
work is no longer generalizing, the counter is incremented. When it reaches the
value 30, the training stops. If it does not occurs the training stop after 150 gen-
erations. The number of inputs variables was 14 past values (lags), in all cases,
to forecast the 7 or 12 days ahead. This number was based on another study
already done with streamflow forecasting [16, 17].

In Experiment 1, we compared the use of traditional ELM and the proposed
HS-ELM model. The results are shown in Table 1. After implementation of
Wilcoxon test it was concluded that the MAPE was always less or equal to all
series with the proposed model (HS-ELM). The results were considered statis-
tically equal for the series: Passo Real, Passo Fundo, Quebra Queixo, Manso e
Furnas. For the other series the MAPEs are smaller using HS-ELM. In Table
1 it is possible to observe the average number of neurons in the hidden layer
selected by the proposed method compared with the process of trial and error
from the ELM network. The average number of neurons selected by HS-ELM is
always inferior to the process of trial and error.
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Table 1. Results for the forecasting ELM x HS-ELM (values displayed in percent) and
the number of neurons in the hidden layer ELM x HS-ELM

Time Series MAPE (%) Number of Neurons

Models ELM HS-ELM ELM HS-ELM

Mean STDV Mean STDV Neurons Neurons STDV

Jordão 26.00 0.32 25.80 0.19 30 23.80 4.60

Foz do Areia 21.80 0.36 21.50 0.29 30 22.20 4.30

Salto Santiago 21.00 0.45 20.70 0.97 30 22.00 6.40

Salto Caxias 22.40 0.43 22.10 0.43 30 20.30 5.80

Passo Real 28.00 0.23 28.00 0.21 30 23.30 4.70

Itá 35.00 0.36 34.80 0.24 25 21.90 5.00

Passo Fundo 38.10 0.25 38.00 0.17 30 24.50 4.00

Quebra Queixo 37.10 0.50 37.20 0.76 30 22.50 5.80

Tucurúı 8.60 0.46 8.10 0.26 25 21.50 6.50

Manso 24.80 0.17 24.80 0.15 30 24.00 4.60

Furnas 19.50 0.36 19.60 1.80 30 20.40 6.20

Itaipu 8.60 0.17 8.50 0.15 30 21.50 6.30

Boa Esperança 11.10 0.20 11.00 0.19 30 2.00 6.30

The second objective (Experiment 2) was to compare the MAPEs obtained
with the proposed method and those obtained and published by the ONS to the
model in currently used in the eletric sector (PREVIVAZ model). The results
are shown in Table 2. The Wilcoxon statistical test indicates that the results of
the proposed method have lower MAPEs for all time series with 95% confidence
interval.

The Experiment 3 aimed to compare, for the years 2008, 2009 and 2010, the
results obtained for the operational week using the new models that were im-
plemented from 2008, mainly to south region of Brazil. The Wilcoxon statistical
test showed that for all metrics the results were better (with 95% confidence
level) for the proposed model. Finally the last experiment (Experiment 4) was
to calculate the MAPEs with the model proposed for 12 days ahead that is the
limit required in PMO (five days to fill the current week and 7 days for the
PMO). In Table 2 we can observe the MAPEs for the time series. When per-
forming the statistical test we can conclude that even for 12 days for ahead the
errors are lower or equal than those obtained for the operating week with the
current models.

6 Conclusion

There isn’t a single learning algorithm superior to all others for all problems.
Researches in machine learning tries to provide insight into the strengths and
limitations of these different algorithms. With this in mind, and background
knowledge for a particular problem, it is possible to choose which algorithms
will be used to solve that particular problem.



268 I. Valença and M. Valença

Table 2. Results for the forecasting HS-ELM, PREVIVAZ and HS-ELM for 12 days
ahead (values displayed in percent)

Time Series MAPE (%)

Models HS-ELM PREVIVAZ HS-ELM-12

Mean STDV Mean STDV Mean STDV

Jordão 25.00 2.70 40.40 8.90 32.20 0.36

Foz do Areia 26.30 2.90 38.00 3.80 30.10 0.30

Salto Santiago 20.70 0.60 37.10 4.80 28.10 0.20

Salto Caxias 22.10 0.43 – – 30.20 0.23

Passo Real 27.50 4.60 44.00 5.20 32.90 0.15

Itá 29.20 4.20 67.60 10.30 43.00 0.17

Passo Fundo 24.30 2.60 55.20 11.60 44.00 0.21

Quebra Queixo 34.90 5.80 87.10 12.30 44.40 0.79

Tucurúı 7.60 0.90 12.00 1.70 11.40 0.23

Manso 23.80 1.40 33.30 4.80 29.30 0.12

Furnas 18.00 3.40 26.30 6.40 24.40 0.21

Itaipu 8.90 0.60 15.60 1.50 12.60 0.93

Boa Esperança 10.70 1.70 17.30 2.60 14.30 0.34

We presented, in this paper, the use of a new method for forecasting aver-
age daily flows. The proposed method combines the Harmony Search algorithm
and the neural network Extreme Learning Machine (HS-ELM). The proposed
method obtained results statistically significant, managing to find lower errors
than the models that are being used in the electricity sector. The good per-
formance of the model HS-ELM is especially evident in the south region, both
seen as difficult when using the previous model PREVIVAZ as compared to new
models implanted since 2008.
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Abstract. Similar sentences extraction is an essential issue for many
applications, such as natural language processing, Web page retrieval,
question-answer model, and so forth. Although there are many studies
exploring on this issue, most of them focus on how to improve the effec-
tiveness aspect. In this paper, we address the efficiency issue, i.e., for a
given sentence collection, how to efficiently discover the top-k semantic
similar sentences to a query. The issue is very important for real appli-
cations because the data becomes huge and the existing state-of-the-art
strategies cannot satisfy the users’ performance requirement. We propose
efficient strategies to tackle the problem based on a general framework.
Extensive experimental evaluations demonstrate that the efficiency of
our proposal outperforms the state-of-the-art approach.

Keywords: semantic similarity, top-k, rank aggregation.

1 Introduction

Searching semantic similar sentences is an essential issue because it is the basis of
many applications, such as snippet extraction, image retrieval, question-answer
model, document retrieval, and so forth [18,3,11,2,13]. From a given sentence col-
lection, this kind of queries ask for those sentences which are most semantically
similar to a given one.

The problem can be solved as follows: we firstly measure the similarity score
between the query and each sentence in the data collection using the state-of-
the-art techniques [7,10,12,14,15], then sort them with regard to the score and
finally return the top-k ones. Almost all the previous studies focus on improving
the effectiveness aspect (i.e., precision) and the datasets conducted are small.
However, when the size of the data collection increases, the scale of the problem
will dramatically increase and the state-of-the-art techniques will be impractical.
As far as we know, this paper is the first study that aims to address the effi-
ciency issue in the literature. Moreover, most of the previous strategies applied
the threshold-based method [7,10,15] that a threshold is set to filter out those
dissimilar sentences. However, this threshold is difficult for users to determine.
For real applications (e.g., Google), users may prefer the top-k results.

There are mainly four kinds of techniques to measure the similarity between
sentences: (1) knowledge-based strategy [15,12]; (2) corpus-based strategy [7];
(3) syntax based strategy [10,7]; and (4) hybrid strategy [7,10]. All of these

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 270–277, 2012.
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works, however, is time consuming when testing the candidates for top-k simi-
lar sentences extraction. To tackle this issue, we introduce efficient strategies to
evaluate as few candidates as possible. Moreover, we aim to progressively out-
put the top-k results, i.e., the top-1 result should be output almost instantly,
then the top-2 and more results will be obtained as the execution time becomes
longer. This satisfies the requirement of the real applications [5]. As such, these
issues are the challenges of the paper, which have not been studied before. Our
contributions of this paper are listed as follows:

We propose to tackle the efficiency issue for searching top-k semantic similar
sentences, which is different from previous works that focus on the effectiveness
aspect. Based on the most comprehensive work [7], we introduce the optimiza-
tion techniques and improve the efficiency. For each similarity measurement, we
introduce a corresponding strategy to minimize the number of candidates to
be evaluated. A rank aggregation method is introduced to progressively obtain
the top-k results when assembling the features. We conduct experiments and
evaluate the performance of the proposed strategies. The results show that the
proposed strategies outperform the state-of-the-art method.

2 Problem Statement

The issue we aim to tackle is to extract the top-k similar sentences to a query.
Formally, for a query sentence Q, finding a set of k sentences P in a given
sentence collection S which are most similar to Q, i.e., ∀p ∈ P and ∀r ∈ (S−P )
will yield sim(Q, p) ≥ sim(Q, r).

To measure the similarity sim(Q,P ) between two sentences, we apply the
state-of-the-art strategies by assembling multiple similarity metric features to-
gether [10,7]. Because we focus on tackling the efficiency issue in this paper,
several representative features are selected based on the framework in [7]. Note
that a sentence is composed of a set of words and therefore, the similarity score
between two sentences is the overall scores of all the word pairs whose com-
ponents belong to each sentence, respectively [7]. As such, we introduce the
representative word similarity in the next section.

2.1 Similarity Measurement Strategies

String-Based Similarity. String similarity measures the difference of syntax
between strings. An intuitive idea is that two strings are similar to each other if
they have enough common subsequences (i.e., LCS [6]). We focus on three rep-
resentative string similarity measurement strategies, i.e., NLCS, NMCLCS1 and
NMCLCSn1 which are denoted as SimNLCS, SimNMCLCS1 and SimNMCLCSn

[7]. The following are the formulas:

SimStringStrategy(wi, wj) =
length(StringStrategy)2

length(wi)length(wj)
(1)

1 NLCS: Normalized Longest Common Substring, NMCLCS1: Normalized Maximal
Consecutive LCS starting at character 1, NMCLCSn: Normalized Maximal Consec-
utive LCS starting at any character n [7].
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query sentence: 
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It is the higest cost-effective web hosting service in Nihon.
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Fig. 1. The implementation of the top-k similar sentences searching framework

Here StringStrategy are NLCS, MCLCS1 and MCLCSn.

Corpus-Based Similarity. Corpus-based similarity measurement is to recog-
nize the degree of similarity between words using large corpora [9]. There are
several kinds of strategies: PMI [16], LSA [8], HAL [1], chi-square, and so forth.
In this paper, we use SOC-PMI (Second Order Co-occurrence PMI) [7] which
employs PMI while taking into account important neighbors in the context win-
dows of the two words. The intuitive idea is that the neighbors have abundant
semantic context and should be considered. PMI [16] is defined as follows:

fpmi(wi, wj) = log2
f(wi, wj)×m

f(wi)f(wj)
(2)

where f(wi) is the frequency of the word wi in the corpus, and m is the size of
the corpus. Eq. 2 is used to calculate the similarities between words, and then
high PMI scores are aggregated to obtain the final SOC-PMI score [7].

2.2 A General Framework

To measure the overall similarity between two sentences, a general framework
is presented by incorporating the main similarity features. As far as we know,
[7] is the most comprehensive approach which incorporates several represen-
tative similarity metrics (i.e., string similarity and semantic similarity2). The
string similarity is further composed of three different measurement, i.e., NLCS,
NMCLCS1 and NMCLCSn. Fig. 1 illustrates the general framework for search-
ing the top-k similar sentences. Due to lack of large labeled data, the existing
state-of-the-art assembling techniques commonly set the weight values arbitrarily

2 The common word order similarity is neglected here because [7] has demonstrated
that it has no influence on the overall score.
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[7,10,12,14]. We apply the same strategy (i.e., weightstring=weightsemantic=1/2,
weightNLCS=weightNMCLCS1=weightNMCLCSn=1/3). While obtaining opti-
mal values of these weights is certainly an interesting issue, it is out of the scope
of this paper. It is very time consuming to test every candidate especially when
the data collection is large. Therefore, efficient strategies on searching top-k se-
mantic similar sentences are necessary.

3 Proposed Approaches

We propose efficient strategies for extracting the top-k similar sentences. The
key idea is that by building appropriate index in the preprocessing, we only need
to test a small part of candidates in the whole data collection.

3.1 Optimization on String-Based Similarity

We employ NLCS, NMCLCS1, NMCLCSn as our string-based similarity fea-
tures [7].

• NLCS
The basic idea for improving the efficiency of similar word extraction, is to test
as few candidates as possible. To address this issue, in the preprocessing we
need to built an effective index which facilitates the candidate test process. A
well known technique is n-gram (or q-gram [17]) model, which is utilized in our
framework. Moreover, because our purpose is to search the top-k similar words,
we can further improve the efficiency based on the property of the similarity.

From Eq. 1 we know that NLCS is based on two factors: (1) length of LCS;
(2) length of the candidate wi (length of the query is not important because we
cannot know it in the preprocessing). The similarity increases when length(LCS)
increases or length(wi) decreases. Therefore we have the following lemma.

Lemma 1 (Lower Bound of Gram Length). Let P be the top-k similar
word to the query Q so far. Q and P have the NLCS score as τtop−k. We denote
the set R be the untested words and the gram set G be the untested grams. If
∀g ∈ G and ∀r ∈ R, |gr| < |Q| · τtop−k, then the top-k similar words w.r.t. string
similarity score have been found.

Proof (Sketch of Proof). (Proof by Contradiction) Assume there is one candidate
word r with gram |gr| < |Q|·τtop−k in R and it is ranked in the top-k list. Then we

have Sim(Q, r) ≥ τtop−k,
|gr |2
|Q||r| ≥ τtop−k, |gr|2 ≥ |Q|·|r|·τtop−k, |gr| ≥ |Q|·τtop−k,

which contradicts the assumption. ��
This lemma tells us that we can sort the grams in descending order of their
lengths in the index. Moreover, for each gram, we sort all the corresponding
words (which include this gram) in ascending order of their lengths. To search
the top-k similar words, we start from the word list which has the longest gram.
In the list, we first test shorter words and then the longer ones.
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• NMCLCS1

This similarity measures the maximal common consecutive prefix substrings of
two strings. Similar to NLCS, from Eq. 1, we can see that NMCLCS1 is de-
termined by two factors: length of NMCLCS1 and length of candidate word.
NMCLCS1 increases when the length of NMCLCS1 increases or the length of
the candidate decreases. Therefore, we can build a gram index that all the grams
are in descending order of their lengths. For each gram, the related words are
in ascending order of their lengths. The difference for indices between NLCS
and NMCLCS1 is that the grams for the latter are only a part of the former
(i.e., start at the beginning of each string). The lower bound used to terminate
is |Q| · τtop−k. The computation of τtop−k is based on Eq. 1. The algorithm of
searching top-k similar words for NMCLCS1 is very similar to that for NLCS.
We need to modify the index strategy in the algorithm.

• NMCLCSn
NMCLCSn measures the maximal common consecutive substring which can
starts at any position n. The index for NMCLCSn is similar to that for NMCLCS1.
The only difference is the strategy for decomposing words into grams. NMCLCSn
parses words into grams which can start at any positions. The lower bound used
to terminate is |Q| · τtop−k, where τtop−k is calculated by Eq. 1. The algorithm
for NMCLCSn is similar to that for the above mentioned string similarities, with
modification according to the definition of NMCLCSn.

3.2 Optimization on Corpus-Based Similarity

We apply SOC-PMI [7] as the corpus-based similarity evaluator. SOC-PMI lin-
early aggregates the top large PMI values (i.e., Eq. 2) of each pair words with
their neighbors. We introduce an efficient technique [19].

Lemma 2 (Upper Bound of Word Frequency). Let Q be the query word
and P be the top-k similar word so far. Q and P have the similarity score τtop−k.
If ∀r ∈ R, f(r) > m

2top−k , the top-k similar words have been found. Here R is the
remaining untested words and m is the size of the corpus.

Based on this lemma, we sort all the candidates in ascending order of their
frequencies in the preprocessing and measure the similarity while querying one
by one. When we find the current frequency of candidate word is large than

m
2top−k , we can terminate the process and avoid to test the remaining candidates.

3.3 Sentence Similarity Computation

We have introduced how to measure the similarity between words. Here we take
illustrate how to obtain the similarity between sentences. Let P =“Cheapest
online hosting in Japan.”, Q=“Domain is free to use for the first year”. After
removing all stop words and lemmatizing, we obtain P={cheap online hosting
Japan} and Q={domain free use year}. Through similarity measuring on each
combination of word pair for the sentences, we construct a similarity matrix



Towards Efficient Similar Sentences Extraction 275

cheap
0.3425

online hosting Japan
domain

free
use
year

0.6302
0.3719
0.3657

0.7012
0.6125
0.4872
0.4214

0.7321
0.5785
0.4875
0.4952

0.2974
0.3214
0.3042
0.4321

0.3425
0.6302
0.3719
0.3657

0.7012
0.6125
0.4872
0.4214

0.7321
0.5785
0.4875
0.4952

0.2974
0.3214
0.3042
0.4321

0.6302
0.3719
0.3657

0.6125
0.4872
0.4214

0.3214
0.3042
0.4321

0.4872
0.4214

0.3042
0.4321

(a)

(b) (c)

(d) (e)
0.4321

Fig. 2. Similarity measurement between two sentences

which is illustrated in Fig. 2 (a). Each element represents the overall similarity
score of the word pair, i.e., aggregation of string-based and corpus-based simi-
larities. To obtain the score between sentences, we first find the maximal-valued
element (i.e., representative word). Then the related row and column which
includes this element are removed. This process is recursively executed and fi-
nally all the similarities of the representative words have been extracted (i.e.,
Fig. 2 (b-e)). The similarity between sentences is computed as follows: S(P,Q) =
Σ

|min(|P |,|Q|)|
i=1 ρi(|P |+|Q|)

2|P |∗|Q| , where ρi is the value of the representative word of round

i. Therefore we have S(P,Q)= (0.7321+0.6302+0.4872+0.4321)(4+4)
2∗4∗4 =0.5704.

3.4 Assembling Similarity Features

We introduce an efficient assembling approach to hasten the process of searching
top-k similar sentences [4]. To illustrate the method, we use the concrete example
(i.e., Fig. 1) to explain, as shown in Fig. 3. In the first iteration, we obtain the
top-1 sentences with their scores in the features, i.e. S7: 0.4358 and S3: 0.8012.
Next the threshold is computed, i.e., 0.6185 (wA · SimAi + wB · SimBi , where
w is the weight value3). Because the overall scores of the two accessed sentences
are smaller than the threshold, no result is output in this round. In the second
iteration (i.e., testing on top-2 sentences in both lists), the threshold is computed
as 0.6024. Because the score of S3 is 0.6111 which is larger than the threshold, S3
can be output immediately. We can see that for this example, the performance
of obtaining the top-1 result is very efficient because we do not need to evaluate
many candidates. The remaining processes are executed in a similar way.

In addition to the abovementioned feature aggregation,we apply the threshold-
based strategy in assembling different string similarities (i.e., NLCS, NMCLCS1,
and NMCLCSn), and assembling words into sentence to obtain the top elements.

4 Experimental Evaluation

We conducted experiments using 16-core Intel(R) Xeon(R) E5530 server which
runs Debian 2.6.26-2. All the algorithms were written in C and compiled by
GNU gcc. The baseline is implemented based on the state-of-the-art [7].

3 The weights are set to 1/2, respectively, as explained in Section 2.
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Fig. 3. Efficient searching top-k semantic sentences framework
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Fig. 5. Effect of k-value

Effect of Size of Data Collection. The evaluated datasets come from BNC4

and MSC5. We randomly extracted 1k, 5k, 10k, 20k sentences from BNC and
divided MSC into different size, i.e.,10%, 20%, 50%, 100%, as our datasets. Fig. 4
shows the top-5 results under 10 randomly selected queries. We can see that our
proposal is much faster than the baseline for both datasets because the proposal
largely reduces the number of candidates tested. When the size of data collec-
tion increases, the query time of our proposal increases linearly and it scales well.

Effect of k. We randomly chose 10 queries from the collections. The size of BNC
was fixed to 5k and the whole MSC was used. From Fig. 5 we see the baseline
needs to access all candidates and the query time is the same for all situations.
For our proposal, the top-1 can be returned almost instantly. When k increases,
the query time increases because more candidates need to be evaluated.

4 http://www.natcorp.ox.ac.uk/
5 Microsoft Research Paraphrase Corpus. It contains 5800 pairs of sentences.

http://www.natcorp.ox.ac.uk/
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5 Conclusion

In this paper, we proposed to tackle the efficiency issue of searching top-k similar
sentences which has not been studied before. Several efficient strategies are in-
troduced to test as few candidates as possible in the process. The comprehensive
experiments demonstrates the efficiency of the proposed techniques.
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Abstract. This paper proposes a fast, incremental codebook quantization algo-
rithm for image classification consisting of a fast codebook graph learning algo-
rithm using incremental neural learning, and a subgraph-based coding method.
Comparing with the algorithms based on classic Bag-of-Features (BOF) model,
it holds the following advantages: 1) it learns codebook fast and effectively sim-
ply using a few training data; 2) it models relationships among visual words to
guarantee higher discriminative power; 3) it automatically learns codebook with
appropriate size. The above characteristics make our method more suitable for
handling large-scale image classification tasks. Experimental results on Caltech-
101 and Caltech-256 datasets demonstrate that the proposed algorithm achieves
better performance while decreasing the computational cost remarkably.

Keywords: Bag-of-Features, codebook quantization, codebook learning, sub-
graph coding, image classification.

1 Introduction

In recent years, Bag-of-Features (BOF) model [1] has been one of the best method-
ologies for image classification, which is an important and challenging problem in
computer vision. In BoF model, firstly, an image is partitioned into local patches. Then,
low-level feature descriptors (e.g. SIFT) extracted from the patches are quantized into
visual words which constitute a codebook. After that, an image is described by a his-
togram representation, and then a discriminative or generative classifier, e.g. SVM or
PLSA, is adopted for image classification. The BoF model treats an image as a ”bag”
of local features, which discards the spatial information of the image. To overcome this
problem, a simple but effective extension of BoF model has been proposed, i.e. spa-
tial pyramid matching (SPM) [2]. SPM divides the image into increasingly finer spatial
regions and computes histograms of local descriptors for every region, and then con-
catenates all histograms to form a long vector representation of the image. This method
has obtained promising performance on various benchmark datasets. Specifically, it
is necessary to determine a coding method which quantizes local features into visual
words using the learned codebook. In traditional SPM model, K-means vector quanti-
zation (VQ) is employed for local descriptors coding, which finds the nearest word to
the feature vector and uses it as the coding result. This hard assignment causes a large

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 278–285, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The flowchart of image classification procedure using the proposed algorithm

quantization error and the loss of useful information for classification. Unlike hard as-
signment, soft assignment [3,4,5,6] associates the coding result with the contribution of
several words and generally outperforms hard assignment. Kernel codebook (KC) [3],
ScSPM [6] and Locality-constrained Linear Coding (LLC) [4] are the three most widely
used soft assignment coding methods. However, most existing methods still bear the
following drawbacks: (1) they cannot handle very large training datasets, or dynamic
training data changing over time; (2) they ignore the relationships among visual words;
(3) they require a pre-defined codebook size. To address the above issues, we propose
a fast, incremental codebook graph learning algorithm and a subgraph-based coding
method for image classification. The former, inspired by the studies on self-organizing
incremental neural network (SOINN) [7], can process large datasets and models the
relationships among visual words; and the latter considers both relationships among vi-
sual words and locality of coding results, leading to better performance. The flowchart
of image classification procedure using the proposed algorithm is shown in Figure 1.

The rest of this paper is organized as follows. Section 2 describes SOINN and
discusses two recently proposed extensional methods of BoF model. The proposed
algorithm is elaborated in Section 3. Section 4 provides our experimental results on
Caltech-101 and Caltech-256 datasets. Finally, we conclude this paper in Section 5.

2 Related Work

2.1 Self-Organizing Incremental Neural Network

Self-organizing Incremental Neural Network(SOINN) is an online unsupervised clas-
sification and topology learning mechanism [7], of which the structure is a two-layer
competitive neural network. Each node records its own accumulated error and each
edge has its own age. The initial state contains two nodes with weight vectors chosen
randomly from input data and the empty connection set. Then, for every new input data
x ∈ Rn, it searches node set A to find out the first nearest node s1 and second nearest
node s2:s1 = argminc∈A‖x−Wc‖, s2 = argminc∈A−{s1}‖x−Wc‖, where Wc is the
weight vector of node c. If the distances between input data and s1 or s2 are greater than
pre-defined thresholds, a new node will be created, whose weight vector is identical to
the value of the input data. Otherwise, SOINN considers the input data as known infor-
mation, and the weight vectors of the first nearest nodeWs1 and its direct neighbors will
be updated according to the value of the input data. Meanwhile, an edge connecting the
first and second nearest node will be created, if it does not exist; otherwise, its age will
be reset to zero. As processing input data incrementally, SOINN removes old edges and
deletes isolated nodes considered as noises. In addition, it divides the nodes of which
the accumulated error are large.
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2.2 Online Codebook Learning and Graph-Based Coding Method

Mairal et al. [8] proposes an online codebook learning algorithm aiming to minimize
the expected cost instead of the empirical cost. Based on first-order stochastic gradient
descent, the algorithm scaled up gracefully to large-scale datasets. In the most recent
research [9], the relations among visual words were considered. By constructing the
codebook graph wherein a visual word is linked with other words and adopting a coding
method which takes advantage of the edge information of two words, the model con-
tains richer and more discriminative information than BoF model to achieve higher clas-
sification accuracy. The online codebook learning method ignores the relations among
words, while the graph-based coding method employs a ”batch” procedure to construct
the codebook graph, and only utilizes the edges of the graph to reflect and describe the
properties of codes. We intend to integrate the advantages of the above methods into a
unified framework for image classification.

3 The Proposed Algorithm

3.1 Fast Incremental CodeBook Graph Learning

Let X = [x1, x2, ..., xN ] ∈ RD×N denote a set of SIFT descriptors in a D-dimensional
feature space. we expect to solve the following problem and capture the structural in-
formation of visual words:

f(X,B) = min
B,α

1
N

N∑
i=1

||xi −Bαi||22 + λ||si � αi||22
s.t. ||bj ||22 ≤ 1 , ∀j = {1, ..., K}

(1)

where � denotes the element-wise multiplication, B = [b1, ..., bK ] ∈ RD×K de-
notes the codebook, K is a variable representing the appropriate codebook size, α =
[α1, ..., αN ] ∈ RK×N denotes the coding results and si = [si1, ..., siK ] ∈ RK denotes
the distance constraint of a coding result. Specifically,

sij =

{
exp(

||xi−bj ||22
γ

), ||xi − bj ||22 ≤ γ

∞ , o.w.
(2)

the distance constraint si ensures that the coding coefficient is non-zero only when its
relative word belongs to the neighboring region of input data xi. γ is used for controlling
the radius of the neighboring region.

In order to solve the above problem, we present an improved single-layer SOINN,
which is faster and more robust to noisy data in training images. We then combine it into
a codebook learning framework. It is worth to note that our incremental codebook graph
learning is not bound to obtain the global optimal of the objective function f(X,B) in
Eq. (1). In fact, it leads to a satisfied solution with good generalization. Furthermore,
our algorithm automatically determines the appropriate number of clusters according
to the data’s distribution, and the learned codebook is represented as a graph, which
can describe relationships among visual words. This allows us to design more effective
coding method by using structural information among visual words. Our algorithm is
summarized in Algorithm 1.
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Algorithm 1. Fast Incremental Codebook Graph Learning

Input: Local Feature Training Set X ∈ RD×N ; Remove Node Time λ;
Dead Age ageMAX ; Proportion Parameter c, Predefined Similarity Threshold Tp

Output: Codebook Graph G(V,E)
1: Initialize node set V to contain two nodes with weight vectors chosen randomly from X:

V ← {v1, v2}, set their winner time to 0: Mv1 ← 0,Mv2 ← 0. Initialize connection set E
as an empty set: E ← Ø.

2: Input new local features x ∈ X − V .
3: Find the nearest node (the winner) vw1 and the second nearest node (the second winner) vw2

according to their Euclidean distances to the input feature vector x.
4: Compare the distances with the minimum values of adaptive similarity threshold and prede-

fined similarity threshold:
5: if ||x− vw1||22 > min(Tvw1 , Tp) or ||x− vw2||22 > min(Tvw2 , Tp) then
6: Create a new node whose weight is equal to x, set its winner time as 0, and add it to V ;

goto step 2.
7: Compute adaptive similarity threshold Ti using the following equation:

Ti =

⎧⎨⎩ max
j∈Ni

||wi − wj ||22, Ni �= ∅
min

j∈V \{i}
||wi − wj ||22, Ni = ∅ (3)

where Ni denotes the set of neighboring nodes of node i.
8: Increase the age of all edges linked with vw1 by 1.
9: if no edge exists between vw1 and vw2 then

10: Create an edge between vw1 and vw2, set its age as 0, and add it to E.
11: else
12: Set the age of the existing edge as 0.
13: Delete the edges whose ages are greater than ageMAX .
14: Add 1 to the winner time of winner vw1: Mvw1 ← Mvw1 + 1
15: Adapt the weight vectors of the winner and its direct topological neighbors using the follow-

ing equations:

wvw1 = wvw1 +
1

Mvw1

(x−wvw1) (4)

wvwi = wvwi +
1

Mvw1 exp(||wvw1 − wvwi ||22)
(x− wvwi) (5)

16: Delete the noisy nodes:
17: for each vi ∈ V do
18: if vi has two neighbors, and its winner time is less than c times of the mean winner time

of all nodes then
19: Delete vi.
20: else if vi has less than two neighbors then
21: Delete vi.
22: If the entire training set X has been processed, stop learning; else goto step 2.
23: return Codebook Graph G(V,E)

The winner time of a node records the time it takes to be a winner, and the pre-
defined similarity threshold Tp is used to insert new nodes when the distance between
two randomly initialized nodes is too large. The algorithm iteratively processes the
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entire training set and constructs a network, of which the nodes represent visual words
and the edges capture the relationships among visual words. The adaptively competitive
learning mechanism ensures that the preserving nodes and edges appropriately estimate
the distribution and structural information of input data, respectively.

3.2 Subgraph-Based Coding Method

Given the learned codebook graph, we then present a new coding method which em-
phasizes both locality and topological structure of visual words contributing to the cod-
ing result. For a local feature x, we search k nearest words w1, ..., wk and their direct
topological neighbors w11, ..., w1m1 , ..., wkmk

. Then, the subgraph consisting of these
words is used for coding. By introducing parameter β to control the maximum number
of each word’s neighbors, we can limit the size of subgraph easily. Finally, these words
are voted via an appropriate weighting method. In order to assign the closer words with
larger weights, we sort the words in the subgraph in ascending order, and compute the
corresponding weights according to Eq.(6), similar to the formulation developed in [5].
The algorithm is summarized in Algorithm 2.

4 Experimental Results

In this section, we evaluate our algorithm on Caltech-101 1 and Caltech-256 datasets2.

Algorithm 2. Subgraph-based Coding Method

Input: Local Feature x ∈ RN ; Codebook Graph G(V,E), (V ∈ RM );
Number of local neighbors k; Maximum topological neighbor number β

Output: Coding Result S ∈ RK

1: Search the k nearest words of input feature x from the node set V
2: Sort them in ascending order: w1, ..., wk

3: Extract Subgraph G
′
(V

′
, E

′
) :

4: for i = 1 to k do do
5: Search graph G(V,E), and find the topological neighbors of wi: wi1, ..., wimi (mi is the

minimum of β and the number of wi’s neighbors)
6: Remove repeating words from these neighbors, and construct subgraph G

′
(V

′
, E

′
) accord-

ing to the chosen words
7: Sort the words in G

′
(V

′
, E

′
) in ascending order according to their distances to the input

feature vector x : w′
1, ..., w

′
|V ′|

8: Vote to w′
1, ..., w

′
|V ′| with different weights calculated as:

SIndex(w′
j )
=

2|V
′|

2j × d(x,w′
j)

(j ∈ 1, ..., |V ′|) (6)

Index(w′
j) : the index of w′

j in S; d(x,w′
j) : the distance between x and w′

j

9: return Coding Result S ∈ RK

1 http://www.vision.caltech.edu/Image_Datasets/Caltech101/
2 http://www.vision.caltech.edu/Image_Datasets/Caltech256/

http://www.vision.caltech.edu/Image_Datasets/Caltech101/
http://www.vision.caltech.edu/Image_Datasets/Caltech256/
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4.1 Experimental Settings

We follow the common experimental settings, that is, training on 15 images per category
on both datasets and testing on at most 50 and 20 images per category for Caltech-101
and Caltech-256, respectively. All experiments are repeated for 10 times to obtain sta-
ble performance. Our implementation uses a single descriptor type, i.e. SIFT. The SIFT
are extracted from 16× 16 pixel patches with a step-size of 6 pixels for every image, in
which large images are resized to fit inside a 256×256 box. A subset is randomly sam-
pled as the training set for codebook learning. In our experiments, the subset containing
200,000 features can deliver adequately good results. For fast incremental codebook
learning, the parameters are set as: λ = 300, ageMAX = 50, c = 0.001, Tp = 128 and
the learned codebook size are 826 and 686 for Caltech-101 and Caltech-256, respec-
tively. We test various values by setting λ = 100, 200, 400, ageMAX = 100, 200, 300,
c = 0.01, 0.1, 1 and Tp = 256, but the change of results are not very significant. For
the graph-based coding method, we set k = 6 and β = 4. It guarantees the locality
and structure of coding results. To form the description of the whole image, we adopt
average pooling [2] and the overlapping spatial pyramid in [10], as illustrated in Figure
2. In order to further improve the consistence of image features, we extract features and
encode both of the original image and its sobel gradients image. We adopt BSVM3 and
one-vs-all approach for multi-class image classification.

Fig. 2. The overlapping pyramid of three levels

4.2 Codebook Learning Time

We compare the training time of our fast incremental codebook learning algorithm with
SPM on Caltech-101 dataset. Since SPM is significant faster than ScSPM and its other
extensions based on sparse coding, we only need to compare our method with SPM.
Since the learned codebook size obtained by our algorithm is 432 and 826 respectively,
for a fair comparison, we set the codebook size as 400 and 800 for SPM correspond-
ingly. All algorithms are implemented using C++ and run on a standard desktop PC
with a 3.10GHz i5-2400 CPU. As shown in Figure 3, the training cost of our algorithm
is only one fifth or one sixth of that of SPM, and the advantage of our method tends to
be more obvious as the codebook size increases. For large-scale datasets, large code-
books are generally important for obtaining high classification accuracy. Therefore, our
method is more suitable for image classification tasks in large-scale datasets.

3 http://www.csie.ntu.edu.tw/˜cjlin/bsvm/

http://www.csie.ntu.edu.tw/~cjlin/bsvm/
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Fig. 3. Comparison of codebook training time (unit: sec.)

4.3 Classification Accuracy

We compare our algorithm with some recently presented algorithms in terms of aver-
age classification accuracy on these datasets. Detailed comparison results are shown
in Table 1. For Caltech-101, our result significantly outperforms all baseline methods
compared. More specifically, our method outperforms SPM by 20%, which is the fastest
codebook learning algorithm in all baseline methods. While our codebook learning time
is much less than that of SPM. Furthermore, our result is even better than ScSPM [6],
which employed sparse coding method and obtained the state-of-the-art classification
performance on Caltech-101 dataset before. Although the improvement is only recorded
as 1.8%, ScSPM requires to solve the computationally expensive l1-norm optimization
problem. Herewith, it is also the slowest codebook learning algorithm, despite of its
highest accuracy, in all baseline methods. For Caltech-256, our method outperforms
ScSPM by 3.7% and is slightly better than the method in [11]. It is worth to mention
that our learned codebook size is relatively small (i.e. 686), therefore we believe that
the performance can be further improved if we could learn a large codebook by adjust-
ing the related parameters carefully. Comparing with graph based coding method in [9],
which only utilizes the edges for coding, our approach also achieves better performance.
It suggests that our subgraph-based coding method maintains more discriminative in-
formation in the image representation.

Table 1. Average classification accuracy comparison on Caltech-101 and Caltech-256

Dataset Caltech-101 Caltech-256
Lazebnik et al. [2] 56.40 −
Yang et al. [6] 67.00 27.73
Boiman et al [12] 65.00 −
Griffin et al [11] 59.00 28.30
Huang et al [9] 66.88 −
Proposed Method 68.25 28.80

5 Conclusion

In this paper, we present a fast, incremental codebook learning algorithm and a new
subgraph-based coding algorithm. Furthermore, we combine these two algorithms into
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a unified framework for image classification. The experimental results on Caltech-101
dataset and Caltech-256 dataset show that our algorithm can not only significantly im-
prove computational efficiency, but also achieve competitive performance to the state-
of-the-art classification accuracy. More specifically, our algorithm is able to learn in an
online way with no need of pre-defined codebook size, and models relationships among
visual words for better performance, which makes it more effective and efficient for
handling large-scale datasets in many real applications.
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Abstract. An important aspect of decision support systems involves ap-
plying sophisticated and flexible statistical models to real datasets and
communicating these results to decision makers in interpretable ways.
An important class of problem is the modelling of incidence such as fire,
disease etc. Models of incidence known as point processes or Cox pro-
cesses are particularly challenging as they are ‘doubly stochastic’ i.e. ob-
taining the probability mass function of incidents requires two integrals
to be evaluated. Existing approaches to the problem either use simple
models that obtain predictions using plug-in point estimates and do not
distinguish between Cox processes and density estimation but do use so-
phisticated 3D visualization for interpretation. Alternatively other work
employs sophisticated non-parametric Bayesian Cox process models, but
do not use visualization to render interpretable complex spatial temporal
forecasts. The contribution here is to fill this gap by inferring predictive
distributions of Gaussian-log Cox processes and rendering them using
state of the art 3D visualization techniques. This requires performing
inference on an approximation of the model on a discretized grid of large
scale and adapting an existing spatial-diurnal kernel to the log Gaussian
Cox process context.

Keywords: non-parametric Bayesian Inference, Markov chain Monte
Carlo, Visualization, Spatial-Temporal Cox Processes, Geographical In-
formation Systems.

1 Introduction

There are considerable applications for applying pattern recognition techniques
to exploring spatial-temporal datasets of incidents. Applications include mod-
elling the occurrence of disease outbreaks, modelling the observations of new
species, or the temporal occurrence of incidents such as coal mine disasters.
Another pertinent example is the occurrence in space and in the hour of day (di-
urnal) of urban fires in Australia which we use as a case study in this paper. The
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goal of such a spatial-diurnal analysis can be used to evaluate the consequences
of different operational decisions of the fire service and to direct attention to
preventative action. While a formal model may be employed for the occurrence
of fire incidents, the available decisions and their utility under different hypo-
thetical outcomes is usually not formalized. As such it can be preferable to
use advanced three dimensional visualizations of the output using 3D rendering
techniques such as the iso-surface, cut planes and volume rendering.

Statistical models of incidence are complex entities as they are doubly stochas-
tic models, i.e. identifying the probability mass function of the count of incidence
in a region involves computing two integrals instead of the usual one. These sta-
tistical models are known as point processes or Cox processes [5].

Existing research on forecasting point processes follows two main paths. The
first path is to use simple statistical approaches based on kernel smoothing ap-
plied to a point process in essentially the same way as applied to problems of
probability density estimation [7]. If a new spatial-diurnal kernel that is Gaus-
sian in space and has a 24 hour period in time is adopted spatial-diurnal surface
of the Cox process can be computed and visualized using techniques such as
the 3D isosurface [3]. There are several shortcomings in adopting such a simple
model. As predictions are obtained using a plug-in point estimate of the underly-
ing intensity of the Cox process model uncertainty is ignored. The non-Bayesian
method also does not provide principled means of bandwidth selection or for
avoiding edge effects. Finally and perhaps most compelling kernel smoothing is
just a simple function of the data which means that the computed surface is most
reasonably seen as a summary of history rather than a forecast. A more sophis-
ticated modelling approach may intelligently identified patterns in the data that
are likely to continue into the future. Using a smoothed summary of history for
forecasting can be particularly problematic in temporal models and simplifica-
tions such as only using the hour of day (i.e. diurnal time) component must be
employed. However despite the statistical shortcomings of such an approach it
is delivering something useful to decision makers in the form of comprehensible
outputs related to operational concerns.

A second path uses sophisticated Bayesian models to obtain predictions, but
usually on relatively simple problems and without sophisticated 3D visualiza-
tion in order to make the implications of these complex mathematical objects
apparent to the decision maker.

An important class of Bayesian non-parametric models of Cox processes is the
Gaussian Cox Processes which models the intensity function as a non-negative
function of a Gaussian process, usually an exponential function resulting in a
log Gaussian Cox Process.

A general expression for the count C of incidents in a region of space and time
R under a log Gaussian process is given by

C ∼ Poisson

(∫∫∫
R

eφ(x,y,t)dxdydt

)
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where φ(x, y, t) is a Gaussian Process. A further restriction is that the distribu-
tion of counts for non-overlapping regions R and R′ should be independent.

Fully Bayesian approaches to this problem are hampered by the presence of
doubly intractable integrals [12]. That is the evaluation of the likelihood and
as such the posterior itself contains an intractable integral, this makes applying
Markov chain Monte Calro (MCMC) algorithms difficult. Two possible solutions
have been proposed, the first makes use of the fact that MCMC algorithms have
been found to handle doubly intractable integrals for the special cases where
the model can be sampled from [11] [13]. While sampling from a log-Gaussian
Cox process is not possible sampling from a modified model the sigmoidal Gaus-
sian Cox Process is possible resulting in the first MCMC algorithm to handle
Gaussian Cox Processes [1], i.e. the first MCMC algorithm with the stationary
distribution of the posterior of a Gaussian Cox process.

Although this approach appears to offer many advantages and allows MCMC
inference to be performed on a very appealing model there are some drawbacks.
The first is computational cost, this algorithm performs a matrix inversion on a
matrix that includes all observed data and additionally latent data incorporated
into the model, this is likely to be a considerable burden. Secondly the main
advantage of this approach is to avoid imposing the model on a discrete grid
as in [9] however one of our goals is to visualize the model using 3D graphical
tools such as Mayavi [14] which itself uses a discrete scalar field. Thirdly there
are comforting results that given a sufficiently fine grid the discrete model will
converge to a continuous model [16]. Finally the discrete model has a much longer
history being applied to real problems including to problems of fire incidence [10].

There exist Bayesian non-parametric models of Cox processes which do not
rely on the Gaussian process for the intensity function, but rather use a mix-
ture model for the intensity function such as [8] which uses a Dirichlet process
mixture of Beta distributions. This has the advantage of allowing a relatively
standard MCMC sampler, but the disadvantage of losing the intepretability of
the Gaussian process which has been extensively used in both spatial statistics
under the name of Krigging [4] and in machine learning [15]. Indeed one of our
goals here is to incorporate the spatial diurnal kernel developed in [3] to the log
Gaussian Cox process context, it is very unclear if a Cox process with periodicity
could be formulated in a mixture model framework.

2 Discretised Log Gaussian Cox Process Model

An outline of the model is developed first in space only and then in space and
diurnal time.

2.1 Spatial Model

The discretized spatial only model takes the following form

Ci,j ∼ Poisson(eφi,j ) (1)
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where φ is given a matrix variate normal distribution, or alternatively γ = eφ

is given a matrix variate log normal distribution. The purpose of the prior is to
impose a correlation between elements of C that are close space. For our appli-
cation the desirable dimension of C and consequently φ is I × J which in the
current context is 240 × 240 or 57600 parameters for φ. While this is large it
remains manageable, on the other hand the covariance matrix for the normal
distribution over φ is this size squared which is not easily manageable. Fortu-
nately both for conceptual and computational reasons a matrix variate normal
distribution can be employed instead. While the matrix variate distribution can
be interpreted as a special case of the multivariate normal distribution in that

vec(φ) ∼ NI×J (vec(μ), Ω ⊗ Γ ). (2)

here vec(φ) denotes that the I × J array or matrix of φ is converted to a single
vector vec(φ) = [φ1,1, ..., φ1,J , ..., φI,1, ..., φI,J ]

T , Ω is an I × I matrix and Γ
is a J × J matrix and ⊗ is the Kronecker tensor product, note that for many
applications computing Ω ⊗ Γ would require allocating very large amounts of
memory for a highly redundant array.

It is instructive to consider the covariance between φi,j and φi′,j′ which is
Ωi,i′Γj,j′ , in the context of a Gaussian process a covariance function would spec-
ify a covariance between two points (i, j) and (i′, j′), in practice there are a
number of popular forms that result in close points having high covariance such
as exponential and the more general Matern family [4] [6] . If an exponential

covariance function is adopted then Cov(φi,j , φi′,j′) = exp(−( i−i′
Iσ )2 − j−j′

Jσ )2),

it is easily seen that this can be obtained by letting Ωi,i′ = exp(−( i−i′
Iσ )2) and

Γj,j′ = exp(−( j−j′
Jσ )2).

The main advantage of employing a matrix normal rather than multivariate
normal prior is that by factorizing the covariance matrix Σ = Ω ⊗ Γ it is pos-
sible to evaluate the prior and therefore the posterior using reasonable amounts
of memory, by using the following expression for the matrix variate normal dis-
tribution.

P (φ|μ,Ω,Σ) =
exp
(− 1

2 tr
[
Ω−1(φ− μ)TΣ−1(φ− μ)

])
(2π)

1
2 IJ |Ω|I/2|Σ|J/2 (3)

Alternatively λ = eφ can be given a matrix variate log normal distribution

P (λ|μ,Ω,Σ) = fλ(λ) =
exp
(− 1

2 tr
[
Ω−1(log(λ) − μ)TΣ−1(log(λ) − μ)

])
(2π)

1
2 IJ |Ω|I/2|Σ|J/2∏i=1..I

∏
j=1..J λi,j

(4)

By using this expression we are able to formulate a complete expression for the
posterior

P (λ|C) ∝ fλ(λ)
∏

i=1..I

∏
j=1..J

Poiss(Ci,j |λi,j) (5)
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Using this expression it is possible to use MCMC algorithms to generate sam-
ples from P (eφ|C). A simple random walk Metropolis algorithm can be used,
or because eφ is non-negative a multiplicative Metropolis hastings algorithm
can also be used with multivariate log normal proposals with low variance
and expectation of 1. The advantage of this procedure is that the proposals
like the target have non-negative support. This method was applied to the
model where I = J = 10 and where C is equal to the identity matrix and
Cov(φi,j , φi′,j′) = exp(−(i − i′)2 − (j − j′)2). A multiplicative Metropolis pro-
posal was used with an expectation of 1 and a variance of 0.25 the chain was run
for 2 million iterations, with thinning so that only 1 in 100 samples were retained
this resulted in a fraction of 0.08 samples being accepted (rather than the opti-
mal 0.25). A visual display of E[eφ|C] is shown in Figure 1(a). This output shows
some pleasing features in that the highest values are where counts have been ob-
served on the diagonal, and it appears that the covariance is operating correctly
as cells adjacent to the diagonal also have an increased value. Very similar results
are obtained by applying a standard random walk Metropolis algorithm to φ.
This distribution can be obtained by multiplying the posterior by the Jacobian,
and in our experience resulted in a slightly more efficient algorithm.

P (φ|C) = fφ(φ) = fλ(e
φ)
∣∣J(eφ, φ)∣∣ = fλ(e

φ)
∏

i=1..I

∏
j=1..J

eφi,j (6)

where J(·) is the Jacobian.

2.2 Spatial-Diurnal Model

The discretized spatial-diurnal model has the following form

Ci,j,k ∼ Poisson(eφi,j,k) (7)

where φ is given a ‘tensor’ variate normal distribution, or alternatively γ = eφ

is given a ‘tensor’ variate log normal distribution. The purpose of the prior is to
impose a correlation between elements of C that are close space. For our appli-
cation the desirable dimension of C and consequently φ is I×J×K which in the
current context is 240× 240× 24 or approximately 1.4 million parameters for φ.
In this model like the previous model, i, j and k index cells with different spatial
co-ordinates and j index the diurnal or hourly of day component of time. The
covariance between two points is given by Cov(φi,j,k, φi′,j′,k′) = exp(−( i−i′

Iσ )2 −
( j−j′

Jσ )2− c2

σ2Δ(k, k′)), where Δ(k, k′) = − 1
2 cos(

2π(k−k′)
24K )+ 1

2 , and the parameter
c is a constant which converts a distance in time of 12 hours to a distance in me-
ters, note that Δ(k, k′ + 12K) = 1, so that Cov(φi,j,k, φi,j,k+12K ) = exp(− c2

σ2 ),
an equivalent covariance can be achieved purely at a distance in this case in the

i direction as Cov(φi,j,k, φi+cI,j,k) = exp(− c2

σ2 ), so that

vec(φ) ∼ NI×J×K(vec(μ), Ω ⊗ Γ ⊗ Ψ). (8)
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where, Ωi,i′ = exp(−( i−i′
Iσ )2) and Γj,j′ = exp(−( j−j′

Jσ )2), and Ψk,k′ =

exp(− 1
2 cos(

2π(k−k′)
24K ) + 1

2 ).
While a tensor variate normal distribution can be expressed using tensor prod-

ucts, it can also be expressed using linear algebra and the Kronecker tensor prod-
uct available in most scientific programming languages such as GNU Octave [2]
as used here. This involves reshaping φ and μ which have I × J ×K to φ′ and
μ′ to dimensions I × JK. The distribution over φ′ can then be expressed as

P (φ′|μ′, Ω,Σ, Ψ) ∝
exp
(∑I

i=1

∑J
j=1 log Pois(C

′
i,jK+k)− 1

2 tr
[
Ω−1(φ′−μ′)T (Σ−1⊗Ψ−1)(φ′ − μ′)

])
(2π)

1
2 IJK |Ω|I/2|Σ ⊗ Ψ |JK/2

.

(9)

The full posterior is then P (C′|φ′)P (φ′|μ′, Ω,Σ, Ψ), where C′ is also reshaped
from a tensor to a matrix with dimensions I×JK. The advantage of this solution
is that a compact representation of the posterior is available which can be written
in standard scientific programming languages (in this case GNU Octave). The
disadvantage is that Σ⊗Ψ will require a large amount of memory to be allocated
and this is in principle avoidable.

3 Results and Discussion

A log Gaussian Cox Process was run on a discrete I×J×K grid where I = J =
240 and K = 24 with the following covariance function. The dataset this was
applied to was the occurrence in time and hour of day of malicious hoax calls
within metropolitan Australia.

Cov(φi,j,k, φi′,j′,k′) = (10)

exp{−(xmax − xmin)((i − i′)/(Iσ))2 − (ymax − ymin)((j − j′)/(Jσ))2

+
c

σ2
(
1

2
cos(2π(k − k′)/(24K))− 1

2
)}

where xmax − xmin = 4000 km and ymax − ymin = 3600 km and σ = 5.

The initial value of the Markov chain was obtained by setting φ
(0)
i,j,k =

log(Ci,j,k + 1), the MCMC algorithm then proceeds using the random walk
Metropolis algorithm for 5000 iterations with a burn in of 1000, and with thin-
ning such that only every tenth sample is used.

A 3D iso surface rendered with the Mayavi library is shown in Fig 1(b).
Incidence of malicious hoax calls are visible in time and hour of day, with large
numbers of incidents in metropolitan regions such as Sydney and Melbourne
and with evident trends of higher and lower incidence through different parts of
the day. This surface is qualitatively similar to the spatial diurnal iso surfaces
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Fig. 1. (a) Approximation of E[λ|C] = E[eφ|C] depicted graphically, the approxima-
tion is computed using multiplicative random walk Metropolis algorithm. (b) Iso sur-
faces of E[λ|C] = E[eφ|C] for a spatial-diurnal Cox process on a dicretized 240×240×24
grid, with the expectation computed with MCMC methods.

of Cox processes used in previous studies such as [3]. As such the visual output
of this model qualitatively has the same appealing features that are useful in
operational context. The work here improves the state of the art by applying
the spatial diurnal Cox process a more complex model that previously considered
and demonstrating 3D visualization techniques on this.

Several aspects of this problem deserve deeper consideration including statis-
tical modelling issues including inference for the bandwidth and more complex
models for time i.e. that incorporate more than the diurnal component. Com-
putational issues are also of interest, it seems likely that more powerful MCMC
algorithms may be required if inference is applied to a sufficiently fine grid as
the approach described for setting the initial value of the chain will become less
effective on a smaller grid. Although there were no problems were observed in
the experiments demonstrated if larger grids are considered numerical problems
are possible due to the very large matrix representations. Finally the fact that
a full posterior distribution is available should enrich visualization possibilities.
We are considering these issues in future work.

Acknowledgements. David Rohde acknowledges partial support from Coor-
denação de Aperfeiçoamento de Pessoal de Nı́vel Superior (CAPES).
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Abstract. The Gas Treatment Center performs a key role in the aluminum 
smelting process, since it strongly influences the chemical and thermal stability 
of the electrolytic bath through fluoridated alumina. Therefore this variable 
should be considered to keep the bath chemistry under control. However, the 
fluorine concentration measurement in fluoridated alumina is very time-
consuming and that information becomes available only after a while. By using 
Artificial Neural Network we developed a Soft Sensor capable to estimate the 
fluorine concentration in fluoridated alumina, and to provide that information to 
plant engineers in a timely manner. This paper discusses the methodology used 
and the results of an implemented Soft Sensor using Neural Networks on fluo-
rine estimation in fluoridated alumina from a Gas Treatment Center in an im-
portant Brazilian Aluminum Smelter. 

Keywords: Gas Treatment Center, Aluminum Industry, Fluoridated Alumina, 
Artificial Neural Network, Soft Sensor. 

1 Introduction 

Great changes happened in the world since the industrial revolution. Production 
processes have expanded to large-scale, yielding good quality products in large quan-
tities. The productive control had become more challenging [1]. On the early period 
of modern control theory, [2] points out that the control strategy was heavily based on 
instrumentation whose main job was to collect real time data from the plant. Howev-
er, these devices usually were expensive; their operation normally had to be  
performed under harsh environments and needed to provide real data with the least 
possible noise. So, the operating process cost scaled as the production increased. 

This problem could be partly solved by using intelligent computational techniques 
and data mining. On the second half of the twentieth century, major advances in this 
field, whose results complied with actual data, enabled process experts to identify 
hidden patterns in a simplistic analysis [3].  

These techniques later evolved into the construction of virtual instruments or soft 
sensors [4]. Through the input variables in real time, we can estimate the value of the 
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output variable without instrumentation or laboratory analysis. This leads to a drastic 
reduction in the company's operating costs and furthermore enables plant simulation 
without harming the production process. 

Soft sensors are computer applications (software) developed to estimate the beha-
vior of variables whose measure is effort-consuming or requires laboratory analysis. 
Soft sensors typically have low response time and good accuracy since they are soft-
ware-based, whose accuracy is based on the process database [4]. Some works using 
soft sensors show satisfactory results for chemical processes. Damour et al developed 
a soft sensor to infer sugar crystallization in an on-line manner using a model ap-
proach with equations on the process parameters [5]. Assis and M. developed an algo-
rithm for estimation of bioreactor state, using extended Kalman Filters, Artificial 
Neural Networks [6]. Soares created a soft sensor to estimate bath temperature in 
Aluminium Smelting Cells [7]. Nelles gives an insight on nonlinear system identifica-
tion, which encompasses the soft sensor theory, worked both with Neural and Fuzzy 
Models [8]. 

Among the many advantages of soft sensor for industry, we highlight: 

• Replacement of expensive hardware: in most cases, soft sensors require a computer 
or a single processor machine to run, while real measures should be performed by 
high cost hardware both for acquisition and maintenance; 

• Flexible deployment: soft sensors can be deployed in devices provided with a  
processor unit, such as computers, controllers, because they are mathematical algo-
rithms. 

• Real time estimation: each sample of target variable is collected daily, but the  
results are usually obtained one day after. With soft sensors, the analysis is done 
algorithmically, taking a few seconds to process input variables and provide an es-
timated value; 

• Fault tolerance: soft sensors are not subject to the same problems of real sensors 
(which may cause noise or break), because they are intangible. 

The novel of this work is given in the use an artificial neural network (ANN) based 
soft sensor to estimate the percentage of fluoride in fluoridated alumina that comes 
out from a GTC. We explain a bit of the aluminum smelting process and the fluoride 
alumina production. Then, we specify the soft sensor design. In the next section, we 
publish the achieved results and the conclusion. The article is finished with the ac-
knowledgements and the references used in this work. 

2 Aluminum Smelting Process and Fluoridated Alumina 
Production 

We find aluminum in natural form but it is always linked to some other chemical 
element as salts or oxides. In order to have pure aluminum, there should be a separa-
tion process. The known and worldwide used Hall-Héroult process breaks the alumina 
(Al2O3) molecules through electrolysis achieving over 99% aluminum purity [9].  

However, this process requires an exorbitant expenditure of energy since it  
occurs in a cryolite (Na3AlF6) bath whose melting point is higher than 1000ºC and the 
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reaction must be done under such high temperatures. Some chemical elements should 
be added in the aluminum smelting pot to help reduce the temperature and also pre-
serve bath thermal and chemical stability. Fluoridated (or secondary) alumina is pro-
duced through the Gas Treatment Center (GTC), where the dirty fluoridated gas is 
collected from the reduction pots and gets in contact with virgin (or primary) alumina. 
Since the primary alumina is a porous material, it adsorbs fluoride from the gaseous 
mass, producing clean gas and secondary alumina [10]. The alumina, in a fluoride 
state, is then deposited into filters, which are polyester structures that separate alumi-
na and clean gas. The clean gas is then expelled through the chimney and the second-
ary (fluoridated) alumina is deposited in the silo to return to reduction pots as raw 
material. Figure 1 shows the process schema. 

 

Fig. 1. Process Schema 

The chemical and thermal balance of these reduction pots are directly affected by 
fluoridated alumina. Moreover, strong variations in the fluoridated alumina can bring 
about strong variations in bath temperature, given that the control system considers 
only the fluoride existing in the bath. 

3 Alumina Fluoride Soft Sensor Design 

The strategy to build the soft sensor used in this study follows the methodology de-
scribed in [4]: 

• Collect, sort and filter historical data; 
• Define the structure of the model; 
• Estimate the model; 
• Validate the model. 
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3.1 Plant Historical Data Collection 

In this phase the soft sensor designer and the smelter’s process engineers must coope-
rate to decide which data should be considered. According to the available literature 
[9][10][11], there are about 20 input variables which influence the GTC behavior; 
from these, process experts indicated seven variables which should strongly have 
effect on fluoridated alumina: 

• Sodium Concentration in Primary Alumina; 
• Particle Size (physical variable): 100 Mesh, 200 Mesh, -325 Mesh; 
• Gas Pickups Amperage (GTC variable): Exhaust Fan 1, Exhaust Fan 2, Exhaust 

Fan 3. 

3.2 Data Sorting and Filtering 

Data collection period comprises 20 months. Since most records are daily recorded, 
there are about 630 samples collected. The GTC exhausters’ electric current records 
present spurious values that compromise the neural model giving inaccurate results. 

 

Fig. 2. Exausts Fan Samples 

In order to eliminate this kind of spurious data, we used the 3Sigma Rule defined 
by Equation 1 below. 

 d =  (1) 

where xi is variable x at instant i; x is variable mean; σi is variable standard deviation; 
di is weighted distance from xi to variable mean according standard deviation. Data 
whose weighted distance 3 times the standard deviation should be excluded.  

The data have been split into subsets for model training (70%), validation (15%) 
and testing (15%). 
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3.3 Neural Model Structure 

The modeling architecture chosen to represent the ANN model is NARX (Nonlinear 
Auto-Regressive with eXogenous Inputs) represented by a Multilayer Perceptron 
(MLP), because the applicability of this technique is aimed at mapping dynamic typi-
cally non-linear systems [8]. 

NARX models can be represented in parallel or in series. In the in parallel type, the 
inputs x(t) and the estimated output ŷ(t) are used as network input to calculate the 
estimated values. On the other hand, the in series type, only the network input x(t) are 
used and, unlike the parallel type, the real output y(t) is used to calculate the estimated 
output ŷ(t) [12]. According to [13], there are two advantages in using the in series 
type. The first is that the network input (real output) is more accurate than the esti-
mated output. The second is that the resulting network has a purely feed-forward ar-
chitecture, allowing to be trained using traditional algorithms. For these reasons, the 
in series type was chosen in this work. 

3.4 Training Algorithm 

We chose the Levenberg-Marquardt [12] as training algorithm. This algorithm is able 
to drive the training of MLP networks faster than traditional algorithms. It is a second 
order gradient method based on the least squares method for nonlinear models, which 
uses Newton's method approach in order to enhance the training process efficiency 
[14]. Normalization also has been applied in order to prevent saturation. 

4 Results 

In order to build the NARX neural model capable to estimate the real samples the 
most accurate possible, different network configurations were tested through a com-
puter program. For training, we ranged the number of neurons in the hidden layer and 
the network delay. We trained each topology 60 times, since the weights initialization 
and subsets division for training, validation and testing were done randomly. 

The quality checker parameter of the model error is given by MSE (Mean Square 
Error). The following chart (Figure 3) shows the behavior of the MSE error of each 
candidate for the definitive model ANN. Note that four topologies were pre-selected: 
ANN Candidates 9, 10, 11 and 12. The criterion for this choice was due to their MSE, 
which stood within the range [0.01, 0.02]. 

To determine the Final ANN, we used Absolute Percentage Error (APE) values to 
check which pre-selected ANN candidates were more concentrated in the range of 
values 0 to 10%. Figures 4 (a) thru Figure 4 (d) show the respective histograms. 

It seems that the APE histogram of ANN 11, represented in Figure 4 (c), is more 
concentrated near zero than the other histograms and has 458 records in the range of 0 
to 10%, compared at 432 of ANN 9, 441 of ANN 10 and 445 of ANN 12. 
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Abstract. This work exploits a model for Aluminium Fluoride Concentration 
Measurement in the Aluminium Smelting process. This process variable is 
usually measured every 50-100 hours since it requires long laboratory analysis. 
This variable has a strong influence on the whole process, thus it should be con-
trolled in a shorter basis. In order to prevent the long time between measure-
ments, we developed a soft sensor based on neural networks which allows  
estimating the fluoride concentration at any moment by querying against the 
available process database. This database encompasses the consolidated know-
ledge on this chemical process and thus can be used both to build and validate 
the model. 

Keywords: Soft Sensors, Aluminium Smelting Process, Bath Chemistry,  
Neural Networks, Fluoride Concentration. 

1 Introduction 

The world became dependent of Aluminium. This light metal is present in almost every-
thing in modern life. Cars, planes, computers, cans are just a few examples of what can 
be made out of this metal. These productions became economically viable after Hall and 
Heroult found out simultaneously a process to produce pure Aluminium in industrial 
scale [1]. Since then, this process has improved to allow a larger production year after 
year. Many technologies have emerged allowing better process control on the plant. One 
key point on these improvements is regarding the soft sensors, whose aim is to replace 
instrumentation devices which are subject to failures, noise, and require long term anal-
ysis [2]. With the soft sensors approach, expensive sensors and manual jobs can be re-
placed, and besides, it offers the possibility to simulate the process.  

Recent works have shown that these sensors are really useful in these complex and 
non-linear process [3]. In the Aluminium industry, similar works have shown the use 
of these devices. Frost and Karri [4] built two neural network based models to model 
the fluoride concentration in electrolytic cells; Malaviya and Bundell [5] have pub-
lished an intelligent cell control strategy based on artificial intelligence techniques, in 
which data are collected to build the model, then the model is simulated to provide 
intelligent control;  Branco [6] developed a neural network based model to emulate 
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the cell voltage resistance; Pereira [7] built a fuzzy based strategy to control fluoride 
addition on the cell, since operators usually do this job manually by analyzing the 
variables’ values; Soares [8] built a neural based model for bath temperature infe-
rence, whose logic was embedded in a soft sensor architecture.  

We have analyzed carefully the aforesaid jobs under a methodology available in 
the literature [3] to build a fluoride concentration estimator. Although this variable is 
very important in the aluminium smelting process, it is usually measured only within 
a period of every 2-4 days in laboratory. By the fact that this variable also appears to 
be dependent on others such as bath temperature [9], one can build an estimator capa-
ble of giving the value of fluoride concentration at any time since the input values are 
available. This work is divided into 4 sections:  

• Introduction: In this section we provide general information on the context of the 
work, its objectives and motivations; 

• Bath Chemistry: In this section we detail the bath chemistry process, explaining the 
impacts this work will cause; 

• Model building and results: In this section we show step by step how the model 
was built and discuss some results; 

• Conclusions: Finally we conclude this paper’s results and suggest some future works. 

2 Bath Chemistry in the Aluminum Smelting Process  

Aluminum can be found in nature in salts or oxides. In order to obtain pure aluminum, 
there should be a separation process. The known and worldwide used Hall-Héroult 
process breaks the alumina (Al2O3) molecules through electrolysis achieving over 
99% of aluminum purity [2].  

However this process requires a great expenditure of energy since it occurs in a 
cryolite (Na3AlF6) bath whose melting point is higher than 1000ºC and the reaction 
must be done under such high temperatures. Some chemical elements should be added 
in the aluminum smelting pot to help reduce the temperature to facilitate the electroly-
sis and to save energy. Additionally, these elements are essential for maintaining the 
pot chemical stability.  

The bath chemistry process takes place to stabilize cell’s bath composition and heat 
balance. It is a very non-linear and complex process, whose control is very difficult 
and challenging [9]. This process becomes even more complex if measurements are 
considered. Most of their variables are measured offline or in laboratory. Usually bath 
temperature is measured once a day or two, and fluoride concentration is analyzed 
every 2 or 4 days. This subject has also been well studied, and some partial analytical 
models on the process have been developed [8, 10]. 

Although there are some mathematical equations to help process control, in the most 
of times the control is done manually by an expert. This fact has motivated many mod-
eling works to predict or control bath chemistry variables such as bath temperature and 
aluminium fluoride, some of them based on artificial intelligence techniques [4, 7, 8], 
previously detailed in section 1, and also purely mathematical models such as [10]. The 
multivariable model of McFadden et al [10] provides a basis for which variables are 
related to each other, which is very important in the model building phase. 
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We can see through these works that bath chemistry variables can be estimated both 
through black-box, gray-box or even white-box models. These models have been suc-
cessfully used since the process is non-linear so it does not make difference whether 
there are equations dictating the process or not. But the process anyway should be 
modeled by data from the available process database, because the data represent what 
really happened in the cell, therefore they can drive model development. 

3 Model Building and Results  

The strategy to build the model used in this study follows the methodology described 
in [4]: 

• Collect, sort and filter historical data; 
• Define the structure of the model; 
• Estimate the model; 
• Validate the model. 

3.1 Data Collection 

In this phase we performed a research in the process database in order to find relevant 
data. We performed interviews with the experts and data statistical analysis by using 
correlation. 

Over 200 variables are kept in the process database, from which 40 are used specif-
ically in the bath chemistry or have effect on it, according to the process team. We 
performed data correlation between the 40 bath chemistry variables. Through that 
correlation we chose seven input variables which, according to the process team and 
the available literature [9, 10], possess larger influence in the bath chemistry. Table 1 
shows the pre-selected variables. 

Table 1. Pre-selected variables 

Variable Symbol Correlation with 
Fluoride 

Amount of fed 
alumina 

QAL 0.412 

Bath Temperature TMP -0.88 
Bath Fluoride Con-
centration 

ALF 1 

Amount of Fluoride 
Added into the bath 

ALFA -0,522 

Cell Voltage VMR 0,44 
Cell Resistance RMR 0,541 
Metal Level NME 0,23 

 
From this analysis, we can confirm the opposite trend between bath temperature 

and aluminium fluoride [10].  
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3.2 Data Collection and Filtering 

The main objective is to develop a system capable to estimate fluoride concentration 
using the variables listed in the table 1, so the fluoride concentration can be estimated 
only at times when all these variables are available. In the process, some variables  
are available real-time, while others require measurements schedule. Table 2  
shows sampling periods for each input variable in the smelter where this work was  
performed. 

Table 2. Sampling for the input variables 

Variable Symbol Sampling Period 

Amount of fed alu-
mina 

QAL 0.5 s 

Bath Temperature TMP 24-40 h 
Bath Fluoride Con-
centration 

ALF 56-72 h 

Amount of Fluoride 
Added into the bath 

ALFA 24-40 h 

Cell Voltage VMR 0.5 s 
Cell Resistance RMR 0.5 s 
Metal Level NME 24-40 h 

 
So, in order to establish a fair sampling period under which all the variables should 

have available values, the sampling time should be the longest of all the model  
variables, i.e. the ALF variable sampling time. Then, data collection was performed 
comprising almost 3 months of measurements in 266 cells or 16160 records.  
The research was done assigning to any cell a time series containing all the  
selected variables’ value in regular intervals observing the sampling time, i.e. the cells  
chosen for data collection remained working on during this period and were not 
switched off.  

Having performed data collection, we performed filtering. According to Fortuna et 
al [3], the outliers should be left off. The outliers are not good source for the model 
construction, since they indicate plant’s malfunctioning. We performed outlier detec-
tion by using each variable’s regular operating range. Any value outside that range 
has been left out. When performed filtering, all the cells presenting outliers in their 
records were excluded, in order to avoid gaps in their time series, as can be seen in the 
figure 1.  

Although the outliers occur in less than 1% of the records, when they are combined 
with other variables and cells, the amount of good data for modeling is reduced more 
than 60%. After filtering, 6395 records or 106 cells remained. 
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Fig. 1. Gap in the time series caused by filtering 

3.3 Model Structure 

The model’s final structure should consider the variables and their delays [3]. When 
analyzing the delays’ correlation of the selected variables, we decided to consider 
only 2 delays for ALFA, TMP and ALF.  

 

Fig. 2. Linear correlation of the selected variables and their delays with ALF 

The delay of other variables was not considered since they do not represent any re-
levant information for the model. The fluoride estimator was schematically designed 
as shown in the figure 3. 
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Fig. 3. Fluoride Estimator Final Structure 

According to the findings of similar works on the subject and to the Fortuna’s me-
thodology, the model is based on neural networks, due to its capacity to generalization 
[3]. The chosen neural network architecture is the Multilayer Perceptron with 3 lay-
ers. The training algorithm chosen is the Levenberg-Marquardt, due to its fast error 
regression [11]. We defined the training, testing and validation sets as 70%, 13% and 
17% respectively. Several neural network configurations were tested, under which the 
number of neurons in the hidden-layer ranged from 5 to 30. The activation function of 
each neuron was the hyperbolic tangent, except for the output layer, whose activation 
function was the linear function. Both the input and output values were normalized 
between -1 and 1, as recommended by the literature [11]. 

3.4 Results and Discussion 

Every model was trained at least 20 times and at most 100 times, saving the best con-
figuration, which is the one that show the lesser error MSE. All the models were built 
and tested in the MATLAB® software. The least error MSE is 0.01563, which means 
an average error 2.89% for ALF. This result is within the reliable interval for fluoride 
analysis (+/- 3%). Table 3 shows the best neural network architecture.  

Table 3. Best Neural Network Configuration 

Best Neural Network Configuration Found 

Layer Neurons 
1 6 
Activation Function Tang. Hiperb. 
2 22 
Activation Function Tang. Hiperb. 
3 1 
Activation Function Linear 
Training epochs 6 
Relative MSE error 0,01563 
Average MSE error for ALF 2,89 % 
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Fig. 4. Model Training Error 

The dispersion and time series plots show how good are the inferences made by the 
estimator.  

 

Fig. 5. Dispersion of records comparing the estimated %ALF to the real %ALF 

Through these results we could confirm the correlation between the Fluoride Con-
centration and the selected input variables. The works developed by Branco [6] and 
Soares [8] have already proved the possibility of building neural models for aluminum 
smelting variables, and this fact has been confirmed in this work. It is known that all 
the variables dealt in this work have an associated behavior [10], so the initiative to 
forecast fluoride concentration is fully realizable, as can be seen through the results.   
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Fig. 6. Chart showing the real and estimated ALF time series 

4 Conclusion  

This work has proposed the modeling of fluoride concentration, an important variable 
for the bath chemistry control in the aluminium smelting process. Since this variable 
has a strong correlation with other available variables and requires a certain effort to 
measure it, its modeling is really desired and becomes realizable as it is well reliable 
on an established methodology. With this value available for the process control, 
many possibilities become feasible, such as bath chemistry simulation, bath chemistry 
control strategy essays, extend the same methodology to model other variables, to 
name a few. Also, this model could be used with analytical models using chemical or 
physical equations, thus making a hybrid approach considering both intelligent com-
puting and theory. 
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Abstract. In this work we present a way to find the set of rules for
the evolution of a one-dimensional cellular automata through its window
of evolution using genetic algorithm, a search routine that mimics the
behavior of the genetic evolution of living beings. As a result, we present
the rules obtained by this strategy to the windows of the development
of elementary automata rule 110 presented by Stephen Wolfram.

Keywords: Cellular automata, Genetic algorithm, Cellular space, Tes-
sellation automata, Homogeneous structures, Cellular structures, Tessel-
lation structures, Cellular automaton.

1 Introduction

Cellular automata (CA) are simple tools, but they can represent complex sys-
tems that present in its characteristic discrete elements with local interactions.
Several studies have CA as a strategy for modeling physical, chemical, as well as
phenomena from other areas. These studies always show the relations of inter-
action of the elements with its neighbors, either in a deterministic or stochastic
way. On the other hand, what is possible to do if we do not know these relations
of interaction with the neighborhood for a particular phenomenon? It is possible
still mold it?

In an attempt to solve this problem, we use a search process known as ge-
netic algorithm to find relations of interaction. The genetic algorithm consists of
an optimization method that mimics the process of evolution of species, using
genetic recombination, mutation and natural selection.

We will use the evolution sequence of the model presented by Wolfram [6] for
which the search process will obtain their relations of interaction. And through
that, we get the model itself, and knowing such interactions the model can
be completely described. This result provides a formal basis to ensure that is
possible to obtain the rules of a deterministic model if we have a sequence of its
evolution to capture the dynamics of its interactions with its neighborhood.

This paper is divided as follows: Section 2 presents a brief history of cellular
automata theory and some of the latest advances about this topic; in section 3
we explain the methodology used in our work adding the contributions of cellular
automata and genetic algorithm in an attempt to discover the evolution rules
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of a CA through its evolutionary sequence. In section 4 we present the results
obtained for the automaton model presented by Stephen Wolfram known as Rule
110. Finally, in section 5 we present some conclusions about the present work
and point some directions to follow in future works about the study of automata.

2 Cellular Automata - CA

Cellular automaton is a discrete model studied in computability theory. It can be
successfully applied in fields such as physics, mathematics, biology, computing
and others in an attempt to model complex dynamics of systems that are unique
to each of these areas.

At the beginning in the 60’s, automata was studied as a dynamic system when
its symbolic approach was first applied. In 1969, Hedlund presented results on
your point of view and contributed significantly to the mathematical study of
CA’s. His greatest contribution is the theorem Curtis-Hedlund-Lyndon on the
characterization of the set of automaton’s global rules as a set of continuous
endomorphisms [1].

In the 70’s, a two-dimensional automaton named Game of Life was presented
by Conway and published in the paper by Gardner [2]. Its remarkable charac-
teristic are the occurrence of gliders, which are arrays of cells that traverse the
automaton mimicking a live performance. As the result on the game of life, it
was shown that is possible, based on this automaton, emulate a universal Turing
machine [3].

In the book Calculating Space, written by Zuse in 1970, it was proposed that
the physical laws of the universe are naturally discrete, and that the whole uni-
verse is the response of the deterministic calculation of a giant cellular automaton
[4].

In 1983, physicist Stephen Wolfram published a basic class of cellular au-
tomata. Once noting the complexity that have achieved from simple automata,
Wolfram is led to suspect that the complexity in natural events are constructed
similarly. Furthermore, in this period Wolfram formulated the concept of intrin-
sic randomness and computational irreducibility, and suggested that Rule 110,
defined bellow, should be universal; this fact came to be proved by the Wolfram
research assistant, Matthew Cook at the 90’s.

In 2002, Wolfram published a book entitled A New Kind of Science that
presents the point of view that the discoveries about automata are not iso-
lated incidents and have significance in all sciences. Even causing confusion in
academia and the press, the book is not intended to provide a fundamental the-
ory of physics based on automata. Although the book describing some physical
phenomena through a model based on CA, also provided qualitatively different
models of abstract systems [6].

In 2002, Christoph Durr et al. presented a paper showing the relationship
between CA and communication. This work used cellular automata as a com-
municating grid of cells and attached a cell to separate the grid in two parts and
presented the complex to carry communication among parts of the grid [7].
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In 2011, Stefan Dantchev proposed a change on the dynamics of the relation-
ship of any cell and its neighbors during the evolution of the automaton. To
illustrate its modification, he presented a logarithmic time optimal solution to
the problem of firing squad synchronization wich ensures that the modification
may be feasible for some modeling [8].

Already in 2012, Sahu et al. presents in his article a set of rules to model the
construction of molecules, showing how it is possible to use CA in theoretical
chemistry [9].

As our main contribution, we will show that is relevant not only taken into
account the direct neighbors, but also long-range neighbors.

Mathematically, we can define a CA as an array M = Mt (c, d, v, E,Θ) of
length c and dimension d where its elements are themselves arrays of d positions,
and each position is called a cell. The v-neighborhood of a cell x is defined as the
set of cells distant from x up to v steps in an element of M . The set E contains
all possible states that any cell can assume. The set Θ determines the interaction
between a given cell and its v-neighborhood v defining their status in the next
generation. And finally, the parameter t indexing the matrix M indicates the
generation in which lies the model [6].

Although the automata has length c, there is communication between its ends,
ensuring that the cells edge hae the same logical conditions given by the set Θ
and thus is correlated with the neighborhood in the same way at the edges than
in the interior of the automaton.

To illustrate the process we introduce a cellular automaton model presented
by Stephen Wolfram called rule 110 [6]:

M100 = (101, 1, 1, {◦, •} , Θ) (1)

in which

Θ = {(• • •◦),(• • ◦•),(• ◦ ••),(• ◦ ◦◦),(◦ • ••),(◦ • ◦•),(◦ ◦ ••),(◦ ◦ ◦◦)} (2)

and the last “dot” is calculated as a function of the three previous ones.
In this example, the matrix M of length 101 is a one-dimensional automata

with neighborhood up to 1 cell that has direct connection with the cell under
study, that is, only cells bordering the side with the cell under study and the
cell under study will be considered to evolve it to the next generation. The set
E = {◦, •}, presents two possible states for the cells of M in this case, and can
be interpreted as • = ON and ◦ = OFF . The set Θ is a collection of interaction
rules with neighbors of the cell defined by v. In a rule as (• • •◦), • • • shows
the behavior of states of the cell under study and its two neighbors, at left and
right, in the current generation t, and last entry ◦ shows the configuration of the
cell under consideration in the next generation t+ 1.

The figure 1 shows the evolution of the matrix M through generations of
t = 1 to t = 100. The left figure was obtained from a called single one individual
0 · · · 010 · · ·0 and the right one from a randomly generated individual.

In this context, we can generate an image through the evolution of one-
dimensional automaton, however, one question arises: Once known variables
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Fig. 1. Evolution of Rule 110 up to generation 100: Single 1 (left) and random (right)

c, d, v and E of the automaton, it is possible to predict the set Θ of rules? That
is, once I have the image can I determine the rule that made the automaton
evolve to the present moment? This is the objective of this work: give a response
to this question.

3 Methodology

Cellular automata are known for their fixed rules (or dynamic) that evolve under
a given scenario. However, they can be evaluated under a different context in
which a scenario can be interpreted as a result of the evolution of an automaton
and our interest is to determine the rules leading to this behavior. It is this
situation in which pattern recognition and search algorithms are necessary to
find the rules that make a scenario evolve to our target situation.

Vanneschi [10] presents results in wich, given certain conditions, a one-dimen-
sional automata using genetic algorithm has the ability to find the most general
and robust solution. Results in the literature use other cellular automata as
classifiers such as the Multiple Attractor Cellular Automata (MACA), or search
algorithms for maximizing a target function [11]. Mitchell presents a study on
the feasibility and use of automatons for classification and synchronization that
is the basis for our current work [12].

Following the principle of a genetic algorithm we will generate a population
of x individuals, and each individual consisting of y chromosomes (which in our
context will be the rules, ie, • • • ◦ is a chromosome).

Each chromosome consists of genes; in our encoding 4 genes per chromosome.
Hence, each individual will consist of exactly 4y genes.

Previous works show that is convenient use a correct amount of individuals
per population, because this parameter affects the performance of the algorithm.
Due to this, a preliminary study was done trying to get the average size for the
population in an attempt to obtain the average performance of algorithm for
each cellular automata applied [13,14].

As the chromosomes for our problem has symbolic representations of ◦ or •,
we map these symbols in a unique way, namely, (◦ = 0) and (• = 1). Thus,
for example, the rule • • •◦ is mapped in 1110. Therefore, an individual can be
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rewritten as a binary vector with 4y entries, and finally, the population will be
a binary matrix with exactly 4xy entries.

To fill the array of individuals that start the algorithm, we use samples of a
random variable following a Bernoulli distribution with p = 1/2:

X ∼ Be
(
1
2

)
P (X = 0) = P (X = 1) = 0.5

Thus we have completely random individuals made up of chromosomes that
determine the interaction with its neighbors for each evolution.

After this step, each individual will be evolved to achieve evolution equal to
the target scenario. We compare the evolved individuals against the development
of the target scenario and record the amount of error of matching, and then we
measure the fit (fitness) for each individual using the expression:

fitnessindividual(i) =
1

1 + error
(3)

where error is the amount of entries in the window that matching does not agree
with the target scenario. Note that the adjustment varies over the range:

fitnessindividual(i) ∈ (0, 1]

which can be indirectly associating as the likelihood of success of the individual
in question against the target scenario.

Since all subjects already have their value set against the scenario target, it
is necessary to define those to be used to generate individuals-children. At this
point we use the criterion of roulette:

1 - All fitness of the individuals tested are added, and we divide the fitness of
each individual by this sum to obtain the relative probability fitness for the
individual in question against the other individuals:

ρindividual(i) =
fitnessindividual(i)∑x
i=1 fitnessindividual(i)

(4)

2 - Calculate the accumulated probability, and a sample is drawn from a uniform
distribution Z ∼ U (0, 1), and two individuals-parents are selected.

This confirms the condition of the evolution that the fittest will be selected
without, however, disregard the possibility of less fit individuals also generate
individuals-children.

3 - Immediately after selected, individuals-parents passing through the crosslink-
ing process of genetic information, ie the transfer of genes. For this, we define
the crossover point in the vector of individuals-parents through a random
number that can vary from 1 to 4y − 1. The diagram below illustrates the
process of crossing (crossover) to a crossing point of value 2:

11| 01101 · · ·10 and 10| 11011 · · ·11
↙ ↘

11| 11011 · · ·11 and 10| 01101 · · ·10
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for individuals-children it should be checked if their fitness are better than
the worst fitness of the population; if yes, the individual-children take the
place of the worst individuals in the population, if not, we do a mutation at
mutability rate α.

3a- In our case we are using a heavy mutation, ie, whenever an individual mu-
tates he will have all its entries modified:

1111011 · · ·11 Mutation→ 0000100 · · ·00
After calculated the new value by adjusting (fitness) and re-checked if the
value of current fitness is better than the worst individual in current pop-
ulation and replacing it if it does, however, otherwise with a probability β
the individual-children enters the current population even if not better than
the worst individual. Obviously, the value of β is very small, however, such
action is necessary to ensure that all individual-children have the possibility
of entering the population even this do not improve it at the moment.

The algorithm repeats steps 1, 2, 3 and 3a until find an individual with
fitness 1 or until it reaches 10,000 repetitions.

4 Results

In this work we encode the automata presented in the book written by Stephen
Wolfram as a search problem using genetic algorithms. Tested the success of the
method to discover the rule of relationship with the neighborhood for several
encodings presented by Wolfram, we present here the evolution of the fitness
function for the rule 110 automaton that measures how close we are the optimal
solution.

In the figure 2 is shown the evolution of fitness function under the generation
of the population. It is possible to realize the time in which a model (automaton)
acquires coordinate 1 indicating the current configuration necessary to capture
the dynamics of interaction with the neighborhood.

0 500 1000 1500 2000 2500 3000
0.0

0.2

0.4

0.6

0.8

1.0

Fig. 2. Fitness for Rule 110 automaton
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For each model tested it was used individuals of size 60; that is, capable of
storing a class with 15 chromosomes. Note that each automaton has a composi-
tion of 8 chromosomes (sinse they have the form a1a2a3b and ai ∈ {0, 1}), and so
it is necessary repetition of chromosomes in the individuals tested. This strategy
was necessary because we do not know the number of chromosomes that the
models present and then there would be no guarantee that an individual formed
by 8 chromosomes would be sufficient.

The populations used in each of the simulations have size 300, with selection
of 20 individuals by the called tournament method and a mutation probability
of 2%.

In the table 1 we present the statistics for 30 repetitions of some Wolfram
Rules automata simulation. The high standard deviation is an inherent char-
acteristic of stochastics algorithms like GA. This is a common behavior for all
elementary Wolfram automata. We can note also some asymmetry in confidence
interval due to large value for σ and a negative value at lower limit for μ±1.96σ.
This is inconsistent with generations characteristic and so we do a cutoff to
threshold 0.

Table 1. Confidence interval containing 95% of cases in which the model achieved
fitness 1 in presenting the dynamic relationship with the neighborhood

Automata Average Standard Confidence Automata Average Standard Confidence

(Rule) deviation Int. (95%) (Rule) deviation Int. (95%)

18 38 19 (1, 74) 73 918 965 (0, 2809)
30 799 576 (0, 1978) 10 929 780 (0, 2457)
54 1204 1064 (0, 3290) 126 925 638 (0, 2175)
60 1110 561 (10, 2210) 150 1719 1278 (0, 4224)
62 986 984 (0, 2914) 222 217 156 (0, 523)

5 Conclusions

This result proves the efficiency in the use of genetic algorithms to obtain the
interactions with the neighborhood of one-dimensional deterministic automata.

Each of the rules in the Wolfram book shows value 1 obtained for the fit-
ness, which indicates how the method was adequate to capture the pattern of
automata.

The current research motivates us to the following future work:
- Using genetic algorithm for possible automata based on the initialization

vector and the final vector of model evolution, trying to find automata starting
and ending in these respective vectors. This is interesting because would not
be necessary to know the whole evolution of the model under study to make a
complete description, but only its starting and ending vectors;

- Development of a strategy under genetic algorithms to capture the interac-
tions with the neighborhood of one-dimensional stochastic model. The current
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results apply to one-dimensional deterministic automata. Thus, the develop-
ment of this strategy would be crucial in moving to our goal that is to present a
methodology to treat any time series, particularly the financial ones, as a one-
dimensional stochastic automata and through this approach to find interactions
with neighbors, and thus make predictions.
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Abstract. Our structured prediction problem is formulated as a convex optimi-
zation problem of maximal margin [5-6], quite similar to the formulation of 
multiclass support vector machines (MSVM) [8]. It is applied to predict costs 
among states of paths. Predicting them properly is very important, because the 
problem of paths planning depends on its correctness. Ratliff [4] showed a  
maximum margin approach which allows the prediction of costs in different en-
vironments using subgradient method. As a contribution of this work, we de-
veloped new solution methods: the first one, called Structured Perceptron, has 
similarities with the correction scheme proposed by [1] and the second one is 
called Structured IMA. It is derived from the work presented by [2]. Both use 
the Perceptron model. The proposed algorithms were more efficient in terms of 
computational effort and similar in prediction quality when compared with [4]. 

Keywords: Predicting Structured Data, Perceptron, Planning Paths. 

1 Introduction 

The objective of this work is presenting and evaluating two new methods for solving 
the structured prediction problem applied to the maximum margin approach, with 
their respective developments and examples. To demonstrate that our methods are 
applicable, we use them to predict costs in new environments defining a functional 
learning between input and output domains, structured and arbitrary. We obtain the 
learning plans from the perspective of the maps features. This is of great importance 
in use in navigation systems for mobile robots [4]. Often, there is a clear distinction 
between the levels of perception and planning, which is gotten only from the prior 
knowledge of the matrix of costs related to the action-state space of the problem. 

We have as input a set of paths on maps chosen by an expert. These paths are se-
lected to benefit some strategy related to the presence or absence of features. Thus, 
the strategy learned will enable the planning of new paths in similar environments 
according to the type of strategy picked by the expert. This problem of learning  
is formulated as a convex optimization problem of maximum margin and their struc-
ture is very similar to the formulation of MSVM [8]. As a solution method we primar-
ily implement the MMP algorithm [4]. Alternatively, we propose the algorithms: 
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Structured Perceptron and Structured IMA. In order to prove the efficiency of this 
new approach and its correctness we performed tests with diverse inputs. 

2 Structured Prediction Model 

2.1 Maximum Margin Approach 

Given a training set S = {(x(i), y(i)), i = 1, ..., m}, each pair is formed by a sample 
represented by a structured object x(i) (map) and a desired solution y(i) (path). It is 
intended to obtain a parameters vector w such that: 

,,,1),()})((({arg )( miiy,yix.wMax T
iYy =≈∈  (1)

where Y(i) is the space of all possible solutions dependent structured object x(i). The 
cardinality of Y(i) can be very high, but it is possible to use techniques that eliminate 
efficiently the false examples y. That is, learning the parameter vector w allows  
the best solution for each pair (x(i),y). This is exactly the solution y(i) proposed in the 
training set. The approach to solving this problem is based on a generalization of  
the principle of maximum margin [5-6] used in support vector machine [7-8] and 
embraces the solution of the following quadratic programming problem: 
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where fi(y) = f(x(i),y) and the function li(y) = l(y(i),y) is defined as a loss function that 
scales the geometric value of the margin. In the multi-class SVM [8], the margin γi of 
a sample (x(i),y(i)) over another y∈Y(i) is interpreted as: 
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The maximum margin γ of the whole problem is the value of smallest γi, i = 1, ..., m. 
Consequently, minimizing ||w|| or equivalently maximizing γ results in obtaining a 
solution of maximum margin [5]. For cases of non-separability can admit the intro-
duction of slack variables. Note that the problem Maxy∈Y(i){wT.fi(y)+li(y)} has precisely 
the same way the problem of predicting which is needed to learn the parameters. 

2.2 Problem of Predicting Solution Cost 

The training set is given to T = {(Fi, μi), i = 1, ..., m}. The path μi is chosen by the 
expert to the map Fi. Each map is represented by a features matrix F with all state-
action pairs and each state is characterized by a features set. Each path is represented 
by a frequencies vector μ indicating the presence or absence of actions in each possi-
ble state-action pair. The product Fi.μ represents the quantity of each feature in the nth 
map depending of the path represented by μ. Finally, the product wT.Fiμ represents the 
total reward of the path μ. The equation of this problem was presented by Ratliff [4]: 
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where G(i) is the representation of all possible choices of paths for the nth map. 
Without loss of generality we chose to study this problem by minimizing costs, in this 
case the constraint is: wT.Fi μi ≤ Minμ∈G(i){wT.Fiμ- li

Tμ}, i=1,…, m. 

3 Solution Methods 

3.1 MMP Algorithm 

To solve the problem of maximizing rewards presented in [4], Ratliff proposed to 
minimize an objective function not differentiable, but convex, obtained from the re-
laxation of the problem, using a subgradient technique: 
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C is a positive regularization parameter. This function has as sub-gradient: 
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Where μ* is a optimal path for each input map obtained from the equation: 
μ*=argMaxμ∈G(i)(w

T.Fi + li
Tμ). Then, the A* algorithm is used, it has quadratic com-

plexity in relation to the number of states. Thus, the rewards vector w is updated as: 
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Learning rate η is reduced gradually according to the number of iterations. 

3.2 Structured Perceptron 

If the condition of maximum margin is removed, we can reformulate the problem of 
minimizing the cost prediction as a problem of viability of a system of inequalities. 
Then, we find a feasible costs vector w, such that: 
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where Q(i) represents the set of existing paths μi. To solve this problem we can use a 
variant of the primal perceptron algorithm which was named Structured Perceptron1: 

                                                           
 1  Bakir [1] and McDonald [3] presented algorithms for Structured Perceptron derived directly 

from the formulation of multiclass perceptron; alternatively, we demonstrate a direct 
derivation of the original model of the perceptron, reaching a slightly different algorithm. 
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i.e. if the inequality (11) is not satisfied, the path chosen does not have a lower cost or 
equal than the best alternative, then update the vector w. η is a constant learning rate. 
The vector μ* is determined by direct comparison of the set of paths proposed in the 
training set T and it is always the best path disregarding the expert’s path: 

 ..{arg , }= ≠∈ μμμ i
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The advantage of using the Q(i) and not each possible path in G(i) is the reduction of 
computational effort, the complexity is linear: maps in the training set. The rule of 
correction obtained for this algorithm can be easily derived. We have the difference 
vectors set for each map collection in the form: 

 .*FμFδ iiii μ−=  (10) 

The condition of viability of the Perceptron algorithm is defined as: 

 m .i.w i
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 Thus, the loss function related to the cost minimization strategy is given by: 
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This function should be minimized. Thus, we can define the local gradient as: 
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Therefore, if an error occurs related to the nth sample: 
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we use the following correction rule for the vector of costs: 

 .10*),( ≤<−−← ημμη iii FFww  (15) 

Similarly, for a maximization problem of rewards, we have: 
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Notice the similarity between the equation (20) and the correction rule (9) of MMP. 

3.3 Structured Incremental Margin Algorithm (IMA) 

With the addition of margin in the problem2, we find a viable vector w, such that: 
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 2  Note that we do not use the arbitrary loss function li

T with the intention to scale the margin 
instead we use the straightforward definition of the margin equation (3). 
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Or, alternatively: 
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The correction rule for the Structured IMA follows the same reasoning presented for 
the Structured Perceptron. The difference vector for each map is defined as: 
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The new condition of feasibility of IMA Structured algorithm is given by: 
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Similarly, the loss function related to cost minimization strategy is given by: 
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This function will be minimized. The local gradient for the nth sample is defined as: 
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Thus, if an error occurs related to the nth sample: 
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we use the following correction rule for the vector of costs: 

 .10*),()||||/1.( 2 ≤<−−−← ημμηηγ iii FFwww  (24) 

Similarly, for a maximization problem of rewards, we have: 

 .10),*()||||/1.( 2 ≤<−−−← ημμηηγ iii FFwww  (25) 

In this new correction rule occurs the control of the value of the norm. This is neces-
sary due to restriction imposed by the margin. To calculate the approximate value of 
the maximum margin we adopt an incremental approach in which successive systems 
of inequalities (22) are solved. It begins with the Structured Perceptron computing γ 
according to the equation (3), and the next γ gotten doubling the previous γ. The val-
ues of the cost vector w are retained and serve as the initial solution to the posterior 
problem each time we double γ. If this value exceeds the maximum margin, a binary 
search between the feasible margin and the infeasible margin should be performed. 

4 Experimental Results 

To validate the algorithms developed we chose to solve a practical problem of plan-
ning related to the determination of paths in a grid map (discretized Google maps). It 
was defined as a costs minimization problem. Each cell may or may not have the 
presence of tree features (w[0]: undergrowth, w[1]: trees and w[3]: pathway) and 
their combinations, defining eight different types of ground according to the cardinali-
ty of the set power. Six example maps are used in the training set and in the test set. 
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Figure 1 shows the maps used in the training set and the black paths chosen by the 
expert. We can see that it is usually better we choose a path without undergrowth and 
trees. However, if the path requires a greater track, the specialist may suggest passing 
through undergrowth or trees. All the algorithms converge and reflect the planning 
strategy adopted by the expert. We define 1000 iterations to MMP algorithm and 
Structured IMA. As MMP algorithm parameters are used: η = 0.5 and C = 1. The loss 
function li is the Hamming distance between μi and μ. Runtime: 15.919 seconds. Pa-
rameter used to Structured Perceptron: η = 0.2, converge with 10 iterations and run-
time: 0.082 seconds. In Structured IMA η = 0.2 too and runtime: 6.102 seconds. 

 

Fig. 1. Training maps with their respective paths chosen by an expert. Google maps were dis-
cretized (55x55) and simplified to embrace our eight different types of ground in each cell. 

The choice of the expert reflects the best way when compared to all alternatives in 
the training set. To demonstrate this, we prepared three tables with the geometric 
costs of the paths. They are obtained by dividing the cost of the respective paths by 
the norm. Also we show the values of margins that represent a measure of planning 
quality. MMP got: w[0]: 0.512160, w[1]: 0.462381, w[2]: -5.283517, with norm: 
5.328383 and margin: 0.130939. Structured Perceptron got: w[0]: 0.900000, w[1]: 
0.300000, w[2]: -5.30000 with norm: 5.384236 and margin: 0.074291. Structured 
IMA obtained: w[0]: 1.124728, w[1]: 0.784634, w[2]: -4.777393 with norm: 
4.970327 and final margin: 0.168532. The margin value was defined as the minimum 
difference among the geometric costs of the expert’s paths and the alternative paths of 
lower cost. These values are shown in bold in the respective tables. 

Table 1. Geometric costs MMP algorithm 

Map Path 1 Path 2 Path 3 Path 4 Path 5 Path 6 Margin 
1 2.1841 5.3702 4.1807 6.6904 4.4914 14.8344 1.9965 
2 4.3685 0.9630 4.1089 1.2101 5.5523 11.3827 0.2448 
3 4.2574 5.2741 1.1459 4.5357 3.5148 6.7055 2.3688 
4 4.6025 5.3608 1.3888 1.2579 3.8088 12.3780 0.1309 
5 2.1424 5.1099 1.8885 4.7035 1.0097 5.5103 0.8788 
6 3.2751 2.9912 4.1957 5.8630 4.4346 1.7917 1.1994 
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Table 2. Geometric costs Structured Perceptron algorithm 

Map Path 1 Path 2 Path 3 Path 4 Path 5 Path 6 Margin 

1 2.2287 5.4789 4.2717 6.9833 4.5874 15.1739 2.0430 

2 4.3645 1.0957 4.2160 1.1700 5.6832 11.6079 0.0742 

3 4.1974 5.3118 1.3186 4.5688 3.6031 6.6676 2.2844 

4 4.7546 5.3675 1.5415 1.3929 3.9931 12.8151 0.1485 

5 2.1730 5.3118 1.9129 4.7917 1.0215 5.5718 0.8914 

6 3.3245 3.0645 4.2717 5.9989 4.5317 1.9501 1.1143 

Table 3. Geometric costs algorithm Structured IMA 

Map Path 1 Path 2 Path 3 Path 4 Path 5 Path 6 Margin 

1 3.3829 6.6112 5.2659 8.3090 5.9157 18.3305 1.8829 

2 5.5315 1.9982 5.1080 2.2138 6.9453 14.4523 0.2156 

3 5.3052 6.3849 2.3823 5.8656 4.9545 9.0026 2.5721 

4 6.1420 6.5428 2.7665 2.5979 5.5649 15.5504 0.1685 

5 3.2250 6.1376 2.7331 6.2498 2.0375 7.7257 0.6955 

6 4.4125 3.9205 5.2659 7.5951 5.7578 3.6897 0.2308 

 
Figure 2 shows the results of the algorithms applied to the test set. The black solid 

line represents the path based on the cost vector of the algorithm MMP. In most the 
maps the paths to all algorithms agreed. However, when they do not coincide, we 
establish other paths with different shapes for the identification of the others two algo-
rithms. The red dotted path represents the Structured Perceptron, maps three and six. 
The yellow path with squares represents the Structured IMA, map six. All of them 
show that there is a strong association between the outputs represented by the costs 
and the expert’s strategy. This confirms that this new approach is an efficient alterna-
tive when compared to the MMP. Also we can see that the maximizing of margin 
originates different paths for some maps, mainly where the pathway is not clear. 

 

Fig. 2. Tests maps with the paths defined by the A* algorithm based on the costs vectors w 



 Perceptron Models for Online Structured Prediction 327 

5 Conclusion 

In this work we have presented two new algorithms for solving structured prediction 
problems. According to the results, the algorithms behave similarly, but our algo-
rithms require a lower cost of memory and processing, because we do not need to run 
the A* algorithm in the learning process. It predicts effectively the costs on new envi-
ronments from a small number of training maps, enabling their use in other larger 
applications. It is important to note that the algorithm IMA Structured obtains a final 
margin value above the margin value of the MMP algorithm. This demonstrates that 
our new approach to solve the presented problem is efficient and quite promising.  
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Abstract. One of the major data mining tasks is to cluster similar
data, because of its usefulness, providing means of summarizing large
ammounts of raw data into handy information. Clustering data streams
is particularly challenging, because of the constraints imposed when deal-
ing with this kind of input. Here we report our work, in which it was
investigated the use of WiSARD discriminators as primary data syn-
thesizing units. An analysis of StreamWiSARD, a new sliding-window
stream data clustering system, the benefits and the drawbacks of its use
and a comparison to other approaches are all presented.

Keywords: StreamWiSARD, Clustering, Data Mining, Data Streams,
Sliding Window, WiSARD, Weightless Neural Networks.

1 Introduction

Nowadays computing assumed a major role in human life. One consequence of
this integration between life and computing is the availability of massive amounts
of data from all kinds of different sources, which represent what is happening in
the world in a certain period in time. To extract information from what is raw
data is the main target of data mining. However, due to some harder constraints
we have stream data mining, where information has to be continually extracted
and updated, as an expression of what has happened lately. This way, a stream
data clustering system should be able to cope with changes in data like the
disappearance of clusters or their movement.

A great variety of methods to cluster stream data have been presented
recently, based on different ideas and techniques: microclusters [8,3], density
clustering [2], graphs [9], hierarchical clustering [2,8], sliding [1] and damped
window [2,8] time data models. All of those are valuable contributions, but there
is still room for improvement. This work tries to fill part of it, using some popu-
lar tools as the microclusters, but relying on the sliding window model and not
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the most used damped window model, and also bringing an entirely new element
into this area as a weightless neural network model, which was quite useful as
we will show in the remainder of the paper.

2 WiSARD

The WiSARD (Wilkie, Stonham and Aleksander’s Recognition Device) [4] is
a Weightless Neural Network Model for data classification. In a basic WiSARD
system, each of the data items classes is represented by a discriminator, a struc-
ture composed of RAM nodes and an adder, which is responsible for “learning”
the class it is responsible for from example observations of it, to become able to
identify observations of this class not previously seen.

WiSARD was originally used in the recognition of similar black and white
images. The bits of a binary image can be combined into strings which can be
used to address locations in the RAM nodes of a discriminator (Fig. 1). When
a discriminator is absorbing an observation, in these addressed locations it is
written ‘1’ (consider that an unwritten locations stores ‘0’). When queried about
how much similar an input item is to what it learned, the discriminator’s answer
is the sum of the values stored in the RAM locations referenced. This answer can
be normalized by its division by the number of nodes the discriminator has. How
input bits are combined is determined by a simple mapping, randomly defined
at system startup.

Fig. 1. Mapping a 3 × 3 image into 3 RAM addresses [11]

Altough having a simple structure, a WiSARD discriminator is a powerful
classifier, able, for example, to handle not linearly separable data. And because
of its simplicity, a discriminator is usually capable to operate at high speed.
These charcteristics motivate its use in a stream data mining task as clustering.
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3 StreamWiSARD

3.1 Data Processing

During its operation, a StreamWiSARD system mantains a list of discriminators,
which have the same basic role of microclusters used in other alternatives to data
streams clustering. Initially there are no discriminators.

When an observation is received, the list is traversed until a discriminator
that recognizes it well enough is found, which becomes its target. Case none is
found, a new discriminator is created to be the data item target. At last, the
target absorbs it and takes the front of the list.

Numerically, a discriminator recognizes an observation well enough to absorb
it when its answer to a query about the data item is greater than a dynamic
threshold, defined as

t = min

(
1,m+

k

e

)
m ∈ ]0, 1] and e ∈ IN∗ , (1)

where m and e are system parameters respectively named minimum similarity
threshold and maximum absorptions count, and k is the number of absorptions
the discriminator already performed. Figure 2 ilustrates the target identification.

Fig. 2. Identification of the fourth discriminator as target of an example observation.
The labels show the number of absorptions already performed by each discriminator.
The colored part of the of the bars denote the discriminator absortion threshold, while
the black part, the similarity score.

It is easy to see that the discriminators are kept ordered, from most to least
recently updated. This affects how bursts of similar observations, a common
pattern in data streams, are processed: in such a burst, it is expected that some
observations have the same target. So, moving the target to the front of the list
reduces the expected duration of the list traversal.

The transient attribute of the system results from what is kept by each RAM
location and how they are maintained: they keep a timestamp of when they were
last updated, and before every query to a discriminator, each of its RAM nodes
have the locations last recorded outside horizon range cleaned. Consequently,
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the system always works using valid knowledge. When a discriminator has no
written locations, it is discarded, as it does not contain information.

The discriminators maintained during the system operation act as an inter-
mediate clustering layer, reducing the magnitude of the amount of data to be
processed to produce the final, high level clustering. We developed a proceure
which defines an approximate discriminator centroid, according to the mode
of the bits of the addresses of the written locations in its RAM nodes, which is
used to group close discriminators when preparing the final clustering previously
cited.

3.2 Input Setup

To represent data as multidimensional arrays of real values is a very common
practice. However, WiSARD discriminators, our data condensation units, work
with binary inputs only. A trivial real-values-to-binary-string codification pro-
cedure could be applied, but this could lead to the malfunctioning of the dis-
criminators, as they expect similar instances to be represented as similar binary
strings, which could not be guaranteed by this process. We developed a two-
phase codification procedure, which turns arrays of reals into arrays of addresses
to RAM locations which can be properly used by a StreamWiSARD system.

In the first phase each real value is substituted by its Binary Reflected Gray
Code (BRGC) representation, according to a parameter indicating the number
of decimal places which should be considered. The result is an array of binary
strings. BRGC helps avoid mapping two close values to very dissimilar binary
representations, far from each other w.r.t. Hamming distance, as explained in
Table 1.

Table 1. An illustration of the kind of problem avoided when using BRGC instead of
the traditional Base-2 representation: the highlighted strings have a Hamming distance
greater than 1 to the string prior to them

0 1 2 3 4 5 6 7 8

Base-2 0000 0001 0010 0011 0100 0101 0110 0111 1000
BRGC 0000 0001 0011 0010 0110 0111 0101 0100 1100

In the second phase, the bits of the elements of the array produced in the
first phase are combined to form the addresses to be accessed in the RAM nodes
of the discriminators. However, unlike WiSARD, the number of addresses a bit
takes part at is exponentially proportional to its significance.

4 Experimental Evaluation

In this section we will analyze how a StreamWiSARD system performs in various
situations. To set up the experiments we used MOA [5], as it provides a nice
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workspace for stream data clustering research, having some evaluation measures
and other approaches to this task already coded. We compare the results of two
of this approaches to ours: ClusTree [8], one of the best solutions known to this
problem, and CluStream [3], a historical reference of the research about this
theme.

The output of each approach tested was requested periodically, at each data
horizon elapsed, and its quality was measured using the following metrics: for
microclusters, purity and entropy [9]; for clusters, recall [10]. The measures were
taken in a given moment using input data inside horizon w.r.t. this same moment.
As in the real datasets used the true number of clusters in a period was unknown,
when handling them the microclusters maintained were evaluated.

Considering a set of sets of instances divided according to its classes

C =
{
c1, c2, ..., c|C|

}
, (2)

a set of microclusters

M =
{
m1,m2, ...,m|M|

}
, (3)

and a set of groups (clusters)

G =
{
g1, g2, ..., g|G|

}
, (4)

we define:

1. the purity of a microcluster m as the size of the largest group of obser-
vations of the same class in m, normalized. The greater, the better.

max
∀c∈C

|m ∩ c|
|m| (5)

2. the entropy of a microcluster m as the sum of the relative contributions
of each class in m. The lower, the better.

−
∑
∀c∈C

|m ∩ c|
|m| × log

|m ∩ c|
|m| (6)

3. the recall of a class c as the probability of one of the observations of the
group which represents best c be of this class. The greater, the better.

max
∀g∈G

|g ∩ c|
|g| (7)

The average recall of a set as G will be called group recall and will be used to
evaluate this kind of set. Differently, sets as M will be evaluated according to
the average purity and entropy of its elements. The last one, weighted by the
number of observations each microcluster covers.
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4.1 Artificial Data

Here we observe how a StreamWiSARD system behaves when it deals with
noisy and high-dimensional data: 105 observations, each belonging to 1 of 5
hyperspherical classes. The default number of attributes is 25, and the default
noise amount is 10% of the data input. The horizon used was 103 observations.

Figure 3 presents the results of the experiment on data noise amount.
StreamWiSARD generates the best quality clustering, but spendsmuchmore time
to acomplish this than ClusTree, because the last processes observations with log-
arithmic complexity, while in first this operation has a linear complexity. The num-
ber of microcluster each approach has to maintain grows with the amount of noise,
but this has a greater impact on StreamWiSARD’s efficiency than on ClusTree’s.
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Fig. 3. Noise level (%) vs. class recall and vs. time elapsed (seconds)

Varying the number of dimensions of data causes some interesting events.
Figure 4 shows the results for this experiment. StreamWiSARD produced the
best quality clustering again. The low scores in the 5 and 50-dimensions runs
result from the lack of parameter adjustment: there should be used a greater
accuracy in the first and a greater number of nodes in the discriminators in the
second. Now, StreamWiSARD is slightly faster than ClusTree, due to the lesser
amount of data it deals with by the use of its own data representation.
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Fig. 4. Number of dimensions vs. class recall and vs. time (seconds)
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4.2 Real Data

We also used the Physiological Data Modelling Contest (PDMC) [6] dataset
in our tests. This is made of periodical body measures from a group of people
who wore a multisensorial device for some time. As it was originally used in a
classification task, every observation is class-labeled, according to the activity
the person was doing when the sensors readings were captured.

In the original dataset there is a greater number of observations from people
identified as 1 and 25. For each of them a new dataset containing only their
respective observations was created, in which the attributes besides the 9 real-
valued sensors readings and the class label were discarded. Thus, the task de-
scription is to cluster observations according to the sensor readings, considering
the activities their classes.

The results, shown in Tables 2 and 3, are especially interesting because of
the experiments parameters used: the horizon was of 102 observations, each
discriminator was composed of only 5 RAM nodes, and the decimal values were
considered only to its second decimal place. From a coordinate transformation
point of view, the use of StreamWiSARD own representation not only reduced
the dimensionality of the data but also reduced the number of bits used to
represent the values in each dimension: 4 RAM nodes had addresses of 29 bits
and the remainder, of 28 bits, while real values with double precision are usually
stored using 64 bits.

Table 2. Results for the PDMC dataset: entropy. Best results highlighted.

StreamWiSARD ClusTree CluStream

id 1
avg 0.047 0.108 0.092
stddev 0.043 0.093 0.091

id 25
avg 0.028 0.078 0.093
stddev 0.021 0.065 0.082

Table 3. Results for the PDMC dataset: purity. Best results highlighted.

StreamWiSARD ClusTree CluStream

id 1
avg 0.951 0.913 0.948
stddev 0.038 0.073 0.059

id 25
avg 0.966 0.931 0.950
stddev 0.024 0.055 0.050

StreamWiSARD maintained at most 19 discriminators during the experiment.
Therefore, we adjusted ClusTree maximum tree height so its number of leaves
was close to this, what brought up the benefits of using a more powerful data
summarizing unit.
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5 Conclusion

In this paper we presented work, which checked the applicability of WiSARD
discriminators as basic data condensation units in a two-phase stream data clus-
tering system. We showed that the use of this powerful classifier resulted in a
system with quite interesting characteristics, as being able to define high quality
clusters although requiring to maintain a quite small number of microclusters,
or having a nice parameters set, which permit, for example, the discard of irrel-
evant input parts as early as possible, what reduces the entire system workload.
StreamWiSARD was developed based on the sliding window model for stream
data applications, what is also another nice feature as this is not the most popu-
lar time data model among those available, but is the preferred one in a variety
of situations.
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Abstract. The goal of the project we describe in this paper was the cloud 
computer environment establishment for biomedical data processing services 
using a security access. The relevant cloud application for user interactive 
interaction with biomedical data were realized on .NET Framework technology 
platform by the help of rapid calculating by FPGA technology. Interconnection 
of these technologies allows a large spectrum of users to quick access to pre-
evaluated biomedical data. This article discusses the possible topological 
solutions and implementation of that system. 

Keywords: Cloud Computing, FPGA, Biomedical Data, Web Service, 
Database. 

1 Introduction 

Biomedical research of last decade includes implementation of a wide spectrum of 
experimental techniques which produce large amount of biomedical data which need 
to be processed (using up to date algorithms) in Real Time if possible [1]. This 
requirement is not possible to observe using only standard techniques for 
implementation. Moreover, there is no any common standard for storing of 
biomedical data. Almost all mobile devices manufacturers create and use their own 
data formats, which are mutually incompatible and in most cases not open.  

Research with biomedical data in most cases start with discovering of real data 
produced by some biomedical device.  

The current trend is also to manage data through a variety of Web interfaces that 
provides many advantages for the user. In that case, data storage using a standard 
XML format which is often used and supported by many tools and programming 
languages [2]. Disadvantage of this open format is his power consumption when a 
parsing of data (extraction of data) is needed. 

Cloud computing can be in some simplified meaning recognized as internet for its 
basic principle – the network is draw as a cloud. Kevin Marks (Google) sad: “The 
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term “cloud” is a metaphor for the Internet” [1]. In most cases the users of biomedical 
systems need to be connected to system remotely using various kinds of mobile 
devices or laptops. For these cases some kind of suitable web interface is needed 
where processed data from system cloud are presented. 

Cloud framework can be recognized as three types of Services: (1) Infrastructure as 
a Service (IaaS); (2) Platform as a Service (PaaS); and (3) Software as a Service 
(SaaS) [1]. From this point of view, cloud is not only a service of computing power, 
but i tis recognized mostly as a service which need to be structured by some king of 
architecture using computing environment [1]. 

2 Problem Definition 

The current presentation of biomedical - electrophysiological data is mostly accessing 
on local terminals with visualization of measured data using web applications. The 
processing of these data is done either by post-processing after measurement  [16], 
[18] and in minor cases on-line using Real Time processing which puts high demands 
on hardware. Such demanding process is therefore destined only for some kind of 
specialized work where the cost of computing environment is reasonable [17].  

The issue of distance evaluation of physiological data using web terminals is 
solved several ways [3]. To address such complex biological signal processing several 
tasks like computational parallelism, high computational speed and very large scale 
integration with FPGA (Field Programmable Gate Array) can be advantageously used 
[4], [5]. Using of FPGA technology with these features move the processing of stored 
data from ofline postporocessing to online Real Time processing with a possibility to 
Real Time visualisation of processed and evaluated data sa well as their sharing to 
remote clients using Web interface [6]. 

3 New Trends in Biomedical Cloud Computing  

As the current presentation of any kind of biomedical data is mostly provided by a 
visualization of measured data using web applications [2], [7], when an up to date 
technology is used for data processing as well as cloud solution, an exciting modern 
and powerful solution can be accessed to allow users (medicians, physicians) to make 
a decisions based on “filtered” biomedical data faster than any time before [8]. 

The power of computer processors as well as storage capacity doubles every 18 
months. Innovative cycle of computer technologies is growing even faster especially 
for scientific are where a special instruments are now developed by the help of new 
hardware and software features. During the last decade a three important changes 
have occurred regarding data. We can recognize an explosion in the amount of data 
produced by not only biomedical solutions. These data need to be managed and 
processed what bring new fundamental changes like a new algorithms for how these 
data are analysed using data mining. Mix of these changes is recognized as a 
beginning of change a biomedicine into a data intensive science [8].  

This kind of rapid evolution in biomedical data presentation however brings some 
new business paradigm for sharing of biomedical information [9]. Clouds 
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environment generally offer resources on demand, where the most used case is pay 
per use charges. This principle is based on large farms of inexpensive, dedicated 
servers, sometimes supporting parallel computing. For research area, the price for 
service (computing of some biomedical algorithm with data) can be significantly 
lowered using Cloud environment where the sharing of time slices moves the 
utilization of such solution up to 100%.  

Problem, which appears across all biomedical cloud solutions, can be recognized 
as a searching for relationships between all the data. We are now not able to compute 
over all of these data to make discoveries, and, more importantly, there is no 
conceptual framework to integrate all this data [9]. 

One step in the long way can be covered by a special design of biomedical system 
with strong impact on each element of created network [20]. 

4 Biomedical System Design 

For the purposes of medical practice, it is important that biomedical records are 
accessible from various web sites and networks without the need of specialized 
software. For this purpose, a system of storage and management of biomedical data 
has been already designed [3].  

The system described in this article uses a web application that provides a view of 
stored biomedical data and also allows you to store records in one of three predefined 
formats – EDF, DAT and XML. As part of this web browser application is a viewer 
of stored records, which replaces the traditional programs and enables a view of 
recorded data directly on the website without need of additional programs. The 
system for storage and exchange biomedical data is based on ASP.NET 2.0 platform 
.NET Framework and Microsoft SQL Server.  

For storage of biomedical data is used a data storage server [20]. Every file 
uploaded to the server has its own unique name that is used as ID in the database. The 
basic functions of Web applications provide: display a list of all records stored in a 
database, add a new record and manage users. The Web application has its own 
biomedical data browser that allows graphical display of such an EEG records from 
XML file. 

Web site applications are for viewing records and allow for a direct interaction 
between the system and user. The layout was created in Photoshop CS4 Trial with 
CSS support in Visual Studio Web Developer. The web interface contains a home 
page, login page, catalog of saved records, and the administration page. 

A significant part of the application is the browser of recorded biomedical data, 
which enables to display the 20-channels EEG records. It is also possible to modify 
the scale of the axis and to move the view in a direction of x axis. To display the data 
we used ZedGraph component, which is distributed under LGPL license. 

Recently the system has been extended to evaluate the biomedical data with the 
detection of some time and quality parameters. These functions are implemented in 
specialized hardware with an FPGA chip. This hardware is exchanging data with a 
data server, but can also be connected to the analog inputs for on-line processing of 
biomedical signals. 
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5 Implementation of New Methods 

The processing of biomedical data often requires the detection of various events in 
recorded measurements chain [10], [11], [12]. The requirements for computing power 
increases mainly in the evaluation of biomedical signals in real time. Using some kind 
of transformation like the wavelet is not difficult due to the number of steps in one 
subscription - 2n, but mainly for the use on large real biomedical data which requires 
fully parallel computing with high performance. Implementation of this option can be 
currently done with only two possible architectural designs: (1) a supercomputer or 
(2) a parallel computing with FPGA structures. Taking into account all possibilities 
and modern accesses, it seems to be a third alternatives instead of first two for fast 
signal processing [Fig  1]. That figure represents a system, which transmits stored 
biomedical data to the coprocessor unit for processing on user request.  

Cloud

Electrophysiological 
Data Source

Expert Data Description

FPGA – DSPU
Signal Processing Unit

FPGA – DSPU
Embedded Expansion Card

Primary Data Source

Alternative Co-Processing 
Units 

SQL Administrator
Application

User User
SQL Client
Application

Poly-Fyziological
Databse

SQL Servers

Supercomputer

 

Fig. 1. Overall System Structure. The data is returned after processing at data server, from 
which it can be visualized in a web application. 

Figure [1] also shows the three possible alternatives of co-processing units: 1) 
FPGA – DSPU (Digital Signal Processing Unit) as Embedded Expansion Card, 2) 
FPGA – DSPU as stand-alone unit with an Ethernet connection and 3) Supercomputer 
as an alternative. The first two of these options are based on FPGA programmable 
logic, which uses both hardware and software approach for data processing. Hardware 
solution is based on the parallel implementation of some sub-algorithms in 
cooperation with the DSP units. Software solution allows you to process complex 
calculations and algorithms supporting MicroBlaze soft processor.  

Conceptually, the co-processing unit with an FPGA is designed in two ways. The 
first solution is a PCI card for installation into a data server. This solution is elegant 
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and allows a maximum data throughput between the server and the data processing 
unit. Another solution of co-processing unit is a standalone module which can be 
connected via a communication network. In this case, a standard Ethernet network 
with TCP / IP protocol is used. The advantage of the solution is not only 
independence of data server location, but also a possibility of usage this unit with 
more servers and / or clients on the network. A significant feature of standalone unit 
is an expansion possibility of the analog inputs for on-line biomedical signals 
processing. For this function, the unit is equipped with A/D converter with an 
appropriate resolution. With the implementation of a Web interface it extends the use 
of process units for additional functions when the web client can connect directly to 
the co-processing unit [Fig. 2]. 

 

Fig. 2. FPGA – DSPU Detailed Structure [17] 

FPGA - DSPU Detailed Structure is based on Xilinx’s Virtex 6 FPGA 
programmable logic. From a point of view of dataflow the FPGA – DSPU co-
processing unit constitutes second link between web server and SQL server. The 
operation of FPGA is controlled by a web application that sends commands to the 
unit. Individual digital biosignal processing algorithms operate on data from 
Microsoft SQL Server. The resulting data are processed by web applications and 
offered to the authorized user’s web browser. 

One of the implemented features of the system is an EEG evaluation of patients and 
their association with epileptic attacks. Here the wavelet transform methods are used to 
evaluate the EEG data. Phase of epileptic attacks are evaluated by detection algorithm 
that was trained to locate some reference points in the image. Placement of these points 
and their movement is a basis for subsequent classification of the patient. Left image of 
Figure [Fig. 3] is the input image and right image is updated with discovered reference 
points [19]. In another analysis, the arm angles, hand position and movement, posture 
and movement of the head are observed. The result is an estimation of the overall 
condition of the patient, focusing on pathological states of the brain. 
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Fig. 3. Evaluation of Medical Image. Real-time processing of input image gives a result in 
terms of reference points, whose position is further evaluated [3], [17]. 

 

Fig. 4. An epileptic attack detected on the EEG record [3], [17] 

To detect epileptic attack from EEG record were used wavelet transform methods 
implemented on an FPGA platform. Among the fundamental parameters of signal 
derived from EEG data are mainly amplitude peaks and frequency spectrum [13], 
[14], [15]. Furthermore, there was observed a delay between the first signs of attack in 
EEG and the corresponding motion signals [Fig. 4]. 

6 Conclusions 

Development of bio-signals currently comprises the majority of issues, which covers 
the field of biomedical engineering. Processing of these data in real time is very 
difficult to implement the task with high computational and financial demands of the 
workplace. The presented solution treatment and detection of signals in real time 
using FPGA brings new possibilities not only well equipped for a particular 
workplace, but also for users of web applications for visualization and processing the 
distance signals in real time. Using the appropriate topology for connecting the SQL 
and database servers, and digital signal processing unit can achieve comparable 
results as a supercomputer intended to be so complicated mathematical calculations. 
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The proposed system was tested on a specific polysomnographic recording video data 
and successfully detected using this system, an epileptic seizure and subsequent levels 
of nerve-muscle movements and to determine the strength of muscle contraction with 
respect to the degree of fit. 
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Abstract. Multilayer Perceptron Artificial Neural Networks (MLP-NN)
have been widely used to tackle forecasting problems. The most used
algorithm for training MLP-NN is called Backpropagation (BP). Since
the BP presents a high chance to be trapped in local minima during
the training process for forecasting, we propose in this paper to assess
some recently proposed variations of the Particle Swarm Optimization
algorithm (PSO) applied for this purpose. We tested the standard PSO,
the APSO, the ClanPSO and the ClanAPSO in five benchmark data
sets. Although the standard version of the PSO presented worse results
when compared to the BP algorithm, we observed that the ClanAPSO
outperformed the BP algorithm in most of cases.

Keywords: Artificial Neural Networks, Multi-Layer Perceptron, Parti-
cle Swarm Optimization, Forecasting.

1 Introduction

Forecasting algorithms have been applied in many areas of knowledge, as for ex-
ample medicine, stock market, power generation, traffic control. Although clas-
sical statistics is more often used to develop prediction models, Artificial Neural
Networks (NN) have been widely used to tackle this type of problem [1], [2],
[3]. NN are parallel distributed systems composed by simple processing units
(nodes), which are arranged in one or more layers. The nodes are interconnected
by a large number of unidirectional connections, which are generally associated
to weights. These weights are used to store knowledge [4].

Multi-layer Perceptron Neural Networks (MLP-NN) are feed-forward net-
works with multiple layers. MLP-NN present the capability to solve non linear
problems and the most used algorithm to train MLP-NN is the Backpropagation
(BP) algorithm [5]. BP is based on the descendent gradient method. Although
BP has been widely used, it presents some limitations such as slow conver-
gence, incapability to tackle multi-objective problems and high probability to be
trapped in local minima during the training process [6]. This is even worse for
high dimensionality, which is case for forecasting problems.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 344–351, 2012.
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In order to overcome these limitations, some swarm intelligence algorithms
have been applied for training NN. Among them, we can cite: Particle Swarm
Optimization (PSO) [6] and Artificial Bee Colony optimization [7]. Although
these techniques present interesting results, they also present some weaknesses.

In this paper we compare the performance of recently proposed PSO variations
for training MLP-NN for forecasting. The remainder of the paper is organized
as follow: Section 2 present the PSO basic concepts and the recently proposed
PSO variations; Section 3 and 4 present the experimental setup and the results,
respectively. In Section 5 we give our conclusions.

2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) was proposed by Kennedy and Eberhart in
1995 [8]. PSO was inspired by the behaviour of flocks of birds and is commonly
used to solve optimization problems in continuous and hyper-dimensional search
spaces. In the PSO, the swarm is composed by a group of particles. Each particle
fly through the search space with a velocity that is updated by using its own
information and the information received from the neighbour particles.

The attributes of a particle are: the position x(t), that represents a possible
solution for the problem; the fitness value for the current position within the
search space f(x(t)); a cognitive memory that stores the best position found
by the particle itself along the search process, and the fitness value for this
position (pbest(t); f(pbest(t))); a social leader which is the best particle in the
neighbourhood, and the fitness value for this social leader (nbest; f(nbest)); and
the velocity of the particle within the search space v(t) [9].

At each iteration, each particle is updated by using equations (1) and (2).
Equation (1) has three terms, the inertial, the cognitive and the social terms.

vi(t+ 1) = ωvi(t) + c1r1 [xpbest − x(t)] + c2r2 [xnbest − xi(t)] , (1)

xi(t+ 1) = xi(t) + vi(t+ 1). (2)

Since the major problems for the standard version of the PSO are to maintain
the diversity of the population along the search process and avoid premature
convergence to a local optimum, many approaches have been proposed recently.
In the next subsection we present some of them.

2.1 Adaptive Particle Swarm Optimization

The Adaptive PSO (APSO) was proposed by Zhang et al. [10]. In APSO, the
parameters are updated by a systematic scheme based on fuzzy rules. An elitist
learning strategy was also employed.

The following steps are performed at each iteration of the algorithm:

– Evaluation of the evolutionary factor based on the population distribution;
– Classification of the evolutionary state of the swarm;
– Adaptation of the acceleration coefficients;
– Implementation of the elitist strategy;
– Adaptation of the inertia factor.
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Evolutionary Factor. we need to calculate the average distance from each
particle to the others using equation (3).

di =
1

N − 1

N∑
j=1,j 
=i

√√√√ D∑
k=1

(xk
i − xk

j )
2, (3)

where N is the total number of particles in the swarm and D is the number of
dimensions of the problem. Then, the evolutionary factor (fevol) is calculated by
equation (4).

fevol =
dg − dmin

dmax − dmin
∈ [0, 1] (4)

where dg is the average distance between the best particle of the swarm and the
other particles. dmin and dmax are the smallest and the greater average distance
considering all the particles of the swarm.

Classification of the Evolutionary State. the swarm is classified by fuzzy
rules in one of the following states: exploration, exploitation, convergence and
escape. In the convergence state, fevol is close to the minimum. In this case,
the distance between the best particle of the swarm to the others is minimal.
exploitation state occurs when fevol is small. In this case, the swarm is exploiting
in a limited area. In the exploration state, fevol presents medium of high values.
In this case, the swarm is exploring a region of the search space. In the escape
state, fevol is close to “1”. This means that the at least one particle of the swarm
escaped from a local minima to other region.

Determining the Acceleration Coefficients. The acceleration coefficients
(c1 and c2) are updated along the iterations in order to allow an adaptive be-
haviour for the particles according to fevol. c1 and c2 are initialized with values
equal to 2.0 [10]. If the swarm is in the convergence state, then we slightly in-
crement c1 and slightly increment c2. If the swarm is in the exploitation state,
then we slightly increment c1 and slightly decrement c2. If the swarm is in the
exploration state, then we increment c1 and decrement c2. If the swarm is in
the escape state, then we decrement c1 and increment c2. c1 + c2 must be equal
to 4.0. The increment or decrement of the acceleration coefficients is obtained
through the acceleration rate (σ), which is calculated by an uniform distribution
between 0.01 and 0.05.

2.2 PSO Topologies

The communication scheme to exchange information between the particles is
called topology. The topology defines the neighbourhood of the particles, and as
a consequence, regulates the flow of information within the swarm.
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In a strongly connected swarm, all particles tend to converge faster to the
same region of the search space. Because of this, there is a high probability for
the entire swarm to be trapped in a single local minima. On the other hand, this
probability is lower for less connected topologies, but the convergence is slower.

Several topologies have been developed in order to define more efficient flow of
information within the swarm for the PSO algorithm, as for example: Star [11],
Von Neumann [11], Multi-Ring [12] and ClanPSO [13]. The ClanPSO topology,
proposed in 2008, can achieve better results in high-dimensional search spaces
[13].

ClanPSO. In the ClanPSO algorithm, we have different sub-swarms called
clans. Each clan is composed by particles that are strongly connected for sharing
information. At each iteration, all particles of each clan perform a PSO based
search process. In the end of each iteration, the particles which had obtained the
best result within each clan during the search process so far are chosen as leaders.
Then, we run a PSO solely with the leaders. This process is called Conference
of Leaders. At the end of the conference, each leader returns to its clan and
spread the information acquired during the conference to the other particles.
As a consequence, all particles will be indirectly influenced by the best position
found by the best particle of the whole swarm.

ClanAPSO Algorithm. was reported by Pontes et al. in 2011 [9]. The idea
is to use the ClanPSO topology and execute the APSO algorithm during the
update process of each clan.

3 Experimental Setup

In this section, we assess the performance of four PSO-based algorithms for
training a MLP-NN for forecasting: PSO, APSO, ClanPSO and ClanAPSO.
Each particle is composed by the weights of the NN connections. In other words,
the position vector of each particle contains all synaptic weights of NN, thereby,
the dimension of the position vector of each particle is equal to the number of
NN connections.

We use the Root Mean Square Error (RMSE) to evaluate the performance
of the training algorithms. We used five well known databases that are used
for forecasting: Abalone [14] that represents the age of abalone from physical
measurements; California housing [15] that represents the variables used during
the 1990s Census in California; Delta Elevator that represents the controlling
task of the elevators of a F16 aircraft; Machine [14] that represents the relative
CPU performance and Servo [14] that represents a simulation of a servo system
involving a servo amplifier, a motor, a lead screw/nut, and a sliding carriage of
some sort.

All databases were preprocessed by using a normalization procedure. The data
was divided into three sets: Training, Validation and Testing. The training set,
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the test set and the validation set represent 50%, 25% and 25% of the whole
database information. We performed 30 trials for each training algorithm.

In all cases, the MLP-NN has a single hidden layer containing 20 neurons.
The number of inputs and outputs depends on the used database. In the end of
training cycle, the MLP-NN is assessed by using the validation set. We used the
cross-validation criterion as the stopping criterion for the training. If the mean
square error (MSE) remains constant consecutively or increases consecutively
over 30 iterations, then the training is stopped.

4 Results

Table 1 shows the Average RMSE and (standard deviation) for the BP and
the PSO-based algorithms. The best results are marked in bold for each bench-
mark database. The BP algorithm achieved the best results for the Cal Housing
and D Elevator databases. However, in both cases the results obtained by the
ClanAPSO are too close. The APSO algorithm achieved the best result for the
Servo and Abalone databases. Again, the ClanAPSO achieved similar results.
One can observe that the ClanAPSO achieved the best or at least a similar per-
formance when compared to the other algorithms, including the BP algorithm.

Table 1. Average and (standard deviation) of the RMSE over 30 trials

Bases Cal Housing Abalone Servo Machine D Elevator

BP 0.113(4.8E-5) 0.066(9.1E-6) 0.169(6.5E-4) 0.072(1.46E-3) 0.044(4E-7)

PSO 0.136(2.2E-3) 0.075(2.4E-4) 0.123(9.5E-3) 0.072(5.9E-3) 0.051(3.7E-4)

APSO 0.164 (0,018) 0.064(1.9E-4) 0.086(0.02) 0.105(0.04) 0.046 (3.3E-5)

ClanPSO 0.13(1.8E-3) 0.071(1.5E-4) 0.148(0.012) 0.065(8E-3) 0.049(3.8E-4)

ClanAPSO 0.119(3.2E-4) 0.064(6.1E-4) 0.096(0.012) 0.050(0.023) 0.045(4.9E-4)

Since some results are quite similar, we depict the boxplot chart of the RMSE
for all the training algorithms in all databases in Figure 1.

Yet there are some cases in which is not possible to evaluate if the difference
between the performance of the algorithms are statistically significant. Because
of this, we performed the statistical Wilcoxon test by using the R software [16].
Table 2 presents the results obtained from the Wilcoxon statistical test compar-
ing the PSO-based algorithm to the BP algorithm for all databases. Symbol (−)
indicates similar results; Symbols (�) or (�) indicate that the swarm algorithm
presented better or worse results than the BP, respectively.

One can observe that the ClanAPSO outperformed the BP algorithm in three
databases and achieved a similar performance in the other two databases. How-
ever, the standard version of the PSO was outperformed by the BP algorithm
in most of cases. The other PSO-based approaches achieved a middle-term per-
formance.
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(a) California Housing (b) Abalone

(c) Machine (d) Servo

(e) DElevator

Fig. 1. Boxplot chart of the fitness for all training algorithms for the databases: (a)
California Housing, (b) Abalone, (c) Machine, (d) Servo and (e) Delta Elevator
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Table 2. Wilcoxon statistical test comparing the PSO-based algorithms to the BP for
5 data sets. Symbol (−) indicates similar results; Symbols (�) or (�) indicate that the
swarm algorithm presented better or worse results than the BP, respectively.

Base ClanAPSO ClanPSO APSO PSO

Cal Housing − � � �
Abalone � � � �
Machine � � � �
Servo � � � �

D Elevator − � � �

5 Conclusion

In this paper we have analysed the performance of some recently proposed Parti-
cle Swarm based algorithms to train the Multi-layer Perceptron Artificial Neural
Networks for forecasting. We assessed the performance of four different variations
of the PSO in five different benchmark databases and we observed that the most
simple version can not outperform the Backpropagation algorithm. However,
more sophisticated approaches can obtain better results and the adaptive PSO
with cooperative sub-swarms can outperform the well known Backpropagation
algorithm.
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Abstract. The main challenge in Stock Exchange is choose stocks with uptrend 
in order to compose a profitable stock portfolio and also ensure security of in-
vestment, since the risk in stock investment is considered high. One tool that 
can help investors to identify the stocks behavior and help to select the right 
stocks becomes essential. The application of intelligent techniques, especially 
Artificial Neural Networks to forecast trends in stock prices generated good re-
sults. Thus, in this paper was created hybrid architecture, composed by the 
Markowitz Model and an Artificial Neural Network Multilayer Perceptron, in 
order to support the investor. For the experiments, the information of the ten 
most traded stocks on Stock Exchange of São Paulo was extracted. The hybrid 
architecture is given as follows: Processing Stock Information in Markowitz 
Model then result is presented as one of input variables of neural network. For 
analyze the results, was applied an investment simulator, where the investment 
return obtained point to the use of hybrid architecture in investments.  

Keywords: Hybrid architecture, Multilayer Perceptron, Markowitz. 

1 Introduction 

High risk investment as stock exchange, gains new interested (investors) among other 
options of investments, because this type can bring higher profits to the investor with 
respect to safer alternatives such as Treasury Bills, where profit can be known at the 
time of hiring [1]. 

Risk means that losses may occur in the invested money, and then identify the be-
havior of stock prices becomes a fundamental activity for investors. 

Perform an analysis of stock price fluctuation behavior, can reduce the risk in stock 
exchange market, because this behavior directly affects the portfolio profit. A stock 
portfolio composition that can provide good returns on investments is the investors' 
objective [2].  

Predicting what will be the trends of stock price movements (if stock price  
will fluctuate in a positive or negative or even stagnate), is undoubtedly the biggest 
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challenge for investors. An architecture that can identify such trends, it becomes ex-
tremely important at the time to define an investment strategy and select a stock port-
folio that will bring good returns and low risk. 

As pioneer of techniques to analyze stock prices can be cited, Harry Markowitz, 
that originated the called Modern Portfolio Theory [3]. His theory is applied today as 
a base to support decision making [4]. 

Since then, there were other thoughts and techniques in order to assist the investor 
select stocks, such as systems that use artificial intelligence techniques.  

Application of artificial intelligent techniques such as artificial neural networks 
(ANNs) to predict stock prices trends led to interesting results [5, 6, 7, 8]. Other intel-
ligent techniques can also be applied to the problem [4, 9]. 

The objective of this paper was to create hybrid architecture with Markowitz Mod-
el and an artificial neural network (ANN) type Multilayer Perceptron (MLP) to fore-
cast trends in stock prices of the Stock Exchange of São Paulo. 

This architecture sought to unite the diversification of the stock portfolio offered 
by the Markowitz model's with the ability to learn and generalize the knowledge 
learned from ANN. 

2 Markowitz Model 

Harry Markowitz, in the 50s, was the pioneer of Modern Portfolio Theory, published 
his paper "Portfolio Selection" in the "Journal of Finance," which suggested the crea-
tion of a stock portfolio with minimum risk to investment, this effect can be achieved 
by diversifying the portfolio considering the correlation between the stocks [3]. 

The Markowitz Model considers three points for selecting stocks for the portfolio: 

• Covariance between stocks 
• Stocks average profit  
• Standard Deviation of profit stocks 

The joint variation of stock prices or covariance represents the relationship between 
pairs of stocks by measuring the performance of each stock in relation to variation in 
another stock. When the value of a stock is raising the price (uptrend), another tends to 
fall (downtrend), so that gains with the stock in an uptrend can hedge the loss with the 
other downtrend price stock, in order to eliminate or minimize the diversifiable risk. 

The expected portfolio return is obtained by calculating the weighted average of 
stock returns, according to equation (1) [3]. =  ∑  .                            (1) 

In the equation (1) variable RA represents the return of a stock and variable W is the 
participation of the stock in the portfolio. 

Last point considered by Markowitz is the standard deviation of stock profit, mak-
ing possible evaluate the risk of portfolio formed. 

The stock portfolio diversification minimizes the risk of getting lost in amounts in-
vested, creating a security for investment such that only the market risks can be con-
sidered real risks for investment. 
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3 Artificial Neural Networks 

ANNs are inspired in brain models structures aiming to simulate the human behavior 
in processes such learning, adaptation, association, tolerance fault, generalization and 
abstraction [10]. 

An important feature of ANNs is ability to learn. A general definition of what is to 
be learning in an ANN can be expressed as follows: "Learning is the process by 
which ANN parameters are adjusted by continuing stimulus for the environment in 
which the network is operating, and the specific type of learning that is defined by the 
particular way in which occur the adjustments made in the parameters" [11]. 

ANNs use a set of data corresponding to a sample input and output signals to the 
system during the training stage. 

For training, the network uses algorithms of training or learning, which form a 
well-defined set of procedures for adapting the weights of an ANN so that she can 
learn a certain function [12]. 

As a result of learning, the ANN will produce similar output values to the data set 
to values that are equal to training samples. 

Intermediate values, the network will produce an interpolation; the ANNs can learn 
by example and make interpolations and extrapolations of what they learned. 

4 Multilayer Perceptron 

MLP consists in a number of neurons, constituting the input layer, one or more hidden 
layers, and an output layer, where input signal propagates through ANN layer by 
layer. 

This network can be trained using initial values for the connections of random 
weights. The parameters are initialized and the learning patterns of training data vec-
tors are presented to the ANN. Throughout training progress weights connections are 
adjusted and performance can be monitored. 

Error backpropagation is the training algorithm used in MLP. It works as follows: 
firstly it presents a pattern to the input layer of the network. This pattern is processed 
layer by layer until the output layer provides the answer processed (fMLP), calculated 
according to equation (2) [10].  ( ) = ∑ .  ∑             (2) 

Training process aim is to choose appropriate parameters to minimize a cost function 
pre-determined. This function is dependent on the desired response, and if there is 
error, this is calculated. Function of the square error sum is the most usual, according 
to equation (3). ( ) =  ∑  ( )                                           (3) 

The calculated error is retropropagated from output layer to input layer and when this 
happens, the weights are adjusted and the processing is done again, until they obtain a 
minimum error [10]. 
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MLP is used to classify data not linearly separable because it uses a non-linear ac-
tivation function, typically a sigmoidal function, according to equation (4). 

                  ( ) =   ( )                                                       (4)  

For this reason, MLP has great ability in dealing with nonlinear data and generaliza-
tion, which are interesting features for applications in stock exchange. 

Markowitz Model has some limitations as not process more than one input varia-
ble, which does not happen with the MLP. Another limitation is that the model works 
only with linear calculations, disregarding information such as dividend policies of 
firms, capital structure, market competitors, which may be considered by the MLP. 

Thus, it was created hybrid architecture with objective to unite the security offered 
by Markowitz model in portfolio diversification with ability of learning and generali-
zation brings from MLP. 

5 Methodology 

MLP tests were made by NeuralTool software version 5.7 trial [13, 14, 15]. In Mar-
kowitz model tests were used Lingo software version 10.0 [16, 17, 18, 19].  

The extracted data reflects the information of the 10 stocks with the highest partic-
ipation in the theoretical portfolio of Ibovespa (indicator of average performance of 
stock prices in Brazilian market) from 1st to 31th March, 2011, available in database 
from Stock Exchange of São Paulo [20]. The list of stocks used in this paper is shown 
in Table 1: 

Table 1. List of 10 Highest Stocks 

Stock Negotiation 
Code 

Stock Company Percentage of stock in 
Ibovespa Portfolio 

PETR4 PETROBRAS 10,184 %

VALE5 VALE 9,948 %

OGXP3 OGX PETROLEO 4,476 %

ITUB4 ITAUUNIBANCO 4,101 %

BVMF3 BMFBOVESPA 3,759 %

BBAS3 BANCO BRASIL 3,114 %

BBDC4 BRADESCO 3,103 %

PETR3 PETROBRAS 2,961 %

GGBR4 GERDAU 2,824 %

USIM5 USIMINAS 2,777 %

 
Ibovespa index represents the performance of a theoretical portfolio composed by 

stocks most traded on the Stock Exchange of São Paulo. The stocks that compose 
Ibovespa theoretical portfolio represent over 80% of the trades in stock exchange of 
Sao Paulo, and then are used as an indicator of average performance of the market 
[20, 21, 22].  
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Following, experimental methodology was adopted: information from 10 stocks is 
processed on Markowitz model and the result is presented as one of the MLP input 
variables, thus establishing the hybrid architecture. 

For processing stocks information with MLP, the following architecture was estab-
lished: 10 neurons in input layer, two hidden layers with 15 neurons each, and maxi-
mum number of 3000 cycles (epochs). MLP learning rate of 0.03, the error value 
0.001. 

The file containing the information was divided into two parts (training and test-
ing), the information from 1st to 15th March (110 records) were used to train the MLP 
and the second part of the file (from 16th to 31th March) also with 110 records for 
testing. 

6 Experiments and Results Discuss 

The three stocks in Table 2 compose a profitable and security portfolio to investors, 
this compose was obtained by the Markowitz methodology. Percentage of each stock 
in portfolio must be as the values at column called “Percentage of stock in Markowitz 
Model Portfolio” in Table 2, this values is a result by processing stock information in 
the Lingo software. 

Table 2. Result from Markowitz Model Process 

Stock Negotiation 
Code 

Percentage of stock in Markowitz Model 
Portifolio 

ITUB4 59 %

BVMF3 28 %

USIM5 14 %

 
Result obtained by Markowitz model (Table 2) is presented as a MLP input varia-

ble. MLP also received as input variables average values from information attributes 
listed below regarding the ten stocks selected for the experiments: 

• Initial Price 
• Higher Price 
• Lower Price 
• Average Price 
• Best bid of buy 
• Best bid of sale 
• Final price (at the end of day trade) 
• Diary variation price 

Processing information with MLP obtains stocks with an uptrend, listed in Table 3, 
thus forming a profitable portfolio insurance obtained with an indication of stocks 
uptrend made by MLP with the diversification of the Markowitz model. 

With the portfolio formed remains the investor to determine what percentage each 
stock will represent in his portfolio. This value is determined according to equation 
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(6), which is effected by a proportional calculation based on the percentage that each 
stock had in the Ibovespa theoretical portfolio in April (column “Percentage of stock 
in Ibovespa Portfolio” Table 1). This value is added and represented by the variable 
“ “ equation (5).  ( ) =  ∑                                                  (5) 

Variable “n” is assigned the total number of stocks that will compose the portfolio. 
Variable “X” receives the stock percentage in the theoretical portfolio Ibovespa, this 
value is passed in a unified way until all four stocks shown in Table 3 have their per-
centage calculated. 

As a result of equation “F (X)” is the percentages of the stock in portfolio formed 
by hybrid architecture. Thus, the portfolio is formed, ready to be implemented in the 
investment simulator [23]. The Percentage that each stock represents in the portfolio 
is displayed in the column called “Percentage of Stock in Portfolio “of Table 3. 

Table 3. Portifolio composed by hybrid architecture 

Stock Negotiation Code Percentage of Stock in Portfolio  

BVMF3 17,73 

OGXP3 21,11 

PETR4 48,04 

USIM5 13,10 

 
This portfolio will be used for practical application in a real-time investment simu-

lator [23] from 23rd to 26th May, 2011 in order to verify the actual return on invest-
ment. 

An estimate for portfolio return of 2.78% can be calculated based on the Marko-
witz model, which performs an average of the daily variations of the period for which 
data were extracted [3]. This way, the investor can know his possible profit. 

In order to verify that returns from portfolio formed by hybrid architecture of MLP 
with Markowitz model are good, these returns are compared during the testing period 
(from 23rd to 26th May, 2011) to Ibovespa that depicts the performance of principal 
stocks traded on the Stock Exchange of São Paulo, indicator of the average Brazilian 
market behavior [20, 21, 22]. 

The portfolio obtained with hybrid architecture brought a gain of 1.76% on in-
vestment, when compared to the return obtained by the Ibovespa theoretical portfolio 
in the same period.  

Then in Fig. 1 can be observe 4.15% as return to investment portfolio formed 
based on hybrid architecture of the Markowitz model with the MLP. 

Was obtained a 2.39% return for the traditional index Ibovespa used as a parameter 
of the Brazilian economy, thus making the implementation of hybrid architecture of 
Markowitz model and MLP a valid alternative to support decision making of the in-
vestor, which wants to get as much profit as possible, minimizing the investment risk. 
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Fig. 1. Investment return (Test period) 

7 Conclusion 

Selection of stocks to compose a portfolio is a challenge for investors, since the varia-
tion of stock prices is constant, making it difficult to identify the stocks that will have 
a positive change, in order to bring profits for investment. 

Identify in advance the behavior of stock prices can bring investors a competitive 
advantage in this Market. Then this anticipation becomes a differential that can bring 
gains to the investor who has such knowledge, when compared to the real investors 
who have no such knowledge. 

The development of this paper enabled us to verify that hybrid architecture of the 
statistical model (Markowitz model) combining with an Artificial Intelligence tech-
nique, in this case the MLP, can bring satisfactory results in support of decision mak-
ing, because it may indicate trends in stock price, helping the investor to pick stocks 
with uptrend to compose their portfolio, considering the security of investment, which 
is obtained with the methodology proposed by Markowitz. 

Continuity of this research is interesting, since the results from hybrid architecture 
were positive. As a continuation of this work, you can check the results using differ-
ent settings for the MLP and different input variables and also validation in different 
economic times. 
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Abstract. The observation of birds is important not only for academic reasons, 
but also for the monitoring of preservation areas. An important step for devel-
oping a program for automatic recognition of birds is the segmentation of the 
image, that is, highlighting the bird from the background in a digital image. 
This paper aims to present a comparative study using methods of segmentation 
in digital images of birds. In this work, a method based on cellular automata is 
compared with other method based on active contours. 

Keywords: Image segmentation, digital images, birdwatching. 

1 Introduction 

According to research conducted by the U.S. Fish and Wildlife Service in 2006, 
21% of the U.S. population is considered birdwatchers. In the evaluated year, $36 
million was spent by these people in activities related to bird watching [12] It is 
known that in Brazil the number of bird watchers has attracted much attention [1]. 
Whether for hobby or research, the automatic recognition of bird monitoring in their 
natural habitat is an area of research that gains focus worldwide. It is observed by 
the research literature, that the most common area of recognition of birds is by sing-
ing, being not so common the research using image. However, it must be remem-
bered that not all birds sing throughout the whole year and some birds simply do not 
sing during any phase of life, so other ways of recognition must be developed in 
these cases. 

Pattern recognition can be defined as "the scientific discipline whose goal is the 
classification of objects in a number of categories or classes" [4,11]. In digital images, 
we must first obtain the portion of the image that is sent to a pattern recognition algo-
rithm in a step called segmentation. The segmentation goal is to separate the image 
into different objects for further analysis. In this paper, the segmentation is used to 
highlight the bird from the background.  

Due to the little literature on researching the automatic recognition of birds in digi-
tal images, this paper sets out to compare and analyze segmentation methods already 
known in the area. 
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Two segmentation methods are presented: a cellular automaton-based method that 
requires user interaction for the segmentation and another method based on active 
contours, in which user interaction is restricted to initialization parameters. 

2 Theory 

The Growcut method is interactive: the user selects a set of pixels, called seeds, be-
longing to an object to separate it from the background, which also must be marked. 
The method uses cellular automata to solve the task of classifying the pixel [13]. The 
Growcut method application used a toolbox developed by Lankton [9] that was im-
plemented based on the algorithm by Vezhnevets and Konouchine[13]. 

Before the explanation of the Growcut algorithm, basic definitions about digital 
image and cellular automata should be made. A digital image is represented as a bi-
dimensional matrix k x m and each matrix element is called picture element or pixel. 
Each pixel contains values that vary accordingly to the luminosity intensity in that 
particular point of the image. Different types of color maps can represent color im-
ages.In this paper, the RGB color map was adopted. This color map is represented by 
3 bidimensional matrices each containing the luminosity of the colors red, green and 
blue, respectively, therefore the name RGB. Also, each pixel holds an 8 bit integer 
number in the range [0, 255]. 

Cellular automata are a computational model for real experiments simulation in 
time, space and state [5]. In Growcut method, our system is analysed as a bidimen-
sional matrix with the same dimensions of the image, k x m. Each matrix element is 
called cell and contains a state set, a neighborhood and a transition function that de-
termines the state of the cell in time t + 1, based on the state of each neighborhood 
cell at time t. This way, each cell is defined by A = (S, N, δ), where S is the state set, 
N is the neighborhood system and δ: SN → S is the transition function. 

Also, S is defined as a set of values that determine the cell state, where l is the label 
of the cell, θ is the strength of the cell and the vector  is the standard vector of the 
cell. The label l is used to differentiate the cell as background, indifferent or fore-
ground, assuming the values {-1, 0, 1}, respectively. Cell’s strength values θ vary in 
the interval [0, 1]. The vector  is the tridimensional vector in the RGB color space of 
the pixel corresponding to the evaluated cell. 

The Growcut method segments the image from the seeds, labeled at the beginning 
of the method. Each cell attacks the neighborhood cells and changes the values of 
their label based on the attack force of the attacking cell, Fa, and the defense force of 
the defending cell, Fd. The attack force is defined as function of the attacker’s cell 
strength, θp , and the distance between the attacker’s cell,  , and defender’s cell, . 
The defense force, Fd, is the strength of the defender’s cell, θq, where p is the attack-
ing cell and q is the defending cell. 

 = ( ).  (1) 

 =   (2) 
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Also, g is a monotonous decreasing function limited in [0,1] [13]: 

 ( ) = 1    (3) 

From the definitions above, the following pseudo-code can be created: 

// For each cell 
for ∀p ∈P // where P is the set of all pixels of the image =  ; = ; 
 for ∀q ∈N(q) 

  if   

     = ; 

     = ; 

  end if 
 end for 
end for 
 
In the method of segmentation with active contour, or also called snakes, created by 
Kass et al.[6] a contour deformation Co is used to detect objects. This deformation is 
accomplished by minimizing an energy function so that it’s local minimum is ob-
tained in the vicinity of the object. Several studies have been conducted to find more 
effective energy to be minimized [2] and [3] or even improve the performance and 
speed of the algorithm [7] and [14]. 

The method developed by Chan and Vese[3] obtain more robust results when com-
pared to the original study developed by Kass et al., achieving satisfactory results in 
noisy images and it does not depend on the initial position of the contour. This me-
thod is developed using level set methods that are easy to implement but are slow to 
compute [8]. A disadvantage of the method proposed by Chan and Vese is that it does 
not provide satisfactory results in images with heterogeneous background and objects. 

For the study of these methods, the toolbox proposed by Lankton[7] and Lankton 
and Tannenbaum[8] was used implementing the level set methods for the evolution 
curves using the Sparse Field method proposed by Whitaker[14] to perform faster and 
more efficient computation. 

Level set methods are used to represent a 2D contour curve C into a 3D surface Φ, 
where the contour C is the zero level set of the chosen surface [10]. The surface Φ is 
usually chosen as the signed distance function, so that, for internal values of C,  
Φ < 0, and, for external values of C, Φ > 0. Figure 1 represents the surface Φ and the 
contour C. 

The Sparse Field method does not use all values of the surface Φ, but only few le-
vels close to zero in order to improve the performance of the method without greatly  
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Fig. 2. Segmentation of birds using Growcut method 

  

 

 

Fig. 3. Segmentation of birds using Active Contour method 
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4 Conclusions 

Although we hadn’t got perfect results for segmentation of the birds, the study is 
promising. Much of the error is due to the limitations of the methods studied or due to 
the complexity of the objects to be segmented. Birds have very different characteris-
tics in color, for example, some of which have various colors along its length or col-
ors that blend with the background. 

The Growcut method was the one that achieved better results to outcome the prob-
lem of the various colors present in birds, also it work with N-dimensional images, 
i.e., with different color spaces. However, he was still limited because it requires user 
interaction for the perfect segmentation. 

The active contour method proved quite efficient in being used without user  
interaction. However, it is limited to grayscale images, and also presents wrong seg-
mentation of birds with very different tones. Perhaps this last limitation is due to the 
sensitivity of the method’s initial parameters. 
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Abstract. This work presents a face detection algorithm based on
Multiscale Block Local Binary Patterns (MB-LBP) and an improved Ad-
aBoost algorithm. The proposed boosting algorithm is capable of avoid-
ing sample overfitting over its training process. This goal is achieved by
making use of the information of sample misclassification frequency to
update the weight distribution in the training process. Experimental re-
sults evidence some advantages of the proposed method over the classical
AdaBoost algorithms, including the generalization capacity, overfitting
avoidance and high precision rate on low-resolution images.

Keywords: Face Detection, GentleBoost Algorithm, Frequency Factor,
Low-Resolution Images, Machine Learning.

1 Introduction

Currently there are many face detection methods highly competitive and efficient
in terms of accuracy and speed. However, face detection in images or video is
still a challenging problem, especially when images exhibits low resolution, object
faces are distant, and cameras need to cover wide view angles.

The face detection method developed by Viola and Jones [1] is probably the
most successful approach in this area. They applied an AdaBoost algorithm
for feature extraction and achieved competitive object detection rates for real-
time applications. The adaptive boosting algorithm proposed by Li et al. [2]
focused on the samples being misclassified. They used a threshold to assign
large weights to misclassified samples. Such a updating weight procedure may
cause a considerable distortion over weight distribution and; therefore, sample
overfitting due to the cumulative error acquired from repeated iterations.

In security applications, it is desirable having fast face detection even when
those faces are distant from the camera, and the camera need to cover a wide
view angle. In others words, we have cases of low resolutions and non-frontal faces
images. In this sense, Hayashi and Hasegawa [3] studied the relationship between
the resolution and the detection rate for low-resolution images and proposed a
dedicated detection technique.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 366–373, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



A Robust AdaBoost-Based Algorithm for Low-Resolution Face Detection 367

In this paper, we proposed a modified AdaBoost Algorithm in order to over-
come the above described problems and to improve the face detection perfor-
mance. We compare our approach with two conventional boosting methods (Real
AdaBoost and GentleBoost) especially for low-resolution images. Thus, we show
experimental results and the application of our method for distinct databases.

2 The Proposed Classification System

In this section, we describe the proposed classification system in terms of the
employed pattern feature set and the modified classification algorithm.

2.1 Multiscale Block Local Binary Patterns

Local Binary Pattern (LBP) operator, as described by Ojala et al. [4] uses the
relationships between a pixel and its neighborhood pixels in image discretiza-
tion; for each neighbor pixel a value (0 or 1) is assigned according to its gray
intensity. Thus, taking a value of 1 if pixel intensity is higher than the cen-
tral pixel intensity, and 0 otherwise. In addition, the binary values associated
with the neighbors are read sequentially, clockwise, to obtain a binary or decimal
number. This operator represents fundamental properties of local image texture;
however, it may be too local to be robust.

In order to overcome the limitations of LBP and to be able to apply it to face
analysis, Liao et al. [5] proposed a Multi-scale Local Binary Pattern operator. It
is an extension of the Local Binary Pattern (LBP) operator using different sizes
to describe neighborhoods. The MB-LBP operator uses rectangular regions of
pixels instead of single pixels. Figure 1 shows a MB-LBP type filter composed
of 9 rectangles.

Fig. 1. The MB-LBP operator proposed by Liao et al. [5]
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In a MB-LBP approach features are computed according to the average inten-
sity of central rectangle gc and averages intensity of each neighborhood rectan-
gles {g1, . . . , gp−1}, where the notation (p, r) denotes a neighborhood of p equally
spaced sampling points on a circle of radius r. As illustrated by (1), p = 9.

MB-LBP(p,r) =

p−1∑
p=1

s(gp − gc)2
p, s(x) =

{
1 , x ≥ 0

0 , x < 0
(1)

The MB-LBP features can also be calculated rapidly through an integral image.
These features capture more information than Haar-like features and provide a
better representation than the basic LBP operator. The reason is that micro-
structures and macro-structures are encoded simultaneously.

In compilation an AdaBoost algorithm each weak classifier hi(x) implements
its a feature fi, through an MB-LBP operator under threshold θi and parity pi.
If pifi ≤ piθi then hi(x) = 1, in otherwise hi(x) = −1.

2.2 Modified AdaBoost Algorithm

A classical Adaboost algorithm combines several weak classifiers to build a strong
classifier capable of providing efficient generalization performance. The algorithm
is trained by a dataset here denoted by xi ∈ χ, i = 1 . . .N , with labels yi ∈
{−1, 1}.

Iteratively, at each training round t = 1, . . . , T a new weak classifier ht(xi) :
χ→ [−1, 1] is added, aiming to minimize the following error function:

ε2t =

N∑
i=1

Wt(i)(yi − ht(xi)) (2)

whereWt(i) is the weight assigned to xi by the t-th weak classifier. Thus, weights
are updated according to (3):

Wt+1(i) = Wt(i)exp(−αtht(xi)yi)/Zt (3)

where Zt is a normalization factor and αt measures the importance level of the
t-th weak classifier. We can rewrite (3) as follows:

Wt+1(i) =

{
Wt(i)exp(−αt) if ht(xi) = yi

Wt(i)exp(αt) otherwise
(4)

Dietterich [6], Ratsch et al. [7] and Servedio [8] showed that AdaBoost algorithms
has great tendencies to cause sample overfitting in the presence of high noise
data; that is, the performance on already trained examples increases whereas the
performance on unseen data becomes worse. In a classical Boosting procedure
when a sample is misclassified, the associated weight is increased; on the other
hand, when a sample is correctly classified, the associated weight is diminished
as shown by (4). However, this weight updating strategy may cause sample
overfitting.
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With the purpose of avoiding the sample overfitting problem, this work sug-
gests a modified method to update weights distribution, considering a new vari-
able (denoted by δi) associated to each training sample, as shown by (5).

Wt+1(i) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Wt(i)exp(−αt) if ht(xi) = yi

Wt(i)exp(αt) if ht(xi) �= yi ∧
δi ≥ k

Wt(i) otherwise

(5)

Notice that, the set of new variables indicating the frequency of occurrence of
misclassification (δi ∈ Δ = {0, ..., k}) is involved in the training and is respon-
sible for preventing the increase of weights of misclassified samples. In other
words, the weights are only changed when samples were in fact misclassified.
The updating process proposed here is similar to that of the classical AdaBoost
algorithm. At each iteration step, a new weak classifier is used with the set of
weak classifiers that are linearly combined to build a single strong classifier (See
Equation 5).

F (x) =

T∑
j=1

αjhj(x) (6)

Over the training process, the variable δi assumes its value belonging to
0, 1, 2, . . . , k, starting at zero and incremented by the unit when the sample
is misclassified. The variable δi remains unchanged when the sample is classified
correctly. The detailed update step of the variable δi is shown by (7).

δi =

⎧⎪⎨
⎪⎩
δi + 1 if ht(xi) �= yi ∧ δi < k

0 if δi ≥ k

δi otherwise

(7)

3 Experimental Investigation and Results

Experimentally we evaluated our method with others two AdaBoost algorithm
variants (Real AdaBoost and GentleBoost). A total of 8094 images were used
for training, these image dataset were compiled by selecting images from the
following databases: PICS Dataset [9], UMIST Dataset [10] BioId Dataset [11],
FEI Dataset [12] and dataset used in [13]. Each selected image was rescaled under
24×24 pixel resolution. The resulted dataset has the following composition: 2526
positive samples (faces) and 5568 negative samples (non faces).

The first experiment focuses on behavior comparative analysis between the
Real AdaBoost algorithm and the proposed one. Notice that all weak classifiers
adopted Haar pattern features. Figure 2a compares ROC curves of the classi-
cal Real Adaboost VJ algorithm [1], the Real AdaBoost Threshold algorithm [2]



370 D.A. Fernández Merjildo and L.L. Ling

and the proposed one. In terms of AUC performance, according to Fig. 2a, we
have, respectively, AUC value of 0.9978, 0.9965 and 0.9993. In addition, the
proposed method offers faster convergence than the others, the classical Real
Adaboost VJ algorithm and the AdaBoost Threshold algorithm. Table 1 shows
three particular performance points of three investigated methods in terms of
the number of positive and false face detections.

Table 1. Detection Rate Comparison, False Positive and Accuracy, using Haar-like
classifier

��������������Method
Parameters

Faces Hits Non Faces False Alarms Detection Rate

Real AdaBoost 500 420 2000 14 84.0 %
Adaboost [2] 500 470 2000 16 93.99 %
Frequency Real AB, k=20 500 484 2000 18 96.79 %

Figure 2b plots three ROC performance curves one of the classical Real Ad-
aboost VJ algorithm and two provided by the proposed method for two distinct
values (k = 5, and k = 20). The proposed method with k = 20 outperforms
other two for a given false positive rate. First test results are summarized in
Table 1. It presents the performance of the classical Real Adaboost VJ, the Real
AdaBoost Threshold and the proposed one. It shows respectively 93.5%, 95.5%
and 96.5% of detection rate, and 0.7%, 0.8% and 0.9% of false positive rate.
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Fig. 2. ROC Curves comparing classifiers of classic Real AdaBoost VJ (Viola-Jones)
[1], Real AdaBoost Threshold [2], and AdaBoost proposed, using Haar-like classifiers
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The second part of our experimental investigation involved three different
datasets, namely CMU (newtest), CMU (test-low) [14] and BAO [15]. This test
focuses on performance comparison between the GentleBoost algorithm and the
proposed one. Arbitrarily we adopted k = 2, MB-LBP features and a 15-level
cascade structured classifier.

Table 2 shows comparative results using the BAO dataset. It is necessary
mention that the images of the BAO dataset exhibit higher resolution than those
of the CMU (newtest) and the CMU (test-low) datasets. According to Table 2,
for the BAO dataset, the performance of our method was slightly higher that
of the GentleBoost algorithm. This behavior is probably due to good images
resolution of the BAO dataset.

Table 2. Detection Rate and False Positive comparison for suitable resolution images,
Bao Face DataBase [15], using Multiscale Block Local Binary Patterns

��������������Method
Parameters

Faces Hit False Alarms Detection rate

GentleBoost 349 257 38 73.63 %
Frequency GentleBoost, k=2 349 264 53 75.64 %

On the other hand, according to Table 3, the proposed method is considerably
superior when the CMU (newtest) is used. It is important to highlight that the
CMU (newtest) has a relatively poor image resolution.

Table 3. Detection Rate and False Positive comparison for low-resolution images,
CMU Test Faces (newtest) [14], using Multiscale Block Local Binary Patterns

��������������Method
Parameters

Faces Hit False Alarms Detection rate

GentleBoost 186 120 18 64.51 %
Frequency GentleBoost, k=2 186 139 23 74.73 %

Notice that the behavior of weak classifier tends to become even less effective
when resolution images become very poor. This is revealed by Table 4 when
the CMU (test-low) dataset was tested. A dramatic decline in detection rate is
observed.

For illustration purposes, Figure 3 indicates successfully detected by the pro-
posed method and the GentleBoost algorithm in two images of the CMU (test-
low) and the BAO dataset.
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Table 4. Detection rate and false positive comparison for low resolution images, CMU
Test Faces (test-low) [14], using Multiscale Block Local Binary Patterns

��������������Method
Parameters

Faces Hit False Alarms Detection rate

GentleBoost 157 45 13 28.66 %
Frequency GentleBoost, k=2 157 54 18 34.39 %

(a) Frequency GentleBoost (b) GentleBoost

(c) Frequency GentleBoost (d) GentleBoost

Fig. 3. Comparison of representative detection results

4 Conclusions

In this paper, we present a novel approach to update the weight distribution for
AdaBoost algorithm. We consider that the weight updating process is a signifi-
cantly important step on the feature selection process. Superior performance was
achieved when the weights distribution of samples were updated appropriately.
In terms of detection rate, our approach outperforms other classical boosting
methods. This superiority becomes evident for low-resolution images.
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Abstract. The model of Gaussian Mixture is particularly useful to perform un-
supervised learning. Currently, the principal technique to estimate the mixture 
parameters is the Expectation Maximization method which has a great chance 
of obtaining sub-optimal results. In this work we opted, instead, for the Particle 
Swarm Optimization as an alternative way to estimate parameter of Gaussian 
Mixture applied to multivariate data, which has greater chance of reaching the 
optimum. To evaluate the proposed approach, color images from fluorescence 
microscopy are segmented considering the 3D color space. Some particular fea-
tures of this kind of color image are also considered to improve the performance 
of the search. 

Keywords: Particle swarm optimization, image segmentation, Gaussian mix-
ture models, fluorescence microscopy, unsupervised learning. 

1 Introduction 

The Gaussian Mixture Model (GMM) is the most common type of distribution among 
mixture models. Its estimation from data points is often employed as a method of 
unsupervised learning that can be used in tasks that are not easy for common cluster-
ing methods. Its main advantage is the possibility of building soft boundaries between 
clusters, which would allow the use of the model to classify patterns by determining a 
probability value.  

The usual technique to estimate the mixtures is the Expectation Maximization 
(EM) method [1][2]. However, EM is known to be costly and the convergence to 
global maximum (maximum likelihood, for instance) is not guaranteed. In fact, this 
method is expected to reach and stay at local maxima, which sometimes are good-
enough solutions or eventually coincide with the optimum. 

Thus, this work proposes the use of a different algorithm to estimate the parameters 
on multivariate data: using the Particle Swarm Optimization (PSO) metaheuristics  
as the search mechanism. The proposed technique, although still costly, has the  
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advantage of better chance to converge to a global optimum, once PSO is classified as 
a global optimization algorithm [3][4], and the potential to do it very efficiently when 
correctly tuned [5]. In this work, the technique is applied to color image segmenta-
tion, exploiting the 3D space of pixel colors. 

Image segmentation is an area in which GMMs are considered efficient. A tech-
nique based on the GMM to one data dimension using an adapted PSO version as 
search mechanism appears in [6], in order to do segmentation of grayscale images 
into black and white. In an evolution of this work [7], the authors propose the seg-
mentation of color images as a challenge, with difficulties imposed by the segmenta-
tion of three-dimensional data. 

In order to evaluate our approach to GMM, we analyze the problem of segmenta-
tion based only on individual pixel classifications by color. This would be called 
“thresholding” in the case of grayscale images [8]. For this, we chose images generat-
ed by fluorescence microscopy as such type of imaging was particularly designed to 
allow important regions of the image to be visually distinguished by color with certain 
ease. Differently from other kinds of color images, fluorescence microscopy images 
have a limited number of classes of regions that are determined by the color related to 
the fluorophore that are previously selected. This kind of imaging method has become 
popular to do cell image analysis due the development of lasing scanning that allows 
to obtain 3D image [9]. 

These typical characteristics of the imaging method can be used to increase the 
performance of the inference process. As the representative colors for each class are 
known beforehand, the unsupervised learning mechanism may be started with some 
initial information of the classes which is refined until the end of a complete learning 
process. This way, the search mechanism works to adapt the initial gross estimations 
with the pixel color data of a specific image, producing complete density model for 
each pixel class. This strategy not only reduces the number of iterations needed to 
estimate the parameters, but also the chance of reaching undesired local optima due to 
the fact that the number of classes and their central values are the harder to estimate 
parameters of the GMM, as the covariance matrix is easy to compute in the case the 
mean values are fixed. 

In section 2 we present the details of PSO used to adjust the GMM. In section 3, 
we explain the basic differences between the method used for fluorescence microsco-
py images in this work and the method used for grayscale images. In section 4, we 
describe the experiment with color images. In section 5, we describe results of the 
comparison of EM and PSO. And, in section 6, we conclude and suggest future work. 

2 Particle Swam Optimization and GMM 

The PSO is a relatively new optimization method inspired by natural phenomena such 
as the migration of the birds, the movement of the shoals of fishes or the flight of a 
swarm of bees. It was proposed in 1995 by Kennedy an Eberhart [10]. It is considered 
a good method comparing with others popular optimization methods such as genetic 
algorithms [11][12]. 
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The method basically consists of moving particles through the search space and 
annotating the positions corresponding to the best values of a fitness function. The 
best position of the route of each particle and a global best position are used at each 
iteration to calculate the next movement of the particles. 

The position of each particle is updated using the equations (1) and (2) adapted 
from [13]: 

  (1) 

  (2) 

Where V is the velocity of the particle at iteration i. X, Xb and Xg are respectively the 
current position, the best position of the route of the particle and the global best posi-
tion of all particles at the iteration i. 

The parameter w of PSO is an inertia weight that adjusts dynamically the velocity 
and controls the exploration of the search space. Small values help to avoid local mi-
nima and high values determine faster convergence. A high value should be used at 
the initial iterations and lower values are used at the final iterations. Vmax is the max-
imum velocity for each particle. 

The parameters cb, cg are constants that control the points where the particle will 
be placed between Xg and Xb. With high cb the particle will tend to follow its own 
best partial solution, while with high cg, the particle will tend to follow the leader 
solution.  

In this work, PSO is used to optimize the probability density function of the vector 
y of pixel color of a given image under a k-component mixture model (Equation 3)  
[14]:  

  (3) 

At the context of this work, each Gaussian of the mixture corresponds to one color 
cluster. In case of GMM, the function fi has a Gaussian distribution given by: 

 , (4) 

where θi = (μi, Σi) is the component i parameter vector, π1+…+ πk = 1 are the weights 
of the Gaussians, Ψ = (π1, … , πk, θ1, … , θk) is the parameter of the mixture and d is 
the dimension of the data. The PSO searches for Ψ that minimize the fitness error 
function between f and the histogram H of color’s value of the pixels given by: 

  (5) 

where F is the associated cumulative distribution function. 
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3 The Adaptation of the Method to Fluorescence Color Images 

The method used to segment the images is similar to that used in [6] with the main 
difference that we worked with color images instead of gray scale. Although, this task 
is harder since the data is 3-dimensional instead of univariate, the peculiarities of 
fluorescence microscopy images can be used to accelerate the process and to obtain 
viable performance. 

Due to the fact we already approximately know the colors that represent clusters in 
the image, all the particles can start their search in regions of the search space corres-
ponding to the estimated set of representative colors. In other words, we can initialize 
the parameter μ of each Gaussian with the value of the color that it represents and set 
the other parameters to random values. So, part of the work that PSO would do if all 
parameter start with random values, is already done, once it does not have to find the 
principal colors of the image. So this is the main adaptation included in the method. 

The PSO searches for a vector v that represents the parameter of the GMM that 
better represent the images clusters. With 3-dimension data, each Gaussian will need 
3 values of the vector to represent μ, 3 to represent the variances diag(Σ) e 1 to the 
weight of the Gaussian. To provide only valid covariance matrices and reduce the size 
of v, we assume all the values out of the diagonal of Σ as zero. In other words, the 
adopted model ignores the dependence between the variables, just like the Naïve 
Bayes classification.  

So the size of the vector is |v|= 7K-1, where K is the number of Gaussian compo-
nent of the GMM or the number of colors of the image. Once the sum of all weight 
must be 1, they are redundant, so one of them needs not to be sought. 

4 Experiments with Segmentation 

The images used in this experiment were taken from [15] and are either under the 
terms of GNU Free Documentation License, Version 1.2 or public domain. The first 
is a 2-class image color separated from the original with 4 color classes, as seen in Fig 
1 and 2. The third image has also 4 color classes and is presented in Fig 3. 

The segmentation of the five images was accomplished by the proposed technique. 
In all segmentations the proposed process was successful in identifying the pixel color 
classes and classifying the pixels. Images with the same number of colors like Fig 2 to 
3 had an expressive variation of processing time. However, the total time spent was 
relative low considering the 3 dimensions of data. All segmentations considered all 
dimensions of data. The 4-colored images took longer to process than the 2-color 
images, as expected. 
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Fig. 1. Original image and segmentation result. Time to process: 0.5 seconds. 

 

Fig. 2. Original image and segmentation result. Time to process: 19.4 seconds. 

 

Fig. 3. Original image and segmentation result. Time to process: 111 seconds. 
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5 Experiments Comparing PSO and EM 

We ran experiments to evaluate comparatively the use of the EM and the PSO me-
thods. Both methods were implemented in MATLAB. Due to the stochastic nature of 
PSO [16], it yields different solutions in successive runs [17] with different time cost, 
even doing the search with the particles at the same start points. So, in order to eva-
luate the PSO, a set of 100 executions were conducted and a summary of results is 
reported in Table 1. The image used in the experiment (Fig 3) has size 512x512.  

Similarly to the implemented PSO, the estimated cluster centers were also used to 
initialize the start point of EM executions, using random values just for diag(Σ) and 
π1… πk. The dependence between the variables also was ignored in EM executions. 

The PSO parameters used were cb=cg=2 and w decreasing linearly from 0.9 to 0.4 
as suggest in [18]. The color value of image pixels varies between [0,1], so we used 
Vmax=1. In each PSO run, 24 particles were used and the max number of iterations 
was 250. The histogram used by the fitness function was divided in 27 bins distri-
buted in the 3 dimension of data. 

As for the evaluated implementations, EM stops when the variation of 
the likelihood is below 0.001 beetween 2 iterations, while PSO stops when the varia-
tion of the quadratic error is below 0.001 within 30 iterations or the max number of 
iterations is reached. Results of the executions are shown in Table 1: 

Table 1. Results of 100 runs of PSO and EM over the image of fig. 3 

 Time (s) 
PSO  

Time (s) 
EM 

Error 
PSO 

Error 
EM 

Iterations 
PSO 

Iterations 
EM 

Min 0.1916 2.7407 0.0020 0.0061 30 12 
Max 2.9254 6.9157 0.0872 0.0147 250 31 
Median 2.0155 5.7843 0.0082 0.0145 219 26 
Mean 1.9830 5.6106 0.0104 0.0125 215.73 25.08 
Std. Dev. 0.4065 0.7338 0.0124 0.0030 36.03 3.34 

6 Conclusion and Future Works 

The experiments showed the use of PSO to estimate GMM in more than one dimen-
sion data. More specifically, we applied GMM estimation to model and classify pixels 
of colored images of fluorescence microscopy to perform image segmentation. The 
segmentation of fluorescence microscopy images were shown to be an ideal problem 
for this purpose due to its particular characteristics that could be used to enhance 
search performance. We also compared PSO with EM in terms of time execution and 
accuracy. 

The obtained results showed good performance of the proposed technique for seg-
mentation. The good overall performance of the search algorithm can be credited to 
the initial assignment to the start position of the particles with the known color classes 
of the figure. Additionally, the possibility allowed by PSO of choosing an efficient 
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fitness function and adjusting parameter values during the execution provided means 
to reach good performance. However, the computational cost is not easily predictable. 
This is a known disadvantage of the PSO. Comparison to other heuristic techniques 
regarding performance should be made in future work.  

For the next few steps of this research we propose considering the application of 
the method to more difficult problems, like images with undefined number of colors, 
data with more than 3 dimensions and non-Gaussian datasets and to compare its per-
formance and robustness with the expectation maximization algorithm, which is the 
traditional method to estimate parameters of GMMs. This involves tackling the prob-
lem of generating only valid covariance matrices to allow modeling intervariable 
dependence.  
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Abstract. During the rehabilitation process, individuals who have ex-
perienced a total or partial loss of upper limbs are exposed to many risks.
Besides this, a great mental effort is required during the training phase
to adapt to a real prosthesis. In many cases, the use of Virtual Reality in
Medicine has proven to be an excellent tool for evaluation and support
as well as to mitigate risk and to reduce mental effort required. In or-
der to be useful, virtual prosthesis must have a great similarity with the
real world. For this reason, artificial neural networks have been explored
to be applied in the training phase to provide real time response. The
objective of this study is to compare the performance of the LVQ and
MLP neural networks in EMG (muscle activity) pattern recognition. To
achieve this, different feature extraction techniques for simulation and
control of virtual prostheses are investigated.

Keywords: Virtual reality, Neural networks, Rehabilitation, EMG pat-
tern recognition, Feature extraction.

1 Introduction

A prosthesis is a device that aims to recover an amputated limb function. The
electromyographic signal (EMG), collected in the remaining muscles of the am-
putated limb, can be used to control myoelectric prosthesis. The EMG signal is
an electric potential produced by a particular muscle contraction. By processing
the EMG signal, it is possible to discriminate different upper limb movements.
This application has become an important human-machine interface in many ar-
eas, such as prosthesis control (on-off and proportional), robotic hands control,
and Force Display Devices (FDD) control in Virtual Reality (VR) environments
[1]. Due to the its stochastic nature, pre-processing techniques (section 2.2 and
2.3) capable of extracting EMG signal information are required before signal
classification.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 382–389, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Artificial neural network (ANN) are systems that can recognize and classify
patterns, such as EMG, from a learning model based on human learning [2]. A
striking feature of ANN is its capability of generalization, after a training stage
in which some input patterns are presented and processed by the network. In
the execution stage, different patterns from those used in training stage may be
processed properly by the network.

The use of VR techniques by myoelectric prosthesis in their training stage
presents itself as a complementary tool that favors adaptation to artificial limbs
[3]. VR techniques also enable performance evaluation of different control sys-
tems, ease wear during the training, and provide a good visual feedback [4]. Many
authors have investigated the use of EMG signal in upper limb and prosthesis
control: Huang et. al [5], Sebelius et. al [4] and Pons et. al [6]. They discussed the
question around hands prosthesis control whilst Herle et. al [3], Nogueira et. al
[7] and Soares et. al [8] treated the virtual arm control. EMG signal classification,
pattern recognition, feature extraction, real-time signal processing, and realistic
prosthesis simulation are among the main challenges faced by these authors.

This paper presents a comparative study of two classifiers using different fea-
ture extraction techniques. The main objective is to provide, during training
stage, a better prosthesis control to the individuals who have experienced upper
limbs lost.

2 Materials and Methods

Feature extraction techniques presented in section 2.3 will be applied in each
movement database. The database consists of hand movement investigated by
Mattioli et. al [9] and arm movement, investigated by Soares et. al [8] and
Nogueira et. al [7]. Five replicates were used for each movement: arm (isometric
/ isotonic contraction) and hand (isometric contraction). This movements will
be used to generate the basics training patterns that will feed the LVQ and
MLP neural networks. All patterns will be used during the training phase and
application, since it is a virtual prosthesis for a single patient.

Configuration parameters of each neural network, such as: learning rate, learn-
ing rate decrease, tolerance, number of outputs units, number of hidden layer
neurons and momentum, will be variated. In order to evaluate each network
classification performance, efficiency (Equation 1) and training time will be com-
puted for each different configuration.

E = 100× Ncorrect

Ntotal
% (1)

The desktop configuration used to run these tests is:

– Operational system: Ubuntu Linux, 10.04(kernel)2.6.32;

– RAM 2Gb;

– Intel(R) CoreTM 2 Quad E4700, 2.6GHz Processor;
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2.1 System Architecture

Figure 1 shows the structure proposed in the following, all process stages will be
detailed.

Fig. 1. System architecture

The collection and transmission of samples are performed in “Data collection”
stage, which are sent by socket to another block responsible by the “Processing”.

All tasks related with samples processing are detailed in sections 2.2, 2.3
and 2.4.

2.2 Signal Windowing

The first phase to be executed in the “Processing” stage is “Samples acquisi-
tion”. Teager’s energy operators (TEO), a real-time boundary detector method
created by Peretta [10] and used by Mattioli et. al [11], will be applied to all
samples received to extract only the significant parts of the signal. Once the
relevant signal extracted it is divided into segments of each samples, similar to
the procedure realized by Herle et. al [3].

2.3 Feature Extraction

In order to reduce the amount of information to be presented to neural networks,
two techniques of features extraction for each segment are presented: Time-
domain features (TDF), used by Herle et. al [3], and Hudgins et. al [12]; and
autoregressive model (ARM), studied by Soares et. al [8].

1. TDF: Five features were defined: Mean Absolute Value (MAV), Mean Ab-
solute Value Slope (MAVS), Zero Crossing (ZC), Slope Sign Changes (SSC)
and Waveform Length (WL) [12] [3], all of those are calculated within each
segment of 40 samples.
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2. ARM: This is a representation of a specific signal which depends solely on
the output values previously stored by the system. The ŷ(n) variable value
in a specific time of a ARM may be estimated from some previous variable
values (y(n− 1), y(n− 2), ...). An ARM is defined by Equation(2) [8] and it
is applied to each segment of 40 samples.

ŷ(n) =

M∑
m=1

am(n)y(n−m) + e(n) (2)

Where: ŷ is a estimated value at time n; am is autoregressive (AR) coeffi-
cient of order m calculated for each samples within each segment; e(n) is an
estimated error; and M the order of ARM which determines the number of
coefficients am.

2.4 Classification Technique

The feature vectors will be present to neural networks as an input. If TDF
technique is used, only five features will be presented at a time for the network
for each segment. Moreover, if ARM is used each sample will be represented by
M numbers of AR coefficients, i.e., 40×M coefficients for each segment (of 40
samples) will be presented for the network.

After presenting the feature vector to each of the chosen networks, there’s the
classification of which movement that feature vector represents.

Two networks — LVQ (Learning Vector Quantization) and MLP (Multi Layer
Percetron) — with one hidden layer were chosen, considering that the work
performed by Soares et. al [8] and Mattioli et. al [11] achieved a satisfactory
performance.

Details on the classification techniques used are described by Mattioli et. al
[9] [11].

2.5 Training Environment Prototype

The GUI of the training environment, is showed in Figure 2, in which the network
training settings can be adjust.

A virtual prosthesis model was developed using 3Dstudio Max R© [13] and
after exported to Blende3DTM . The GUI and 3D model are initiated at the
same time. After three feature vectors correct classification by the network, a
message is sent by pipeline to Blender that triggers an animation of the virtual
upper limb prosthesis: The virtual prosthesis movements are: hand movements
(extension, flexion, grasping and forearm pronation) and arm movements ( elbow
flexion, extension and forearm pronation, supination).
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Fig. 2. GUI of the training environment

2.6 Testing Methodology

A single parameter will be variated at time, in order to understand its impact
on results. The range of each parameter is described below:

1. Standard settings:
– LVQ Network: learning rate=0.1, reduce learning rate=0.5, and toler-
ance=0.001;
– MLP Network: learning rate = 0.1, tolerance=150, momentum 0.5 and
number of neurons in hidden layer = 20;

2. Variable settings:
– LVQ Network:
– – Outputs units: The maximum percentage of output units will be up to
90% of the total (TDF-hand and arm) patterns, 22% of the total (ARM-
hand) patterns and 11% (ARM-arm) patterns, learning rate and reduce
learning rate 0.01 to 0.99 and tolerance is 0.001 to 0.099;
– – The number of repetitions for each test parameter is changed is: — TDF:,
100 repetitions; —ARM: (3rd, 4th, 6th, 8th and 10th order), 25 repetitions.
– MLP Network:
– – Learning rate: 0.1 to 0.7; tolerance: 100 to 300; number of neurons in
hidden layer: 1 to 30;
– – - 100 repetitions will be performed for each parameter variated, indepen-
dent of the used feature extraction technique;

3 Discussion

From the LVQ network performed tests follows that: Using TDF for hand move-
ments has reached 97% of efficiency with only 72% of the training patterns. Using
TDF for arm movements has reached a maximum of 80% of efficiency. Using the
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Fig. 3. LVQ network tests for isometric contractions of hand movement using ARM

ARM for hand movements has reached 99% efficiency with only 11% of the
training patterns as shown in Figure 3, and 97% efficiency for arm movements
with only 10% of all training patterns.

The margin error of 20% for the arm movements increases the probability
of error in the classification of the movement performed. Figure 4a illustrates a
unacceptable feedback for a virtual training environment. Figure 4b shows the
correct virtual movement due to high network efficiency.

(a) Wrong visual feedback (b) Right visual feedback

Fig. 4. Neural network classification examples

The training time using TDF in both cases did not reach a second. The
training time for an 3rd order ARM was 27 seconds.

In tests with MLP network performance rating above 85% was not observed
for hand movements, and the average training time was 100 seconds, as shown
in Figure 5.

Results as the ones obtained in the MLP network to hand motions using TDF,
and results for LVQ using ARM arm movements, are not suitable for controlling
virtual prosthesis, since the error rate is too large.
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Fig. 5. MLP network tests for isometric contractions of hand movement using TDF

4 Conclusions and Future Work

Machover [14] states that VR systems need to provide a consistent reaction to
the user’s movements, making the experience consistent. This emphasizes the
importance of studying methods and techniques for increasing the efficiency
of pattern recognition techniques, in order to have a correct classification of
movements performed by the patient.

The results presented assert that the LVQ using ARM is a good alternative
for controlling virtual prosthesis for upper limbs (arm and hand movements).
This is a bright spot of this work, considering that all previous work tried to
simulate only one movement at a time. In Soares et. al [8] it was necessary 50%
of the training patterns to achieve the efficiency of 100%; and this work achieved
the same only 10% of the training pattern.

Neural networks are often used for pattern recognition of EMG signals. Their
efficiency depends on the used pre-processing technique and the way the signal
is captured.

As a future work, the authors will perform a new data capture of hand move-
ments signal with a greater number of capture channels and repeat the tests in
MLP network using TDF.
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Abstract. This paper proposes a fuzzy version of the crisp cPSC (Constructive 
Particle Swarm Clustering), called FcPSC (Fuzzy Constructive Particle Swarm 
Clustering). In addition to detecting fuzzy clusters, the proposed algorithm dy-
namically determines a suitable number of clusters in the datasets without the 
need of prior knowledge, necessary in cPSC to control the number of particles 
in the swarm. The FcPSC algorithm was applied to six databases from the lite-
rature and its performance was compared with that of Fuzzy C-Means, a Fuzzy 
Artificial Immune Network, a Fuzzy Particle Swarm Clustering and the crisp 
cPSC. FcPSC showed to be competitive with the algorithms used for compari-
son and the number of particles generated was smaller than for cPSC. 

Keywords: Fuzzy Clustering, Particle Swarm, Artificial Immune System, Dy-
namic Population, Bioinspired Algorithms. 

1 Introduction 

Cluster Analysis refers to a set of techniques used to segment objects (patterns) into 
clusters according to their similarities. It can be applied to several areas, such as image 
analysis [1][2] and information retrieval [3][4]. Clustering is considered one of the 
most important tasks in data mining [5-7], because it allows the organization and 
summarization of large sets of data, the discovery of classes and the description of their 
features. 

One typical form of clustering is based on prototypes, i.e., one or more specific 
vectors that are used to represent a whole cluster of data. This type of representation 
leads to a significant reduction in the dataset size, because the number of prototypes is 
usually much smaller than the number of objects in the dataset [7]. This is a type of 
vector quantization that reduces the processing cost, thus facilitating the knowledge 
extraction from the dataset. At the end of the clustering process, the prototypes must 
be positioned in regions of the space that suitably represent the input data. Generally, 
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the number of prototypes must be informed a priori. Some algorithms for which the 
number of prototypes is dynamically determined can be seen in [8-10].  

Clustering algorithms can be classified as crisp or fuzzy based on the method used 
to assign objects to groups [7]. In the crisp algorithms [11-13] each object from the 
dataset belongs to a single group, whilst in fuzzy clustering [14-17] an object may 
belong to more than one cluster simultaneously, but with a different membership de-
gree to each group. 

The idea of using fuzzy sets concepts in cluster analysis was proposed by Bellman 
et al. [18], who discussed its relevance in pattern recognition in the context of com-
munication and control theory. However, Ruspini [19] is considered the first to intro-
duce fuzzy set concepts in cluster analysis, although he has used an approach more 
probabilistic than fuzzy to assign membership degrees to objects [20]. 

The fuzzy-based approach has some advantages in the cluster analysis context, 
such as to provide the relationship between objects and clusters found and to quantify 
their proximity. This is done by analyzing the membership degrees generated by the 
fuzzy clustering algorithms. Another advantage is the ability to manipulate imprecise 
information. Thus, using high dissimilarity or low dissimilarity between object and 
cluster can be interesting to decide to which group an object may belong to. 

This paper proposes an extension of the cPSC algorithm [9], called FcPSC, to de-
termine fuzzy partitions of a given dataset. The cPSC is a bioinspired algorithm that 
uses swarm and immune system concepts to dynamically determine a suitable number 
of clusters in a dataset. The cPSC uses an affinity threshold (ε) in the swarm growing 
step, which is empirically obtained for each dataset to be grouped. The proposed algo-
rithm, FcPSC, replaces the affinity threshold by a fixed and unique value for any da-
taset, which is represented by a membership degree threshold to quantify the dissimi-
larity between particle and object.  

2 Fuzzy Clustering: Basic Concepts 

Unlike crisp data clustering algorithms, the fuzzy approach assigns each object from 
the database to all clusters simultaneously by varying the membership degree between 
objects and clusters. Fuzzy clustering algorithms use a membership matrix U, consist-
ing of n lines and c columns, where n is the number of objects to be grouped and c the 
number of clusters. The membership matrix is used to guide the clustering process. 
Each element in U provides the membership degree of an object  to a cluster : the 
closer an object to a cluster, the higher its membership degree to that cluster, and vice-
versa. The membership degree of an object  to a cluster  can be represented by  
(  ∈ U), ∀i = 1,…, n e ∀j = 1,..., c and indicates how representative (pertinent) the 
object is to this cluster in relation to the other ones [21]. The membership matrix U is 
iteratively updated by using, for example, the equation below [22]: 

 = 1∑ . (1) 
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where  is the membership degree of  in relation to ;  represents the distance 
(usually Euclidean) between   and ; and  is the distance between  and . The 
fuzzification parameter (m), known as weighting exponent, indicates the width of the 
hypersphere (circumference in bidimensional case) of the group, and it must be in the 
range (1, ∞), being commonly found in the interval [1.25, 2] [21].  Generally, fuzzy 
clustering algorithms use some objective function, which should be minimized 
throughout the iterations. The most commonly used function is: 

 = ∑ ∑ . (2) 

3 FcPSC: The Proposal of a Fuzzy Constructive Particle 
Swarm Clustering Algorithm  

The cPSC algorithm uses concepts from the immune system to dynamically determine 
the number of particles in the swarm. The growing step of the swarm is evaluated 
every two iterations and is based on the response of B-cells to antigenic attacks, ac-
cording to the Clonal Selection Principle [23]. If the affinity between the particle (B-
cell that recognizes a higher number of antigens) and the presented object (antigen for 
which the B-cell had higher affinity with in two iterations) is greater than the affinity 
threshold (ε), then this particle (B-cell) is considered sufficiently stimulated to be dup-
licated (cloned).  

How should the affinity threshold ε be defined so as to trigger the clonal process? If 
the number of particles added in the swarm is very different from the number of classes 
in the dataset, the algorithm effectiveness may decrease. In the cPSC, ε is empirically 
defined for each dataset and has a significant influence in guiding the growth of the 
swarm. We could empirically define (ε = 10−3), i.e., particle and object have high affin-
ity if their distance is less than or equal to 10−3. Such threshold can be reasonable in 
clustering analysis, but affinity indeed depends on the arrangements of objects within 
the dataset to be grouped. The membership of the objects to groups can be useful to 
quantify their similarity and, thus, eliminate the need of prior knowledge about  
the dataset in order to define an affinity threshold in the growing step of the cPSC  
algorithm.  

This section presents an extension of the cPSC to be applied to fuzzy partitions, 
called FcPSC. In the FcPSC, the affinity threshold ε was replaced by an empirical 
membership value equals to 0.7, which represents a high affinity between a particle 
and an object. Thus, the membership value is always the same for any dataset. The 
Pseudocode of the FcPSC is presented as follows. 

 
Pseudocode 1: FcPSC: Fuzzy Constructive Particle Swarm Clustering 
1. Procedure [X, ] = FCPSC(Y,vmax,ω,m,0.7) 
2. // Y: input dataset 
3. initialize x//particles’ position 
4. initialize v//particles’ velocity 
5. initialize //membership matrix 
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6. t=1 
7. while stopping criterion is not met 
8.    for i = 1 to n //each object 

9.        = Argjmax( )∀ = 1, … ,  

10.       if  >  

11.            =  

12.            =         

13.       end if 

14.       if  >  

15.            =  

16.            =   

17.       end if 

18.       ( 1) = ( )  ( )  ( )  ( )  ( )   ( )  

19.        ∈[-vmax,vmax] 
20.       ( 1) =  ( ) ( 1) 
21.        ∈[0,1]       
22.       Update the membership function: Eq.(1)  
23.    end for 
24.    if mod(t,2)==0 
25.       Eliminate particles from the swarm if necessary 

26.       Test the stopping criterion: Eq.(3)  
27.       Clone particles if necessary 
28.    end if 
29.    t = t + 1 
30.    ω = 0.95*ω 
31. end while  
32. end Procedure  

 
FcPSC receives, as input values, a dataset to be grouped (Y), the parameter vmax re-
sponsible for controlling the winner particle’s velocity, the inertia moment (ω) that 
acts over the winner particle’s velocity memory, the fuzzifier parameter m and the 
fixed membership value 0.7 for controlling the growth of the swarm. Line 3 randomly 
initializes one particle in the Euclidean vector space [0,1], as well as its velocity in 
Line 4. Line 5 initializes the membership matrix (U) using Eq. (1).  is the vector 

containing the best position of particle xj in relation to the input pattern yi, and  is 
its respective membership degree; and  is the vector containing the best position of 
all particles in relation to the input pattern yi and  its respective membership de-
gree. Line 9 determines particle xj (winner particle) with highest membership degree 
to the input pattern . This membership value is compared with the one that 
represents the best particle’s position in relation to object  so far (Line 10). The 
same occurs to the particle closest to object  so far (Line 14). At every two itera-
tions the algorithm evaluates the necessity to eliminate particles (Line 25), stop the 
algorithm (Line 26) and clone particles (Line 27). Line 27 evaluates the necessity to 
clone a particle and here the affinity threshold (0.7) is used. The particle that most 
won in two iterations is selected as candidate to be cloned. If the membership degree 
of the object with higher membership degree to this particle in two iterations is great-
er than 0.7, then a particle is generated and positioned in the middle point between its 
origin and the object. 
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4 Performance Assessment 

To evaluate the performance of the proposed algorithm, the FCM [17], FPSC [15], 
FaiNet [16], FcPSC and cPSC [9] algorithms were implemented in Matlab®  
and applied to six datasets from the UCI Machine Learning Repository 
(http://archive.ics.uci.edu/ml/datasets.html): Ecoli, Iris, Pima Indians Diabetes, Yeast, 
Ruspini and Glass Identification. For the FCM and FPSC algorithms, the number of 
prototypes used was equal to the number of classes present in the respective databases. 
The FaiNet, FcPSC and cPSC algorithms start with one particle for every dataset. For 
all fuzzy algorithms, the fuzzyfication parameter (m) is equal to two. The parametric 
settings used in the FPSC, FcPSC and cPSC algorithms are described as follows. Pa-
rameters ,  and  were randomly chosen in the interval (0,1). The inertia mo-
ment (ω) has an initial value of 0.90, with an iterative decay of 95% at each iteration 
until the value 0.01 is obtained. The position and velocity of the particles are also con-
trolled, ranging from [0,1] to [−0.1,0.1], respectively [15]. In FaiNet, the values of  (death threshold) and  (suppression threshold) are set equal to 0.5 [16]. The stop-
ping criterion of the fuzzy algorithms is either a maximum of 200 iterations or a mi-
nimal variation in the cost Jm between two consecutive iterations, where Jm is given by 
Eq. (2): | ( )|-| ( 1)|≤ 10−3. (3)

The stopping criterion of the crisp cPSC is given by a stabilization of the trajectory of 
particles or 200 iterations. 

In this paper it was used the Entropy (E) and Purity (P) measures to evaluate the 
performance of the algorithms [24], and the Partition Coefficient (PC) and Partition 
Entropy Coefficient (PE) validity indices [25-28] to evaluate the fuzzy separation and 
fuzzy compactness between clusters, respectively. Besides, the Number of Iterations (I) 
required for convergence and the number of prototypes generated (NP) were also ac-
counted for. The results are shown in Table 1 and the best absolute values of purity are 
highlighted. It was decided to stress the purity values because the homogeneity of the 
clusters found is the most important feature to be stressed. 

As shown in Table 1, cPSC presented the best Purity and Entropy values for all da-
tasets, when compared with the other algorithms. However, the number of prototypes 
and iterations for convergence are substantially greater than the remainder algorithms.  
All constructive algorithms (FaiNet, FcPSC and cPSC) generated at least 50% more 
prototypes than the number of existing classes, except FaiNet and FcPSC for the Rus-
pini dataset. For the Diabetes dataset, all algorithms were capable of finding the best 
solution possible. FcPSC was slower than the other algorithms on average, with the 
exception of cPSC, and presented better results of purity for the Ecoli and Glass data-
sets in relation to FCM, FaiNet and FPSC. The FcPSC algorithm presented the highest 
overlap for all datasets, except for the Diabetes dataset. Based on the PE values, FCM 
and FPSC presented hardest clusters than the FaiNet and FcPSC algorithms for all 
datasets.  
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Table 1. Mean ± standard deviation of the Entropy (E), Purity (P), Number of Iterations (I), 
Partition Coefficient (PC), Partition Entropy (PE), and Number of Prototypes (NP) for the 
FCM, FaiNet, FPSC, FcPSC and cPSC algorithms 

Dataset Measure FCM FaiNet FPSC FcPSC cPSC 

Ecoli 

E 0.32±0.0 0.33±0.03 0.35±0.02 0.24±0.02 0.18±0.01 
P 0.79±0.0 0.77±0.03 0.77±0.01 0.83±0.02 0.89±0.01 
I 27.20±10.24 7.10±2.23 140.10±79.70 174.0±47.18 200.0±0.0 

PC 0.43±0.0 0.16±0.03 0.48±0.03 0.13±0.01 - 
PE 0.03±0.0 0.09±0.03 0.03±0.0 0.12±0.01 - 
NP 5.0±0.0 10.40±1.90 5.0±0.0 11.80±0.92 26.30±2.98 

Iris 

E 0.27±0.01 0.24±0.04 0.26±0.02 0.25±0.02 0.07±0.01 
P 0.89±0.0 0.89±0.03 0.89±0.01 0.88±0.02 0.96±0.01 
I 11.50±1.96 4.90±3.11 137.20±69.50 172.20±54.15 200.0±0.0 

PC 0.74±0.0 0.38±0.06 0.73±0.01 0.24±0.03 - 
PE 0.0±0.0 0.05±0.02 0.0±0.0 0.10±0.02 - 
NP 3.0±0.0 5.70±0.48 3.0±0.0 6.50±0.85 21.50±3.57 

Diabetes 

E 0.0±0.0 0.02±0.03 0.0±0.0 0.0±0.0 0.0±0.0 
P 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0 
I 10.10±1.52 7.10±2.69 187.20±40.48 200.0±0.0 200.0±0.0 

PC 0.79±0.0 0.13±0.03 0.79±0.01 0.25±0.02 - 
PE 0.0±0.0 0.05±0.02 0.0±0.0 0.02±0.0 - 
NP 2.0±0.0 12.20±2.53 2.0±0.0 5.30±0.48 8.60±4.11 

Yeast 

E 0.15±0.0 0.11±0.06 0.05±0.04 0.13±0.03 0.03±0.01 
P 0.92±0.0 0.96±0.03 0.98±0.02 0.92±0.02 0.99±0.0 
I 23.30±3.27 11.10±14.04 164.20±65.52 191.20±20.40 200.0±0.0 

PC 0.60±0.0 0.20±0.07 0.67±0.02 0.19±0.03 - 
PE 0.01±0.0 0.12±0.05 0.01±0.0 0.11±0.03 - 
NP 4.0±0.0 10.20±2.62 4.0±0.0 8.40±1.71 16.80±4.92 

Ruspini 

E 0.0±0.0 0.07±0.06 0.05±0.10 0.0±0.0 0.0±0.0 
P 1.0±0.0 0.97±0.03 0.96±0.08 1.0±0.0 1.0±0.0 
I 9.80±1.23 2.40±0.70 33.60±36.59 162.60±61.45 99.20±21.59 

PC 0.86±0.0 0.65±0.07 0.82±0.09 0.38±0.03 - 
PE 0.03±0.0 0.06±0.03 0.04±0.02 0.13±0.03 - 
NP 4.0±0.0 4.20±0.42 4.0±0.0 5.0±0.47 10.50±1.35 

Glass 

E 0.58±0.01 0.54±0.04 0.56±0.02 0.50±0.03 0.26±0.02 
P 0.55±0.01 0.54±0.02 0.54±0.02 0.58±0.03 0.78±0.02 
I 33.60±6.33 5.30±2.11 147.80±58.47 160.40±64.82 200.0±0.0 

PC 0.43±0.01 0.18±0.06 0.47±0.05 0.18±0.03 - 
PE 0.04±0.01 0.17±0.05 0.04±0.01 0.12±0.04 - 
NP 6.0±0.0 12.30±1.77 6.0±0.0 9.20±1.99 44.50±4.01 

 
A Shapiro-Wilk Test [29] was used to determine whether the behavior presented by 

the algorithms (Table 1) had a normal distribution, based on the Purity measure. As-
suming a confidence level equals to 0.95, the test of normality revealed that the null 
hypothesis (H0) should be rejected and, thus, a nonparametric test should be used to 
assess the statistical significance of performances. To determine if the difference in 
performance among the evaluated algorithms is significant, we used the Friedman test 
[30][31], a nonparametric method analogous to the parametric ANOVA (Analysis of 
Variance) [32]. The Friedman test is based on the ranking of the results obtained for 
each sample (database) i to all k algorithms. The value of the degrees of freedom is 
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obtained by k−1, being k = 5, so there are 4 degrees of freedom. Thus, according to the 
 table [33], the critical value of probability for α = 5% is 9.49. As the  calculated 

(10.20) exceeds the critical value, the null hypothesis H0 is rejected. In other words, the 
difference in performance between the algorithms is statistically significant for the 
databases tested and the crisp cPSC presents best purity values, though the number of 
particles generated is higher than for the other ones. 

5 Conclusions and Future Works 

This paper presented a fuzzy version of the crisp cPSC algorithm, which is called 
FcPSC. In the swarm growing step, FcPSC replaces the affinity threshold (ε) by a fixed 
and unique value for any dataset, which is represented by a membership degree thre-
shold. The proposed algorithm was applied to six datasets from the literature and its 
performance was compared with its crisp version, cPSC, and a fuzzy particle swarm 
algorithm (FPSC), besides a classical algorithm from the literature (FCM) and an im-
munofuzzy algorithm (FaiNet). The results showed that the FcPSC is competitive with 
the algorithms evaluated.  

Further investigations include dynamically detecting the membership degree thre-
shold used in the swarm growing step and a parametric sensitive analysis of the cPSC 
algorithm for the affinity threshold ε, as well as to its fuzzy version. To further de-
crease the number of prototypes it will be used a Clonal Suppression Process, similar 
to the one applied in the FaiNet algorithm. 
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Abstract. Although Artificial Neural Networks (ANNs) have been ex-
tensively used to solve forecasting problems, defining their architectures
has commonly been a very difficult task. Self-Organizing Polynomial
Neural Networks can be used to alleviate this problem. However, it causes
an increase in the computational cost and the addition of other param-
eters. This first drawback can be mitigated by using a matrix inversion
technique as training algorithm, while the second, by using Differential
Evolution. The method developed in this study combines those tech-
niques in order to simultaneously search for the best parameters, the
network architecture and weights. Finally, one can observe that in most
databases the proposed method outperformed the Backpropagation, the
most commonly used training algorithm in ANNs.

Keywords: Self-Organizing Neural Networks, Matrix Inversion, Differ-
ential Evolution.

1 Introduction

One of the major problems regarding Artificial Neural Networks (ANNs) is re-
lated to the definition of their architectures. The amount of hidden layers and
neurons located in each layer are difficult parameters to set mainly when the
method used is the trial and error. Considering that a certain amount of simu-
lations is required for each analysed architecture, the high computational cost
caused by the lack of knowledge of the optimal architecture is well known.

In order to overcomeANN architecture definition problem, the Self-Organizing
Polynomial Neural Network (SOPNN) can be used since it is able to self-organize
by adding, testing and removing neurons and layers to its architecture. However,
the utilization of SOPNN leads to an increase in the computational cost and
other parameters, such as the amount of input variables in each neuron and the
polynomial order.

While the first SOPNN drawback can be mitigated by using a matrix inver-
sion technique known as Single Value Decomposition (SVD), the second one is
alleviated by using the Differential Evolution (DE) algorithm. The combination
of these algorithms provides a fast and automatic definition of its architecture.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 399–406, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



400 L.G.N. Tablada and M.J.S. Valença

In this paper we compare the performance of the presented model to a ANN
using Backpropagation (BP) as training algorithm. The remainder of this paper
is organized as follows: The SOPNN, Matrix Inversion and Differential Evolution
algorithms are briefly described in sections 2, 3 and 4 respectively. In the next
section the experimental setup is explained followed by the Results section. In
the next section the conclusions are given and, finally, the references are in the
last section.

2 Self-Organizing Polynomial Neural Network

The Group Method of Data Handling (GMDH) was first introduced by
Ivakhnenko [1] in the late 1960’s as a method for identifying non-linear relations
among input and output variables. Since the mid-1970’s it has been extensively
used for prediction and modeling of complex nonlinear processes.

The main characteristics of GMDH are that it is self-organizing and provides
an automated selection of the important input variables without using prior
information about the input-output variables relationship. On the other hand it
has some drawbacks, such as its tendency to generate complex polynomials to
solve relatively simple problems and, if there are less than three input variables,
it does not generate a highly versatile structure.

To minimize the problems associated with GMDH, SOPNNs were introduced
by Oh [2],[3], et al. Those networks are highly flexible since each neuron can
have a different amount of inputs, unlike common ANNs. Therefore, SOPNN
can explore a different type of polynomial, as explained below. The SOPNN
algorithm steps can be described as follows:

– Determine the inputs variables of the system according to the chosen database;
– Create the training, cross-validation and testing data sets;
– Choose its structure: the amount of input variables and the type of polyno-

mial can be fixed or vary in each neuron;
– Determine the amount of input variables and the type of polynomial of the

neuron. In this study the outputs of the individual neurons are expressed
as second order regression equations. In particular, when two inputs are
combined in each neuron, according to table 1, there is the following relation:

y = A+BXi + CXj +DX2
i + EX2

j + FXiXj (1)

where A, B, C, D, E e F are parameters, while Xi and Xj denote two inputs
and y is the output of the model. The just given example can be represented
as in figure 1, where Xi and Xj are neurons combined in order to form
the neuron Xk input, whose output is y, according formula 1. The outputs
obtained in each one of these neurons are combined in order to obtain an
even higher order polynomial.
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Table 1. Different types of polynomials in neurons

Type of polynomial Amount of inputs
1 2 3

1 Linear Bilinear Trilinear
2 Quadratic Biquadratic Triquadratic
3 Modified Quadratic Modified Biquadratic Modified Triquadratic

Fig. 1. Representation of a SOPNN

The formula 1 parameters A, B, C, D, E e F can be calculated through
different ways. Among them, using a new ANN, which can be seen in figure
2. In this figure, K1 = 1, K2 = Xi, K3 = Xj , K4 = X2

i , K5 = X2
j , K6 =

XiXj .

Fig. 2. ANN able to calculate bilinear function

– Estimate the errors of the neurons;
– Select the neurons with the best predictive capabilities;
– Check the stopping criterion.

It is well known that the use of a ANN like the one seen in figure 2 in order to
calculate all neurons outputs would cause a extremely high computation cost.
However, since this ANN has no hidden layers, matrix inversion can be used as
a quick and efficient training technique.
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3 Matrix Inversion

The Moore-Penrose Pseudo-inverse (M-PP) is a general way to find a solution
to the following system of linear equations:

AX = B (2)

where A ∈ R
m×n, X ∈ R

n×m and B ∈ R
m. Moore and Penrose demonstrated

that there is a general solution to this type of system of the form:

X = A+B (3)

where A+ is the M-PP of matrix A. They proved that this is the unique matrix
which satisfies the following properties: AA+A = A, A+AA+ = A+, (AA+)T =
AA+ and (A+A)T = A+A. The M-PP has the following properties if A is full
rank:

– case m = n, A+ = A−1;

– case m < n, A+ = AT (AAT )−1;

– case m > n, A+ = (ATA)−1AT .

If A is not full rank, these formulas can not be used. More generally, they are
best computed using SVD, whose greatest advantage is its calculation speed.
Formally, the SVD of a matrix Am×n is a factorization of the form:

A = UΣV T (4)

where U ∈ R
m×m, V ∈ R

n×n and they are orthogonal. Σ is a m × n diagonal
matrix having the form:

Σ =

⎡
⎢⎢⎢⎣
σ1 0 · · · 0 0
0 σ2 · · · 0 0
...

...
. . .

...
...

0 0 0 σp 0

⎤
⎥⎥⎥⎦ (5)

where σ1 ≥ σ2 ≥ ... ≥ σp ≥ 0 and p= min(m,n). Using SVD, the Moore-Penrose
pseudo-inverse of A is given by:

A+ = V Σ−1UT (6)

Applying the matrix inversion to the problem proposed in this study, for the
first layer, A would be the input matrix of the data set; X would be the weights
matrix; and B would be the output matrix of the data set. For the other layers,
A would be the output of the previous layer. Thereby, applying equation 3, it is
known that the weights matrix will be obtained by calculating the M-PP of the
input matrix and multiplying this result by the output matrix.
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4 Differential Evolution

Differential Evolution is a type of Evolutionary Algorithm. Therefore, it is based
on Darwin’s Theory of Evolution (1859), whose main mechanism is Natural Se-
lection. In this mechanism, the disadvantaged individuals would gradually die,
leaving only the advantaged ones, whose offspring would inherit that advantage
and pass it on to their offspring. This process favours the generation of increas-
ingly tailored individuals.

Originally proposed by Storn e Price [4], DE is a method based on a popu-
lation, set of individuals composed by genes, that optimizes a problem by iter-
atively trying to improve a candidate solution, also known as fitness function,
with regard to a given measure of quality. DE needs a few parameters to set,
it is simple but effective and well known as a very fast algorithm. In DE some
operations are executed with the individuals but according to [5] the mutation
is the most important one.

The algorithm steps can be described as follows:

– Initialization: Initialize k sub-populations containing individuals randomly
generated and different from each other;

– Opposition: For each sub-population A, create other sub-population com-
posed by its opposed individuals.

– First selection: A first selection is executed by comparing the fitness functions
of an individual to its opposed individual.

– Mutation: For each selected individual, called base, a new individual Pm is
generated through the weighted sum of base and the subtraction of two other
different individuals r1 and r2, all of them belonging to generation G:

Pm,G = Pbase,G + F (Pr1,G − Pr2,G) (7)

– Crossing: Each Pbase is crossed with its mutated vector creating a new can-
didate solution Pc;

– Selection: Based on their fitness functions, Pbase or Pc will be selected to be
part of the next generation.;

– If the stopping criteria is not satisfied, go to opposition step.

There is also another operation which can be executed on individuals: migra-
tion. It prevents the algorithm being trapped in a local minima since the sub-
populations share information at regular periods.

In this study, the DE algorithm is used to choose the last undefined parameter:
which neurons to combine in order to form the other neurons inputs. Thereby,
each individual gene represents one specific neuron. The greatest genes values
indicate what neurons to combine.

5 Experimental Setup

In order to evaluate the proposed model, eight well known databases were used:
Abalone, which represents the age of abalone from physical measurements; Auto
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Price, which represents the cars prices according to attributes such as fuel type
and length; California Housing, which represents the variables used during the
1990s Census in California; Computer Activity, which is a collection of com-
puter systems activity measurements; Delta Ailerons, which represents the task
of controlling the ailerons of a F16 aircraft; Delta Elevators, which is also ob-
tained from the task of controlling the elevators of a F16 aircraft, although the
target variable and attributes are different from the previous database; Machine
CPU, which represents the relative CPU performance and Servo, which repre-
sents a simulation of a servo system involving a servo amplifier, a motor, a lead
screw/nut, and a sliding carriage of some sort; most of them are available in
[6]. For assessing the performance of the model, the Root Mean Square Error
(RMSE) was used. It is given by the following equation:

RMSE =

√√√√ 1

mn

m∑
1

n∑
1

(de,s − oe,s)2 (8)

where m is the amount of examples, n is the amount of outputs, d is the desired
output, o, the obtained output, e refers to the current example and s, the current
output.

In these experiments, the SOPNN neurons were set up with two entries and
type two. We performed 30 trials for each analysed database and the RMSE and
standard deviation were calculated. All databases were preprocessed by using
a normalization procedure and they were divided into training, validation and
testing sets, 50%, 25% and 25% of the database, respectively.

6 Results

Table 2 shows the average RMSE and standard deviation for both algorithms.
The best results are marked in bold. It also shows the Wilcoxon test p-values for
each database. Since some results are quite similar, the boxplot chart for RMSE
was depicted and it can be seen in figure 3.

The software R [7] was used in order to perform the statistical analysis of
the experiments for 95% of confidence interval based on Wilcoxon test. The
following conclusions can be drawn from the test and analysis of the databases
RMSEs and standard deviations: the results were only similar for the Delta
Elevators database, where the SOPNN outperformed the BP algorithm. For the
other databases, the SOPNN model outperformed the BP algorithm for the
Abalone, Auto Price, Delta Ailerons, Machine CPU and Servo databases. The
BP algorithm achieved the best results for the California Housing and Computer
Activity databases. Thus, one can notice that the SOPNN achieved the best
results in 62.5% of the databases used in the statistical tests.
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(a) Abalone (b) Auto Price

(c) California Housing (d) Computer Activity

(e) Delta Ailerons (f) Delta Elevators

(g) Machine CPU (h) Servo

Fig. 3. Boxplot chart of the fitness for the SOPNN and BP for the databases: a)
Abalone, b) Auto Price, c) California Housing, d) Computer Activity, e) Delta Ailerons,
f) Delta Elevators, g) Machine CPU i) Servo
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Table 2. Results obtained using the BP and SOPNN and Wilcoxon test p-values

Database Backpropagation SOPNN P-values

Abalone 0.0625 ± 0.0043 0.0593 ± 0.0001 1.579e−11

Auto Price 0.0919 ± 0.0079 0.0279 ± 0.0015 2.2e−16

California Housing 0.1096 ± 0.0058 0.1459 ± 0.0026 1.755e−11

Computer Activity 0.0213 ± 0.0001 0.0339 ± 0.0030 2.928e−11

Delta Ailerons 0.0330 ± 0.001 0.0323 ± 0.0001 1.649e−11

Delta Elevators 0.0445 ± 0.0022 0.0432 ± 0.0001 0.3158
Machine CPU 0.0468 ± 0.0145 0.0349 ± 0.0011 4.426e−5

Servo 0.1345 ± 0.0392 0.0810 ± 0.0063 1.088e−6

7 Conclusions and Future Works

This paper presented a model whose aims are the optimization of an ANN ar-
chitecture definition, parameters set up and computational cost. The proposed
model combines the SOPNN, Matrix Inversion and DE qualities. The model and
a BP ANN were assessed using the RMSE. Thus, one can argue that, through
the statistical analysis of the results, the proposed model obtained the best re-
sults in the major part of the data sets. On average, all the SOPNN results were
obtained in less than 1 minute. This study can be concluded arguing that the
results were quite satisfactory. The model efficiency stimulates the continuation
of further research in the same field.
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Abstract. In this work we present the dilation-erosion-linear percep-
tron (DELP) for financial prediction. It is composed of morphological
operators under context of lattice theory and a linear operator. A
gradient-based method is presented to design the proposed DELP (learn-
ing process). Also, it is included an automatic phase fix procedure to
adjust time phase distortions observed in financial phenomena. Further-
more, an experimental analysis is conducted with the proposed model
using the Bovespa Index, where five well-known performance metrics and
an evaluation function are used to assess the prediction performance.

Keywords: Hybrid Perceptrons, Mathematical Morphology, Lattice
Theory, Gradient-based Learning, Financial Prediction.

1 Introduction

Linear and nonlinear statistical approaches have been proposed in the literature
to solve the financial prediction problems [1]. However, these approaches have
a drawback for the development of automatic prediction systems, because they
have the need of a problem specialist to validate their predictions [1]. Alterna-
tively, artificial neural networks (ANNs) [2,3] have been applied in the attempt
to overcome such drawback. However, due to many complex features frequently
present in financial phenomena, such as irregularities, volatility, trends, and
noise, a limitation arises from all these models for financial prediction and is
known as the random walk dilemma (RWD). It has been reported in the lit-
erature [2–6]. In this context, predictions generated by arbitrary models have
a characteristic one step ahead delay with respect to the actual values [2–6].
This behavior has led some researchers to argue that financial phenomena are
unpredictable [4, 5].

In this way, this paper presents the dilation-erosion-linear perceptron (DELP)
to overcome the RWD in the financial prediction problem. The proposed model
is composed of morphological operators under context of lattice theory and a
linear operator. The proposed learning process of the DELP employs a gradient-
based method based on ideas from the back-propagation (BP) algorithm and
using a systematic approach to overcome the problem of non-differentiability

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 407–415, 2012.
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of morphological operations, based on ideas from Pessoa and Maragos [7] and
Sousa [8]. Also, we have included into learning process of the DELP a procedure
to overcome the RWD, called the automatic phase fix procedure (APFP) [2,3,6],
which is a correction step that is geared toward eliminating the one step ahead
delay that occur in financial phenomena prediction. Furthermore, an experimen-
tal analysis is conducted with the DELP using the Bovespa Index. Five metrics
are used to assess the prediction performance. An evaluation function (EF) is
further used as global prediction performance indicator. The obtained results
are discussed and compared to results found using the random walk model [4,5].

2 The Time Series Prediction

A time series is a sequence of observations about a given phenomenon observed
in a discrete or continuous space. In this work a time series will be considered
time discrete and equidistant, and formally defined by

x = {xt ∈ R | t = 1, 2, . . . , N}, (1)

where t is the temporal index, which is called time and defines the granularity
of observations of a given phenomenon, and N is the number of observations.

The aim of prediction techniques applied to a given time series is to provide a
mechanism that allows, with certain accuracy, the prediction of the future values
of x, given by xt+h, h = 1, 2, . . . , H , where h represents the prediction horizon of
H steps ahead. These techniques try to identify certain regular patterns present
in the data set, creating a model capable of generating the next temporal pat-
terns, where, in this context, a most relevant factor for an accurate prediction
performance is the correct choice of the past window, or the time lags, considered
for the representation of a given time series.

In mathematical sense, the relationship which involves time series historical
data defines a n-dimensional phase space, where n is the minimum dimension
capable of representing such relationship. Therefore, a n-dimensional phase space
can be built so that it is possible to unfold its corresponding time series. Takens
[9] proved that if n is sufficiently large, such phase space is homeomorphic to the
phase space that generates the series. The Takens’ Theorem [9] is the theoretical
justification of the phase space reconstruction using time lags.

2.1 The Random Walk Dilemma

A naive prediction strategy is to define the last observation of a time series as
the best prediction of its next future value (xt+1 = xt). This kind of model is
known as the random walk (RW) model [4], which is defined by

xt = xt−1 + zt, (2)

where xt is the current observation, xt−1 is the immediate observation before xt,
and zt is a noise term with a Gaussian distribution of zero mean and constant
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standard deviation. The model above clearly implies that, as the information set
consists of past time series data, the future data is unpredictable. Therefore, on
average, the value xt−1 is indeed the best prediction of value xt, and proof of
this statement is given in [3, 6].

It is possible to verify that the use of an arbitrary model to make predictions
have an intrinsic limitation, since the generated predictions have a characteristic
one step ahead delay regarding the original time series values, in which this
behavior is common in the finance and economics and is called random walk
dilemma or random walk hypothesis [4]. Therefore, in these conditions, to escape
of the random walk dilemma is a hard task [3, 6].

3 The Dilation-Erosion-Linear Perceptron

The proposed dilation-erosion-linear perceptron (DELP) consists of a linear com-
bination of a nonlinear operators (dilation and erosion operators) and a liner op-
erator (finite impulse response). Next we present the definition and the proposed
training algorithm to design the DELP.

Let x = (x1, x2, . . . , xn) ∈ R
n a real-valued input signal inside an n-point

moving window and let y the model output. Then, the DELP is defined as a
morphological-linear system with local transformation rule x→ y, given by

y = λα+ (1− λ)β, λ ∈ [0, 1], (3)

where
β = x · pT = x1p1 + x2p2 + . . .+ xnpn, (4)

and
α = θϕ+ (1− θ)ω, θ ∈ [0, 1], (5)

in which

ϕ = δa(x) =

n∨
i=1

(xi + ai), (6)

and

ω = εb(x) =

n∧
i=1

(xi +
′ bi), (7)

where term n denotes the dimensionality of the input signal (x), terms λ, θ ∈ R

and a,b,p ∈ R
n. The vector p ∈ R

n represents the linear operator weights.
The term β represents the output of the linear operator. The term α represents
the linear combination of the morphological operators of dilation and erosion
(the mixture term is defined by θ). The terms ϕ and ω represent the output
of morphological operators of dilation and erosion, respectively. The vectors a
and b represent the structuring elements (weights) of the dilation (δa(x)) and
erosion (εb(x)) operators employed into the nonlinear module of the DELP.
Terms

∨
and
∧

represent the supremum and the infimum operations. Note
that the output y is given by a linear combination of the linear operator and
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another linear combination of morphological operators of dilation and erosion
(the mixture term is defined by λ). The main differences between “+′” and “+”
are given by the following rules:

(−∞) + (+∞) = (+∞) + (−∞) = −∞, (8)

and
(−∞) +′ (+∞) = (+∞) +′ (−∞) = +∞. (9)

3.1 Learning Process

The design of the DELP model requires the adjustment of the parameters
a,b,p ∈ R

n and λ, θ ∈ R. Therefore, the weight vector w ∈ R
3n+2 of the

DELP model is given by
w = (a,b,p, λ, θ). (10)

During the proposed learning process, all parameters of the DELP model are
iteratively adjusted according to an error criterium until de convergence. There-
fore, it is necessary to define an objective function J(w) to be minimized during
the learning process, and given by

J(w) =

M∑
m=1

e2(m), (11)

in which M represents the input patterns amount in the learning process and
e(m) represents the instantaneous error for the m-th input pattern, and given
by

e(m) = t(m)− y(m), (12)

where t(m) and y(m) are the target and the model output, respectively.
The learning process updates the weight vectorw based on the gradient steep-

est descent method. The adjustment of vector w for the m-th input training
pattern is given by the following iterative formula:

w(i + 1) = w(i)− μ∇J(w), (13)

where μ > 0 and i ∈ {1, 2, . . .}. Term ∇J(w) is the gradient, which is given by

∇J(w) =
∂J

∂w
=

(
∂J

∂a
,
∂J

∂b
,
∂J

∂p
,
∂J

∂λ
,
∂J

∂θ

)
, (14)

in which
∂J

∂w
= −2e(m)

(
∂y

∂a
,
∂y

∂b
,
∂y

∂p
,
∂y

∂λ
,
∂y

∂θ

)
, (15)

Note that the existence of the gradient of J with respect to w depends on the
existence of the gradients ∂y

∂a ,
∂y
∂b ,

∂y
∂p ,

∂y
∂λ and ∂y

∂θ . Next, we present the formulas
to calculate them.
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The term ∂y
∂λ is given by

∂y

∂λ
= α− β. (16)

The term ∂y
∂p is given by

∂y

∂p
=

∂y

∂β

∂β

∂p
, (17)

in which
∂y

∂β
= 1− λ, (18)

and
∂β

∂p
= x, (19)

where x represents the input signal (m-th input training pattern).
The term ∂y

∂θ is given by
∂y

∂θ
=

∂y

∂α

∂α

∂θ
, (20)

in which
∂y

∂α
= λ, (21)

and
∂α

∂θ
= ϕ− ω. (22)

Terms ∂y
∂a and ∂y

∂b are estimated using the concept of smoothed rank indicator
vector [7, 8] (because dilation and erosion operators can be seen as particular
cases of the rank function), where we choose the smoothed unit sample function
Qσ(x) = [qσ(x1), qσ(x2), . . . , qσ(xn)], in which

qσ(xi) = sech2
(x
σ

)
, ∀ i = 1, . . . , n . (23)

Note that the choice of the scale factor σ directly affect the estimation and
interpolation of the gradients ∂y

∂a and ∂y
∂b . However, the learning process of the

DELP model even works with σ → 0, since in this particular case, the gradient
will be given in terms of the usual rank indicator vector [7, 8].

Therefore, the term ∂y
∂a is given by

∂y

∂a
=

∂y

∂α

∂α

∂ϕ

∂ϕ

∂a
= λ

∂α

∂ϕ

∂ϕ

∂a
, (24)

in which
∂α

∂ϕ
= θ, (25)

and
∂ϕ

∂a
=

Qσ (ϕ ·1− (x+ a))

Qσ (ϕ ·1− (x+ a)) · 1T
. (26)
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As the same way, the term ∂y
∂b is given by

∂y

∂b
=

∂y

∂α

∂α

∂ω

∂ω

∂b
= λ

∂α

∂ω

∂ω

∂b
, (27)

in which
∂α

∂ω
= 1− θ, (28)

and
∂ω

∂b
=

Qσ (ω ·1− (x+′ b))
Qσ (ω ·1− (x+′ b)) · 1T

. (29)

Furthermore, in order to automatically overcome the random walk dilemma in
financial time series prediction problem, we have included an automatic phase
fix procedure (APFP) [3,6] in the proposed learning process of the DELP model.
Figure 1 presents the APFP.

According to the Figure 1, in the first step an input pattern x is presented to
DELP generating the output y1. The first output y1 is used to rebuild the input
pattern in the second step. This reconstructed pattern is presented to the same
DELP generating the second output y2, which is the phase fixed prediction.

Fig. 1. Automatic phase fix procedure

4 Simulations and Experimental Results

The Bovespa Index time series was used as a test bed for evaluation of the
proposed DELP model. This series was normalized to lie within the range [0, 1]
and divided in three sets according to Prechelt [10]: training set (50%), validation
set (25%) and test set (25%).

For the experiments, the entries of the DELP weight, vectors a, b and p, are
randomly initialized within the range [−1, 1]. The initial DELP mixture coeffi-
cients, λ and θ, are randomly chosen in the interval [0, 1]. Based on exhaustive
experiments to determine the best learning rate (μ) and the scale factor (σ), we
use μ = 0.01 and σ = 1.5. It is worth mentioning that three stop conditions
are used into the learning process [10]: i) The maximum epoch number equals
to 104; ii) The decrease in the training error process training (Pt) of the cost
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function equals to 10−6; iii) The increase in the validation error or generalization
loss (Gl) of the cost function equals to 5%.

In order to establish a performance study, results with the random walk (RW)
model [4,5], which represents the results generated by classical prediction models,
are employed in our comparative analysis, where we investigate the same time
series under the same conditions. Additionally, we have used five well-known
evaluation metrics formally defined in [3,6] to assess the prediction performance:
mean square error (MSE), mean absolute percentage error (MAPE), u of theil
statistic (UTS), prediction of change in direction (POCID) and average relative
variance (ARV). Also, we use an evaluation function (EF) defined in [6] to serve
as a global prediction performance indicator.

4.1 Bovespa Index Series

The Bolsa de Valores do Estado de São Paulo (Bovespa) Index is the most
important average indicator of the stock prices from Brazilian market. The
Bovespa series corresponds to daily records of Bovespa Index from 2008/04/07
to 2012/04/13. For the Bovespa series prediction (with one step ahead of pre-
diction horizon – H = 1), we use the time lags (2-151 – note that here n = 150)
to create the input patterns. The Table 1 shows the obtained results with RW
and DELP models for all evaluation metrics.

Table 1. Obtained results with RW and DELP model for Bovespa series (test set)

Evaluation Metrics
Models MSE MAPE UTS ARV POCID EF
RW 4.2931e-004 2.4109e-002 1.0000e-000 4.0110e-002 51.42 24.9427

DELP 5.2968e-006 2.8898e-003 1.2298e-002 4.9487e-004 100.00 98.4714

It is possible to verify, according to Table 1, that in all experiments the POCID
metric greater than 50%, indicating that the DELP model has much better
performance than a “coin-tossing” experiment. The obtained UTS metric value
(#1.23e-002) indicates that the DELP model was able to overcome the random
walk dilemma. Note that the MAPE metric value (#2.89e-003) is very small,
that is, without high percentage deviations. According to ARV metric value
(#4.95e-004), we can see a much better performance of the proposed model
regarding a naive prediction model. Also, we can verify a small value of MSE
metric (#5.30e-006), which means that the predictions are too close to real
values. The EF metric value (#98.5) shows that the DELP have good global
prediction performance. Therefore, we can see that the proposed DELP model
overcame, for all evaluation metrics and for the evaluation function, the RW
model in this work. Finally, we present in the Figure 2 a comparative graphic
between real (solid line) and predicted (dashed line) values generated by DELP
and RW models for the last twenty points of the Bovespa series test set. Note
that the predicted values are very close to the real values of the Bovespa series,
where the one step delay regarding the prediction values did not occur.
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Fig. 2. Prediction results of Bovespa series (last twenty points of the test set): actual
values (solid line) and predicted values (dashed line)

5 Conclusion

This paper presented the dilation-erosion-linear perceptron (DELP) to overcome
the random walk dilemma in the financial prediction problem. The proposed
model consists of nonlinear morphological operators under context of lattice
theory and a linear operator. Also, we presented a learning process of the DELP
employing a gradient-based method based on ideas from the back-propagation
(BP) algorithm. Also, we have included into learning process of the DELP a
procedure to overcome the RWD, which is a correction step that is geared to-
ward eliminating the one step ahead delay that occur in financial phenomena
prediction. The evaluation performance of the proposed DELP model regarding
to random walk (RW) model was assessed in terms of five well-known perfor-
mance measures and using the Bovespa Index series. In addition, an evaluation
function served as a global indicator for the quality of solutions achieved by the
investigated models.

The experimental results demonstrated a consistently better performance of
the proposed DELP model, where we succeeded in to overcome the random walk
dilemma in a particular financial prediction problem. It is possible to verify that
our predictions have not any one step delay regarding real time series values.
Further studies must be developed to better formalize and explain the properties
of the DELP model and to determine its possible limitations with other time
series with components such as trends, seasonalities, impulses, steps and other
non-linearities. Further studies, in terms of risk and financial return, must be
done in order to determine the additional economical benefits, for an investor,
with the use of the DELP model in stock market applications. Finally, a partic-
ular theoretical study about the complexity of the DELP model must be done
in order to establish a complete cost-performance evaluation of the DELP.
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Abstract. This paper presents a comparative analyzes between three
search algorithms, named Fish School Search, Particle Swarm Optimiza-
tion and Covariance Matrix Adaptation Evolution Strategy applied to
ill-conditioned problems. We aim to demonstrate the effectiveness of the
Fish School Search in the optimization processes when the objective
function has ill-conditioned properties. We achieved good results for the
Fish School Search and in some cases we obtained superior results when
compared to the other algorithms.

Keywords: Fish School Search, Covariance matrix adaptation,
Particle Swarm Optimization, Ill-conditioned problems, Invariance,
Non-separable problems.

1 Introduction

Several real world problems are modeled through ill-conditioned functions due
to the complexity of the relation between their components. An ill-conditioned
function is a type of function that has variables which can generate great im-
pact on the final results upon minimal adjustments. Hansen et al. [1] presented
a comprehensive study on the performance of different search algorithms under
different conditions of optimization when tackling problems with ill-conditioned
characteristics. Hansen et al. investigated the performance of two stochastic
search methods in ill-conditioned functions and non-separable problems for a
set of benchmark functions with a different number of conditions. They assessed
a particular version of the PSO (particle swarm optimization) [2][3] and also an
implementation of the CMA-ES (covariance matrix adaptation evolution strat-
egy) algorithm [4] [5] [6] .

Recently, Bastos-Filho and Lima-Neto [7][8] proposed a swarm intelligence
technique for searching and optimization, called Fish School Search (FSS). FSS
was inspired by the gregarious behavior of fish schools and it can tackle mul-
timodal problems in high dimensional search spaces. In this paper, we assess
the performance of the FSS algorithm when applied to problems with specific
properties, such as ill-conditioning and non-separability. We also compare the
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performance of the FSS to the performance of two other approaches, S-PSO and
CMA-ES.

The remainder of the paper is organized as follows: in section 2 we present
an overview of the FSS algorithm. The concepts about ill-conditioned functions
are described in section 3. The simulation setup, the benchmark functions and
some other aspects are addressed in section 4. In section 4, we also present an
analysis regarding a great number of parameter combinations for the simulated
functions. In section V we give our conclusions.

2 FSS - Fish School Search

Fish School Search (FSS) is a bio-inspired algorithm for searching in high-
dimensional and multimodal search spaces. The FSS functionality is based on
a population of limited-memory individuals, called fish. FSS has two classes of
operators [9], the feeding operator and the swimming operators. The fish school
aims to achieve a collective goal that is to find food. Food is a metaphor for
the fitness function, which measures the quality of the current solution. The
pseudocode of the FSS algorithm can also be found in [9].

2.1 FSS Operators

Feeding Operator: The feeding operation is executed after the individual
movement of the fish. Depending on the individual movement, the weight of the
fish may increase or decrease, which indicates if this movement was successful
or not. Bastos-Filho et al. [9] proposed to use an initial weight equal to 1, and it
can vary up to a maximum scale value (Wscale). The weight is updated based on
the current value of the weight summed to the normalized difference between the
current fitness and the fitness at the new position considering the whole school.
The weights of the fish are updated once in every FSS cycle by the feeding
operator, according to equation (1):

Wi(t+ 1) = Wi(t) +
Δfi

max(Δf)
, (1)

where Wi(t) is the weight of the fish i, Δfi is the difference between the fitness
value at the new position and the fitness value at the current position of each
fish. max(Δf) is the maximum value of Δfi in the iteration considering the
whole school.

Swimming Operator. In nature, animals react instinctively to environmental
stimuli. For the fish, swimming is directly related to all significant individual
and collective behaviors of the school, such as feeding, reproduction, escape from
predators, move to safer positions of the aquarium or just stay grouped. In FSS,
swimming is a vectorial composition of three movements: individual, collective-
instinctive and collective-volitive. These movements are detailed below.
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i. Individual movement: The individual movement operator is executed for
all fish at each iteration of the algorithm. Each fish calculates randomly a
new position within the search space in its neighborhood and evaluates the
new position using the fitness function. If the fitness of the neighbor position
is better, then the fish moves to the new position. Otherwise, the fish remains
in the current position.

The neighbor position is calculated by adding to each component of the
current position a random value generated by an uniform distribution in the
interval [-1,1] multiplied by a step as shown in equation (2).

ni(t) = xi(t) + rand(−1, 1) stepind, (2)

in which xi(t) is the current position of the ith fish, ni(t) is the candidate
position of the fish and rand() is a vector of random number generated
in each iteration. stepind is given as a percentage of the search space and
decays linearly with the iterations. The individual step size of the fish is
updated according to the equation (3) in order to allow more exploration in
the beginning and more exploitation in the end of the search process.

stepind(t+ 1) = stepind(t)− (stepind initial − stepind final)

iterations
, (3)

in which iterations is the total number of iterations, stepind initial and
stepind final are the initial and final steps, respectively.

ii. Collective-Instinctive movement: After the individual movement of all
fish, the algorithm calculates the weighted movement of the whole school for
fish that performed the individual movement. The resultant direction (I(t))
is more influenced by the fish that have highest weights. I(t) is calculated
according to the equation (4). Then, all the fish update their positions by
using equation (5).

I(t) =

∑N
i=1 ΔxiΔfi∑N

i=1 Δfi
, (4)

xi(t+ 1) = xi(t) + I(t). (5)

iii. Collective-Volitive movement: After the two former movements, the al-
gorithm calculates if the weight of the whole school had increased. If it is the
case, we have an indication that the search process had success in the itera-
tion and the radius of the school should contract to allow more exploitation.
Otherwise, the radius should increase in order to allow the school to get out
of local minima and find better regions of the search space. This operator
balances the exploration/exploitation trade-off.

The expansion or contraction of the school is applied as a small adjust-
ment for each position of the fish with respect to the barycenter of the
school. The calculation of the school barycenter is obtained by a weighted
average position of all fish weighted by its respective weight, as shown in
equation (6).
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B(t) =

∑N
i=1 xiWi(t)∑N
i=1 Wi(t)

. (6)

The expansion or contraction of the radius of the school is calculated by
comparing the weight of the school in the previous iteration and the current
iteration. If the weight of the school had increased, the fish must update their
positions according to (7). Otherwise, all fish must update their positions
using equation (8).

x(t+ 1) = x(t)− stepvol rand(0, 1)
(x(t)−B(t))

distance(x(t),B(t))
, (7)

x(t+ 1) = x(t) + stepvol rand(0, 1)
(x(t)−B(t))

distance(x(t),B(t))
, (8)

in which distance() is a function that calculates the Euclidean distance be-
tween the barycenter and the current position of the fish. stepvol is the step
size used to control the movement of fish to or from the barycenter. We used
stepvol = 2stepind.

3 Ill-Conditioned Functions

In [1], Hansen et al. investigate the behavior of PSO (particle swarm optimiza-
tion) [2][3] and CMA-ES (covariance matrix adaptation evolution strategy) [4]
[5] [6] on ill-conditioned and non-separable objective functions.

An objective function is separable with respect to coordinate i if the opti-
mal value for the ith coordinate does not depend on the values for the other
coordinates. A separable optimization problem in dimension n can be solved
by solving n optimization problems in one dimension. Separable problems are
thus easy to solve with a linear complexity in the dimension of the problem,
while non-separable problems are hard to solve and may involve an exponential
complexity in the number of dimensions.

Furthermore, ill-conditioned functions correspond to situations where small
differences in variables, i.e. in different directions in the search space, can gener-
ate very different results for the evaluation function, by several orders of magni-
tude. Ill-conditoned objective functions can hardly guide the search of optimal
solutions and thus provide challenges for any optimization methods.

4 Comparing FSS to CMA-ES and S-PSO

4.1 Simulation Setup

In [1], a benchmark of hard non-separable ill-conditioned functions was tried
with two well-established optimization methods, each of them with a specific
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bio-inspired stochastic search: swarm intelligence (PSO) and evolutionary strat-
egy (CMA-ES). In this section, we present the results obtained with FSS on this
benchmark.

The objective functions are given in Table 1. The search space domain is
[−20, 80]n in both cases. According to the original paper, in the Rosenbrock
function the parameter α tunes the width of the bent ridge that guides to the
global optimum. In the classical Rosenbrock function α equals 100. For smaller
α the ridge becomes wider and the function becomes less difficult to solve. The
α value will be vary between one and 108. Rastringin function was implemented
and tested without any kind of modifications.

Table 1. Test functions rosenbrock and rastrigin and target function values

Function ftarget

FRosenbrock(x) =
n∑

i=1

[α(xi+1 − x2
i )

2 + (1− xi)
2] 10−9

FRastrigin(x) = 10n+

n∑
i=1

[x2
i − 10cos(2πxi)] 10−9

For the configuration setup and tests, we used all parameters according to the
S-PSO presented in the original paper. We used 10 dimensions for both bench-
mark functions. For the Rosenbrock function, we used 16 fish. For the Rastrigin
function, we used the following swarm sizes 10, 16, 30, 100, 300 and1000. The
simulations were performed using 21 runs of the algorithm, for each configura-
tion in both functions. In each of the executions of the algorithm, the evaluation
function call was 107 times. The stopping criterion for each run is when the max-
imum number of function evaluations was reached. The FSS implementation was
based on the FSS-Vanilla JavaTMversion1.

4.2 Simulation Results

Table 2 is a summary of the results obtained from the simulations using FSS
for both benchmark functions. The table depicts the average and the (standard
deviation) values for the fitness and the execution time for all simulations. We
just achieved the target value for the optimization process in the Rastrigin func-
tion using 16 and 30 fish. One can observe that the target value (10−9) was not
reached for the Rastrigin function for the other configuration settings. We be-
lieve that 10 fish are not enough to provide the proper exploration of the entire
search space, whereas too many fish can mitigate the exploitation capacity. We
did not achieved the target value for the Rosenbrock function in any case.

1 Published: http://www.fbln.pro.br/fss/versions.htm

http://www.fbln.pro.br/fss/versions.htm
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Table 2. FSS simulations summary, considering fitness value (average and std devia-
tion) and time, for each configuration

FSS Fitness Time(ms)

Function Dimensions Size α Average Std Dev Average Std Dev

Rosenbrock 10 16

1 2,76E-03 4,76E-04 3,11E+05 7,04E+02

10 2,44E-02 4,88E-03 3,21E+05 4,64E+03

100 2,67E-04 3,74765E-05 2,67E-04 3,74765E-05

300 5,54E+00 3,94E-01 3,23E+05 1,21E+03

1000 2,28E-04 3,51995E-05 2,28E-04 3,51995E-05

Rastrigin 10

10 - 3,05E-06 6,65E-07 2,35E+05 4,93E+02

16 - 1,75514E-10 2,49508E-11 1,75514E-10 2,49508E-11

30 - 8,38232E-11 1,80445E-11 8,38232E-11 1,80445E-11

100 - 1,82707E-07 3,64708E-08 2,34E+06 2,06E+04

300 - 4,56812E-08 7,84523E-09 7,09E+06 2,67E+05

1000 - 9,56496E-09 1,37591E-09 2,38E+07 8,98E+04

Table 3 shows the results for the analysis of the effectiveness and (number of
times the algorithm obtained the fitness target - maximum is 21 trials) consid-
ering the FSS, S-PSO and CMA-ES. Although the standard version of the FSS
is not able to solve configurations tests, one can observe that the FSS can solve
the problem with low number of fish, while the S-PSO and the CMA-ES need
300 particles and 1000 individuals, respectively, to solve the same problem.

Table 3. Analysis of the effectiveness (number of times the algorithm obtained the
fitness target) considering the FSS, S-PSO and CMA-ES

Entities 10 16 30 100 300 1000

S-PSO - - 5%(1) 71%(15) 100%(21) 100%(21)

CMA-ES - - - 24%(5) 76%(16) 100%(21)

FSS - 100%(21) 100%(21) - - -

5 Conclusions

In this paper we assessed the performance of the FSS for two well known ill-
conditioned functions, Rastrigin and Rosenbrock. We compared the results with
the results obtained by CMA-ES and S-PSO. The overall results were some-
how counterintuitive, since FSS excelled for the apparently more ill-conditioned
function (Rastrigin), producing excellent results for situations in which the two
competing techniques not even could produce anything. And this could be due
to the built-in set of mechanisms that endow FSS to perceive ‘ill-conditions’ of
problems.
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On the other hand, the topology of Rosenbrock function, with the global
minimum inside a long parabolic shaped flat valley, makes it hard to spot the
global minimum during the optimization process. The poor results obtained with
FSS (for that particular function) are likely due to a premature convergence of
the search process convergence in local minima. Though FSS has a mechanism to
self-adjust exploration and exploitation modes, the topology of this apparently
simple function does not allow FSS to escape from local minima. We hypothesize
that the premature convergence of the FSS can be related to the linear decreasing
of search steps for Individual and Volitive movement operators. In a future work,
this kind of problem will be addressed.

Another point quite interesting is that FSS method is rather easy to adjust,
as many parameters can be left without change. One reason for example is due
to its self-control of exploration and exploitation modes.

Although counterintuitive, the increase of the number of fish may compro-
mise the performance of the FSS method because not-directly it adds on the
granularity of the search. This eventual artifact of acceleration of convergence is
subject to change in the next release of FSS.
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Abstract. Many data mining and simulation based algorithms have been ap-
plied in the process mining field; nevertheless they mainly focus on the process 
discovery and conformance checking tasks. Even though the event logs are in-
creasingly represented in semi-structured format using XML-based templates, 
commonly used XML mining techniques have not been explored. In this paper, 
we investigate the application of tree mining techniques and propose a general 
framework, within which a wider range of structure aware data mining tech-
niques can be applied. Decision tree learning and frequent pattern mining are 
used as a case in point in the experiments on publicly available real dataset. The 
results indicate the promising properties of the proposed framework in adding 
to the available set of tools for process log analysis by enabling (i) direct data 
mining of tree-structured process logs (ii) extraction of informative knowledge 
patterns and (iii) frequent pattern mining at lower minimum support thresholds.  

Keywords: process mining, frequent subtree mining, XML database, DSM. 

1 Introduction and Related Works 

A business process is a set of related activities following some logical order whose 
objective is to create a complete product or service for a customer or a market [1]. 
Business processes are now supported by computer systems and when a business 
process is executed it leaves traces in an event log (also called process log). From this 
log one can perform different types of analysis such as process discovery, confor-
mance checking and process enhancement which are commonly called as process 
mining tasks [2]. Process discovery finds the model that best describes an event log. 
Many types of models are graphical-based and describe a variety of control flow con-
structs e.g. sequence, loop, choice, parallel, synchronization. Conformance checking 
tries to find any difference between the log and the model. If there are discrepancies, 
depending on whether the view of the model is descriptive or normative, one can 
conclude that either the model is wrong or the event log deviates from the desired 
model, respectively. Process enhancement analyzes other dimensions of the process 
log, e.g. actors and activities (work distribution), actors and actors (social network 
analysis), actor behaviors and decision mining [3], using a variety of data mining and 
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statistical methods. Frequent pattern mining applied in the process mining area has 
been observed in [4] where a database of execution is examined to find the frequent 
sub-graph patterns that leads to a successful execution of a business process.  

XML and XML based markup languages are now widely used in many domains 
due to flexibility, expressiveness, extensibility and portability nature. There is a recent 
momentum in representing event log in XML format. The first XML standard created 
for event log is MXML [5] and more recently, XES standard was proposed in [6].  
Other attempts in using XML to store event logs are presented in [7] and [8]. Semi-
structured documents such as XML are known for their ability to represent the con-
textual information among different data items in a domain specific way. Due to their 
hierarchical nature XML documents are commonly represented as rooted ordered 
labeled trees [9]. To enable the discovery of association between semi-structured data 
objects, the pre-requisite is to extract all frequent subtrees. This task corresponds to 
the frequent subtree mining (FSM) problem and is one of the most commonly utilized 
techniques for analyzing XML data. Many frequent subtree mining algorithms have 
been proposed to date but their application to analysis of business process data is 
limited due to the inherent complexity in data. To alleviate the complexity associated 
with mining complex structures and to enable a wider range of data analysis/mining 
techniques to be directly applied on tree-structured data, a structure-preserving flat 
data format of tree-structured data such as XML has been recently proposed in [10]. 
An interesting implication of the method is that the exact positions of nodes/attributes 
are taken into account during the knowledge discovery process. This property can be 
useful in process mining as events/activities are distinguished based on their context 
or exact occurrence within a trace of events. Using this technique as a basis, a general 
framework for encompassing a broad range of business process dimensions during the 
analysis phase is proposed. Frequent pattern mining and decision tree learning me-
thods are used as case in point and applied to a publicly available real-world dataset.  

2 Motivation and Scenario 

Control flow/model discovery is currently the main focus within the process mining 
field. However, in many cases, the process may not be so well-structured resulting in 
“spaghetti-like” process models, as well as the representational bias where most exist-
ing approaches discover models that do not make much sense to the user [2]. This can 
hinder the analysis of the event log as well as introduce bias due to expectation driven 
analysis, currently largely done through simulation and visualization techniques. This 
motivates us to take a different approach to allow users to directly analyze the event 
log, without using the process model as a basis for analysis. For example, a user may 
be interested in detecting some specific instances of inconsistencies in process execu-
tion or generally discovering frequent associations among process aspects, (e.g. asso-
ciations among business process activities, actors, exceptions, execution time etc.). To 
the best of our knowledge, no techniques capable of directly mining semi-structured 
event log have been explored in the process mining field. Even though PROM [2] can 
read the XES/MXML file directly but it still converts it into sequence/relational  
structure suitable for process mining algorithm. For example, the frequent subtree 
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mining methods are the basis for discovering interesting associations among tree-
structured data objects in XML data, but their utilization in the process mining field is 
still to be explored. Similarly, methods capable of taking structural aspects into ac-
count during tasks such as clustering [11, 12] and classification [13] are yet to be 
explored in the business process mining research field. 

A simplified example trace of a process log represented in XES format is displayed 
in Fig. 1, which was extracted from the publicly-available Dutch Hospital1 process 
log dataset. Each trace contains an attribute Diagnosis code and Age (discretized in 
our example) group of the patient. Each event has an entity concept:name 
representing the name of the activity and an org:group showing the department where 
the activity is carried out. There can be additional entities e.g. org:type showing addi-
tional information of the activity. In the data mining field, an XML document is often 
modeled as a rooted ordered labeled tree and the strings/labels are mapped to integers 
for faster processing [9, 14]. On the left of Fig. 2, we provide an example string to 
integer mapping, and the Trace 1 tree is the representative of the example trace from 
Fig. 1. In the tree mining field, pre-order string encoding is one of the ways used for 
efficient tree representation. A pre-order string encoding lists the nodes in the se-
quence of the pre-order traversal of a tree, and uses a special symbol (e.g. ‘-1’) when 
backtracking up the tree. For example, the pre-order string encoding of the Trace 1 in 
Fig. 2  is ‘0 2 -1 4 -1 1 6 -1 11 -1 -1 1 7 -1 11 -1 -1 1 8 -1 12 -1 15 -1 -1’.  

<trace>
<string key=”Diagnosis code” value=”M13">
<int key=”Age” value=”21‐65">
<event>

<string key=”concept:name” value=”Consult”>
<string key=”org:group” value=”Radio Therapy”>

</event>
<event>

<string key=”concept:name” value=”Administration”>
<string key=”org:group” value=”Radio Therapy”>

</event>
<event>

<string key=”concept:name” value=”Blood Test”>
<string key=”org:group” value=”General Lab”>
<string key=”org:type” value=”Hemoglobine”>

</event>
</trace>
<trace> ...  

Fig. 1. One part of a simplified Hospital Process Log 

Due to the tree-structured nature of the event log in XES, the activi-
ties/characteristics e.g. ‘Consult’, ‘Administration’, etc. are contextualized by the 
node ‘event’. The context of a set of activities/characteristics is important as it indi-
cates their occurrence within particular stage of process execution, and they character-
ize that stage/event. By using different tree mining techniques, we can directly  
mine the process log without going through the process discovery step. For example, 

                                                           
1 http://data.3tu.nl/repository/ 
 uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54 
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applying frequent subtree mining at minimum support of three on the example tree 
database of Fig. 2 would discover a set of frequent subtrees that occurred in three 
traces. An example of such a frequent subtree is shown in Fig. 3. As one can see, a 
subtree pattern preserves the structural characteristics of the data and the activi-
ties/characteristics of a particular event are grouped together. However, the resulting 
subtree pattern does not clearly show the position of its subtrees ‘1 6 -1 13 -1’ and ‘1 
9 -1 14 -1’ within the overall trace, and in reality there could be other events that oc-
cur in between the events, as is the case in Trace 2 and Trace 3 from Fig. 2. A certain 
event within a trace may need to be distinguished based on their occurrence within the 
workflow as a whole. This may be the case during conformance checking to a desired 
business process model, where if certain actions are performed at the different phase 
during process execution they have different implications. A method proposed in [10, 
12] distinguishes tree-structured knowledge patterns based on their occurrence within 
a general database structure model. As such it forms the basis of the proposed frame-
work explained next. 

 

Fig. 2. Part of hospital log trace represented in trees 
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3

146

1 1

13 9
 

Fig. 3. An example frequent subtree of the hospital log trace in Fig. 2 

3 Proposed Framework 

The proposed conceptual framework is shown in Fig. 4 that consists of four main 
phases, pre-processing, database structure model (DSM) extraction and tree to flat 
representation [10], knowledge discovery and interpretation. Depending on the specif-
ic purpose of the process mining task, different pre-processing techniques could be 
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used e.g. grouping/removal, discretization, filtering etc. If the MXML/XES data is not 
ready, extract transform and load methods can be used [2]. This semi-structured file is 
modeled as a set of rooted ordered labeled trees and represented in a pre-order string 
encoding [14]. For definitions of tree concepts and overview of tree mining algo-
rithms, please refer to [9, 14].  

 

Fig. 4. Proposed framework 

In phase 2 of the framework, using a technique described in [10] tree-structured da-
ta is converted into a flat data structure format (henceforth referred as table) so that 
both structural and attribute-value information is preserved. The approach starts by 
first extracting a database structure model (DSM) [10, 12] of which each tree instance 
is a valid subtree. This DSM contains the most general structure where every instance 
from the tree database can be matched to. The DSM tree of the tree database from 
Fig. 2 is shown in Fig. 5a. The pre-order string encoding of DSM will become the 
first row of the table where nodes xi (i corresponds to the pre-order position of the 
node in the tree) and backtracks bj (j corresponds to the backtrack number) are used as 
the attribute names. The remaining rows of the table are filled by matching the string 
encoding of the tree instances to the DSM. For each record, when a label is encoun-
tered, it is placed to the matching column under the matching node xi in the DSM 
structure. When a backtrack (‘-1’) is encountered, a valued ‘1’ is placed to the match-
ing backtrack bj. Remaining entries are assigned a value of ‘0’ (non-existence). The 
flat representation of the example trace is shown in Fig. 5b.  

To indicate structural characteristics of the knowledge patterns discovered, they 
can be re-mapped to the DSM. Hence, structural complexity is avoided and structural 
characteristics of the data are preserved. In this particular application the backtrack 
attributes and corresponding columns can be omitted from the flat representation, as 
they are kept in the DSM. For pseudo code of the conversion process and illustrative 
examples, please refer to [10, 12]. This conversion process enables the application of 
frequent pattern mining, clustering, classification and prediction techniques originally 
developed for vectorial data directly to tree structured process data (knowledge dis-
covery phase in Fig. 4). For example, the frequent subtree mining can be done by 
converting the table into itemset format where each item is a combination of the node 
value and its corresponding position. Fig. 5c shows one frequent itemset at minimum 
support set to 3 and its corresponding subtree annotated with position value. The 
common characteristics among the three process instances is that they all share the 
same Diagnosis code (‘M16’) and the process starts with the ‘Consult‘ activity done 
in the ‘Obstetrics Lab’ department (the contextual node of ‘Consult’ is the node 
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‘Event’ at X3 which flags the first event). The node ‘Event’ at X6 points out that there 
is another activity at the second event of three traces but they are not the same across 
the three traces. Furthermore, the activity ‘Cytologic’ administered in ‘Pathology’ 
department shown in Fig. 3 did not occur in DSM-based subtree, which indicates that 
these attributes were not frequent in the third event but were frequent when their oc-
currence in the second and third event was counted together. 

Besides indicating the structural characteristics of the knowledge patterns discov-
ered, in the interpretation phase of the framework, the patterns will be evaluated for 
their specific use in a given application. For example in outlier/exception detection, 
analysis and prediction, the different knowledge discovery techniques will be ex-
plored for their utilization for such purposes. For example, a low occurring frequent 
subtree pattern is suspect of being an outlier, and the difference to the more frequently 
occurring patterns reflecting the norm will be investigated. The instances that contain 
such rare patterns may correspond to an outlier. The classification methods can be 
useful for outlier prediction purposes. Hence, once the outlying instances are detected, 
the instances themselves will be labeled as outlying and others as norm and classifica-
tion techniques are run to discover a classification model. This knowledge model can 
then be used to predict the outlying behavior, when a set of pre-conditions during 
business process execution path become true. In the next section we perform some 
preliminary experiments on a real-world data set to show the potential of the frame-
work in adding to the available set of tools for process log analysis. 
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Fig. 5. (a) DSM tree (b) Flat representation (c) One frequent closed itemsets at minimum sup-
port = 3 and its corresponding subtree 
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4 Experiments and Discussion 

In the previous section we have described a general framework within which many 
data mining methods can be directly applied to tree-structured process logs. In this 
section we take frequent pattern mining and classification task as a case in point to 
demonstrate the applicability of the proposed approach and the usefulness of results in 
one domain. Frequent pattern mining is a pre-requisite and the most complex task that 
enable one to form association rules describing interesting associations between the 
data objects (e.g. associations occurring among process activities, actors, exceptions, 
execution time, etc.). In the first experiment we apply DSM based frequent pattern 
mining on the dataset to show the information content of the discovered patterns and 
their potential usefulness/actionability in the domain. This approach is compared with 
one traditional frequent subtree mining method for varying minimum support values. 
In the second experiment we focus on the classification task and use decision tree 
learning as a case in point. The classification methods are useful when the process log 
can be labeled with respect to a business need to build prediction model for a particu-
lar business aspect (e.g. duration, performance bottleneck, known cases of excep-
tions/fraud).  The hospital dataset which is mentioned in Section 2 is used in our 
experiments. Each trace in the input file contains a set of attributes e.g. diagnosis, 
diagnosis code, treatment, treatment code, start time, end time, age etc. The dataset 
contains a large number of attributes; we mainly observe the attributes ‘treatment 
code’ and the relationship between it and others. The preprocessing steps are (1) re-
move all attributes of the each trace except the ’treatment code’; this attribute serves 
as a class for the classification purpose, (2) concatenate different treatment codes of 
each trace into one value (3) delete all traces but those belonging to the two most 
populous treatment codes (‘101’ and ‘803’), and (4) convert the XML file into a set of 
rooted ordered labeled trees. The structural properties of the resulting dataset are as 
follows: |transactions| = 506; avg. length of encoding = 639.4; max. tree size = 4778; 
avg. height of trees = 2; avg. fan-out of trees= 7.13; avg. size of trees = 320.2; max 
height of trees = 2; max. fan-out of trees = 598.  

Frequent Closed/Maximal Pattern/Subtree Mining. We compare the time perfor-
mance and patterns extracted from a frequent closed subtree mining algorithm 
CMTreeMiner [15] with the frequent closed itemset mining algorithm LCM [16] ap-
plied on the flat representation of the tree acquired using DSM method [10] (abbre-
viated as LCM-DSM). The purpose is to demonstrate that using the proposed ap-
proach lower support thresholds can be handled. 

The experiments were run on Linux machine, Intel Xeon E5345 at 2.33 GHz, 8 GB 
RAM and 4MB Cache Open SUSE 10.2. The two tests are repeated with eight differ-
ent support values. The number of frequent closed/maximal subtrees detected using 
LCM are displayed in Table 1. The CMTreeMiner fails to produce result at any other 
support less than 0.9, at which eight closed and one maximal subtree are detected. The 
difference in number of closed subtrees detected between the two approaches is due to 
the fact that using the proposed LCM-DSM approach further distinguishes the  
subtrees based on the exact position of the nodes within the DSM (as explained in 
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Section 3). The time performance of each algorithm is presented in Fig. 6. The DSM 
extraction and tree to flat conversion for different support were on average 2.6 and 0.3 
seconds, respectively. 

Table 1. Number of closed/maximal subtrees using LCM-DSM 

Support 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 
Closed 2 5 15 28 60 151 36630 4984965 

Maximal 1 2 4 3 5 13 5555 257424 

 

 

Fig. 6. Time performance 

The closed subtree detected using CMTreeMiner at 90% support is shown in Fig. 7. 
This subtree occurs in 493 instances, and hence the event ‘administratief tarief’ and the 
administered department ‘Obstetrics & Gynaecology’ occur in 493 from the total of 
506 process instances. Note that, no closed or maximal subtrees contained the nodes 
keeping the treatment code values ‘101’ and ‘803’ at support = 90% because they oc-
cur in 98 and 408 instances, respectively. Further, for the frequent closed subtree from 
Fig. 7, it is not certain whether any other event(s) occurred between detected events 
among the instances and/or whether the additional events differed. 

On the other hand the DSM approach can detect subtree patterns at every support 
level tested. This confirms the capability of the DSM approach in reducing the com-
plexity caused by the structural properties inherent in data, as stated in [10, 12]. Fig. 8 
shows a closed frequent subtree pattern containing the node ‘treatment code = 101’ 
extracted from the pattern set when the support is 0.5. This subree is representative 
for 269 process instances of the ‘treatment code = 101’ class in the event log. Know-
ing that each event contains 7 attributes, we can infer that the event nodes at X2, X10 
and X18 representing the first three events of the 269 process instances. To find a subt-
ree pattern reflecting the class ‘treatment code = 803’ a lower support of at most 18% 
would need to be used due to this class occurring in only 98 instances.  The closed 
frequent subtree shown in Fig. 9 (shown partially due to space limitation) characteriz-
es 93 process instances with treatment code ‘803’, out of a total of 98 instances of that 
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class. It is noticeable that the subtrees found are more informative than traditional 
subtrees as the position of each node is preserved, thereby indicating the context of an 
event or action, and its exact occurrence within a trace. The subtrees detected for the 
different treatment codes indicate the common process execution path for a particular 
treatment. However, only some specific activities and characteristics were detected to 
occur in all process executions, while there was a variation in activities/characteristics 
of other events. This indicates that there is in reality no global standard in the process 
execution for a particular treatment and many variations exist. To detect different 
variations or non-standard process executions, lower minimum support value would 
be used. At lower support thresholds more subtrees would be detected which reflect 
common activities/characteristics for subsets of process executions/traces of the 
treatments. Generally speaking, frequent subtree mining can be used to reveal com-
mon/different characteristics of process executions, which depending on the applica-
tion domain can be useful for exception detection and handling, standardiza-
tion/optimization of process executions, etc.  

 

Fig. 7. A frequent closed subtree detected using CMTreeMiner 

 

Fig. 8. A frequent closed subtree characterizing treatment code ‘101’ 

 

Fig. 9. A frequent closed subtree characterizing treatment code ‘803’ 
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Decision Tree Learning. The aim is to find the distinguishing characteristics of the 
process instances having the two treatment codes ‘101’ and ‘803’. We focus on the 
application of the C4.5 decision tree learning algorithm [17] and Weka software [18] 
is used, on the structure preserving flat representation of the tree database.  Fig. 10 
shows the decision tree learned, which took a total of 0.14 seconds to build, and had 
97.4% accuracy evaluated using ten-fold cross validation. The rule characterizing the 
process instances with treatment code ‘803’ is that “if X514 = ’event’ and X139 = 
’group = General Lab Clinical Chemistry’ then the treatment code is ‘803’”. This 
rule correctly classifies 93 process instances and misclassifies one. As the position of 
the data is incorporated in the result, we know that X514 keeps the values of the 65th 
event of each trace (the two possible values are either = ‘event’ or ‘NO’) and X139 
keeps the values of the second attribute of the 18th event of each trace (there are seven 
different possible values: ‘group=General Lab Clinical Chemistry’, 
‘group=Radiology’, etc.). It can be observed that the majority of process instances 
with treatment code ‘101’ (403 over 408 total instances) have less than 65 activities. 
On the other hand most process instances with treatment code ‘803’ (93 over 98 total 
instances) have more than 65 activities.  While in this domain, the classification task 
may not have extended use besides showing the distinguishing characteristics of 
treatment process executions, learning classification models from data where labels 
are specifically assigned (e.g. known cases of fraud or undesired outcome) can be 
extremely useful. The learned model can then be used to predict future cases that are 
likely to result in an undesired outcome and allow for timely intervention. 

 

Fig. 10. C4.5 decision tree learned the flat representation of the tree database 

5 Conclusion and Future Work 

Traditional process mining mainly explores different applications of process models, 
for example, how they can be discovered/learned, enhanced and conformance check-
ing is often performed. Providing that process logs are increasingly available in XML 
format, this paper introduces a framework that enables the direct application of a wide 
range of data mining/analysis methods to tree structured process logs. Two experi-
ments were done on real dataset showing the promising capabilities of this frame-
work. First experiment shows the tree-structured subtree patterns can be discovered at 
relatively low support thresholds, and the patterns learned are more informative as the 
position of the nodes (reflecting actions/events in traces) is incorporated in the results. 
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The second experiment shows how close discriminating characteristics can be directly 
detected from tree structured process log data. These results demonstrate the potential 
of the proposed framework to provide an alternative approach to process log analysis. 
Furthermore given that the proposed framework enables direct application of a wider 
range of data mining/analysis techniques to tree structured/semi-structured process 
logs, it expands the pool of available techniques for process log analysis. In the future 
work we will explore these techniques as well as clustering for their applications to 
exception detection/analysis/prediction, model conformance checking, and in general 
discovery of patterns encompassing broad aspects of processes. 
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Abstract. Face detection is a research area in computer vision that has
received much attention in recent years and a lot of commercial applica-
tions were developed using this technology. Even though several methods
have been developed, there are still some particular situations that need
improvements, especially those related to variations in illumination and
face occlusions. In general, illumination problems are handled by using
preprocessing, and model or training-based approaches. Here, we propose
a face detection method that combines well-known AdaBoost with Gra-
dientfaces technique following a model-based approach, which was not
yet used for the face detection problem. We applied Gradientfaces be-
fore training an AdaBoost Haar-based cascade classifier to overcome the
problem of strong variations in illumination. Quoted approaches were
evaluated in two different datasets, containing first artificial and then
real illumination problems. Experiments show that proposed method is
stable when facing different lighting conditions, and better than others
when dealing with strong and uncontrolled illumination problems.

Keywords: Face detection, Gradientfaces, AdaBoost.

1 Introduction

Face detection is the first stage of any computer vision face related technique,
such as face recognition, face posing, facial expression analysis, and facial compo-
nents detection - e.g. eyes, mouth and nose. Face detection can be embedded in a
wide range of applications such as tracking systems, intelligent human-computer
interaction, surveillance and security systems, content-based image retrieval, and
video conferencing.

Over the past years, a variety of methods have been proposed to deal with
face detection problem, in particular [1], [2], and [3] are of interest. However,
most existing face detection methods has its performance strongly affected by
occlusion, and variations in illumination, or pose, mainly if these methods were
subject to real images. Phillips et al. argued that pose and illumination variations
are two problems that cause a bottleneck for a practical face recognition system
[4]. Thus, illumination variation is one of the most significant factor affecting
the performance of real life computer vision applications and has received much
attention in recent years [5].
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According to Bo Du et al. [6], model-based approaches are best suited in
theory, since it faces some practical problems such as performance and other
image constraints or assumptions. Due to the lack of model-based algorithms
for face detection, we have combined classical AdaBoost classifier [2, 3] with
Gradientfaces [5] in order to reach an illumination insensitive face detector. In
our case, instead of using an illumination compensation method, we trained
an AdaBoost Haar-based cascade classifier with the Gradientfaces of the input
images. So the learning process occurs with illumination insensitive features. In
the detection phase, the input images are processed using Gradientfaces prior to
detection using trained AdaBoost classifier.

In our experiments, we evaluate different approaches dealing with lighting
changes, including: the proposed method as a model-based approach; several
preprocessing algorithms, such as gamma intensity correction and different his-
togram techniques; and a classifier trained with images of faces in different light-
ing conditions as a training-based approach.

The remaining sections of this paper are organized as follow: in Section 2, a re-
view of the AdaBoost and Gradientfaces techniques is done — also the proposed
method which combines both methods is presented; in Section 3, we describe
the experiments and results, comparing the detection performance between the
three presented approaches; finally, some discussion and conclusion are presented
in Section 4.

2 Face Detection Using AdaBoost and Gradientfaces

We have developed a new face detection procedure that uses AdaBoost and Gra-
dientfaces. The idea is to combine the best of both techniques: AdaBoost, as the
state-of-art face detection method with interactive learning and simple charac-
teristics that reaches fast processing; and Gradientfaces as a lighting insensitive
measure to overcome illumination problems.

Combined AdaBoost and Gradientfaces reaches the same results as conven-
cional AdaBoost in normal lighting conditions and its performance is better
than AdaBoost in insufficient or degraded lighting conditions. The procedure is
done in a straightforward manner, i.e. it’s not necessary a prior knowledge of
the image to be processed which demonstrate the lighting insensitive property
of Gradientfaces.

In the begining of training phase, all images should be processed using Gra-
dientfaces. Conventional AdaBoost training is then executed using preprocessed
images as the input dataset. This way, extracted features are also insensitive to
illumination changes. Note that it is not necessary to use illumination degraded
images during training phase neither images should be preprocessed to lighting
compensation. At runtime, images where faces should be found must also be pro-
cessed using Gradientfaces before applying AdaBoost detection with obtained
features. It is not necessary to process all sub-windows, only the entire image
needs to be processed at the beginning of the scanning process to find faces.
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2.1 AdaBoost Face Detection

Adaptive Boosting or AdaBoost is a machine learning method, formulated by
Yoav Freund and Robert Schapire as described in [7] and [8]. It is used to boost
the classification performance of a simple learning algorithm, creating in this
way strong classifiers by combining a collection of weak classifiers.

AdaBoost was successfully introduced in computer vision for robust real-time
object and face detection using a Haar-based cascade of classifiers by Viola and
Jones [2], [3]. Viola and Jones proposals are based on three main ideas: an image
representation called integral images which allows very fast computation of the
rectangle features; AdaBoost learning of visual features to select a small number
of critical features from a very large set; and a cascade of classifiers which allows
a coarse to fine search, increasing the performance of the detection.

AdaBoost learning is then used to select key weak classifiers from the set of
possible weak classifiers. The final strong classifier takes the form of a perceptron,
a weighted combination of weak classifiers followed by a threshold [2], [3].

Cascade of Classifiers. Increased detection performance is achieved through
a cascade of classifiers which radically reduce computation time. The stages
of the cascade are constructed by training classifiers using AdaBoost. The key
insight in this procedure is that smaller, and therefore more efficient, boosted
classifiers can be constructed which reject many of the negative sub-windows
while detecting almost all positive instances [3].

Within any image a huge number of sub-windows are negative. The structure
of the cascade reflects this fact, since it attempts to reject as many negatives as
possible at the earliest possible stage. This cascade structure is called attentional
cascade and it is based on a coarse-to-fine grained strategy. It is responsible
for dramatically increase the speed of the detector by focusing efforts on the
promising regions of the image.

2.2 Gradientfaces

Gradientfaces is an illumination insensitive measure extraction method initially
proposed by Zhang et al. [5] and applied for face recognition under varying
lighting. The method transforms a face image into the gradient domain, this
operation generates the Gradientface. Theoretical analysis shows that Gradient-
faces is insensitive to illumination and robust to different illumination, including
uncontrolled natural lighting conditions [5].

The advantage of the proposed method can be summarized as follows: Gradi-
entfaces is insensitive to illumination changes, including uncontrolled (natural)
lighting conditions; Gradientfaces is extracted from the gradient domain, be-
ing able to reveal underlying inherent structure of image data; the method is
able to apply directly to any single face image neither does it require any prior
information on 3-D face shape and many training samples [5].

Based on image reflectance model, a face image I(x, y) is regard as a product
I(x, y) = R(x, y)L(x, y), where R(x, y) is the reflectance and L(x, y) is the
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Fig. 1. Example of Gradientfaces extracted from [5] showing in the first line five images
of one subject from Yale B database, each of them under varying angle lighting sources,
and the corresponding Gradientfaces in the second row

luminance at each point (x, y) [9]. In order to extract illumination insensitive
measure from gradient domain, according to the illumination model, given an
arbitrary image I(x, y), Gradientface can be computed as the ratio of y-gradient
to x-gradient of I(x, y). That is:

G = arctan

(
I∂y
I∂x

)
, G ∈ [0, 2π), (1)

where I∂x and I∂y are the gradient of image I(x, y) in the x and y directions,
respectively. Arctangent function is used because the ratio of y-gradient to x-
gradient of image might be infinitude derived by zero value of x-gradient. Thus, it
can not be directly used as the illumination insensitive measure. Fig. 1 shows the
original images under different illumination angle sources and the corresponding
Gradientfaces.

3 Experiments and Results

We have performed two experiments to confirm our hypothesis using (a) an
artificial illumination degraded face dataset and (b) a face dataset with real
illumination problems. Our goal was first to validate the proposed method and
them to prove the hypothesis in images that contain real illumination problems,
while comparing different approaches to deal with lighting problems.

To obtain a correct comparison, the classical AdaBoost from [3] was imple-
mented and trained in equal condition with the same public database used by Vi-
ola and Jones. Trainings were done with equal minimum detection and maximum
false positive acceptable rates per layer and the same target overall false positive
rate, using practical acceptance rates and obtaining approximately equal rates
for all validation and test datasets. To confirm this, tests were done using trained
classifiers with more than 154,000 images containing no faces and 160 faces were
detected, false alarm rate of approximately 1/1,000. With these results, we can
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Fig. 2. Examples of two subjects (first and second rows) with vertical or horizontal
illumination problems artificially and randomly introduced. First column shows orig-
inal images extracted from PIE database. Second column shows original images with
shadows that degrade 10% the original lighting. Third column shows original images
with shadows of 20% of degradation and so on until the last column with shadow of
90% of degradation.

isolate false positive rates and they will not be considered. Two different train-
ing were done: directly using face images with lighting problems, generating a
basic training-based face detector and using Gradientfaces of the same images,
generating a model-based classifier, our combined AdaBoost and Gradientfaces
(MB-GF). The basic training was tested in five configurations, without prepro-
cessing input images, that is, only a training-based classifier (TB), and using
preprocessing-based techniques: gama intensity correction (PB-GA) with factor
of 0.5; histogram equalization (PB-HE); Contrast-limited Adaptive Histogram
Equalization (PB-AH), known as CLAHE; and histogram adjustment (PB-HA)
— using the intensity values that represent the bottom 1% and the top 1% of
the range as the adjustment limits.

The first tests were done using a database of 4,916 faces with shadows arti-
ficially introduced. In these images, shadow regions were made horizontally or
vertically, with locations and sizes randomly chosen. We have generated nine sets
of 4,916 images containing all original images with problems from 10% to 90%
in the illumination level. A degradation of 10% means pixels in the shadow area
had their values reduced by 10%. And so on, until an image with degradation of
90% meaning pixels in the shadow area had their values reduced by 90%. E.g. if
we apply a 100% degradation, the pixels under shadow area would be all equal
to zero and a degradation of 0% would not change pixel values in the shadow
area. Fig. 2 shows examples of the resulting images from artificial test base.

Fig. 3 shows comparative results between the techniques. As can be seen, in
normal conditions, that is, with no lighting degradation, most of techniques ob-
tained approximately the same result, only the adaptive histogram preprocessing-
based technique (PB-AH) have caused a diminish in detection rate. When the
degradation is increased, we can observe different behavior of the studied ap-
proaches. Training based approach (TB) has its performance linearly affected
by lighting degradation, going from more than 90% without lighting degrada-
tion to less than 30% in the higher degradation level. Preprocessing-based tech-
niques showed a varying behavior. The performance of (PB-AH), (PB-HA), and
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Fig. 3. Results comparing classical AdaBoost and the proposed AdaBoost with Gra-
dientfaces

(PB-GA) is strongly affected with lighting degradation levels greater than 50%.
In the other hand, the simple histogram equalization (PB-HE) and the proposed
(MB-GF) present good and stable results in all levels for this type of degradation.
The overall difference between all techniques increases significantly from 0.59%
with degradation of 10% (excluding (PB-AH) result) to 42.68% with degrada-
tion level of 90%. The difference in performance is accentuated especially when
degradation exceeds 50%. We’ve considered these results expressive even with
an artificial test base.

As initial experiments showed promising results, we conduct further experi-
ments this time using images with real lighting problems. Images were obtained
from the PIE and Yale databases. In the total, 315 images of 15 subjects have
been collected from the PIE database, each containing a person with the face
approximately frontal and with lighting problems varying from side shadows to
excessive frontal lighting. A total of 45 images of 15 subjects have been collected
from Yale database, containing 3 images of each subject, one with normal frontal
illumination and 2 with side (left and right) lighting effects. Fig. 4 shows some
examples of images from these datasets.

Fig. 4. Examples of images with real illumination problems from Yale and PIE
databases. On the left column, it is shown 3 people from the Yale database, each of
them with left, centered and right lighting. On the right column, it is shown a person
from PIE database with great lighting variability.
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Table 1 shows the results obtained in these datasets. As can be seen, pro-
posed method (MB-GF) is better than others when applied in both Yale and
PIE databases. It can be observed also that all other methods present unsta-
ble results, with the training-based technique (TB) being the worst in both.
Histogram-equalization (PB-HE) continues presenting stable results, even being
inferior to the best ones. Other techniques present a wide variation when sub-
jected to variations in lighting even with gama intensity correction achieving a
good result in Yale base. Proposed method remained stable and achieved the
best results, superior to 80%. In general, Yale results are better than PIE re-
sults because PIE base has more uncontrolled lighting variations and complex
background.

Table 1. Comparison results on Yale and PIE databases

Method PIE Yale

TB 51.91% 61.36%
MB-GF 80.57% 84.09%
PB-AH 53,50% 68.18%
PB-GA 58.59% 84.09%
PB-HA 70.38% 59.09%
PB-HE 71.65% 77.27%

4 Conclusion and Discussion

We have described a new face detection method for images that present illumina-
tion problems. The procedure combines classical Adaboost with Gradientefaces
technique. Experiments were performed in images with artificial and real illumi-
nation problems, testing different approaches dealing with illumination changes.
Results have shown training-based approach presenting poor results, prepro-
cessing approach presenting varying results, and model based approach showing
more stable and better results. Proposed method is more robust when dealing
with uncontrolled lighting conditions and it is proved to be superior compared
with other approaches.

An important characteristic of this method is that Gradientfaces also works
well when modeling problems of excessive lighting. This can be observed in
the results obtained from the PIE database, since it contains both images with
shadows and images containing faces with excessive lighting. Although this was
not investigated in detail, since here we focused our attention in solving the
problem where face images are occluded by shadows.

As future work, we can study the insertion of Gradientfaces into the rectangle
features, excluding the need to process normal images before AdaBoost training
and detection. And, based on test results, the reasonable behavior of the tech-
nique for cases of up to 90% of lighting degradation, it can still be considered its
use to model the problem of face detection considering occlusions of the face.
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Abstract. This paper describes an analysis on the parameters used to
construct 2D log-Gabor filters to encode iris patterns. An iris recognition
system, composed by segmentation, normalization, encoding and match-
ing is also described. The segmentation module combines the Pulling &
Pushing and Active Contour Model and the Circular Hough Transform
to find the inner and the outter boundaries of the iris. The experiments
were performed using the CASIA v.1 iris database and the results are an-
alyzed using ROC curves. They showed that 2D log-Gabor filters are also
an effective alternative to encode the features present on iris patterns.

1 Introduction

This work presents an analysis of the parameters used to construct 2D log-Gabor
filters to encode iris patterns. Despite previous use of this filter by Du [2] and
Yao et al. [3] their work only presents the recognition rates without make any
consideration about the values of the parameters used to build the filter. The
2D log-Gabor is a complex filter composed by four parameters. Choosing the
best parameter combination to some application (like the iris recognition) is a
challenging task due to the variety of possibilities that can be created.

This work also describes an iris recognition system composed by segmentation,
normalization, and encoding and matching, as described in the following sections.
The CASIA v.1 [9] iris image database is used for the experiments. The CASIA
database contains a total of 756 images (grayscale, 8-bit), obtained from seven
samples for each of the 108 individuals. The image acquisition is divided in two
sessions, and the images are obtained using a near infrared illumination.

The remainder of this paper is organized as follows: Section 2 presents the
combined Pulling & Pushing and Active Contour Model [4] and the Circular
Hough Transform for the segmentation procedure. In Section 3 the normalization
process based on the rubber sheet model is described. Section 4 is dedicated
to the encoding and matching procedure. Experimental results are shown in
Section 5 and Section 6 some concluding remarks and ideas for future works are
presented.
� This work was partially supported by FACEPE and CAPES.
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Fig. 1. Flowchart of the PP–AC method

2 Pupil and Iris Segmentation

The iris region, shaped as a circular ring, can be approximated by two circles:
one for the iris/sclera boundary and another for the iris/pupil, which is inside
the first region. However, it is not always possible to assume that the two circles
are concentric. Another difficult, in precisely segment the iris from the complete
image, lies in the fact that the eyelids and eyelashes normally produce occlusion
on the upper and lower part of the iris. Also, specular reflections can corrupt
the iris texture. A successful segmentation technique must identify and correct
these issues.

The segmentation procedure combines two approachs: one to determine the
pupil/iris borders and another to determine iris/sclera borders. For the first case
the Pulling & Pushing and Active Contour Model is used. In the second case the
borders are found using the Circular Hough Transform.

The Pulling & Pushing & Active Contour Model [4] is a method that com-
bines a spring-force driven iterative scheme with active contour models. It uses
a combination of N mass-less springs joined at a common point O′, to estimate
the center Op(xp,yp) and radius Rp parameters. The PP–AC flowchart is shown
in Figure 1. For more details about PP–AC method, please refer to [4].

The segmentation procedure for the iris/sclera boundary uses a circular Hough
transform to evaluate the center coordinates (xc, yc) and radius (r) of the iris.
First, a histogram equalization pre-processing is used in the identification of
the iris/sclera boundary. An edge map is then generated by using the Canny
edge detector modified to output only the vertical gradient. At the edge map
image we applied a grouping algorithm (8-connected) to remove noise segments
from the image. This step is necessary due to the significant increase in the
number of edge segments in the image obtained after the histogram equalization
procedure. These procedures reduce the number of edge points and, consequently,
the computational cost due to the use of the circular Hough transform.

Another strategy to reduce the computational cost of this technique is to
restrict the range of the radius. For CASIA v1 database the values for the iris
radius range from 80 to 140 pixels. Using the procedures described above, 719
(95.10%) images were found to be correctly (both pupil and iris) segmented.

The eyelid detection is obtained by performing a linear Hough transform
(using only horizontal gradient) to localize a line which best fits the iris/sclera
upper (or lower) area. Once this line is found, a second horizontal line, which
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intersects with the first at the iris edge that is closest to the pupil, is defined. This
method is applied for both upper and lower eyelids and allows maximum isolation
of the occluded region [5]. Eyelashes are detected by a threshold technique.
Eyelids, eyelashes and reflections are undesirable in the iris images template and
they should be detected in order to not corrupt the iris patterns, which are used
in the matching stage.

3 Normalization

Normalization is the stage where the previously detected iris region is trans-
formed to have fixed dimensions so that two images of the same iris, even if
they are acquired on different conditions, have the discriminating features in
the same spatial location. Therefore comparisons can be made in a consistent
manner. The applied normalization process is based on Daugman’s rubber sheet
model [1], which deals with contractions and dilations of the pupil to create a
uniform representation in polar coordinates (r, θ) with r between [0, 1] and θ
between [0, 2π]. The transformation from the Cartesian coordinates to polar co-
ordinates is performed through the relationship [1]: I(x(r, θ), y(r, θ)) → I(r, θ),
with: x(r, θ) = (1 − r)xp(θ) + rxI(θ); y(r, θ) = (1 − r)yp(θ) + ryI(θ), where
I(x, y) is the region of the iris image in Cartesian coordinates, I(r, θ) is the im-
age in polar coordinates, (xp, yp) and (xI , yI) are the pupil and iris boundary
points, respectively, at θ direction. The pupil center is considered the reference
point for the coordinate system.

From the pupil center until the iris boundary, radial lines are drawn. The
number of data points in each radial line defines the radial resolution. Similarly,
the number of lines defines the angular resolution. In this work, we used 20 radial
points and 240 angular lines, leading to a rectangular representation of 20 x 240
pixels size.

4 Encoding and Matching

Encoding is the stage that extracts the iris characteristics, to generate a compact
representation called template. In order to create distinct representation only the
most discriminating characteristics should be encoded, in this way an accurate
recognition rate can be obtained. There is a correspondent matching metric
related to the encoding method. This measure should inform the similarity degree
between two representations. From this metric two intervals are expected: one
for comparing images of the same eye (intra-class comparisons) and another for
images of different eyes (inter-class comparisons). In order to obtain decisions
with a high degree of confidence, those intervals must be as distinct and separate
as possible.

Traditionally Gabor filters are chosen to encode iris patterns because they offer
the best simultaneous localization of spatial and frequency information. However
it is not possible to generate such filters with an arbitrary wide bandwidth,
without taking in consideration the effects of the DC component, present in
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the even-symmetric filter. Alternatively, log-Gabor filters, by definition, have no
DC component and can be generated with an arbitrary bandwidth which can
be optimized to produce filters with small spatial dimensions [6]. Even though
some authors have shown results of iris recognition system based on 2D Log-
Gabor filters [2,3], the results are very limited and not clearly concerning several
parameter used. Here we proposed a more thoughtful analysis of this method.

Field [7] suggested that natural images are better encoded by filters that have
Gaussian transfer functions when viewed on the logarithm frequency scale. Such
filter has two important characteristics: no DC component and transfer function
extended by a large range in frequency, which makes possible the use of large
bandwidth to capture information.

Due to the limitation of log function at origin, Log-Gabor filters are built
in the frequency domain. In a polar coordinate system, 2D log-Gabor filters
can be separated in two components: radial and angular, and it is defined by
the equation: G(ω, θ) = exp

{
− [log(ω/ω0)]

2

2·[log(σω)]2

}
· exp

{
− (θ−θ0)

2

2·σ2
θ

}
, where ω0 is the

central frequency, θ0 is the orientation angle, σr and σθ are the radial and angular
bandwidth, respectively. Kovesi [6] stated that the values 0.74, 0.55 and 0.41 for
σr would produce filters bandwidth with one, two and three octaves, respectively.

To encode an iris pattern, only phase information is extracted, projecting
the filtered phasor over the complex plane formed by the filter. In this pro-
cess two bits per projection are acquired, and it is represented by: h{Re,Im} =

sgn{Re,Im}
{∫

ρ

∫
θ I(r, θ) ∗ lg(r, θ)drdθ

}
, where I(r, θ) is the image in polar coor-

dinates, lg(r, θ) is the inverse Fourier transform of the filter.
In this process 9600 bits (240x20x2) are encoded. An equal number of bits

are assigned to the noise mask, which mark areas such as eyelids, eyelashes,
occlusions and reflections detected in the segmentation stage. Those areas should
not be considered when matching iris patterns.

The comparison between two templates is performed by calculating the Ham-
ming distance of the templates. The Hamming distance is given by: HD =
‖(templateA ⊕ templateB) ∩maskA∩maskB‖

‖maskA∩maskB‖ , where {templateA, templateB} are the
phase bits of two iris and {maskA, maskB} are the corresponding noise masks.
This metric defines the degree of dissimilarity between two bit strings. The de-
nominator counts the number of bits that are effectively used to the match.
Translation and scale invariance are obtained during the normalization stage.
Rotational invariance is then achieved by shifting the bits of a template to both
left and right directions. This procedure is suggested by Daugman [1] and cor-
rects misalignments present in the normalized pattern.

5 Experimental Results

For each correctly segmented image, a template and its corresponding noise
mask are generated using a 2D Log-Gabor filter. Then, the encoded templates
are compared 2 by 2. These comparisons are divided into two groups (one for
intra-class comparisons and another to inter-class comparisons) and consist in
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calculating the Hamming distance between the templates and ± 8 shifts. At
each shift, a new Hamming distance is calculated and only the lowest value is
selected. With the correctly segmented images, 2067 comparisons belongs to the
intra-class group and 256054 comparisons belongs to the inter-class group.

The decidability is the criterion used to estimate the performance of the en-
coding scheme and thus to choose the best combination of parameters for the
log-2D Gabor filter. This metric shows the degree of separation between the
two classes (as intra an inter-class groups) and it is computed using: d′ =(
|μs − μd| /

√
σ2

s−σ2
d

2

)
where μs and μd are the mean values each distribution

and σs, σd its standard deviation.
The best parameter determination was split in three steps. First we selected

some basic parameters, and from them, we generated multiple combinations.
In the initial investigation we include three values for the center frequency
(ω0): 1/14; 1/18; 1/22; four points for the radial bandwidth (σr): 0.41; 0.50;
0.55; 0.74; four values for the orientation (θ0): −π/4; 0; π/4; π/2; and two val-
ues for the angular bandwidth (σθ): π/4; π/2. The combination of all parameters
generates a total of 96 different filters. The values chosen for σr corresponds to
a bandwidth of one, two, little more than two and three octaves. They were
selected to verify the ability of the 2D log-Gabor filter in to capture information
from a wide range in frequency.

The overall analysis of the first 96 filters showed that the best orientation
is θ0 = 0 radians. This indicates that the regions of the frequency spectrum
that possess orientation near zero contain the most discriminating information.
Another important point is that the combinations wich used radial bandwidth
of one octave (0.74) have obtained, in most cases, lower debidalibity values.

The combinations that showed the best results in terms of radial bandwidth
were those that captured information in two and little more than two octaves
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(σr = 0.55 and 0.50). Those results can be confirmed by observing Figure 2,
which shows the variation of decidability as a function of the radial bandwidth.
This graph was constructed using only the combinations of filters that had θ0 =
0, being grouped by the center frequency and radial bandwidth. It is also possible
to note that σθ = π/4 is the best value for the angular bandwidth.

With the definition of the parameters θ0 = 0 and σθ = π/4 the second in-
vestigation was initiated. It was the search for the best values for the radial
bandwidth and for the center frequency. Due to inferior results obtained by the
combinations that used σr = 0.74, this value was not used. So it continued only
with the values 0.41, 0.50 and 0.55, for frequencies ranging between 1/10 and
1/30. This led to thirty-three new filter combinations to be analysed. These
results can be viewed in Figure 3 that shows the variation of decidability due
to changes in center frequency, grouping the curves by the radial bandwidth.
Through this Figure it can be seen that the peaks of each curve occur close to
the other curves. To help visualization, Figure 4 presents a zoom of this region.

Based on the values of the decidability, three filters were selected (one for
each radial bandwidth) to do the performance evaluation of the entire iris recog-
nition system. The values of decidability of the selected filters as well as their
parameters are displayed in Table 1.

The three filters are then compared with the encoding method proposed by
Masek [5]: an 1D log-Gabor filter. The values ω0 = 1/18 and σr = 0.50, used
to construct this filter represents the best combination of parameters found by
Masek for the Casia v1 database. In tests conducted in our work this filter has
reached a decidability d′ = 5.5484.

The Table 1 shows the values of decidability, mean and standard deviation of
intra and inter classes for the four selected filters. The three log-2D Gabor filters
present mean and standard deviation values close to each other. The greatest
separation between the means of intra and inter groups occurs for the Filter 2
and the smaller separation occurs for the filter proposed by Masek. However,
Masek’s Filter has the lowest standard deviation in inter-class, indicating that
their data is more condensed than those generated through the filter log-Gabor
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Table 1. Parameters, decidability, mean and standard deviation values of intra and
inter groups for the filters used in evaluation

Filter Parameters d′ μIntra σintra μInter σinter

Masek ω0 = 1/18; σr = 0, 50 5,5484 0,2915 0,0433 0,4701 0,0140
Filter 1 ω0 = 1/24; σr = 0, 41; θ0 = 0; σθ = π/4 5,9866 0,2563 0,0412 0,4490 0,0194
Filter 2 ω0 = 1/24; σr = 0, 50; θ0 = 0; σθ = π/4 6,0012 0,2455 0,0433 0,4479 0,0200
Filter 3 ω0 = 1/22; σr = 0, 55; θ0 = 0; σθ = π/4 5,9677 0,2484 0,0443 0,4505 0,0182

Table 2. CAR, FAR, EER, and threshold values for the operating points highlighted
in Figure 5

Filter Threshold CAR (%) FAR(%) EER(%)
Masek 0,425 99,6613 0,3964 0,3964
Filter 1 0,395 99,4194 0,3167 0,5921
Filter 2 0,385 99,5646 0,1261 0,3870
Filter 3 0,385 99,4194 0,2296 0,5806

2D. This feature influences the values of the False Acceptance Rate and Correct
Acceptance Rate.

The third step investigates the hability of each filter in encoding the iris pat-
terns. This evaluation was performed by comparing the recognition accuracy
with the aid of the ROC curve. The values of this curve are determined by cal-
culating the rates of genuine correctly accepted (CAR) and imposters incorrectly
accepted (FAR) for each threshold value chosen. Figure 5 presents the ROC curve
for the four filters. Nothe that the best operating points appear highlighted and
they were determined by the smaller Euclidean distance in relation to the ideal
point (CAR = 1 and FAR = 0).

By examining Figure 5 it is possible to note that the filter proposed by Masek
and Filter 2 have better performance because its curves are closer to the ideal
value. Table 2 shows in more detail the comparison between the four filters, high-
lighting the rates of correctly accepted users and imposters incorrectly accepted
computed in its best operating point. The Table 2 also show the threshold values
and, in the last column, presents the equal error rate (EER).

A careful observation of the FAR and EER rates for the filter proposedby Masek
reveals that the best operating point of the system is equal to the point where there
is the EER. As for the second filter the operating point is below the point of EER.
Filters 1 and 3 despite having the same CAR, they differ in FAR because of the
slightest separation between the means achieved by Filter 1 (see Table 1).

Despite some filters present a greater decidability, this fact does not guarantee
that such filters will necessarily have a better recognition rate. Filters 1 and 3 have
decidability larger than the filter proposed by Masek, yet it has the highest correct
acceptance rate. However, for most security systems is more important to have a
low false acceptance rate at the expense of a high correct acceptance rate, which
makes Filter 2 the best combination to encode iris patterns, in this work.



450 C.A.C.M. Bastos, T.I. Ren, and G.D.C. Cavalcanti

6 Conclusions

This work presented an analysis of the parameters used to construct 2D log-
Gabor filters to encode iris patterns. The combined segmentation technique
showed good results archieving more than 95% of correct segmentation.

For the encoding process 2D Log-Gabor filters are used and 129 filters were
evaluated to identify the best parameter combination. First we have defined a
set of base parameter values from wich 96 combinations were created. As a result
it was possible to identify the best values for orientation θ0 and for the angular
bandwidth σθ. Altought, to identify the best parameters for the center frequency
and for the radial bandwidth 33 new filters were generated. The best three filters,
according to the decidability value, were selected and then compared with a 1D
log-Gabor filter to evaluate the reconition performance.

The 2D log-Gabor filter proved to be more efficiency in capturing global char-
acteristics, resulting in a system with lower false acceptance rates. Therefore,
2D Log-Gabor filter is an effective alternative to encode the features present
on the iris textures. The CASIA v1 database was used to verify the proposed
method, and very high recognition rates were obtained. Even though, several
researchers do not consider the CASIA v.1 as an interesting database to validate
iris recognition system due to the pre-processing of the images [8]. However this
pre-processing have affected only the pupil area, leaving the iris texture pattern
without artificial modification, enabling texture analysis be performed.
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Abstract. This paper proposes a hybrid GMM speaker verification sys-
tem for mobile devices in variable environments. A neural network based
on backprobagation learning and a kNN algorithm were used to deter-
mine the probabilities in the GMM models to verify the speaker from
a voice signal. A Voice Activity Detection (VDA) algorithm was also
used to improve the voice identification ratio. The proposed method was
tested using a database obtained from several different mobile devices in
used in different environments, showing the robustness of the system.

Keywords: Speaker verification, Gaussian mixture model, mobile
devices.

1 Introduction

In the last few years, the way in which the information is transmitted has
changed. From the advance of the Internet to portable devices and the pres-
ence of technology in all places, security has become a priority to ensure that
personal data and private places can only be accessed by authorized people.
Shopping with a credit card, accessing restricted areas or resources, security
transactions and automobile voice lock are just some examples in which it is
necessary to verify the identity of the user.

Speaker recognition is the process of automatically recognizing who is speak-
ing by using speaker-specific information included in the voice waves [6]. Tra-
ditionally, recognition can be classified into speaker identification and speaker
verification. Identification is the process of determining from which of the regis-
tered speakers a given utterance comes. Verification is the process of accepting
or rejecting the identity claim of a speaker. Another classification used is in re-
spect of the utterance spoken by the speaker: the recognition can be dependent
or independent of a specific text.

One of the most important advantages of voice biometrics is that the voice
signal can be captured, with quality, by almost any device that contains a mi-
crophone. This means that the authentication process can be conducted in any
place with, for example, a mobile phone or device. Thus, the system must deal
with uncontrolled and unknown environments. Mobile devices are often used in
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highly variable acoustic environments such as quiet offices, busy cafeterias, or
loud street intersection.

This paper proposes a text-independent Automatic Speaker Verification (ASV)
system applied to a highly variable environments and with different capture de-
vices. In our experiments, a classical GMM recognition system and two hybrid
GMM-based system applied with a Voice Activity Detection (VAD) algorithm
were evaluated.

In the next section, the theoretical background of the used techniques to de-
velop the systems are discussed. This includes the VAD algorithm, Gaussian Mix-
ture Models (GMM), Multilayer Backpropagation Perceptron Neural Networks
(MLP-NN) and an Nearest Neighbors techniques (kNN). In Section 3, the MIT
Mobile Device Speaker Verification Corpus (MIT-MDSVC) are described. These
corpus are designed to represent the scenario in which voices were captured us-
ing small handheld devices varying both the environment and the microphones.
Section 4 presents the experiments and the results of the proposed system using
the MIT-MDSVC corpora. Finally, conclusions and future directions are given
in Section 5.

2 Theoretical Background

2.1 Voice Activity Detection

Rabiner and Sambur [5] proposed an algorithm to voice activity detection that
is based on measurements of energy and zero crossing rate. The main idea of this
algorithm is the following: i) divide the speech signal into frames; ii) calculate the
energy and the zero crossing rate for each frame; iii) compare with pre-established
thresholds, iv) define the endpoints of each word. These thresholds define the
characteristic values of the parameters for silence or background noise. The start
of the recording interval is considered to have only silence or noise signal. Initially
the energy values of each frame are compared with the thresholds and candidates
qualified to be the endpoints of the word are defined. Next, the zero crossing
rate is analyzed in an interval of S frames from the points candidate to be the
start and the end of the voice signal to improve the location of the words that
begin or end with fricative consonants.

Gaussian Mixture Models. Gaussian Mixture Models (GMMs) have been
widely used in density modeling and clustering. In speaker recognition, they are
used to model the distribution of feature vectors of speaker utterances. Gener-
ally, the system has one GMM for each speaker. GMMs are considered to have
a universal approximation ability because they can closely model any density
function provided that it contain enough mixture components [8].

Let X = {x1, x2, ..., xN} be a data set of N vectors xn, each having a d -
dimensional feature vector extracted from a speaker utterances. Since the dis-
tribution of these vectors is unknown, a Gaussian mixture can be used to ap-
proximately model this distribution. The GMM is a weighted sum of M mixture
components of multivariate Gaussians, each one represented by
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N(xn;μ;Σ) =
1√

(2π)d|Σ|e
− 1

2 (xn−μ)TΣ−1(xn−μ), (1)

where μ is the mean vector, and Σ is the covariance matrix. The GMM can be
represented as

p(x) =

M∑
m=1

wmN(x;μm, Σm), (2)

having the component weight defined as
∑M

m=1 wm = 1, wm > 0.
In the training phase, the GMM parameters are estimated such that they best

match the distribution of the training vectors. The most popular estimation
method is the maximum likelihood (ML) estimation, generally executed with
the Expectation-Maximization (EM) algorithm [1]. For a sequence of training
vectors X , the current likelihood of the GMM is

p(X |λ) =
N∏

n=1

p(xn|λ), (3)

where λ is the parameter model, μ and Σ, of the Gaussian distribution. The
aim of ML estimation is to obtain a new parameter model λ̄ such that p(X |λ̄) >
p(X |λ). Maximizing this function directly is not easy and is computationally
expensive, hence an auxiliary function Q is used

Q(λ, λ̄) =
N∑

n=1

p(i|xn, λ)log[p̄iN(xn, μ̄i, Σ̄i)], (4)

where p(i|xn, λ) is the posteriori probability for the component i, i = 1, ..., w and
satisfies

p(i|xn, λ) =
piN(xn, μi, Σi)∑w

k=1 PkN(xn, μk, Σk)
. (5)

The maximization of the Q function is performed using the EM algorithm. The
basics of this algorithm is: if Q(λ, λ̄) ≥ Q(λ, λ) then p(X |λ̄) ≥ p(X |λ) [6].

EM is an iterative algorithm that consist of two steps: the expectation step
and the maximization step. The aim of the expectation step is to find the value
of the likelihood, p(X |λ), assuming the current values of λ for the GMM. In the
maximization step, the values of λ (μ, Σ and the component weight, W ) for all
Gaussian component i in the GMM are updated to λ̄ such that

μ̄i =

∑N
n=1 p(i|xn, λ)xn∑N
n=1 p(i|xn, λ)

, (6)

Σ̄i =

∑N
n=1 p(i|xn, λ)(xn − μ̄i)(xn − μ̄i)

′∑N
n=1 p(i|xn, λ)

, (7)
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W̄i =
1

N

N∑
n=1

p(i|xn, λ). (8)

The process of training a GMM is described in four steps as follows:

Step 1: Generate the first posteriori probability p(i|xn, λ) following equation
(5) and using random values for λ;

Step 2: Compute a new λ̄ by updating the values of μ, Σ andW using equations
(6), (7) and (8), respectively;

Step 3: Update the posteriori probability p(i|xn, λ) using the new values of λ
computed in Step 2;

Step 4: Compute the auxiliary Q function following equation (4). Stop the
training process if the increase in the value of Q at the current iteration
relative to the value of Q at the previous iteration is below a chosen thresh-
old, otherwise go to the next iteration starting at Step 2.

Multilayer Perceptron Neural Networks. Multilayer Perceptrons (MLP)
are neural networks with one or more hidden layers [4]. Each layer is composed
of set of neurons. Two neurons belonging to adjacent layers are connected by
directed arrows. This connection has a weight that ponders its degree of impor-
tance.

One method to adjust the weights is the Backpropagation algorithm, which is
a supervised learning algorithm by error correction. The Backpropagation algo-
rithm is a generalization of the least squares algorithm and it aims to minimize
the root mean squared error between the current network output and the desired
output through gradient technique [3]. It consists of:

Step 1 - Propagation: After presenting the input pattern, the response of an
unit is propagated as input to the next units in the next layer until the output
layer, where the network response is obtained and the error is calculated.

Step 2 - Backpropagation: The synaptic weights are updated based on the
difference between the output of the network and the desired output.

2.2 k-Nearest Neighbor

The k-Nearest Neighbor algorithm or kNN is a supervised lazy learning algo-
rithm. The general idea of this algorithm is to find k labeled neighbors closest to
the query element. After that, the class of the query element is equal to the most
frequent class among the k neighbors. Given a database with labeled elements
and a new element to be classified, the following steps are executed by the kNN
algorithm:

Step 1: Calculate the distance from the element to be classified to each element
in the reference database. Several similarity and dissimilarity measures can
be used to calculate the distance measurement [2];
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Step 2: Identify the k neighbors that have the lowest distance to the new ele-
ment;

Step 3: Identify the most frequent class among the k elements identified in the
previous step and classify the new element as belonging to that class.

3 The MIT Mobile Device Speaker Verification Corpus

The MIT Device Speaker Verification is a corpus that was collected by smalls
mobile devices using multiply microphones in multiply environments. This cor-
pus, which is publicly available by MIT [7], has the objective to aid research on
speaker verification for mobile devices in variable environments. The data was
collected by prototypes of mobile devices provided by Intel. In order to simulate
the various scenarios encountered by real-world speech verification systems, the
collected speech data consisted of two unique sets: a set of enrolled users and a
different set of dedicated impostors. For the enrolled user set, speech data was
collected over the course of two different twenty minute sessions (one for training
and one for evaluation) that occurred on separate days. For the impostor set,
users participated in a single twenty minute session.

Within each data collection session, the user recited a list of name and ice
cream flavor phrases which were displayed on the device. In total, 12 different lists
were created for enrolled users while 7 lists were created for impostors. Enrolled
users recited two phrase lists which were almost identical, differing only in the
location of the ice cream flavor phrases on the lists. The first phrase list was read
in the enrolled user’s initial data collection session, while the second list phrase
was used in the subsequent follow-up session. In total, each session yielded 54
speech samples per user. This yielded 5,184 examples from enrolled users (2,592
per session) and 2,700 impostor examples from users not in the enrollment set.
Within the enrolled set of 48 speakers, 22 were female while 26 were male. For
the impostor set of 40 speakers, 17 were female while 23 were male.

4 Experimental Results

4.1 Preprocessing and Feature Extraction

The first task of our systems is the preprocessing of the signal using the VAD
algorithm described in Section 2. We apply the VAD algorithm in order to remove
the non-speech portion present at the beginning and at the end of most samples
of the dataset. The VAD algorithm removes a considerate portion of the speech
signal at the beginning and at the end of the sample. The main advantage is
that the number of feature vectors generated that contains features that does not
express the user voice is reduced, decreasing the intra-variability of the speaker
data. Another advantage is that, with the number of feature vectors reduced, the
processing time to develop the GMM and to evaluate the test database is also
reduced. At the MIT corpus, around 45% of the signal does not contain voice.
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After applying the VAD algorithm, we extracted the features vector using the
Mel-Frequency Cepstral Coefficients (MFCC) technique. For each sample on the
dataset a 20 ms hamming window with a 10 ms overlap was applied and the 13
first coefficients of the mel scale were extracted.
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Fig. 1. True positive performance as a function of the number of component densities
per speaker model

4.2 GMM, GMM-MLP and GMM-KNN Evaluation Experiments

To test our proposed systems, we perform experiments in the MIT Mobile De-
vice Speaker Verification Corpus. All the dataset were used to test three differ-
ent systems: a simple GMM system, one combining Gaussian Mixture Models
with Multilayer Perceptron Neural Networks (GMM-MLP) and other combining
Gaussian Mixture Models with k-Nearest Neighbor (GMM-kNN). The feature
vectors used to model all the GMMs are the same for all systems. We used
vectors extracted from 40 of the 54 speech samples from each record session
to train the GMMs, given a total of 80 samples per speaker. The remainder,
28 samples, were used for testing. For all the proposed GMM based systems,
the GMM provides a probability related to the tested speech and based on the
value of this probability, the system make a decision of acceptance/rejection for
that user.

The first experiment compares the performance of the GMM with respect to
the VAD algorithm. MFCC vectors from all speakers samples with and without
the application of the VAD algorithm were extracted. Next, two different types
of GMMs with 80 mixture components for all speakers were built and verification
tests over this models were performed. Table 1 shows the results of this tests in
respect to the GMM verification performance as true and false positive rates.
The false positive rate was obtained by testing with the impostors speakers.
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The GMM+VAD outperforms the GMM system showing a 5.77% higher rate
for true positive and an improvement of 3.54% in the false positive rate. From this
results, we observe that the frames removed from the VAD algorithm improve
the system in terms of the verification performance. It is known that, if the voice
signal length and, as consequence, the number of feature vectors are reduced,
the system can perform the process of training and verification in less time.

Table 1. The comparison between GMM and GMM+VAD systems

System True Positive False Positive

GMM 87.35% 13.41%

GMM+VAD 93.12% 9.87%

To investigate the verification performance of the GMM with respect to the
number of component densities per model, we conduct an experiment using
speaker models with 16, 32, 64 and 80 components. Fig 1 presents the result for
this experiment, as the percent of true positive performance versus the number
of Gaussian components. From the results, we can observe that the performance
rate increases with the number of components. With 80 components a perfor-
mance of more them 90 % was obtained, indicating that with this number of
components the speakers can be modeled adequately. Tests with a higher number
of GMM components were not performed because of hardware limitation.

In the next experiment, two hybrid systems were tested, GMM-MLP and
GMM-KNN. In the GMM-MLP, an MLP was trained to learn the probabilities of
each speaker and the neural network was used to make the acceptance/rejection
task. The training data for both systems was divided in two classes: the real
speaker class and the impostor speaker class. Each of the two classes had 80
samples. The speaker class has the probabilities for all the samples used for
training the GMM, i.e. a verification test is done in the GMM over their own
training data and, with this, creating an space of speaker probabilities. For
the impostors class, 80 random samples were collected from speakers on all
the MIT dataset and tested the samples over the speaker GMM, creating an
space of impostor probabilities. This process was carried out for all speakers.
Based on the previous results from the experiments using the VAD and Gaussian
components, a GMM with 80 components was chosen and the samples processed
by the VAD algorithm. All MLPs used in this experiment had 2 hidden layers,
each of them with 10 neurons, and they were trained with a back-propagation
learning algorithm using the sigmoid logistic function and a learning rate equals
to 0.001. For the kNN space, a parameter k set to 6 was used which showed a
good performance. Table 2 presents the results in terms of false and true positive
rates (%) for both systems (GMM-MLP and GMM-kNN). As can be observed, in
the GMM-MLP method the true positive rate decreases when compared to the
GMM-only method. However, the GMM-kNN system obtained better results,
with an increase of 1.2% in the true positive rate and a improvement of 3.64%
in the false positive.
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Table 2. Experiments result in terms of true and false positive (%) for GMM-MLP
and GMM-KNN systems

System True Positive False Positive

GMM-MLP 91.17% 8.23%

GMM-KNN 94.26% 6.23%

5 Conclusion

Presently there are many systems developed for speaker verification and several
models based on GMM models since they have proved to be one of the most
efficient method for voice recognition and identification. Here, we proposed a
hybrid system that combined an neural network and kNN algorithm to improve
the performance of the traditional Gaussian Mixture Model. Also, we used a
database of voice signals obtained from different mobile devices and recorded in
different real life situations to test the method. The verification system was per-
formed independent of the speaker text. The proposed hybrid methods showed
a better performance when compared to the traditional GMM model. The re-
sults showed that the speaker verification system can performs well in an noisy
environment.
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Abstract. Artificial neural networks have been applied, as solutions, in several 
different problems within the field of bioinformatics. Similarly, pattern discov-
ery algorithms have also been used to uncover hidden motifs in protein  
sequences, which have further contributed to understanding the problem of 
classification of different protein sequences. G-protein coupled receptors 
(GPCRs) represent one of the largest protein families in the Human Genome. 
Most of these receptors are major targets for drug discovery and development; 
therefore, they are of interest to the pharmaceutical industry. The technique 
used in this article combines both: neural network and pattern discovery me-
thods to develop a protein prediction procedure in relation to its functional 
class, more specifically, to predict the GPCR protein. Vilo [2] proposed an al-
gorithm to extract patterns of regular expressions from known GPCR protein 
sequences. Our contribution in this article is to combine these patterns as fea-
tures for a neural network. We select patterns through the PCA (Principal Com-
ponent Analysis) procedure and produce a learning machine for the prediction 
of the GPCR super class. 

Keywords: Protein prediction, Neural Networks, Pattern Discovery. 

1 Introduction 

G protein-coupled receptors (GPCRs), is also known as seven transmembrane recep-
tors or 7TM receptors because of its structural characteristic. They represent one of 
the largest protein families in the human genome. Also, they are a major target for 
drug discovery and development because approximately 50% of these receptors ap-
pear to be of relevance to the pharmaceutical industry seen as 40% to 60% of the 
current drugs on the market target GPCRs. An important aspect of their function is the 
coupling specificity with members of G-protein families. A GPCR can interact with 
one or more G-proteins; a problem presented is the prediction of the coupling speci-
ficity of GPCRs to the G-protein family class. Several prediction methods have been 
developed to successfully accomplish this task [1][4-7].  However, we are interested 



460 T.I. Ren et al. 

in solving a different problem, the prediction of a GPCR protein from an unknown 
class of protein.  This procedure is of interest to identify GPCR proteins that are not 
yet annotated. 

Based on the patterns of regular expressions found by Moller et al. [1], we develop 
a neural network procedure to predict if a protein belongs to a GPCR protein class. 
The main objective of Moller’s el al. work was to device a method to predict the 
coupling specificity class of a GPCR protein to be of either Gi/o, Gs or Gq/11 class. 
Similarly, we would like to develop a method to predict if, whether or not, an  
unknown protein sequence belongs to the GPCR protein class.  This problem is of 
relevance since the discovery of new GPCR proteins is of great interest to the phar-
maceutical and biotech industry. 

A class of statistical learning algorithms, Support Vector Machines (SVMs), pre-
sented by Vapnik became popular within the machine-learning community during the 
1990s [11]. When SVMs are applied to the simplest learning problem, two-class pat-
tern recognition, the learning machine shows a series of labeled examples from two 
categories and is trained to distinguish between them. With the use of an SVM [13], 
Karchin et al. successfully developed a classifying system for G-protein coupled re-
ceptors.  Nascimento et al. [13] have also shown a similar method as proposed here 
for GPRC prediction; however, we have applied another type of neural network. 

2 Proposed Method 

A series of 40 patterns of regular expressions [1] were obtained to characterize the 
coupling receptors for each of the three coupling class using the SPEXS patterns 
search program [2]. A classification system was constructed to successfully predict 
the GPCR coupling classes based on derived pairs and triplets of those patterns. The 
classification was obtained by simple measurements of specificity and sensitivity of 
the patterns to the classification of best accuracy.  

The success of Moller’s et al. classification scheme, based on 120 patterns and the 
high values of the specificity of each pattern suggest that these patterns are appropri-
ate for not just detecting coupling specificity classes of GPCR proteins but can also be 
used to characterize a general GPCR protein from a different type of protein.  Using 
the 120 patterns as features for the GPCR protein prediction method, we are making 
an implicit assumption that the patterns well qualify a GPCR protein.  Our approach is 
to use the total number of patterns as signature for a classifier. We first test our as-
sumption using a simple chi-square statistic, to evaluate how well the patterns will 
perform in a first classification attempt; secondly, we use a more sophisticated clas-
sifier system, namely a neural network based on statistical learning.    

Table 1 shows the list of all patterns of regular expressions found by the SPEXS 
search program [2]. These patterns of regular expressions were used to classify the G-
protein family, each column represents the specific coupling that the patterns best 
represents. 
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Table 1.  List of Patterns found that best represent a specific coupling 

Number Gio Gq/11 Gs 

1 [ILV]...SG.{0,10}R T..[RK].{0,10}S..T A[ILV].{1,5}Y..[ILV].T 
2 N..R.{1,4}R A.{3,6}V[ILV][RK] A.{1,5}RY....T 
3 Y.A.{1,8}A[ILV] P..[AGS]T.{0,10}S I....RY.{1,10}R 
4 A[ILV].{2,5}RT [AGS][ILV][ILV][RK].{2,10}S I....RY.{4,6}T 
5 N..[RK]..R S[FWY].{1,11}Q[ILV] LR.{1,9}T...[ILV] 
6 K.[RK].{0,10}K.[ILV] [AGS].{0,3}S..T[ILV] RS.{3,13}C[AGS] 
7 V...[RK]....R S...L.{2,9}TL [ILV].[FWY]H.{1,3}I 
8 [RK]...[CM][RK] [RK]F....K F.{1,4}Y....T 
9 V[RK].{1,10}SG [AGS].[ILV].{0,10}K.F I....RY.{4,4}T 
10 K.[RK].{1,4}L[RK] [AGS].S.[RK].{0,10}F I....R[FWY] 
11 [FWY][ILV]..V.{2,10}R S...L.{1,10}T[ILV] I....RY....T 
12 Y.[RK].[RK].{0,9}T [RK].T.{0,10}Q[AGS] I....RY 
13 [ILV].A[AGS].{1,4}R [AGS]...L.{1,10}TL [FWY].A.{2,6}Y..[ILV] 
14 FR....[RK].{0,3}L [AGS][ILV][ILV][RK] I.[AGS].{1,10}S...R 
15 DRY.[AGS].{3,6}A A.{0,10}V[ILV][RK] [ILV].[FWY]H.{3,12}T 
16 F[RK]....K.{1,7}C [AGS].{0,3}V[ILV][RK] L..H.[ILV] 
17 A....[ILV].{1,8}RT F.{0,10}Y...[RK] [ILV].[FWY]H.[ILV] 
18 [RK]....R.{0,9}EK [CM].[FWY].{3,12}P [ILV].[FWY]H.I 
19 [RK]R.{0,3}TR S.[AGS].{3,13}TL A....[RK][RK]I 
20 KA.{3,6}T V[AGS].{0,10}S.[AGS].[ILV] [AGS].{0,10}L..H.[ILV] 
21 DR.{4,11}H...[AGS] Y....[RK]P.{2,10}A [ILV].[FWY]H.{3,10}T 
22 R....K.{0,8}T[AGS] [ILV]......A.T [FWY]H.I.{0,3}T 
23 [RK][FWY][ILV].{2,5}V S...L.{1,11}Y S.{5,12}S.L.[RK] 
24 N.{2,5}R.[FWY] A.{3,12}V[ILV][RK] S.{5,9}S.L.[RK] 
25 Y.[AGS].{1,8}A[ILV] [AGS].{2,5}V[ILV][RK] Q.{0,9}S.L.[RK] 
26 N..[RK].{1,4}R [FWY].{4,7}KP A.{1,5}RY..[ILV].T 
27 [ED].{0,3}N..[RK] R.[RK].{0,10}K[AGS][AGS] F.{1,10}A...H 
28 Y.{2,5}I..[AGS] [ILV]A.{2,4}S.[ILV] [ILV]..H.[ILV].{1,3}T 
29 N..[RK].{1,11}R [AGS].[ILV].{2,10}L.[FWY] [FWY]H.I.{0,10}V 
30 [RK].R.{2,12}K[RK] [AGS][FWY]..[FWY] A..[FWY].{0,3}H 
31 [ILV]...SG S.S.{1,11}L.S I....[RK]Y.{4,6}T 
32 [AGS][RK]..[ED].{0,10}R [ILV].L.{6,11}A.T A.{1,5}R[FWY]....T 
33 [FWY].A.{1,9}A[ILV] K.{0,3}N.P A.{2,6}Y..[ILV].T 
34 R[FWY].[AGS][ILV].{0,7}A

[ILV] 
[ILV].L.{6,10}A.T A..[FWY].{0,8}H 

35 [ILV].R....V [RK][FWY]....K [AGS].{1,5}RY....T 
36 [RK]Y.[AGS].{3,5}A [AGS].S.[RK].{2,10}F I....[RK]Y.{1,10}R 
37 [ILV]...SG.{0,8}E [ILV].{3,6}S.Q R[FWY]H.{5,14}R 
38 [FWY].[AGS][ILV]..A C.[FWY].{2,11}K [RK]S.{3,13}C[AGS] 
39 [RK]..[RK].{0,3}R[ILV] C.[FWY].{2,12}K [RK].[ILV].C.R 
40 [ED]A.{0,3}E S....[RK]A.{3,10}S [RK].[ILV].C.[RK] 

2.1 Characteristic Matrix 

Characteristic matrix will be used as input for the classifier.  This matrix is created 
using String Matching algorithm between regular expressions and sequences, thus 
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obtaining the number of occurrences for each pattern per sequence expressed in a 
matrix n x p, where n is number of sequences and p represents the number of patterns. 

2.2 Chi-Square Test 

Chi-Square is a statistical procedure used to evaluate the efficiency of the fit from a 
known distribution compared to a dissimilar distribution [8].  The equation is defined 
as: 
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where, Mi is to equal the average value of the curve we want to compare and mi is 
equal to the average value obtained from the known data.  The index “i” represents all 
120 different patterns; therefore, the smaller the value of the test, the closer curve is to 
the known distribution. We will generate two distributions, one that characterizes the 
GPCR protein and another that characterize all other proteins (non-GPCR proteins), so 
that we can compare the distribution of the sequence that we are interested in predict-
ing to both known distribution that characterize either GPCR or non-GPCR protein. 

The main objective as to the use of the Chi-Square Test is to verify if the frequency 
of a specific observed event in a sample has strayed from expected frequency. In our 
case, we would want to consider if the analysis of frequency of matches of pattern set 
which differentiate the sequences of GPCR class against sequences of Non-GPCR class.  

2.3 Artificial Neural Network 

We used a back-propagation neural network [9] as a classifier, testing several differ-
ent learning algorithms and architecture. We chose the resilient back-propagation 
(RPROP) [10] as the final algorithm for our experiments due to its excellence in per-
formance. Figure 1 shows a typical architecture of back-propagation network, the 
standard multi-layer network with gradient descent algorithm which minimizes cost 
function. 

The RPROP performs a local adaptation according to the behavior of the error and 
it takes into account the sign of the partial derivative patterns. If there was a sign 
change with respect to the last iteration, the update value is decreased by a factor of η; 
however, if the last iteration produced the same sign then the update value is de-
creased by a factor of η+, making its convergence faster than the standard back-
propagation algorithm.   

2.4 GPCR and Non-GPCR 

Our objective is to answer the question: Is an unknown sequence a GPCR protein?  
We analyzed the pattern of co-occurrence from the data of protein sequences that we 
know to be GPCR and compare them to sequences that we know are non-GPCRs. A 
difference between total number of patterns for GPCR and non-GPCR sequences 
emerged from this analysis and we want to test the possibility to use these patterns to 
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derive a distinction from the class function protein sequence.  An analysis for a group 
of GPCR’s and non-GPCR is presented.  

3 Experiments 

In this experiment, 778 sequences of GPCR from GPCRDB were used along with 
2565 Non-GPCR, the same set used in [12]. Hence, characteristics matrix size 3343 x 
120 containing the number of occurrences of each pattern in each sequence was 
created. 
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Fig. 2.  

Distribution Plot. Using a set of GPCR and Non-GPCR protein sequences, we gen-
erated a distribution plot based on the 120 patterns suggested above.  These plots 
provide some insights on the performance of these patterns as features to characterize 
GPCR from Non-GPCR sequences. Figure 2 shows a histogram plot representing the 
number of occurrences while using only 30 patterns.  

The variation in the distribution gives an idea of how a classifier can perform.  
These plots show a significant difference between GPCR and non-GPCR proteins.  
The next step is to apply a simple chi-test statistics to verify if this difference will be 
sufficient to make the recognition possible.   

3.1 Results 

Chi-Square Test 

The average number of occurrences of each individual pattern was used to generate 
the distribution of GPCR and non-GPCR sequences. The null hypothesis, the  
frequency of GPCR not is different from the frequency of non-GPCR. Therefore, the 
alternative hypothesis defends the possibility of such a difference. Using a matrix of 
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occurrences, it was calculated a mean and standard deviation for both subsets.  Apply-
ing the chi-square equation shown in the previous section the following result were 
obtained: 

The results imply that the null hypothesis was incorrect, concluding that frequen-
cies of GPCR and Non-GPCR are, statistically, different. So, it is possible to use such 
frequencies like characteristics for classifying.  

Table 2.   Statistics from Samples 

Samples Mean Standard Deviation 
GPCR 219,00 224,94 

Non-GPCR 208,90 211,49 
Value of  X2 = 47,63 
Critic value  = 3,841 (5% of significance) 

Neural Networks 

A more elaborate way to predict the protein class was tested using artificial neural 
networks; as well as, the resilient back-propagation learning rule.  For this experi-
ment, we used 439 GPCR and 156 non-GPCR sequences leaving 10 sequences of 
each class for testing.  The architecture of the net consists of an input layer with 120 
elements, 1 hidden layer with 60 elements and an output layer with 2 elements.  The 
transfer function used was tan-sigmoid and for the training phase, we set the output to 
be equal to [1 –1] for GPCR and [-1 1] for non-GPCR.  For the test results, we consi-
dered that a sequence belong to a GPCR class if the output of the ANN were in the 
range [1.2>O1>0.7 –1.2<O2<-0.7] and for a non-GPCR, if the output were [–
1.2<O1<-0.7 1.2>O2>0.7] ;the sequence is considered indeterminate otherwise.  Be-
low, we present a summary of the best result: 

Pattern choice: To check if the 120 patterns used were indeed proper for the classifi-
cation between GPCR and non-GPCR sequences, we tested the procedure using the 
same number of non-GPCR sequences and 400 GPCR sequences as learning sets and 
43 as test set. The result of this test was: 100% recognition for the GPCR class. 

In the current setup of the neural network, the input does not specify the relative 
location in the sequence where the patterns occur. This specification would give an 
additional level of information that can help the process of classification. To verify 
this claim, we analyzed the occurrence of patterns in relation to the relative position 
(100 compartments) for a set of GPCR and non-GPCR sequences.  The values were 
normalized so that we could compare proteins with different length. A different pat-
tern of occurrence between the two classes emerged, suggesting that another level of 
information can be extracted from this modification. In a practical setup we developed 
these ideas using 10 sequence locations yielding 1200 input nodes for the neural net. 

Testing the non-GPCR class, just one sequence, was classified as a GPCR, after 
testing for transmembrane prediction, we verify that the sequence has in fact 7 trans-
membrane, and it was correctly classified as GPCR, even though in our set it be-
longed incorrectly to a non-GPCR sequence. Thus again confirming the validity of 
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this method as shown in the table with the overall result of this test. For learning, we 
used 430 GPCR and 9215 non-GPCR sequences, in which the NN was able to cor-
rectly learn all of the non-GPCR and 392 GPCR. The number of false positives is 
significantly low, implying that most of the sequences that this procedure classifies as 
being GPCR have a high probability of being accurate.  

IPI Database 

Once the NN was trained, the next step was to try to obtain GPCR sequences that 
were not cataloged in our internal BUZZ database. We applied the procedure in the 
IPI database, 55747 sequences.  From those we obtained 1021 sequences that the 
system classified as GPCR, a reasonable number for the total number of GPCR that 
the database must contain. After comparing the results to the BUZZ database, 538 
sequences were still present and still leaving 446 sequences. Those 446 sequences 
have the possibility of being GPCR proteins but were neither found present in the 
BUZZ or public GPCRDB databases. A validation procedure to analyze these se-
quences is necessary to confirm the sequence, mainly consisting of checking for the 
presence of 7 transmembrane regions. However, to be able to have full confidence 
that the sequences are GPCR, “wet” approached are in fact needed.   

 
 

True positive 65% True negative 99.5% 

False negative 30% False positive 0% 

Indeterminate 5% Indeterminate 0.5% 

4 Conclusion  

A procedure for identifying possible GPCR protein based on patterns of regular ex-
pressions and a neural network classification scheme was proposed.  This procedure 
which basically allows checking for the coupling specificity of a GPCR.  And diffe-
rently from other techniques that mainly look for patterns in the transmembrane  
region, the proposed method is not restricted to a specific region on the protein se-
quence, thus the same procedure can be used to identify others classes or sub-classes 
of proteins. The constraint of the method relies on the selected known sequences 
where the patterns are obtained and the NN is trained.   

The result of the IPI database search provide greater proof that the method can be 
applied to a larger search and is able to retrieve a reasonable number of identified 
sequences. Since it correctly retrieved most of the sequences in BUZZ and 92 correct 
sequences which, identified by the public GPCRDB database, were not included in 
BUZZ.    

Another point of interest is the ability to assign the coupling specificity GPCR be-
longs to. Different from the original Moller et al. article, the method proposed uses a 
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NN as a classifier that also uncovers multiple couplings. Protein functional prediction, 
in general, is a very challenging field, where no single technique has been proven to 
work without fail.  Structural based methods are often used to improve the prediction 
of the method. Even though several techniques from the literature apply just the pri-
mary sequence information, this will prove limited if one is looking for a close to 
100% prediction. The method described here will also be limited in scope. Due to it’s  
very general, in the context that it does not make use of (biological) information spe-
cific to the protein class; on the other hand, it can be easily applied to classify differ-
ent types of proteins. 
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Abstract. Mobile devices are an essential equipment in modern life.
Nowadays, its presence is so widespread that almost everyone has a mo-
bile phone, smartphone or tablet device. There are several different ways
to interact with those equipments, such as the use of the keypad or the
touchscreen. Here, we propose a real-time head pose estimation tech-
nique based on the secondary video camera as a means of interaction
between the user and the device. The proposed technique is composed
of several computer vision methods specially optimized to be able to op-
erate in a restrict environment and a head pose estimation based on the
calculations of the roll, yaw and pitch movements. Experiments were con-
ducted based on 363 videos of 27 different people in a varied environment
(illumination and background).

Keywords: Head pose estimation, adaboost, mobile devices.

1 Introduction

The interpretation of audio and visual signals is essential to understanding the
communication process in human-human interaction [1]. In recent years, human-
computer intelligent interaction (HCII) has received great attention [2]. The
objective of this area is to understand the patterns in human communication
to produce a truly natural interaction between human and computers. Recently,
advances in mobile technology enabled new ways of interaction with mobile
devices, which can be called human-mobile interaction.

We propose a novel real-time method for head pose estimation based on facial
features for human-mobile interaction. The proposed approach is robust and does
not require any extra special hardware, since it used the images obtained from
the frontal (or secondary) camera of mobile devices. The estimation of the head
movements were obtained by comparing the facial features positions from the
sequential frames of the video.
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Fig. 1. Orientation of the head in terms of pitch, roll, and yaw movements describing
the three degrees of freedom of a human head

The pose movements of the human head have three degrees of freedom (DOF),
the orientation of the head is described in terms of pitch, roll, and yaw movements
as shown in Fig. 1. The use of three DOF is the most complex approach in head
pose estimation [3] since it is necessary to estimate the position of the head in a
full 3D-orientation space.

The method proposed in this article begins by detecting a face, followed by
the eyes and nose localization using a novel and simple approach. With the infor-
mation of the eyes and nose positions, head pose can be estimated by comparing
the position of the eyes and nose from one frame to the previous frame. Face
detection is interspersed by periods of tracking in order to reduce the computing
requirements, as performed by [5]. The approach proposed here uses the current
most efficient and robust face detector method, the Viola and Jones general ob-
ject detection algorithm [7,8]. The obtaining result is robust and accurate and a
series of optimizations, similar to [6], were performed to reduce the high compu-
tational requirements of this algorithm. Finally, an estimation of the head pose
was obtained using three set of equations developed to calculate roll, yaw and
pitch movements. The remainder of this paper is structured as follows: section 2
describes the proposed method; experiments and results are presented in section
3 and the conclusions are given in section 4.

2 Real-Time Head Pose Estimation for Mobile Devices

An overview of the proposed head pose estimation system is summarized in
Fig. 2. In the system: an image is captured from the frontal (or secondary)
camera of the device; the face detection is performed on the captured image; if
a face is detected the image is preprocessed using a illumination correction; eyes
and nose are localized; and their positions are given as input for the tracker; with
present and last positions the head pose estimation can be obtained. Tracking is
performed until an error is detected by the control unit, when the system returns
to search for a face. We describe the details of each module in the subsections
below.
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Fig. 2. Overview of the system

3 Face Detection

In order to extract facial features to be used during the tracking phase, a face
must be located. Hence, a face detection algorithm is a crucial step in the pro-
posed technique. Initially, algorithms based on skin color segmentation were
considered because of their reduced computational cost, which is a requirement
for implementation in mobile platforms. However, experiments using the mobile
camera showed that this approach is not robust to noise, variations in envi-
ronment, and ethnic differences. Therefore, it was not precise enough for the
intended use. More accurate alternatives are available but at higher computa-
tional cost. One of these alternatives is the object detection algorithm proposed
by Viola and Jones [8]. Despite its higher resource requirements, this algorithm
represents the state-of-art in general object detection method (including face de-
tection), both academically and commercially, and there are reports of success
full implementations of real-time software versions of it on mobile platforms [6].
This led to the choice of the Viola and Jones face detector to compose the tech-
nique presented in this paper.

3.1 Optimizations

An optimized version of the Viola and Jones object detector was implemented
using a frontal face training. The optimizations are described below:

Scaled Cascades before Algorithm Execution. The image size does not
change during the head pose estimation flow. As a consequence, it is possible to
scale all cascades before starting the algorithm execution.

Pre-calculation of Rectangles Coordinates. Every time a feature is eval-
uated, it is necessary to calculate the points for each rectangle. This can be
avoided by pre-calculating these coordinates at the beginning and representing
each rectangle as 4 pointers to the integral image buffer at that coordinates. The
application of a profiling tool showed that approximately 70% of the detection
execution time was due to the feature evaluation. This number dropped to about
50% after this optimization.
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Reduced Search Space. The detector search space is determined by three pa-
rameters: the scale factor; the minimum face size; and the minimum step of the
sliding window. The execution time is proportional to this space, thus, changing
these parameters is an effective way to increase the algorithm performance. How-
ever, this type of optimization also affects the hit rates of the detector and must
be performed carefully. It was found, experimentally, that the following param-
eters are a good trade-off between performance and accuracy for the intended
use of the detector: 1.2 for the scale factor; 0.4min{M,N} for the minimum face
size, where M and N are the image dimensions; and 4 as the minimum step.

3.2 Eyes and Nose Detection

In the problem of computer face detection and recognition, as well as facial
expression analysis and recognition, eyes and nose are fundamental features,
since they are stable and have a high degree of dissimilarity compared to its
vicinity, the position of the eyes and nose are good reference point to monitor
the movement of the face, which means face tracking. Considering that a face
is already detected, we propose a method to locate the position of the eyes
and nose using horizontal projections and the usage of templates defined by
anthropometry of the face based on [4]. For the head pose estimation problem,
it is important to notice that the exact location of the eyes is not of fundamental
relevance but the relation between these points and the movement of the head
that matter the most for a good tracking.

Peng et al. [4] proposed a technique for eyes detection using the horizontal
and vertical projection and their gradient. Since the region of the eyes has more
detail, which means more variation in the pixels values, compared to the rest of
the face, the horizontal projection of the gradient presents a peak at the eyes
level. Similarly, the vertical projection shows peaks at the edge of the face. The
medial axis of the face can be localized using the vertical projection of the face.
Because the pixels in the line with the nose are lighter, the vertical projection is
maximal at this line. The output of the method produces a horizontal line at the
eyes level and three vertical lines, two lines delimiting the face and a line passing
vertically through the nose. Subsequently, the template matching technique is
used with a standard template for the eyes resized from the region of interest
as defined in the previous phase (the region between the vertical and horizontal
lines). The goal of this step is to localize the iris of the eye.

We propose a modification of this method to minimize the processing time,
since we are interested in a real time response on a mobile platform. A gradient
operator in the x direction is applied on the luminance component of the image
and the horizontal projection is calculated. The peak position of this projection
defines a horizontal line at the height in which the eyes are located. Using a
standard face template based on face anthropometry, the regions around the
eyes are defined. The template considers the first eye is located at 30% of the
total length of the face and the second at 70%. Considering the distance between
the eyes is deye, the point representing the nose is determined as the point which
is perpendicularly below the midpoint of the eyes (deye/2), having a distance
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of deye ∗ 0.45. We can define this position formally as: given that the eyes are
represented by two points (x1, y1) and (x2, y2), the point representing the region
of the nose is determined as xnose = (x1+x2)/2 and ynose = y1+(x2−x1)∗0.45.
These estimated positions were obtained through empirical studies of several
different persons. The objective is to define the area where the eyes should be
located in order to perform tracking.

The transformation used is based on a log function. Its general form is defined
as y = c ∗ log(1 + x), with 0 ≤ x ≤ 255 and c = 1. This transformation expands
the values of dark input values in an image while compressing the higher-level
values, which causes the output image to be brighter than the input.

The resulting values of the log function were pre-computed to avoid the time-
consuming float point operations, resulting in an integer to integer conversion.

Although simple, this technique presented an accuracy greater than 90% when
tested with 361 images.

3.3 Control Unit

This module was implemented to verify whether the tracking is consistent. It
uses heuristics based on the eyes and nose coordinates in current and previous
frames, distance between the eyes, and facial movements. The control unit sets
two different flags to warn of tracking inconsistencies: if it detects that tracking
is lost and a re-detection must be performed, it aborts and tries to perform a re-
detection; in less severe cases, it simply recommends a re-detection and continues
running normally, until facial movements provide a hint that the face is centered,
when a re-detection is performed.

The first heuristics aims to detect situations where tracking has degraded to
an unacceptable level and must be restarted. In our experiments, we noticed it
happens often with occlusion and fast movements. The recommendation heuris-
tics aims on preventing tracking degradation, which is expected with prolonged
use.

3.4 Face Pose Estimation

The estimation of the head movements is based on three tracking points. Con-
sidering pteyeL and pteyeR as the left and right eye reference points, ptnose as the
nose reference points, and their dashed versions as their updated coordinates,
we have then the following equations to calculate facial movements:

roll = arctan

(
pteyeL.y − pteyeR.y

pteyeL.x− pteyeR.x

)
(1)

yaw = ptnose.x
′ − ptnose.x (2)

pitch = ptnose.y − ptnose.y
′ (3)
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Fig. 3. Images showing example of the technique used to detect the eyes. (a) Initially
it is assumed that a face has been detected; (b) The log transformed image is calculated
for the upper half of the face and (c) then the gradient operator in x direction is applied;
(d) The peak of the horizontal histogram is calculated and from that point, (e) the
projection of eyes on the face is defined; (f) From the projection, template matching is
used to determine the points representing the eyes and nose.

This equations estimates movements as displacements. Roll angles (equation 1)
depend solely on the current eye location, and are estimated as the angle formed
by a straight line passing through the eyes and the horizon line, which is a
precise estimation for the inclination angle in the roll axis. On the other hand,
yaw and pitch movements (equations 2 and 3) are calculated using a detection
time reference point, and their value is the displacement (in pixels) between the
reference and current points. This approach for yaw and pitch does not result in
a inclination angle, but we have chosen the displacement because it is simpler to
calculate and provides adequate data to be processed by applications. It does,
however, require a frontal pose initialization to work properly.

4 Experiments and Results

Experiments were conducted to verify the performance of each sub-system and
the system as a whole. A video database, composed of 363 videos with 27 per-
sons was created. In general, the videos have low quality (due to the use of the
secondary or video-call camera). They were recorded at 15 fps with 176x144
pixels resolution. The database contains a variety of movements, including indi-
vidual movements (only roll, yaw, or pitch) and complete movements (without
a pre-defined sequence). On average, each movement was recorded five times.
Furthermore, the database contains different scenarios including: controlled en-
vironment (uniform neutral background, no accessories, and good lighting condi-
tions); different lightning sources (fluorescent, tungsten and daylight), intensities
(strong and weak) and directions (frontal, lateral, upward and downward); fa-
cial accessories (spectacles, sunglasses, baseball caps, head phones, and hoods);
different backgrounds (simple and complex); different movement speeds (2 and
0.5 seconds for a complete movement); variations in distance and angle between
face and camera (distances of 20, 45, and 60cm; angles of 30 and 45 degrees).
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4.1 Head Pose Estimation

To validate our final results, we adopted a black-box approach. Our facial pose
estimation technique is intended to be used as an API for mobile phones, thus,
we validated only its resulting estimation movements. Moreover, evaluating the
algorithm correctness on videos proved to be a tricky issue. Users tend to subtly
move their head in more than one direction, even when they intend to perform
movements in just one direction. After these observations, we have considered a
pose estimation to be correct if the detected predominant movement is the same
as observed in the video.

The tests were performed running the algorithm on PCs, as it was not feasible
to test it with videos directly on the mobile platform. Each video execution was
performed manually, and the results were marked as correct or incorrect. Overall
results can be observed in Table 1.

Table 1. Overall results for technique proposed

Total Correct Incorrect

363 311 52

100% 86% 14%

The major drawbacks of our approach were occlusion and fast movements.
Eye occlusion occurred often when users performed yaw movements, and caused
a major tracking deterioration. Also, when fast movements were made, tracking
points got easily out of place, due to the camera blurring. Another issue is
related to the interference between roll and yaw movements: by definition, roll
movements should be performed as rotations using the nose as axis (as conveyed
in Fig. 4a), but we noticed that users do not perform it in this manner, as it
is not comfortable for them. Instead, they tend to incline and move their head
altogether to the same side (Fig. 4b), resulting in high values for yaw and roll
movements.

(a) Roll: 24, Yaw: 2 (b) Roll: 25, Yaw: 21

Fig. 4. Interference between roll and yaw movements
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5 Conclusion and Discussion

In this paper, a human-mobile interaction procedure based on a real-time head
posed estimation for mobile devices is proposed. The method is composed of
the Viola and Jones face detector optimized for mobile devices, eyes and nose
detection based on histogram projection, the Lucas-Kanade tracking algorithm
also optimized to be used in a mobile environment, a control unit to verify the
detection and tracking phases and three set of equations to calculate the facial
movements. The results of the experiments showed that the method is satis-
factory for both time and performance. Even though most of the fundamental
algorithms were developed based on well-know methods, the proposed method
proved to be challenging to develop due to the optimizations required by the
restricted mobile device.

Several different applications are possible once head tracking is available in
the mobile device, such as game control and head gestures interpretations. With
the widespread usage of mobile devices, we believe that these types of novel
interaction methods are an interesting new way of interaction using natural
human movements.
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Abstract. Classification is a very broad and prevalent topic of research
within datamining.Whilst heavily related, time series classification (TSC)
offers a more specific challenge. One of themost promising approaches pro-
posed for TSC is time series shapelets. In this paper, we assess the current
quality measure for shapelet extraction and introduce two statistical tests
for shapelet finding. We show that when compared to information gain,
these two quality measures can speed up shapelet extraction whilst still
producing classifiers that are as accurate as the original.

Keywords: time series, shapelets, classification.

1 Introduction

Classification is a very broad and prevalent topic of research within the field
of data mining. Whilst heavily related, time series classification (TSC) offers a
more specific challenge. TSC typically involves problems where the ordering of
data plays a critical role, often where it has been recorded in temporal order
at fixed intervals of time. Many solutions for TSC have been explored, with
much of the contribution focused on alternative distance measures for 1-Nearest
Neighbour (1-NN) classifiers using either raw time series or transformed repre-
sentations of the raw data (a comprehensive summary can be found in [5]). In
particular, there is strong evidence to support the use of 1-NN classifiers with a
Euclidean or Dynamic Time Warping (DTW) distance metric. However, 1-NN
approaches suffer from drawbacks such as poor interpretability of results and
relatively slow classification. As a result, many alternatives have been proposed.
These include: shapelets [14,18,19], weighted DTW [8], support vector machines
built on variable intervals [15], tree based ensembles constructed on summary
statistics [4], fusion of alternative distance measures [2] and transform-based en-
sembles [1]. Of these, we feel that shapelets in particular have good potential for
TSC due to their interpretability and fast classification of new cases.

Shapelets were first introduced in [19] as time series subsequences that are
representative of class membership. The authors construct a decision tree classi-
fier by recursively searching for the most discriminatory shapelet in a data set.
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To assess the quality of a shapelet, the authors calculate the distance from the
shapelet to each element of a data set, sort the distances into order, and then
split the distances by finding the point where information gain is maximised. In
addition to this implementation, shapelets have also been used in many other
applications, such as early classification [17], gesture recognition [6] and as a
filter transformation for TSC [11]. For the purpose of this work we do not focus
on a specific application of shapelets, but rather we investigate the algorithm
used for initially selecting shapelets.

In this paper we investigate the shapelet quality measure used for shapelet ex-
traction by [19]. Whilst it lends itself neatly to a decision tree implementation, we
feel that the use of information gain (IG) to assess shapelet candidates involves
more computation than is necessary. In response to this, we introduce two new
statistical tests into the context of measuring shapelet quality: Kruskal-Wallis
(KW) and Mood’s Median (MM) tests. We demonstrate the validity of KW and
MM for shapelet discrimination in two stages; firstly, we show that there is no
significant difference between shapelet tree classifiers built with KW and MM
when compared to an IG implementation of [19]. Secondly, we demonstrate that
the computation time of the generic shapelet finding algorithm can be reduced
by using either KW or MM as the quality measure.

2 Time Series Classification

A time series is a sequence of data that is typically recorded in temporal order at
fixed intervals. For the problem of time series classification, suppose we have a
set of n time series T = T1, T2, ..., Tn, where each time series Ti has m real-value
ordered readings Ti =< ti,1, ti,2, ..., ti,m > and a class label ci. For simplicity, we
assume that all series in T are of length m, but this is not a requirement for TSC.
Given a set of data in the form of T , the problem of TSC is to find a function that
maps from the space of possible time series to the space of possible class values.
Whilst this problem is very similar to the general classification problem, TSC
varies from standard approaches as it is often assumed that similarity between
time series is to some extent embedded within the autocorrelation structure of
the data.

As with all time series data mining, TSC relies to some degree on the use
of a similarity measure to compare data. These typically fall into one of three
broad categories: similarity in time (correlation-based); similarity in structure
(autocorrelation-based); and similarity in change (shape-based). A detailed dis-
cussion of time series similarity can be found in [9] and [13]. Many shape-based
applications of time series similarity use an elastic measure such as DTW with
an instance based classifier (i.e. 1-NN with DTW). However, such an approach
risks ignoring discriminatory shapes within a series as they may be masked by
noise. This is one of the main strengths of shapelets for TSC; they allow a mech-
anism for identifying phase-independent shape-based similarity on a local level,
unlike global measures such as DTW that must calculate similarity across entire
series.
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3 Shapelets

Shapelets were first introduced in [14] to provide a mechanism for measuring
the similarity of time series using subsections that are particularly indicative
of class membership. There are three main components of shapelet discovery:
candidate generation; a distance measure between a shapelet and a time series;
and a measure of shapelet quality.

3.1 Generating Candidates

A shapelet candidate is any contiguous subsequence S of length l within a time
series Ti of length m, where l ≤ m. A series of length m contains (m − l) + 1
unique subsequences of length l. We denote the set of all subsequences of length
l for series Ti to be Wi,l, and the set of all possible subsequences of length l for
the data set to be Wl = W1,l,W2,l,, ...,Wn,l. The set of all candidates in T is
W = Wmin,Wmin+1, ...,Wmax where min ≥ 1 and max ≤ m. For all possible

lengths l = 1, 2, ...,m, there are a total ofm (m+1)
2 shapelets inW . As this number

can be very large with long series, [19] specify a minimum and maximum length
parameter to constrain the search. The generic shapelet finding algorithm is
defined in Algorithm 1.

Algorithm 1. ShapeletSelection (T , min,max)

1: bsfQuality = 0;
2: bestShapelet = ∅;
3: C = classLabels(T );
4: W = generateCandidates(T, min,max);
5: for l = min to max do
6: for all subsequence S in Wl do
7: DS = findDistances(S,Wl);
8: quality = assessCandidate(S,DS);
9: if quality > bsfQuality then
10: bsfQuality = quality;
11: bestShapelet = S;
12: end if
13: end for
14: end for
15: return bestShapelet;

Note that our implementation of Algorithm 1 independently normalises each
element of W before using the distance function. We justify this as we are search-
ing for local similarity between series, so wish to remove any offset caused by
scale. Whilst no mention of this appears in [19], an amortised constant-time
normalised distance measure is proposed in [14].

3.2 Shapelet Distance Calculations

The Euclidean distance between two subsequences S and R, where both are of
length l, is calculated as:

dist(S,R) =

l∑
i=1

(si − ri)
2. (1)
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The distance between a time series Ti and a subsequence S of length l is calcu-
lated using a sliding window to find the minimum distance between S and all
possible subsequences in Ti of length l

di,S = min
R∈Wi,l

dist(S,R). (2)

As di,S is a minima, an early abandon is used to avoid unnecessary calculations.
This calculation is used during shapelet extraction to calculate the distance from
a candidate S to each time series in a data set T , DS = DS,1, DS,2, ..., DS,n,
where n is the number of series in T . Note that [14] use a more efficient constant-
time distance calculation based on maintaining a set of statistics. As the distance
metric is incidental to the contribution of this paper, we retain the use of this
simpler distance measure to keep the emphasis on shapelet quality measures.

4 Shapelet Quality Measures

The shapelet finding algorithm defined in Algorithm 1 requires an objective
function for assessing shapelet quality, which is performed in [19] using infor-
mation gain. This is where the main contribution of this paper lies; we believe
that whilst information gain provides a good solution and lends itself neatly to
decision trees, it involves an excessive amount of computation that could be re-
moved by using different quality measures. Furthermore, additional applications
of shapelets may not require an explicit split point to be found by the quality
measure (such as a shapelet filter [11]). In such applications, it would be more
appropriate to use alternative measures of quality that are faster. Therefore, we
introduce Kruskal-Wallis and Mood’s Median tests into the context of shapelet
finding.

To assess the quality of shapelet S for data set T , a prerequisite of each quality
measure is that the set of distances DS = DS,1, DS,2, ..., DS,n must be calculated,
where n is the number of instances in T and DS,i is the distance between S and
instance i of T .

4.1 Information Gain

Information gain [16] (IG) is a non-symmetrical measure of the difference be-
tween two probability distributions. The shapelet finding algorithm in [19] uses
IG as the quality measure to assess candidate shapelets. DS is sorted and the
information gain at each possible split point sp is assessed for S, where a valid
split point is the average between any two consecutive distances in DS . For each
possible sp, IG is calculated by partitioning all elements of DS < sp into AS ,
and all other elements into BS . The information gain at sp is calculated as

IG(DS , sp) = H(DS)− |AS |
|DS |H(AS) +

|BS |
|DS |H(BS), (3)
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where |AS | is the cardinality of the set AS , and H(AS) is the entropy of AS .
Entropy is calculated by

H(DS) = −
∑

c∈classes{DS}
pc log2 pc. (4)

The IG infoS of S is calculated as

infoS = max
sp∈DS

IG(DS , sp). (5)

Note that [19] introduce an upper-bound for calculating IG. However, in this
paper we do not implement the early abandon. We justify this for two reasons;
firstly, in the most pessimistic cases for multi-class problems, the computation in-
volved for implementing a näıve approach of the upper-bound would far out way
the benefits provided by it. Secondly, the style of upper-bound used by [19] could
also be implemented for KW and MM. We wish to directly compare the three
quality measures, so by not using an early abandon, any implementation of the
three quality measures must evaluate the same number of shapelet candidates.

4.2 Kruskal-Wallis

Kruskal-Wallis [10] (KW) is a non-parametric test to observe whether data orig-
inates from a single distribution. The calculated statistic represents the squared-
weighted difference between ranks within a class and the global mean rank. For
use with shapelets, KW is calculated for S as

KWS =
12

|DS | · (|DS |+ 1)

k∑
i=1

R2
i

ni
− 3(|DS|+ 1), (6)

where |DS | is the cardinality of DS, k is the number of classes in DS , Ri is the
sum of ranks for class i and ni is the number of instances of class i in DS . Note
that in order to calculate ranks, DS must be sorted as it was with IG. However,
we believe that KW will be more efficient for shapelet finding than IG because
the statistic only needs to be calculated once, rather than for each possible split
point in DS.

4.3 Mood’s Median

Mood’s Median [12] (MM) is a non-parametric test to determine whether the
medians of two samples originate from the same distribution. Unlike IG and
KW, MM does not require DS to be sorted, so therefore should be faster. Only
the median is required for calculating MM, which can be found in O(n) time
using quickselect [7]. The median is used to create a contingency table from DS ,
where the counts of each class above and below the median are recorded. The
MM statistic is obtained by calculating the Chi-Squared statistic of the table

χ2 =
c∑

j=1

r∑
i=1

(oij − eij)
2

eij
, (7)

where r and c are the rows and columns of the contingency table and oij and
eij are the observed and expected values of row r, column c respectively.
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5 Experimental Procedure

The experiments in this paper are designed to establish the validity and advan-
tages of using KW and MM for shapelet finding. This is demonstrated in two
stages; firstly, we use a diverse range of data to build shapelet decision trees
akin to [19] using IG, KW and MM as quality measures, and show that the
classifiers produced are not significantly different. Secondly, we perform timing
experiments to show the relative time performance of KW and MM compared
to IG for finding the most discriminatory shapelet in a data set.

5.1 Shapelet Classifier Implementation

We implement four distinct shapelet tree classifiers; the first uses IG as the shapelet
quality measure as in [19], the second uses KW, and the final two use MM. We
slightly modify the algorithm for KW and MM classifiers due to the nature of the
statistics calculated. In theKWtree,we initially find the best shapelet by replacing
IG with KW. However, unlike IG, the KW statistic is only calculated once across
the set of distances and no split point is implied for classification. To accommo-
date this, we establish the best shapelet using KW and then use a single set of IG
calculations to find the best split point. We justify this because the costly IG cal-
culations for each candidate are replaced by KW, and IG is only used once for the
best shapelet. For MM, we implement two classifiers; the first simply uses the me-
dian from the MM calculation of the best shapelet as the split point, whilst the
second classifier uses the same approach as the KW classifier to identify the final
split point using a single set of IG calculations.

The minimum and maximum shapelet lengths for each data set were computed
using the simple cross-validation approach in [11]. The parameters vary across
data sets, but are consistent for each classifier to ensure that they each evaluate
the same number of candidates and are directly comparable.

6 Results

The results that we report are split into two sections. Firstly, we wish to demon-
strate that KW andMM are valid statistics for measuring the quality of shapelets.
We demonstrate this through a number of classification experiments and report
the error rates accross a diverse range of data sets. Secondly, we wish to demon-
strate that these new quality measures speed up shapelet discovery. We demon-
strate this with a number of timing experiments using the same data sets.

6.1 Classification Performance

The results in Table 1 show that whilst the IG classifier achieves the top rank on
more data sets than any other classifier (10 of 26), it is in fact the MMwith IG tree
that has the best overall rank. The KW tree also has a better overall rank than IG,
whilst MM using the median to split has the lowest overall rank. This supports our
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decision touse IGtofind thebest split point in theMMtree.To further demonstrate
the validity ofKWandMMas qualitymeasures,we show that there is no significant
difference between the classifiers in Figure 1 using a critical difference diagram (as
decribed by [3]). The diagram is derived from the overall test of significance ofmean
ranks, where classifiers are grouped into cliques that are represented by the solid
bars. The diagramshows that all classifiers are part of a single clique, and therefore
are not significantly different from one another. This supports our claim that MM
and KW are valid metrics of shapelet quality.

Table 1. Classification error rates for the shapelet tree classifiers

Data Set IG KruskalWallis MoodMedian MoodMedIG
Adiac 0.7008(1) 0.734(3) 0.7928(4) 0.7289(2)
Beef 0.5(1) 0.6667(2.5) 0.6667(2.5) 0.7(4)

ChlorineConcentration 0.412(1) 0.474(3) 0.4648(2) 0.4789(4)
Coffee 0.0357(1) 0.1429(3) 0.1429(3) 0.1429(3)

DiatomSizeReduction 0.2778(1) 0.3889(2) 0.5392(3) 0.5523(4)
DP Little 0.3456(4) 0.32(3) 0.2567(1) 0.29(2)

DP Middle 0.2947(2) 0.3067(3) 0.35(4) 0.2633(1)
DP Thumb 0.4189(4) 0.28(1) 0.3233(3) 0.2967(2)

ECGFiveDays 0.2253(4) 0.1278(2) 0.1568(3) 0.072(1)
ElectricDevices 0.451(3) 0.4416(1) 0.4492(2) 0.5317(4)

FaceFour 0.1591(1) 0.5568(2) 0.5795(3) 0.5909(4)
GunPoint 0.1067(4) 0.06(1) 0.1(3) 0.08(2)

ItalyPowerDemand 0.1079(3) 0.0904(2) 0.1322(4) 0.0894(1)
Lighting7 0.5068(1) 0.5205(2) 0.7671(4) 0.726(3)

MedicalImages 0.5118(3) 0.5289(4) 0.5(1) 0.5105(2)
MoteStrain 0.1749(4) 0.1605(2) 0.1605(2) 0.1605(2)
MP Little 0.3361(4) 0.3033(3) 0.2667(1) 0.2967(2)

MP Middle 0.2899(4) 0.25(1) 0.2867(3) 0.28(2)
PP Little 0.4036(4) 0.28(1) 0.3433(3) 0.3267(2)

PP Middle 0.3858(4) 0.3167(3) 0.31(2) 0.3033(1)
PP Thumb 0.3917(4) 0.2867(3) 0.2667(1) 0.27(2)

SonyAIBORobotSurface 0.1547(1) 0.2729(4) 0.2479(2) 0.2512(3)
Symbols 0.2201(1) 0.4432(4) 0.4201(2) 0.4261(3)

SyntheticControl 0.0567(1) 0.1(2) 0.1867(4) 0.1433(3)
Trace 0.02(2) 0.06(3) 0.08(4) 0(1)

TwoLeadECG 0.1493(3) 0.2362(4) 0.1343(1) 0.1466(2)
Mean Rank 2.5385 2.4808 2.5962 2.3846

CD

4 3 2 1

2.3846 MoodMedIG
2.4808 KruskalWallis2.5385InfoGain

2.5962MoodMedian

Fig. 1. Critical difference diagram for the four different shapelet tree classifiers

6.2 Timing Results

The results in Table 2 were produced using IG, KW and MM to find the best
shapelet from each data set. This approach was adopted to ensure fair compar-
isons could be made between measures, as comparing the build times of whole
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Table 2. Relative computation times of KW and MM against IG

Data Set Kruskal-Wallis Mood’s Median
Adiac 27.23% 26.44%
Beef 102.81% 98.15%

ChlorineConcentration 61.34% 57.35%
Coffee 102.17% 97.16%

DiatomSizeReduction 102.11% 98.03%
DP Little 93.19% 89.22%

DP Middle 53.39% 51.03%
DP Thumb 94.98% 90.34%

ECGFiveDays 99.85% 100.21%
ElectricDevices 79.78% 75.87%

FaceFour 104.71% 101.29%
GunPoint 103.77% 101.20%

ItalyPowerDemand 50.81% 49.03%
Lighting7 98.74% 96.25%

MedicalImages 51.48% 23.55%
MoteStrain 101.49% 94.57%
MP Little 95.75% 90.32%

MP Middle 98.51% 93.37%
PP Little 93.95% 90.08%

PP Middle 94.97% 90.00%
PP Thumb 95.08% 89.82%

SonyAIBORobotSurface 93.32% 97.15%
Symbols 102.90% 101.32%

SyntheticControl 44.21% 41.31%
Trace 97.53% 101.59%

TwoLeadECG 91.35% 90.99%
Average 85.98% 82.14%

decision trees would be biased if the classifiers were of different depths. Extract-
ing a single shapelet ensures that the same number of candidates are processed
for each quality measure.

Table 2 shows that there are few cases where IG is fastest, and even in these
cases the difference is marginal. It is clear that KW and MM perform much better
on some data sets whilst providing at least a modest speedup on the majority
of cases. MM is the fastest overall and provides almost an 18% speed-up over
IG, whilst KW also provides a marked improvement of approximately 14% on
average. On first glance this may not seem significant, but shapelet extraction
can be time consuming and can potentially take hours in some cases, so an
improvement of almost 20% may be critical in some applications.

7 Conclusions and Future Work

In this paper we have introduced two new quality measures for shapelet extrac-
tion in TSC. We have demonstrated the effectiveness of the Kruskal-Wallis and
Mood’s Median statistics as discriminatory measures by using them to build
shapelet decision tree classifiers in the style of [19]. We use these classifiers to
illustrate two points. Firstly, using these alternative measures does not degrade
the discriminatory power of the shapelets that are extracted. This is demon-
strated by producing classifiers that are shown to not be significantly different
over 26 data sets. Secondly, we limit the shapelet finding algorithm to extract
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only the best shapelet from each data set, allowing us to directly compare the
computation times of the three statistics. Our results show an average improve-
ment in computation time across the 26 data sets of approximately 14% and 18%
for Kruskal-Wallis and Mood’s Median respectively. With a view to the future,
we can investigate the potential of these alternative quality measures in further
applications of shapelets, such as extending a shapelet filter for TSC [11].
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Abstract. Everyday a huge amount of pages are published on the Web, and, as 
a consequence, the users’ difficulty to locate those that will meet their needs is 
increasingly bigger. The challenge for web designers and e-commerce compa-
nies is to identify groups of users that present similar interests in order to perso-
nalize navigation environments to meet those interests. In an attempt to offer 
that to the countless web users, in the last years, several researches have been 
done on clustering applied to Web Usage Mining. In this paper, a log file is 
preprocessed to map the sequence of visits for each user’s session. A Session-
Path Matrix is used as input to SOM Map and identifying patterns between each 
session. The results show the similarities between the sessions based on time 
spent on visited paths and volume transferred. 

Keywords: Web Usage Mining, SOM, users’ sessions, clustering, navigation 
path. 

1 Introduction 

The available content on WWW is stored in many formats (audio, images, text and 
others), covers different areas of knowledge and includes users with multiple interest 
profiles. However, the challenge is to provide rapid access to information and, above 
all, make them relevant to the users’ interests. Thus, the WWW appears as an ideal 
environment to apply Data Mining techniques, known as Web Mining. 

Web Mining consists in extracting interesting and potentially useful patterns and 
implicit information from artifacts or activity related to the WWW. Moreover, Web 
Mining is one of the most important areas of Computer Science and Information 
Science [9]. The Web Mining is classified in three categories [13]: Web Content Min-
ing, Web Structure Mining and Web Usage Mining. The Web Content Mining is the 
process that extracts knowledge from the Web and analyzes the contents of its docu-
ments. Web Structure Mining tries to discover the model underlying the link struc-
tures of the Web. And finally, the purpose of Web Usage Mining is to apply statistical 
and data mining techniques to the preprocessed web log data, in order to discover 
useful patterns [1].  
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Nowadays Web Usage Mining is an area of interest for many researchers [13] be-
cause a) the record of accessed pages allows mapping the users’ behavior; b) the fre-
quent accesses can be used to improve link structure and; c) it allows suggesting 
changes in pages design. 

In reference to [12], an important point to be observed in Web Usage Mining is the 
users’ clustering according to their characteristics. From an analysis of clusters, a web 
designer can identify the users’ interest and thus offer more personalized services to a 
group of them. Still, according to [14], the results generated by clustering techniques 
can be used to analyze the systems’ performance and network communication. A 
method to cluster users is measuring the similarity between them based on their inter-
ests. There are several measures that can be used [12]: Usage Based Measure, Fre-
quency Based Measure, Viewing-time Based Measure and Visiting-Order Based 
Measure. 

In literature, there are several researches that propose methods to identify web us-
ers’ interests, although this is a complex task [8]. According to [6], the authors consi-
dered the time as a good measure to evaluate the users’ interest and used the naïve 
Bayes method to model and predict the users’ navigational behavior. A model based 
on ant colonies has been proposed by [3] to identify users’ browsing patterns. In this 
model, the authors used access frequency and the time spent as measures to identify 
the users’ interest. In reference to [5], the authors proposed a method based on Self-
Organizing Maps that uses Web Content Mining and Web Usage Mining clustering 
techniques to help visitors identify relevant information quickly. 

In this paper, a log file is preprocessed to map the sequence of visits (i.e. path) for 
each user’s session. Then a Session-Path Matrix is used as input data to Self-
Organizing Map (SOM) and to identify patterns between each session. The results 
show the similarities between the sessions based on time spent on visited paths and 
volume transferred. 

This paper is organized as it follows: section 2 presents the concepts of Web Usage 
Mining; Section 3 describes briefly the Self-Organizing Maps (SOM); Section 4 de-
tails the data preprocessing and sessions’ clustering using the SOM. The last section 
presents conclusions and future research directions. 

2 Web Usage Mining 

Web Usage Mining is a Data Mining process used to discover usage patterns of the 
information on the Web and aims to provide an understanding of the interests and 
behavior of web users[10]. Thus, analyzing the user’s access logs on websites, it is 
possible to understand their actions and thus enable customization of a navigation 
environment. 

Often, Web Usage Mining includes the following steps [2]: 

(a) Preprocessing – removes inconsistencies and noise of the data sources in order 
to leave only those that are really significant. The stage also includes tasks such 
as users’ identification, sessions’ identification and definition of the full path of 
navigation [9]. 
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(b) Pattern discovery – discovers the user’s interests (or a group of them) and build 
a model according to these preferences. 

(c) Pattern Analysis – the main objective is to filter the information that are appar-
ently irrelevant to viewing and interpreting the user interest patterns. 

When a user navigates on a website his/her interactions are recorded in files called 
web server log file. This record has the form of a single transaction and is appended in 
ASCII text file. Nowadays there are three ways to obtain user’s access logs: a) client 
log file, b) proxy log file and c) server log file. The delimiter of this file type can be a 
comma, a blank or a tab. 

There are three types of server log file available to capture the activities of a user 
on websites [4]: Common Log Format, Log Format and Extended Log Format IIS. 
This work is based on a server log file using Common Log Format. 

The most common and simple way to analyze a log file is using a statistical me-
thod. However, there are more sophisticated methods, such as Association Rules Min-
ing, Sequential Pattern Discovery, Clustering and Classification [1]. 

3 Self-Organizing Maps (SOM) 

The Self-Organizing Map (SOM) is one of the most popular artificial neural network 
algorithms and it is based on unsupervised competitive learning, which means that the 
training is entirely data-driven. The training of the neurons present competitive and 
cooperative processes [15]. The SOM defines a mapping from the high dimensional 
input data space onto a regular, usually, two-dimensional array of nodes. Each neuron 
i of the SOM is represented by an p-dimensional weight vector mi = [mi1, mi2, ..., 
mip]

T, where p is equal to the dimension of the input vectors[16]. 

3.1 SOM Properties 

Assume that ℜp is an input space with a topology defined by the metric relation be-
tween the vectors x∈ ℜp. Consider K a discrete output space with a topology that is 
defined by arranging a set of neurons like nodes on a grid. According to Haykin [21], 
the SOM algorithm can be defined as a non-linear transformation, Φ, called a feature 
map, which maps the input space ℜp to the output space K: 

Φ: ℜp → Κ 
Given an input vector x, the SOM algorithm identifies the winner neuron c in the 
output space K according to a features map Φ. The main properties of feature map-
ping computed by the SOM include [22]: 

1. Approximation of the input space – the features map Φ, represented by the set 
of code vectors wi in the output space K, provides a good approximation of the 
input space ℜp. This strategy is based on the vector quantization theory, the 
motivation for which is data compression [21]; 

2. Topological ordering – the SOM algorithm attempts to preserve as well as 
possible the topology of the original space, i.e., it tries to make the neighboring 
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neurons in the rectangular grid (output space K) present weight vectors that 
represent neighboring patterns in the input space ℜp. 

3. Density matching – when properly trained, the features map Φ approximates 
the probability distribution of data in the input space ℜp. 

4 Data Preprocessing 

The log files cannot be used before a treatment [7] because they have some records 
which do not add any value to the Data Mining. However, it makes it difficult to  
analyze the users’ behavior. These irrelevant data are called noise and usually are 
generated by web robots or when images, videos, audios, CSS, javascripts and flash 
animations are loaded within the pages of a website. 

The access logs used in this paper did not show which user made a particular 
access, thus users were identified from the recorded IP address into a log file. Howev-
er, this does not prevent that the same IP can be used by different users or even the 
same user to different IPs. Thus, the analysis was performed on the basis of access 
sessions. In this context, a session consists of an access to a page (or set of them) 
recorded to the same IP and the time difference between the instants ti and ti-1 (where 
ti is the time that the page pj was accessed and ti-1 the access time to the page pj-1) is 
less than or equal to 30 minutes [11][18]. The method which is often used to distin-
guish two sessions is setting the time of timeout. Many web usage analysts and com-
mercial applications set the timeout threshold at 30 minutes [7][19]. 

 

Fig. 1. Data preprocessing to Session-Path Matrix generation 

As it was mentioned before, data from a log file cannot be used before being pre-
processed. Fig. 1 shows the procedures used for this. Next, each step is described: 

1. Data import – imports logs from a text file to database. To facilitate the data 
manipulation, the logs were imported into SQL Server 2008 R2 Express. 

2. Data cleaning – performs noise removal from original data. After importing 
data, unsuccessful requests logs have been removed. In addition, records of 
images, videos, audios, javascript and flash animations. 
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3. Session identification – aims to identify the user’s sessions. The data were 
sorted by timestamp field. When the user (identified by IP) of the ri record is 
different from ri-1 record or when the difference between the timestamps of ri 
and ri-1 is greater than 30 minutes a new session is created. 

4. Path building – consists of mapping the full path (sequence of visits to pages) 
of each session, calculating the time spent and the transferred data volume. 

5. Session-Path Matrix – creates a matrix containing session identifier, path iden-
tifier, time spent on each page and transferred volume. 
 

The result of preprocessing produces the Session-Path Matrix, Fig. 1, in which rows 
represent sessions and columns are visited path information by each session. 

5 Sessions Clustering 

After preprocessing we use the data as input to SOM Toolbox, a SOM library devel-
oped to Matlab. Based on Path-Session Matrix, a file sample is generated by prepro-
cessing script. 

In reference to [12] the authors highlighted Visiting-Order as a measure to evaluate 
degree of interest of web users and this contributed to what we assume that sequence 
of pages accessed by users in a user’s sessions (i.e. path) is a important variable for 
measuring the similarity in the degree of web sessions. 

 

Fig. 2. Path P’ is a segment of Path P 

We have used access-logs of the University of Saskatchewan (available at 
http://ita.ee.lbl.gov/html/traces.html), located in Saskatoon, Saskatchewan, Canada. 
After preprocessing, we have extracted 125 records from Session-Path Matrix and 
such records are divided into 5 classes, each with 25 instances of visited paths. The 
classes indicate the paths visited by sessions: Path6, Path9, Path13, Path29 and 
Path34. Here, P is the full path visited by a session S. Eventually P can be segmented 
into smaller path called P’. In Fig. 2, e.g., P is composed of 7 pages (p1, p2, p3, p4, p5, 
p6 and p7) and S begins when page p1 is accessed. From path P, path P’ has been 
created which is a shortest length path containing 5 pages (p1, p2, p3, p4 and p5). In our 
experiments, we evaluate paths with length greater than or equal to 5 pages because 
they presented a higher representation of data. When paths P presented length greater 
than 5 pages, we generated a path P’ of length 5 in order to compare paths only of the 
same length. The attributes defined for each instance are: 

• timeToPg2: elapsed time between accesses page p1 and page p2;  
• timeToPg3: elapsed time between accesses page p1 and page p3; 
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• timeToPg4: elapsed time between accesses page p1 and page p4; 
• timeToPg5: elapsed time between accesses page p1 and page p5 and; 
• volume: volume transferred (bytes) in P’. 

 
In order to visualize the results produced by SOM Toolbox, we set parameters for 
initialization, for training and for visualization of the map. The evaluation was per-
formed in several experiments using the combination of parameters.  

Table 1. Configuration parameters of the SOM 

Parameter Value 
Data normalization Variance 
Inicialization Linear 
Topology Hexa 
Neighborhood function Gaussian 
Training  Batch 
Epochs 3000 
Dimension X / Dimension Y 15 / 15 

To measure the map generation quality after training, we use two metrics: Quanti-
zation Error (Qe) and Topographical Error (Te). Quantization Error measures the 
average distance between each data vector and its best matching unit [20] and Topo-
graphical Error indicates how much the SOM preserving topology of the input data. 
Based on the parameters defined, in Table 1, the results obtained for the two mea-
surements were Qe = 0.2533 and Te = 0.0400.  

 
 

Fig. 3. U-Matrix Fig. 4. Clustering of web sessions 

After training, the map is displayed by U-Matrix in which different colors are used 
to represent the distances between neurons. The U-Matrix is commonly used visuali-
zation method for the cluster analysis using SOM and based on the distance in input 
space between a weight vector and its neighbors on map [17]. In U-Matrix a light 
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shade means that they are close and a darker shade can be interpreted as a clusters 
separator.  

We also use the histogram hits that allow the identification of the parts of the map 
that best represent the data. In Fig. 3, the U-Matrix is colored in 5 different classes, 
each representing a sessions’ cluster. In Fig. 4, the labels, such as 41 and 57 (cluster 
E), represent the sessions’ identifiers. We draw the clusters’ line manually and we 
noted that: 

 

• Cluster A – represents the users’ sessions that accessed Path 6; 
• Cluster B – represents the set of users’ sessions  that browsed on Path 9; 
• Cluster C – represents the users’ sessions that accessed Path 13; 
• Cluster D – represents the set of users’ sessions that browsed on Path 29; 
• Cluster E – represents the users’ sessions that accessed Path 34. 

6 Conclusion 

The Internet popularization has had an impact on the number of pages published on 
the network. The amount of available information configures a huge source of data 
and the difficulty encountered by web users to find resources that meet their interests 
is a problem that some areas such as Information Retrieval and Web Mining have 
been trying to solve. 

In this paper, five steps were performed to preprocess data extracted from a log 
file: Data import, Data cleaning, Session identification, Path building and Session-
Path Matrix building. In order to visualize the similarities between users’ sessions, the 
Session-Path Matrix has been used as an input data to Kohonen’s Map. The figures 3 
and 4 show the existence of similar patterns between sessions that were browsed by 
the same path. 

Future works will focus ontologies to assign semantics to the pages visited and 
therefore the browsed paths. Furthermore, such works will create a mechanism to 
enable the similar paths recommendation to analyzed sessions. 
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Abstract. Intrusion Detection Systems of computer networks carry out their de-
tection capabilities observing a set of attributes coming from the network traffic.
Such a set may be very large. However, some attributes are irrelevant, redundant
or even noisy, so that their usage may also decrease the detection intrusion effi-
ciency. Therefore, the primary problem of identifying an optimal attribute subset
is the choice of the criterion to evaluate a given attribute subset. In this work, it is
presented an evaluation of Rényi and Tsallis entropy compared with Shannon en-
tropy in order to obtain an optimal attribute subset which increases the detection
capability to classify the traffic as normal or as suspicious. Additionally, we stud-
ied an ensemble approach that combines the attributes selected by Rényi, Tsallis
and Shannon information measures. The empirical results demonstrated that by
applying an attribution selection approach based on Rényi or Tsallis entropies
not only do the number of attributes and processing time are reduced but also the
clustering models can be builded with a better performance (or at least remains
the same) than that built with a complete set of attributes.

Keywords: Attribute selection, network intrusion detection, Shannon, Rényi and
Tsallis entropy.

1 Introduction

According to [1], a network intrusion is defined as a set of actions that can compromise
the integrity, confidentiality or availability of resources in a network context. Complete
or partial intrusions take place as a result of successful attacks which exploit system
vulnerabilities. Since it is impossible to achieve invulnerable network system, it is more
appropriate to assume that intrusions can happen. Hence, the central challenge with
computer security is determining the difference between normal and potentially harmful
activity.

Alongside other techniques for preventing intrusions such as encryption and fire-
walls, intrusion detection systems (IDSs) are software systems designed with the pur-
pose of identifying and preventing unauthorised use, misuse and abuse of computer
networks and systems.
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c© Springer-Verlag Berlin Heidelberg 2012



Shannon, Rényi and Tsallis Entropy for Attribute Selection 493

In intrusion detection, enormous amounts of data are collected from the network,
generating large log files and raw network traffic, which make human inspection im-
possible. This poses a great challenge. Thus, these activities need to be summarized
into higher-level events, described by some attributes (features). Therefore, selecting
relevant attributes is a crucial activity and requires extensive domain knowledge.

The selection of an optimal reduced subset of attributes is essential in: (i) removing
irrelevant and redundant data; (ii) reducing the use of resources; (iii) increasing detec-
tion precision and (iv) achieving rapid and effective response against attacks. Although
such problems have been tackled by researchers for many years, there has been recently
a renewed interest in feature extraction. Thereby, according to [2], the identification of
a representative set of attributes is a main problem in IDS in order to both optimize the
effectiveness of intrusion detection and decrease the complexity of the IDS.

In this work, we investigated four different approaches to select optimal attributes.
Firstly, we considered a mofified gain ratio that incorporates Rényi [3] and Tsallis [4]
establishing a comparison with Shannon [5] information measure criteria for construct-
ing C4.5 decision trees [6]. Additionally, we studied an ensemble approach that com-
bines the attributes selected by Rényi [3], Tsallis [4] and Shannon [5] information mea-
sures. These schemes were applied to a data set for network intrusion detection based
on KDD Cup 1999 data [7].

In order to evaluate their clustering performance on the smaller subsets of attributes
selected using various approaches, we considered different models using two clustering
algorithm: SimpleKMeans [8]and FarthestFirst [9]. The experimental results demon-
strate that the clustering performance of the models built with smaller subsets of at-
tributes is comparable and sometimes better than that associated with the complete set
of attributes for DoS and Probing attack categories.

The remainder of the paper is organized as follows. Section 2 describes the scheme to
select attributes based on C4.5 decision tree algorithm. The experimental environment
is explained in Section 3. Results are reported in Section 4 and Conclusions are drawn
in Section 5.

2 Selection of Attributes Based on Decision Tree Algorithm

Attribute selection is a strategy for data reduction process since irrelevant and redundant
attributes often degrade the performance of algorithms devoted to data characterization,
rule extraction and construction of predictive models, both in speed and in prediction
accuracy. The goal of the attribute selection process is, given a dataset that describes a
target concept using N attributes, to find the minimum number M of relevant attributes
which describe the concept as well as the original set of attributes does, in such a way
that characteristic space is reduced according to some criterion [10].

Attribute selection algorithms can fall into two broad categories: the filter model or
the wrapper model. The filter model tries to choose an attribute subset independently
from the learning algorithm to be used, by examining the intrinsic characteristics of
the data and by estimating the quality of each attribute considering just the avaliable
data. In contrast, the wrapper model evaluates the goodness of the subset of attributes
by applying a predetermined learning algorithm on the selected subset of attributes.
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So, for each new subset of attributes, the wrapper model needs to learn a classifier and
uses its performance to evaluate and determine which subset of attributes are selected.
This approach tends to find attributes best suited to the predetermined classification
algorithm resulting in superior learning performance, but it also tends to be more com-
putationally expensive than the filter model [11].

For N attributes, there are 2N possible subsets. An exhaustive search for an optimal
subset of attributes can be impracticable, especially when N and the number of data
classes increase. Therefore, heuristic methods that explore a reduced search space are
commonly used for attribute subset selection. These methods are typically greedy in the
sense that, while searching through attribute space, they always make what seems to be
the best choice at the time. Their strategy is to make a locally optimal choice in the hope
that this will lead to a globally optimal solution. Such greedy methods are effective in
practice and may come close to estimating an optimal solution [10].

Decision trees (DTs) are originally known to be effective classifiers in a variety of
domains. Most of the decision tree algorithms developed have used a standard top-down
greedy approach to building trees. Decision tree induction is the learning of decision
tree classifiers and it uses the training data, which is described in terms of the attributes.
It constructs a directed graph, where each internal node (non leaf node) denotes the test
on the attribute, a branch represents an outcome of the test and a leaf node corresponds
to a class label (see Figure 1).

In our attribute selection approach, a decision tree induction is used for selecting
relevant attributes. All attributes that do not appear in the tree are assumed to be irrel-
evant. So, the set of attributes appearing in the tree represents the subset of selected
attributes. 1.

A3

A10

A6

c1 c2

c1

I
{

A2

c3 c4

c3

Initial attribute set:
{A1, A2, A3, A4, A5, A6, A7, A8, A9, A10 }

Selected attribute subset:
{A2, A3, A6, A10 }

Fig. 1. Decision tree induction for attribute selection

The most popular DTAs are the ID3 (Induction of Decision Tree) [12] and its succes-
sor, the C4.5 [6] algorithm. Using a top-down process, both algorithms are capable of
building decision trees by selecting appropriate attribute for each decision node based
on Shannon’s entropy measure [5]. For each iteration, the best attribute is that one with
highest mutual information [5] among all others. This basic criterion is used in ID3
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algorithm to select attributes while the tree is being designed. However, although pre-
senting good results, it has a strong bias in favor of attributes with many values. To
solve this problem, Quinlan [6] proposed in the C4.5 algorithm a kind of normalization,
called gain ratio, in which the apparent gain assigned to attributes with many values
is adjusted. For more details on the general algorithm for building C4.5 decision trees
based on Shannon, Rényi and Tsallis entropies, see paper [13].

In this context, there are other entropy measures, such as Rényi and Tsallis entropies,
that could be applied to select the attribute subset. Thus, we propose to investigate
whether these measures can be adequately used in this problem. In the following, each
entropy formulation is duly described.

The motivation to apply these entropies rises from the remark that for α > 1 more
frequent events are emphasized [14] and the limitation of the size of data set from which
one has to capture the more adequated tree atributes.

2.1 Shannon Entropy

The concept of entropy is related with the amount of information into a message as a
statistical measure. Based on the work of Shannon [5], given a class random variable C

with a discrete probability distribution {pi = Pr[C = ci]}k
i=1,

∑k
i=1 pi = 1 where ci

is the ith class. Then entropy H(C) is an expected amount of information needed for
class prediction, defined as

H(C) = −
k∑

i=1

pi log pi. (1)

There are N attributes each denoted Ai, , i = 1, 2, . . .N . In turn, each attribute Ai has
vi values which it can assume; vi is finite. Shannon defined another basic concept in in-
formation theory with respect to the idea of dependence between two random variables
C and Ai, which is called mutual information I(C; Ai), and can be expressed in terms
of Shannon entropies as follows

I(C; Ai) = H(C) − H(C|Ai), (2)

where H(C|Ai) stands for the conditional entropy of C given Ai. The mutual infor-
mation is interpreted as the amount of uncertainty in C which is removed by knowing
Ai.

Other entropies measures have been proposed as, for instance, Rényi entropy [3] and
Tsallis entropy [4]. Rényi and Tsallis entropies contain additional parameter α which
can be used to make them more or less sensitive to the shape of probability distributions.

2.2 Rényi Entropy

Rényi’s entropy constitutes a measure of information of order α, having Shannon’s
entropy as limit case, and is defined by the following expression:

Rα(C) =
1

1 − α
log

k∑
i=1

pα
i , α ≥ 0, α �= 1 (3)
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where
∑k

i=1 pi = 1 and limα→1 Rα(C) = H(C).
Using Rényi entropy of order α ∈ (0, 1), the mutual information can be generalized

as follows:
Iα(C; Ai) = Rα(C) − Rα(C|Ai) (4)

2.3 Tsallis Entropy

Another generalized entropy, defined by Constantino Tsallis [4], is given by:

Sα(C) =
1

α − 1

(
1 −

k∑
i=1

pα
i

)
(5)

where α ≥ 0 and limα→1 Sα(A) = H(A).
For α > 1 , Tsallis mutual information is defined as [15]:

Iα(C; Ai) = Sα(C) − Sα(C|Ai) (6)

Using Shannon entropy, events with high or low probability do not have different
weights in the entropy computation. However, using Tsallis entropy, for α > 1, events
with high probability contribute more than low probabilities ones for the entropy value.
Hence, the higher is the value of α, the higher is the contribution of high-probability
events for the final result. Furthermore, increasing of α coefficient (α → ∞), Rényi en-
tropy is increasingly determined by events with higher probabilities, and lower values of
α coefficient (α → 0) weigh the events more equally, regardless of their probabilities.

2.4 Proposed Attribute Selection Schemes

Based on a given training set, to build a decision tree using C4.5 algorithm, first the
mutual information (I(C; Ai)), and gain ratio ( I(C;Ai)

H(Ai)
) are calculated for all attributes.

After, the attribute that yields the highest decrease of uncertainty about prediction of
classes at that node is selected. The selection of attributes is repeated recursively until
decision tree to be completely designed.

In this work, four different approaches to select a subset key attributes to identify four
attacks categories are used, that fit the filter model. To do so, it was applied individually,
gain ratio based on Rényi [3] and Tsallis [4] information measures compared with
Shannon [5] information measure criteria for constructing C4.5 decision trees [6] and
an ensemble approach in order to choose optimal attribute subset that can be used to
find more efficient alternatives to increase the capability of IDS. The attribute selection
schemes are shown in Figure 2.

3 Simulation Environment

For simulation of attributes selection schemes and to build all clustering models, WEKA
toolkit(Waikato Environment for Knowledge Analysis) [16] has been used. In WEKA
toolkit, the source code of the class J48 for generating standard C4.5 decision tree was
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Fig. 2. Attribute selection schemes

modified by the authors, replacing the Shannon entropy by the Rényi entropy and Tsallis
entropy, depending on the α value [13]. We used java programming for implementation.

In proposals evaluating of IDSs, it is usually used as benchmark the intrusion datasets
available in the Knowledge Discovery and Data Mining Competition - KDD Cup 99 [7]
for both training and tests of propositions. This dataset is currently used by researchers
because it still has the capability to allow researchers to compare different intrusion
detection techniques on a common dataset. Each network connection (or instance) in
the KDD CUP 99 data set contains 41 attributes [7]. Also, each instance is labeled
either as normal or as an attack-specified type. These attacks are of 22 different types
falling into four main categories:

– DOS - denial-of-service attacks.
– Probing - when an attacker scans a network to obtain information or seeks vulner-

abilities.
– Remote to Local (R2L) - when a remote-machine user tries to get access to a local

server.
– User to Root (U2R) - when an authorized user tries to get access as superuser

(root).

Usually, a subset of network traffic is necessary to be collected in advance for design-
ing intrusion detection systems. However, it is difficult to collect all attack information
because in real world intruders constantly develop new attack codes to exploit security
vulnerabilities of organizations. The collected data always encloses uncertainty when
only limited information about intrusive activities is available. Accordingly, in order
to simulate the problem of uncertainty existing in the KDD99 data set and to decrease
computational cost without compromises the research results, a subset of the individ-
ual category of attack was randomly selected from the used intrusion datasets. As in
Table 1, each category contains instances corresponding to certain attacks or normal
behavior.

4 Experimental Results and Analisys

Considering the better results obtained in experiments, performed by the authors [13],
for building decision trees based on Shannon [5], Rényi [3] and Tsallis [4] entropies,
in terms of classification accuracy and size of the tree, we chose the best decision trees
designed to be analyzed. For example, for DoS category, we selected the decision tree
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Table 1. Attacks per Category

DoS PROBING R2L U2R

back (1026) ipsweep (586) ftp-write (8) buffer-overflow(21)

land (11) nmap (151) guess-passwd(53) loadmodule (10)

neptune(10401) portsweep (155) imap (11) perl (3)

pod (69) satan (16) multihop (11) rootkit (7)

smurf (7669) spy (4) phf (5) normal (1676)

teardrop (15) normal (1704) wareszclient (60)

normal (2573) warezmaster (20)

normal (1934)

Table 2. Selected attributes by Shannon, Rényi and Tsallis information measures and ensemble
approach

Attacks Measures Selected Attributes

Shannon 2, 5, 7, 8, 23, 34, 36, 39
DoS Rényi 2, 5, 7, 8, 23, 32, 35, 36, 39

Tsallis 2, 5, 7, 8, 23, 26, 34, 39
Ensemble approach 2, 5, 7, 8, 23, 26, 32, 34, 35, 36, 39
Shannon 1, 2, 4, 5, 6, 23, 30, 33, 37, 38, 40

Probing Rényi 1, 2, 5, 6, 25, 30, 32, 33, 37, 38, 40
Tsallis 1, 2, 4, 6, 23, 30, 31, 33, 37, 38, 40
Ensemble approach 1, 2 4, 5, 6, 23, 25, 30, 31, 32, 33, 37, 38, 40
Shannon 1, 3, 5, 6, 9, 10, 11, 17, 19, 22, 32, 33, 35

R2L Rényi 2, 5, 6, 10, 11, 12, 19, 33, 35, 37, 38, 39
Tsallis 1, 3, 5, 6, 10, 11, 17, 19, 22, 37, 38
Ensemble approach 1, 2 , 3, 5, 6, 9, 10, 11, 12, 17, 19, 22, 32, 33, 35, 37, 38, 39
Shannon 13, 16, 17, 18, 32, 33

U2R Rényi 13, 18, 32, 33, 36
Tsallis 13, 16, 18, 32, 33
Ensemble approach 13, 16, 17, 18, 32, 33, 36

designed by Rényi entropy with α = 0.5, and the best decision tree builded using Tsallis
entropy with α = 1.2.

After to select the decision trees, individually, a subset of attributes was selected for
each dataset according to individual category of attacks. Moreover, a new attributes sub-
set were selected based on ensemble approach, using the subsets of attributes extracted
by information measures of Shannon [5], Rényi [3] and Tsallis [4].

Since different types of attack have their own patterns, different categories of attacks
may have different optimal subsets of attribute. So, four experiments were conducted
to evaluate which attribute subset is more suitable for detecting individual category of
attacks according to the respective entropy used. The experiments results are seen in
Table 2.

In the experiments, the subsets of selected attributes are then used into SimpleK-
Means [8] and FarthestFirst [9] algorithms for data clustering, using Weka toolkit.
Cluster analysis is under strong development. Contributing areas of research include
statistics, machine learning, data mining, pattern recognition, and image process-
ing [17].
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Table 3. Experimental Result

Attacks Method Using 41 attributes Using Shannon Using Rényi Using Tsallis Using ensemble approach
DAR(%) AUC DAR(%) AUC DAR(%) AUC DAR(%) AUC DAR(%) AUC

DoS FF 90.28 0.6497 91.16 0.6412 88.02 0.6972 91.05 0.6223 91.12 0.8074
SKM 66.61 0.8578 68.59 0.9515 68.6 0.9511 68.59 0.9524 67.95 0.7854

Probing FF 52.18 0.4648 54.2 0.504 57.45 0.5478 48.74 0.6313 47.25 0.4578
SKM 61.28 0.7275 57.99 0.6981 52.68 0.6562 70.07 0.7653 68.77 0.7644

R2L FF 98.53 0.9754 95.34 0.9675 96.43 0.9719 96.67 0.8983 96.77 0.966
SKM 48.86 0.7355 36.16 0.667 47.29 0.7309 42.96 0.6988 36.16 0.667

U2R FF 98.89 0.8769 95.57 0.9815 81.36 0.8724 94.41 0.9755 82.18 0.8305
SKM 51.49 0.7575 43.91 0.7187 48.46 0.7434 43.91 0.7187 48.46 0.7434

FF = FarthestFirst, SKM = SimpleKmeans

The WEKA SimpleKMeans algorithm, its implementation of the k-means algo-
rithm [8], uses Euclidean distance measure to compute distances between instances
and clusters. The WEKA FarthestFirst algorithm provides the Farthest First Traver-
sal Algorithm by Hochbaum and Shmoys [9], which works as a fast simple approxi-
mate clusterer modeled after simple k-means. FatherestFirst is a variant of k-means that
places each cluster center in turn at the point farthest from the existing cluster centers.
This point must lie within the data area.

For training and testing of SimpleKMeans and FarthestFirst algorithms, first is ap-
plied on all 41 attributes and the results of clustering are calculated. After that training
and test is done with reduced subset attributes and the results of clustering is calculated.
To evaluate the effectiveness of the selected attributes, the detection results using the
selected attributes were compared with the results using all the 41 attributes based on
the same test data.

In the mode classes to clusters evaluation, used in this work, Weka evaluates the
clusterings in two steps: first ignores the class attribute and generates the clustering.
Then during the test phase it assigns classes to the clusters, based on the majority value
of the class attribute within each cluster. Then it computes the classification error, based
on this assignment and also shows the corresponding confusion matrix. The criteria
for evaluation was the detection accuracy (DAR) and the Area Under ROC (Receiver
Operating Characteristic) Curve (AUC) [18]. The result is showed in Table 3.

In the experimental analysis on the attribute selection scheme performance, the re-
sults are significantly different if the difference is statistically significant at the 1%
level. Furthermore, performance varies depending on both the clustering algorithm and
the performance metric is used to evaluate models.

Compared with using all the 41 attributes (see Table 3), it can be said that among
the four attribute selection techniques, the subset of key attributes selected by Tsallis
entropy performs better than the other three techniques in terms of DAR and AUC when
models are built using the Dos and Probing data sets and SimpleKMeans algorithm.
Selecting attributes based on ensemble approach achieve better results in terms of DAR
and AUC when models are built using the DoS data set and FarthestFirst algorithm.
There were no significant differences in terms of DAR and AUC among Shannon, Rényi
and Tsallis attribute selection techniques when models are built using the DoS data set
and SimpleKMeans algorithm.
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Based on Table 3, the preliminary empirical results point out that when one attribute
selection scheme performed best in terms of one performance metric, this may not be
true when other performance metric is used to evaluate models. For example, Rényi
performed best on performance metric DAR, Tsallis performed best in terms of AUC
performance metric when models are built using the Probing data set and FarthestFirst
algorithm. Another obtained result in this case is that Rényi performed better than com-
plete data set in terms of AUC.

From the Table 3, the detection results reported by the research indicate that the clus-
tering performance in terms of both DAR and AUC for SimpleKMeans and Farthest-
First algorithms on the complete data set (with 41 attributes) significantly outperforms
those on the attribute subsets selected by any attribute selection scheme for R2L and
U2R attacks categories. This is consistent with Sabhnani and Serpen [19]. In this paper
[19], the autors investigated the deficiencies of KDD 99 intrusion detection datasets and
concluded that it is not possible to achieve a high level of detection rate on R2L and
U2R attacks categories, involving content.

In particular, Shannon and Rényi entropies for feature selection do not bring any im-
provement in performance (DAR and AUC) for SimpleKMeans algorithm on Probing
dataset (see Table 3).

Excluding the complete attribute set, we can summarize the following facts:

– Selecting attributes based on Rényi entropy performs better than the other three
techniques in terms of DAR and AUC when models are built using the R2L data
set and both SimpleKMeans and FarthestFirst algorithms.

– Rényi entropy technique and ensamble approach perform better than Shannon and
Tsallis entropies techniques in terms of DAR and AUC for SimpleKMeans algo-
rithm on U2R dataset.

– Shannon entropy technique is better than the other three techniques in terms of
DAR and AUC for SimpleKMeans algorithm on U2R dataset.

Another obtained result, compared with Shannon entropy, is that using Tsallis and
Rényi entropies, it was achieved the same size or smaller set of attributes to detect
attacks for all attacks categories and using Rényi entropy, it was achieved the same size
or smaller set of attributes for Probing, R2L and U2R attacks categories.

5 Conclusion

In this paper, it is presented an evaluation of Rényi and Tsallis entropy compared with
Shannon entropy and their applications to intrusion detection system. Additionally, we
studied an ensemble approach that combines the attributes selected by Rényi, Tsallis
and Shannon information measures. The experimental results shows that in general,
selecting attributes based on Rényi and Tsallis entropies can to achieve better results,
compared with Shannon entropy and ensemble approach considering an individual data
set and the clustering algorithm employed, since one works better than other. Moreover,
attribution selection approach based on Rényi or Tsallis entropies reduce the number
of attributes and processing time. For future research, it will be used more detailed
attributes from real network traffic that supposedly are able to better characterize packet
contents as well as header data.
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Abstract. We present a new approach to supervised vector quantization in-
spired on growing neural gas network. An advantage of the new method is that 
it reduces the need for prior knowledge about the problem under study because 
it is able to determine at runtime the size of the codebook. Another advantage is 
that the training is less dependent on the initial state of the codebook vectors in 
contrast to methods like Learning Vector Quantization. Finally, it is shown that 
for some real datasets the classification performance is superior to other me-
thods of supervised vector quantization. 

Keywords: Supervised Learning, Learning Vector Quantization, Growing 
Neural Gas, Neural Networks. 

1 Introduction 

Vector quantization is a widely used technique in both supervised and unsupervised 
cases. The objective is to build a set of representative vectors, called codebook, to 
represent the input dataset with minimum loss under some metric. Thus, two impor-
tant factors in building this codebook are the number of representative vectors to be 
used and the values of its attributes. 

A widely used supervised method is Learning Vector Quantization (LVQ) because 
it is simple to implement and has good generalization even for multiclass problems. 
Among the related publications of this method we can highlight alternative measures 
of dissimilarity [1], and problem solving like divergent reference vectors [2]. 

It is known that the quality of the solution obtained with the LVQ is related to the 
initial state of the codebook and for this reason it is common to use a pre-processing 
step to start the codebook vectors with an unsupervised method like SOM [3]. The 
problem with this segmented approach is that it is only possible to know whether the 
result of unsupervised step is satisfactory after finishing the supervised step, which 
makes the application of this technique laborious.  

Besides, the supervised and the unsupervised methods differ in purpose. In unsu-
pervised methods, in general, the objective is to obtain codebook vectors distributed 
as close as possible to the training set, minimizing the dissimilarity of samples to its 
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Table 2 presents the results of the SGNG, LVQ and GCS [8]. Three implementa-
tions of LVQ algorithms were considered, following the model described in LVQ 
PAK [9]. In all trials, these algorithms were configured to produce the same number 
of codebook vectors obtained with SGNG in order make comparison among the me-
thods easier. 

The algorithm Growing Cell Structures (GCS) is an RBF network, which uses a 
GNG network in its hidden layer to determine the centers of Gaussian activation func-
tions and their respective standard deviations. Also, to facilitate the comparison the 
number of units in the hidden layer was limited to the same number of codebook vec-
tors obtained with SGNG. This limitation causes a negative effect on the results with 
GCS for some of the datasets, achieving similar results only with a larger number of 
units in its hidden layer. 

For all of the algorithms the parameters were chosen using the weka [10] CVPara-
meterSelection metaclassifier, and experiments to refine these settings. Values in 
parentheses represent the standard deviation observed in the experiments. 

Table 1. Datasets descriptions 

 Glass Sonar Car Wine Iris 
Examples 214 208 1728 178 150 
Attributes 9 60 6 (21) 13 4 
Classes 5 2 4 3 3 

Table 2. Codebook size and correct classification rate (in %) of test set with diferents databases 

 Glass Sonar Car Wine Iris 
Codebook  40 21 33 31 8 
LVQ1 61.93(6.31) 80.36(5.62) 76.73(1.85) 95.78(2.65) 87.30(19.79) 
LVQ2.1 60.11(6.59) 81.07(5.46) 88.49(2.00) 95.35(3.14) 91.08(10.81) 
LVQ3 62.52(6.20) 83.41(5.37) 90.76(1.78) 96.52(2.47) 90.82(10.86) 
GCS 55.47(14.75) 71.42(9.73) 64.85(21.31) 95.56(4.50) 93.24(6.31) 
SGNG 67.99(5.83) 85.96(4.34) 90.84(1.69) 95.92(3.17) 95.61(3.26) 

4 Conclusion 

We presented an algorithm for supervised vector quantization inspired on GNG net-
work capable of determining in runtime the number of codebook vectors and its dis-
tribution between classes to increase the accuracy in the classification. Tests were 
conducted to demonstrate the performance of the method using well known datasets 
and the results show higher classification accuracy compared to LVQ and GCS in 
most of the evaluation cases. 



 Supervised Growing Neural Gas 507 

References 

1. Mwebaze, E., Schneider, P., Schleif, F.-M., Haase, S., Villmann, T., Biehl, M.: Divergence 
based learning vector quantization. In: Proceedings of the 18th European Symposium on 
Artificial Neural Networks (ESANN), pp. 247–252 (2010) 

2. Sato, A.: A formulation of learning vector quantization using a new misclassification 
measure. In: Proceedings of Fourteenth International Conference Pattern Recognition, 
vol. 1, pp. 322–325 (1998) 

3. Kohonen, T.: The self-organizing map. Proceedings of the IEEE 78(9), 1464–1480 (1990) 
4. Hammer, B., Strickert, M., Villmann, T.: Supervised Neural Gas with General Similarity 

Measure. Neural Processing Letters 21, 21–44 (2005) 
5. Fritzke, B.: A growing neural gas network learns topologies. In: Advances in Neural In-

formation Processing Systems, vol. 7, pp. 625–632 (1995) 
6. Cover, T., Hart, P.: Nearest neighbor pattern classification. IEEE Transactions on Informa-

tion Theory 13, 21–27 (1967) 
7. Frank, A., Asuncion, A.: UCI Machine Learning Repository. University of California, 

School of Information and Computer Science, Irvine, CA (2010), 
http://archive.ics.uci.edu/ml 

8. Fritzke, B.: Supervised Learning with Growing Cell Structures. In: Advances in Neural In-
formation Processing Systems, vol. 6, pp. 255–262 (1994) 

9. Kohonen, T., Hynninen, J., Kangas, J., Laaksonen, J., Torkkola, K.: LVQ PAK: The 
Learning Vector Quantization program package. Report A30, Helsinki University of Tech-
nology, Laboratory of Computer and Information Science (1996) 

10. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA 
Data Mining Software: An Update. SIGKDD Explorations 11(1) (2009) 

 



A General Approach for Adaptive Kernels

in Semi-Supervised Clustering
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Abstract. Semi-supervised clustering aims at accomplishing the clus-
tering task by considering also labels or constraints provided by an ex-
ternal agent. Usually, the agent would provide the output label for a
reduced number of patterns or, in the case of lack of posterior informa-
tion about labels, some pairwise constraints indicating whether or not
two patterns should be joined in the same cluster. Constraints may be
inferred from some ad-hoc information from sampling, such as their geo-
graphical location, which are not directly considered as an input atribute.
The objective is to accomplish the clustering task by considering also the
pairwise constraints. In this paper we extend the previous work of Yan et
al. [10] by obtaining derivative expressions for sigmoidal and polinomial
kernels in order to accomplish kernel-clustering semi-supervised tasks.
The resulting kernel-clustering task is optimized in relation to kernel
parameters which do not need to be provided in advance like in most
kernel-clustering tasks. Instead, kernel parameters are obtained as the
outcome of the optimization problem.

1 Introduction

Many problems in machine learning involve extracting knowledge and structure
from input data, without further information about target outputs for the con-
struction of inductive classification models. Discovering the underlying structure
in the data is an important challenge in knowledge discovery and in data anal-
ysis. In this context, when we have an input dataset X = {xi} but we do not
know a priori the classification of each sample in X , clustering techniques can
be employed to uncover strucutre in the dataset. Structuralization would be
helpful if the consistency principle between structure and output classes is valid.
In order to estimate the modes of the generator functions, K-means and Fuzzy
C-means are popular clustering techniques adopted, although hierarchical and
kernel-based methods can also be used [9].

In Active Learning [5], samples for labelling are selected and presented to
an external agent (system user or expert) so that learning is accomplished as a
result of information extracted from data and of the assignments provided by
the external agent. Since very few samples are labeled, structuralization plays

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 508–515, 2012.
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a major role in such a context, since lack of information may be compensated
by structural information extracted from the dataset. Learning in the context of
large datasets and scarce labelling is the challenge of Semi-Supervised Learning
(SSL) [7] and of Semi-Supervised Clustering (SSC) [8].

External information can be provided by labelling some selected samples from
X as well as by imposing pairwise constraints, which indicate whether or not two
samples shoud be grouped in the same cluster. Assuming that the consistency
principle is valid, pairwise constraints for clusters can be extended for labels.
Although labels are assigned by the external agent, pairwise constraints can be
induced from structural information extracted from X .

In the context of SSL the supervised tasks are related to label assignment
and pairwise constraints, while the unsupervised tasks are related to structural-
ization. More specifically, the must-link (ML) constraints define those samples
that must belong to the same cluster, whereas the cannot-link (CL) constraints
define those samples that must belong to different clusters. The remaining data
is related to the unsupervised learning problem. Clustering is then accomplished
as a combination of the contributions resulted from pairwise similarity and con-
straints.

Although clustering is usually accomplished in the input space, the task can
also be carried out after nonlinear kernel mapping into a feature space [6]. This
is particularly interesting because kernels already embody pairwise similarity
measures and uncover pattern and cluster relations. In a previous work [10], the
kernel clustering task for RBF kernels was described by an objective function
composed by similarity and pairwise constraint terms. Since the original work
was restricted to RBF kernels, in this paper, we generalize the idea by developing
gradient terms for polinomial and sigmoidal kernels, which can now be applied
to the SSC task.

In this paper, we present a general approach for semi-supervised clustering
based on kernel functions. The cost function is the average distance between
data, with the distance measure given by a kernel function applied to the feature
space of the problem. We present a method for adapting the parameter of the
kernel function, showing the methodology for three different kernel functions: (i)
gaussian, (ii) polinomial and (iii) sigmoidal. Finally we compare the results in
some benchmark problems using these three different kernel functions.

2 Semi-supervised Kernel-Based Clustering

Clustering in feature space can be described by the minimization of the objective
function J presented in Equation 1 that follows.

J =

k∑
c=1

∑
xi∈πc

δ
(
φ (xi)−mφ

c

)
(1)

where k is the number of clusters, δ(·) is a distance metric function, φ(xi) is the
feature space representation of input pattern xi resulted from the mapping φ(·),
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and

mφ
c =

1

|πc|
∑

xi∈πc

φ(xi)

is the centroid of cluster πc in feature space.
It is assumed in this work that ML and CL pairwise constraints are given by an

external agent, so the constraint violation objective functions should be jointly
minimized together with Equation 1 in the definition of the general optimization
problem. The algorithm must find a partition of the data X into k clusters
such that the mean distance to centroids and the pairwise constraint violations
are minimized. A linear combination of the similarity objective function and
constraint violations functions for ML and CL was adopted by Yan et al. [10] as
an approach for solving the resulting SSC problem, as shown in Equation 2.

J({πc}, k) =
k∑

c=1

∑
xi∈πc

δ
(
φ(xi)−mφ

c

)− ∑
xi,xj∈ML,li=lj

wij −
∑

xi,xj∈CL,li=lj

w̄ij

(2)
where wij and w̄ij represent rewards for satisfying the ML and CL constraints
respectively.

The general optimization problem defined in Equation 2, however, requires
that kernel parameters characterized by the mapping function φ(xi) are set
in advance. In [10], some alternatives for setting kernel parameters are given,
namely, kernel alignment [3] and Fisher discriminant to estimate the optimal ra-
dius of gaussian kernels. Given the influence of the kernel parameter on the
performance of the clustering method, the authors also present an adaptive
method for semi-supervised kernel-based clustering. The corresponding objec-
tive function of the Adaptive Semi-Supervised Kernel K-Means described in [10]
is presented in Equation 3.

J =

k∑
c=1

∑
xi,xj∈πc

1−K(xi,xj)

|πc| +
∑

(xi,xj)∈ML,li 
=lj

2wij(1 −K(xi,xj))

+
∑

xi,xj∈CL,li=lj

2w̄ij (K(xi,xj)−K(x′,x′′))−
∑
xi∈X

2(1−K(xi,xr))− C

(3)

where xr is one point randomly selected from X, x’ e x” are the farthest points
in feature space and C is a constant that avoid the degenerate case in which the
objective function is trivially minimized.

The optimization of the kernel parameter is performed by using the Gradient
method. The initial clusters are initialized from the ML and CL constraints,
applying the Farthest First Traversal algorithm.

3 A General Approach for Adaptive Kernels

We employ the same objective function proposed in [10], however, we develop
the derivatives for some kernel functions and use this information together with
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the secant method to obtain the optimal value for the kernel parameter σ. At

the optimal value, we have dJ(σ∗)
dσ = 0 or, in other words, the optimal value

of the kernel parameter is also the root of the corresponding nonlinear equa-
tion. In numerical analysis, there are many methods for computing the root of
nonlinear equations, among them the secant method is a simple and efficient
option, presenting superlinear convergence [1]. For a given kernel function, the
analytical expressions dJ/dσ for the kernel parameters are needed in order to be
used in association with the secant method and then to obtain the optimal value
with precision, fast convergence and without need of additional parameters. The
secant method is defined according to Equation 4.

σn = σn−1 − g(σn−1)
σn−1 − σn−2

g(σn−1)− g(σn−2)
(4)

where g(·) = dJ/dσ.

Therefore, in order to solve the nonlinear equation dJ(σ∗)
dσ = 0 with the secant

method described in Equation 4, the derivative of the objective function in rela-
tion to each one of the kernel parameters needs to be obtained. We derive next
the objective function presented in Equation 3 for each one of the most common
kernel functions: gaussian, polinomial and sigmoidal [4].

Considering that the polinomial kernel is given by

K(xi,xj) = (xT
i .xj + 1)d (5)

and that the sigmoidal kernel is given by

K(xi,xj) =
1

1 + exp (−a||(xi − xj)||) (6)

the parameters d and a can be adapted as with σ for the gaussian kernel.
For the gaussian kernel, the derivative of the objective function with respect

to σ is presented below:

∂J(σ)

∂σ
= −

k∑
c=1

∑
xi,xj∈πc

1

|πc|
||xi − xj ||2

σ3
exp

(−||xi − xj ||2
2σ2

)

−
∑

(xi,xj)∈ML,li 
=lj

2wij
||xi − xj ||2

σ3
exp

(−||xi − xj ||2
2σ2

)

+
∑

(xi,xj)∈CL,li=lj

2w̄ij
||xi − xj ||2

σ3
exp

(−||xi − xj ||2
2σ2

)

− ||x
′ − x′′||2
σ3

exp

(−||x′ − x′′||2
2σ2

)

+
∑
xi∈X

2
||xi − xr||2

σ3
exp

(−||xi − xr||2
2σ2

)
(7)
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For the polinomial kernel, we have:

∂J(d)

∂d
=

k∑
c=1

∑
(xi,xj∈πc)

1

|πc| (x
T
i xj + 1)d ln(xT

i xj + 1)

−
∑

(xi,xj)∈ML,li 
=lj

2wij(x
T
i xj + 1)d ln(xT

i xj + 1)

+
∑

(xi,xj)∈CL,li=lj

2w̄ij(x
T
i xj + 1)d ln(xT

i xj + 1)

− (x′Tx′′ + 1)d ln(x′Tx′′ + 1) +
∑
xi∈X

2(xT
i xr + 1)d ln(xT

i xr + 1)

(8)

Finally, for the Sigmoidal kernel:

∂J(a)

∂a
=

k∑
c=1

∑
(xi,xj∈πc)

−||xi − xj || exp(−a||xi − xj ||)
|πc|(1 + exp(−a||xi − xj ||))2

−
∑

(xi,xj)∈ML,li 
=lj

2wij
||xi − xj || exp(−a||xi − xj ||)
(1 + exp(−a||xi − xj ||))2

+
∑

(xi,xj)∈CL,li=lj

2w̄ij
||xi − xj || exp(−a||xi − xj ||)
(1 + exp(−a||xi − xj ||))2

− ||x
′ − x′′|| exp(−a||x′ − x′′||)
(1 + exp(−a||x′ − x′′||))2 +

∑
xi∈X

2
||xi − xr|| exp(−a||xi − xr ||)
(1 + exp(−a||xi − xr||))2

(9)

4 Experiments

4.1 Datasets

Our experiments are based on in three real and one simulated dataset. The
real datasets are available in [2]. The first dataset is Pen-Based Recognition of
Handwritten Digits Data Set, or Digits. In this dataset, we have 317 instances
and 16 features and we have chosen three classes for clustering: 3, 8 and 9.
The second dataset describes the diagnoses of cardiac Single Proton Emission
Computed Tomography (SPECT) images. We have 2 classes for this dataset:
the patient is classified as normal or abnormal. The data has 267 instances
described by 45 features. The third dataset is about segmentation of images. For
this dataset, we have 210 instances described by 19 features and divided in 7
classes. The artificial dataset are composed by 5 classes, 500 instances and three
features.

The use of constraints affects directly the performance of the results. In this
paper, we use probability to define constraints for each dataset. For each problem,
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we establish a probability that pairwise must-link and cannot-link belongs or not,
respectively, at the same cluster.

For the first problem, Digits, we defined three different probabilities, 45%,70%
and 80%. For the second problem, SPECT, we defined 50%, 70%, 80% and 90%
of probabilities for the pairwise. In Segmentation problem we defined 50%, 70%,
80% and 90% and, finally, 70%, 80%, 90% and 95% for the artificial dataset.

We use an external cluster validity measure that estimates the quality of the
clustering results with respect to the underlying class of the data, the Rand
Statistic index [10] to evaluate the clustering results.

5 Results and Discussion

To evaluate the performance of our proposed algorithm for three different kernels,
we perform comparisons between them. For each kernel, we defined one initial
parameter. In Gaussian Kernel, we started with sigma equal to 100. In Polinomial
kernel, we set the initial value of the parameter d as equal to 0.1 and for the

Fig. 1. Clustering for database Digits and SPECTF

Fig. 2. Clustering for database Segmentation and Artificial
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Sigmoidal kernel, we set the initial value of the parameter a as equal to 0.1. We
found the initial clusters in a set of constraints.

For dataset Digits, Segmentation and Artificial, the Gaussian kernel pro-
vides better results than the Sigmoidal and Polinomial kernels. For the dataset
SPECTF and Artificial the Sigmoidal kernel does not show significant sensitivity
to the number of constraints. For the database Segmentation, there is a decline
in performance for 90% of probability.

In many studies, experiments are performed based on the amount of pair-
wise constraints. However, we prefer to investigate results based on the pairwise
constraints probabilities in our experiments. Thus, there are instances when the
amount of pairwise constraints data can be a small set. The results showed in
this paper indicate that kernels affects directly the clustering of the data. Since
the kernel is responsible for mapping data from the input space to a feature
space, a variation of performance is expected. The choice of Kernel parameters
by means of an optimization procedure is more effective than the random choice
of parameters.

6 Conclusion

We proposed a general approach for adaptive semi-supervised Kernel-KMeans
algorithm. Our approach integrates constraints with three kernels functions. We
established these constraints in terms of its probability of belonging or not to
the same cluster. The proposed algorithm calculates automatically the optimal
parameters by using the secant method for every kernel. It uses these parameters
to find new clusters based on the distance in feature space. In our future work
we intend to explore tecnhiques that add strutuctural information to find and
integrate constraints to the problem.
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Abstract. Parkinson disease is a degenerative disorder of the central nervous
system. In the present paper, we study the effectiveness of regression tree ensem-
bles to predict the presence and severity of symptoms from speech datasets. This
is a regression problem. Regression via classification (RvC) is a method in which
a regression problem is converted into a classification problem. A discretization
process is used to convert continuous target value to classes. The discretized data
can be used with classifiers as a classification problem. In this paper, we also
study a recently developed RvC ensemble method for the prediction of Parkinson
disease. Experimental results suggest that the RvC ensembles perform better than
a single regression tree. Experiments also suggest that regression tree ensembles
created using bagging procedure can be a useful tool for predicting Parkinson
disease. The RvC ensembles and regression tree ensembles performed similarly
on the dataset.

Keywords: Parkinson disease, Ensembles, Decision trees, Regression trees.

1 Introduction

Parkinson disease (PD) is a degenerative disorder of the central nervous system [16,20].
Parkinson disease (PD) is the second most common neurodegenerative disorder after
Alzheimer’s [7]. The most obvious symptoms of this disease are movement-related, in-
cluding shaking, rigidity, slowness of movement and difficulty with walking and gait
[16]. As there is no available cure, early diagnosis is important to improve the patient’s
quality of life and to prolong it [21]. Unified Parkinson’s Disease Rating Scale (UP-
DRS) is used to measure the presence and severity of symptoms. Motor UPDRS is used
to measure motor symptoms (tremor, rigidity, slowness of movement, and postural in-
stability). As physical examinations of patients are time consuming, Tsanas et al. [24]
suggested a remote speech test for Parkinson patients. These speech datasets were used
for predicting UPDRS. The proposed technique has potential to be very useful for mon-
itoring Parkinson patients. The accurate prediction of UPDRS by using speech datasets
is one of the key factors for this technique.

In machine learning and data mining fields, supervised learning plays an important
role [3,18]. In a regression problem, the target values are continuous, whereas in the
classification problem we have discrete set of classes. The other difference is that re-
gression values have a natural ordering, whereas for the classification the class values
are unordered [3,18]. The value of UPDRS is in real value, hence this prediction comes
under regression.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 516–521, 2012.
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Regression models are not easily understood by domain experts, and thus provide
little help in understanding the problem, whereas classification models are more com-
prehensible, but not very useful, when the target values are continuous. There are some
learning schemes, like naive Bayes, which are very successful as classification tech-
niques, however, they are difficult to use as regression schemes. Decision trees [5,19],
neural networks [3,18], naive Bayes [3,18], support vector machines [26,6] etc. are
quite popular for classification problems, whereas regression trees [5], neural networks
[3,18], support vector machines [26,6] etc. are used for regression problems.

Discretization [10] is a process that divides continuous numeric values into a set
of intervals (bins) that can be considered as categorical values. Equal-width intervals,
equal-frequency intervals and entropy minimization discretization [11] etc. are popular
discretization methods.

Researchers [22,15,23] suggest that the discretizaion process can be used to convert
continuous target values into a discrete set of classes and then classification models are
used to solve the classification problems. In other words, in a RvC problem, a regression
problem is solved by converting into a classification problem. This method employs
any classifier on a copy of the data that has the target attribute discretized. The whole
process of RvC comprises two important stages:

1. The discretization of the numeric target variable in order to learn a classification
model. There are different discretzation methods eg. equal-width, equal-frequency
etc [10].

2. The reverse process of transforming the class output of the classification model
into a numeric prediction. We may use the mean value of the target variable for
each interval as the final prediction.

Ensembles are a combination of multiple base models [9,14,25]; the final classification
or regression results depends on the combined outputs of individual models. Ensem-
bles have shown to produce better results than single models, provided the models are
accurate and diverse [14].

Neural networks and decision tree ensembles are quite popular. Bagging [4] and
Boosting methods [12] are general and can be used with any classifiers. Bagging and
Boosting have been used with regression trees for the regression problem.

In the paper, we study whether ensembles of regression trees can have better results
as compare to single regression tree for the prediction of Parkinson disease and whether
the RvC ensemble methods are useful for this purpose.

In the Section 2, we will discuss the methods that are employed in this paper to
analyze the Parkinson disease datasets. Results are presented in Section 3. Conclusion
and future work are covered inn Section 4.

2 Methods

In this section, we will discuss the methods that are employed in the paper.
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2.1 Decision Trees

Decision trees are very popular tools for classification [5,19]. The attractiveness of de-
cision trees is due to the fact that decision trees represent rules. Rules can readily be
expressed so that humans can understand them. A decision tree is in the form of a tree
structure, where each node is either a leaf node (it indicates the value of the target class
of examples) or a decision node (it specifies some test to be carried out on a single
feature-value), with two or more than two branches and each branch has a sub-tree. A
decision tree can be used to classify an example by starting at the root of the tree and
moving through it until a leaf node, which provides the rules for classification of the
example.

2.2 Bagging

(Bootstrap Aggregation)[4] generates different bootstrap training datasets from the orig-
inal training dataset and uses each of them to train one of the classifiers in the ensemble.
For example, to create a training set of N data points, it selects one point from the train-
ing dataset, N times without replacement. Each point has equal probability of selection.
In one training dataset, some of the points get selected more than once, whereas some
of them are not selected at all. Different training datasets are created by this process.
When different classifiers of the ensemble are trained on different training datasets, di-
verse classifiers are created. Bagging does more to reduce the variance part of the error
of the base classifier than the bias part of the error.

2.3 RvC Ensembles [2]

Ahmad [1] presented a discretization method, Extreme Randomized Discretization
(ERD), for creating ensembles of decision trees. In ERD, bin boundaries for the dis-
cretization are created randomly. Ahmad et al. [2] used ERD to proposed an ensemble
method for RvC. They used ERD in stage (1) of RvC. As it creates diverse datasets,
different classifiers were created. Uncorrelated models are the keys to the success of
any ensemble method [17]. Hence, their method is useful for wide range of prob-
lems. They presented two versions of their method, in the first one (unweighted ver-
sion) the final result of each model is combined by simple averaging whereas in the
second one (weighted version) the models with the smaller final bins are given more
weight. They show theoretically and experimentally that their method perform better
than equal-width discretization method.

3 Experiments

The dataset we used was created by Athanasios Tsanas and Max Little of the Univer-
sity of Oxford, in collaboration with 10 medical centers in the US and Intel Corporation
who developed the telemonitoring device to record the speech signals [24]. This dataset
is composed of a range of biomedical voice measurements from 42 people with early-
stage Parkinson’s disease recruited to a six-month trial of a telemonitoring device for
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Table 1. Root MSE for motor UPDRS. The average results are given, s.d. is given in bracket.

The number RvC with RvC RvC Bagging Single
of bins equal-width with with ERD Regression

bins ERD with weight tree
(ensembles) (ensembles)

2 9.5(0.2) 7.4(0.1) 7.5(0.1) 6.8(0.1) 7.7(0.1)
5 9.4(0.2) 6.8(0.1) 6.9(0.1) 6.8(0.1) 7.7(0.1)

10 9.6(0.1) 6.7(0.1) 6.9(0.1) 6.8(0.1) 7.7(0.1)
20 9.5(0.2) 6.8(0.1) 6.9(0.1) 6.8(0.1) 7.7(0.1)

Table 2. Root MSE for total UPDRS. The average results are given, s.d. is given in bracket.

The number RvC with RvC RvC Bagging Single
of bins equal-width with with ERD Regression

bins ERD with weight tree
(ensembles) (ensembles)

2 12.5(0.2) 8.9(0.1) 9.2(0.1) 8.9(0.1) 9.8(0.1)
5 12.3(0.2) 8.8(0.1) 9.1(0.1) 8.9(0.1) 9.8(0.1)

10 12.5(0.2) 8.9(0.1) 9.2(0.1) 8.9(0.1) 9.8(0.1)
20 12.4(0.2) 9.0(0.1) 9.3(0.1) 8.9(0.1) 9.8(0.1)

remote symptom progression monitoring. This dataset consists of 16 biomedical voice
measures. There are 5875 data points in the dataset. The task is to predict the motor
UPDRS and total UPDRS by using these voice measures. Tsanas et al. [24] used linear
regression and regression trees to predict the motor UPDRS and total UPDRS. These re-
sults were compared with Clinician’s motor UPDRS score and Clinician’s total UPDRS
score. Their results suggest that regression trees are more useful the prediction.

All the experiments were carried out by using WEKA software [13]. We did ex-
periments with REP regression trees (available in WEKA software) with the Bagging
module. The size of the ensembles was set to 100 for all the experiments. For RvC,
we used unpruned J48 decision trees (the Weka implementation of C4.5 tree [19] as the
classifier. The number of bins were varied from 2-20 for RvC methods. The experiments
were conducted following 5 × 2 cross-validation [8]. A t-test with 95% confidence was
used to compare two results.

Results (Root Mean Square Error(RMSE)), presented in Table 1 and Table 2, suggest
that the proposed ensemble methods perform consistently better than a single model
(RvC with equal width discretization method) and a single regression tree. This shows
the effectiveness of the our approach. REP regression tree ensembles (with Bagging)
performed statistically better than a single REP regression tree. This suggests that en-
sembles can be useful in predicting motor UPDRS and total UPDRS.

The comparative study, with REP regression trees ensembles, suggests that our RvC
method without weight perform statistically similar to this method (with 5-20 bins for
motor UPDRS and 2-20 bins for total UPDRS). This shows that the proposed methods
are comparable to the method that is developed specifically for regression problems.
This shows the effectiveness of our proposed ensemble method. Hence, we may use
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classifier models with the proposed ensemble method to predict motor UPDRS and
total UPDRS. Even though the theoretical study suggests that the weights should be
useful for the proposed ensembles, we saw there were high RMSEs for this method. We
investigated the reasons for this behaviour. We found that in our theoretical calculation,
we have assumed that the classification error is 0, whereas in these experiments the
average classification errors for different datasets were varying between 20% to 40%.
This means we were giving weights to the results which were wrong. Hence, weights
are not giving the advantage as expected.

In the proposed ensemble method, we used decision trees as the classifier, however,
we may use any other classifier. The number of bins is an important variable, as a small
number of bins lead to the better classification, however, the value represented by bins
will be less representative of the values. If the number of bins is large, the number of
points in each bin will be small; this leads to the poor classification accuracy. However,
the value represented by bins will be more representative of the points in the bins. One
may use cross validation to find out the best number of bins for the best regression
results.

4 Conclusion

Early diagnosis is very important for better management of Parkinson disease. A re-
mote speech test for Parkinson patients [24] has shown a great promise in detection of
presence and severity of symptoms. We have to select proper techniques for the accu-
rate prediction of UPDRS from these speech datasets. In this paper, we studied the use
of tree ensembles for the prediction of UPDRS.

In supervised learning, the target values may be continuous or a discrete set of class.
As UPDRS is a real number, hence its prediction is a regression problem. The continu-
ous target values (the regression problem) can be transferred to a discrete set of classes
(the classification problem). The discretzation process is a popular method to achieve
this task. In this paper, we used a recently developed ensemble methods [2] for RvC
problems. Experiments showed that the proposed RvC ensembles and regression tree
ensembles performed statistically better than single regression tree. This suggests that
ensembles methods can be used for accurate prediction of UPDRS. Experiments results
also suggest that the RvC ensemble method (without weight) performed similar to the
regression tree ensembles. This shows that the ensemble method is useful for regression
problems. As the proposed method is independent of the choice of the classifier, various
classifiers can be used with the proposed method to solve the regression method. In the
paper, we carried out experiments with the decision trees, however in future we will do
the experiments to study its effectiveness with other classifiers.
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Abstract. The behavioral patterns identification is very important for time se-
ries analysis of energy consumption to assist planning activities and decision 
making, as well to seek improvements in service quality and financial benefits. 
In this paper we used a methodology based on data mining tools, including 
cluster analysis and time series representation. The Time Series Knowledge 
Mining [1] was adapted to the treatment of consumption electricity series. Re-
sults are shown in a case study with hourly consumption measurements of eight 
power substations.  

Keywords: Time Series, Temporal Data Mining, Consumption Electricity. 

1 Introduction 

Large amounts of data are available in business, scientific, military and industrial 
applications. Much of the data from the energy sector involve temporal aspects, which 
most common data are series from the observation of electrical variables over time. 

Through the analysis of electric energy consumption series of different areas it is 
possible to recognize patterns of consumption that will indicate similarities and dif-
ferences in the energy demand dynamics in different demanding regions.  

In contrast with the static data analysis, in the time series analysis we can observe 
the development of relationships between events over time. Mörchen [1] proposed a 
mining algorithm, called TSKM, exploring temporal relationships between data. The 
TSKM consists of a set of algorithms that extract temporal relationships in multiva-
riate time series. 

Data mining comprises procedures to aid knowledge discovery in databases, allow-
ing the analysis of complex and difficult-solving problems through methods such as 
cluster analysis, data visualization, classification and estimation. It enables the dis-
covery of information within the data that queries and reports cannot effectively re-
veal. The objective is diverse in order to gain knowledge through research of strategic 
information, pattern discovery, classification and association between them [17]. 

Clustering is the process of discovering groups within the data, based on similari-
ties, with a minimal, if any, knowledge of their structure. An approach based on  
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cluster analysis and TSKM is presented in this paper. The aim is to observe groups in 
energy consumption series and temporal relationships.  

The remainder of the paper is organized as follows. Section 2 briefly overview the 
pertinent literature, describing time series clustering, time series knowledge represen-
tation and mining. Section 3 describe steps related to method, pattern recognition in 
electric power consumption series, such as preprocessing, finding aspects, tones, 
chords, phrases and rules extraction. Section 4 present results in a case study with 
hourly consumption measurements of eight substations in the city of New England, 
USA. Section 5 concludes the paper with final remarks and future directions.  

2 Literature Review 

2.1 Time Series Clustering 

Time series clustering is to partition time series data into groups based on similarity 
or distance. For time series clustering the first step is to work out an appropriate dis-
tance/similarity metric, and then, at the second step use clustering techniques to find 
clustering structures [2]. 

In this context we can define different similarity measures. We use the Pearson 
Correlation Coefficient as a distance measure between sets because is a good choice 
for similar time series data with time shifts [3]. 

Ward’s linkage is a method for hierarchical cluster analysis. The idea has much 
common with analysis of variance (ANOVA). The linkage function specifying the 
distance between two clusters is computed as the increase in the "error sum of 
squares" (ESS) after fusing two clusters into a single cluster. Ward's Method seeks to 
choose the successive clustering steps so as to minimize the increase in ESS at each 
step. 

2.2 Pearson Correlation Coefficient 

The correlation analysis is a important tool for the different areas of knowledge, not 
only as a final result, but as a stage in the use of other analytical techniques [4]. A 
prominent measure for time series comparison is the Pearson correlation coefficient, 
which measures the correlation ρ between two random variables X and Y:                                     =  ( , ) = = ( , ) (1) 

In order to use the Pearson correlation coefficient as a dissimilarity measure for time 
series it is desirable to generate low values for positively correlated (and thus similar) 
series [5]. The Pearson dissimilarity measure is therefore defined as = 1                                                       (2) 

In order to use this method it is necessary that the random variables are measured at 
the same time. 
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The Pearson coefficient describes the interdependence between the interpretation 
between series whose interpretation can be evaluated as follows: 

• If 0.00 | | 0.30, low linear correlation exists; 
• If 0.30 | | 0.60, moderate linear correlation exists; 
• If 0.60 | | 0.90, there is a strong linear correlation; 
• If 0.90 | | 1.00, there is a very strong linear correlation; 

2.3 Time Series Knowledge Representation (TSKR) 

The language described in this section, called Time Series Knowledge Representa-
tion, uses a symbolic language to represent hierarchical knowledge of multivariate 
time series, exploring temporal operators and relations between them [5]. These tem-
poral concepts are defined below [6]: 

• Duration: the persistence or repetition of a property over several time points; 
• Coincidence: describes the intersection of several intervals;  
• Order: the sequential occurrence of time points or time intervals. 

The input data model for the first mining step is a multivariate time series of possibly 
high dimensionality. Before defining the temporal representations it is necessary to 
know the different Aspects that describe a semantic property of the multivariate input 
time series represented by a subset of the dimensions. This is particularly useful if the 
dimensionality is large and correlation exists within subsets of the variables [6]. 

The first representation of the model corresponds to the concept of duration, where 
the occurrence of a state in a given time interval is called Tone. The second pattern 
type expresses the temporal concept of coincidence. An interval where several Tones 
occur simultaneously is described by a Chord. Finally, a Phrase expresses the tempor-
al concept of partial order [6].  

Figure 1 shows the hierarchical relationships of the different knowledge represen-
tations. 

 

Fig. 1. Tones, Chords and Phrase representation [6] 
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2.4 Time Series Knowledge Mining (TSKM) 

The TSKM describes algorithms for finding temporal knowledge in multivariate time 
series expressed with the TSKR. 

The first task is to find Tones in each Aspect. The Tones values are found by parti-
tioning the series with the bins values, whose intervals between their values can be 
labeled. The Persist discretization algorithm [1] optimizes the persistence index of the 
resulting states.               =  ( , ) ( , ),  (3) 

where ( , ) is a persistence probability of state j,  is a transition probability of 
an event and SKL( )  is the product of the symmetric Kullback-Leibler divergence of 
the transition and marginal probability distribution for self vs. non-self with an indica-
tor variable. 

The algorithm used to mining Chords is based on the CHARM [7], an algorithm 
for mining closed itemsets. The main adaptation made by Mörchen [6] was to allow 
only one Tone for Aspect in a Chord, choosing the more representative Chord. Figure 
2 shows the fours cases for mining more representative Chords. 

 

 
a) Both AB and AC have almost the same 

support as ABC. 

 

b) Only AC has significantly more 
support than ABC. 

 

c) Only AB has significantly more support 
than ABC. 

 

d) Both AB and AC have signifi-
cantly more support than ABC. 

Fig. 2. The four cases for mining margin-closed Chords [6] 

In these first two steps of knowledge extraction are used filters to exclude very 
short tones and chords, preventing outliers and noise in the data.  

The Phrases will represent the order partial concept, obtained by processing the 
Chords. To mine the sequences we used the Casas-Garriga algorithm [8] that extracts 
the sequences through the ordination of local relations items that occurs sequentially, 
called transactions. 
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3 Pattern Recognition in Electric Power Consumption Series 

The process to mining patterns in electric power consumption series was divided into 
six stages: 

• Preprocessing; 
• Finding Aspects; 
• Finding Tones; 
• Finding Chords; 
• Finding Phrases; and 
• Rules Extraction   

3.1 Preprocessing 

The preprocessing step includes the removal of trend and seasonality components and 
data standardization.  

The trend component of a time series shows its general tendency over many 
months in energy consumption series, through the increase or decrease of data values 
[9]. Seasonality is a trend that repeats itself systematically over time. In energy con-
sumption series is common to observe the existence of recurring behaviors that  
characterize the seasonality due to the influence of exogenous factors [10]. Once  
extracted the trend and seasonality components we have access to the stochastic com-
ponent of the data, generate by random factors. 

For standardization the samples of the time series are transformed linearly so that 
they have mean zero and standard deviation one [11]. 

3.2 Finding Aspects 

This step includes clustering and dimensionality reduction tasks. 
The clustering task was performed using Ward Linkage clustering algorithm using 

the Pearson Correlation as the metric. In this work we chose to use the Ward hierar-
chical algorithm [12] for providing a graphical representation (dendrogram) to visual-
ize natural groupings. 

In the case where multivariate Aspects are formed it is necessary to use a combina-
tion of the series to obtain a univariate Aspect using Principal Component Analysis 
(PCA). 

3.3 Finding Tones, Chords and Phrases 

In this step we use the TSKM for extraction of different skill levels. 
In the Finding Tones task labels were chosen according to the magnitude of bins 

values (high or low, for example). These labels are important to characterize the pow-
er system behavior and to indicate similarities between different Aspects. 

In the Finding Chords task the concept of coincidence is extracted by comparing 
Tones of different Aspects. Thus, Tones occurred simultaneously were grouped to-
gether to form a Chord.  
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To find the Phrases were analyzed the Chords obtained in the previous step estab-
lishing a partial order among them. 

3.4 Rules Extraction 

The behavioral rules related common events to the Aspects or sequences of events 
that have probability of occurrence. From the Chords knowledge already have rules 
that describe local relationships of the data, expressing similarities between the As-
pects. From the Phrases extracted global behaviors rules of the system, which express 
relationships of events sequence. 

4 Evaluation 

To evaluate the proposed method was done a case study using a multivariate time 
series composed of hourly measurements of energy consumption of eight supply 
zones of the city of New England (USA) in 2010, listed in Table 11. 

Table 1. New England Zones 

ID Cod. Zone Zone 
1 ME Maine Load Zone 
2 NH New Hampshire Load Zone 
3 VT Vermont Load Zone 
4 CT Connecticut Load Zone 
5 RI Rhode Island Load Zone 
6 SEMASS South East Massachusetts Load Zone 
7 WCMASS West Central Massachusetts Load Zone 
8 NEMASSBOST North East Massachusetts and Boston Load Zone 

 
In the preprocessing step removed the trend and seasonality components. Data 

normalization was required because we use a clustering algorithm. 

Table 2. Aspects 

Aspect Zones 
A RI, SEMASS e CT 
B NH, WCMASS e NEMASSBOST 
C ME e VT 

Ward Linkage algorithm using the Pearson Correlation Coefficient was used in the 
experiments. Table 2 shows the division of the time series that compose each Aspect. 
As we have multivariate Aspects it is necessary to use the PCA algorithm [13] for 
obtaining univariate Aspects.     
                                                           
1  Available in ISO New England site (http://www.iso-ne.com). 
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The Persist algorithm [14] was used to find tones, for each Aspect individually. To 
avoid the occurrence of very short tones were established the following parameters: 

 

 

Fig. 3. Dendrogram using Ward Linkage algorithm and Pearson Correlation Coefficient 

• Minimum and maximum number of bins: The Persist algorithm performs the 
data discretization in order to find an optimal value within the threshold fixed by 
the user. For this case were used 3 and 7, respectively. 

• Maximum interruption size and minimum tone size: These parameters are im-
portant to filter interruption along the tones or very small tones which do not con-
stitute an event. The values used were 0.1 and 0.5, repectively. 

Figure 3 shows an example of Tones representation (Aspect A). Remember that the 
labels refer to the magnitude of consumption and the gaps between tones correspond 
to outliers. 

 

Fig. 4. Aspect A Tones 
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To mine Chords is necessary to compare the Tones of each Aspect, considering the 
same interval of occurrence, extracting rules that express the simultaneity concept. 

 

Fig. 5. Chords Representation 

Figure 4 shows the eigth Chords and their combinations to form super-Chords. 
Watching the Chord C4 can extract the following rule: 

 
 
When the ATones is  

Fig. 6. Textual Representation of a Chord 

The next step is to convert Chords in Phrases, using the order partial concept be-
tween Chords. Sixteen sequences were found to describe the system, forming two 
Phrases. One of the Phrases generated can be viewed in Figure 5 where each state 
represents a Chord.  

 
 

 

Fig. 7. Phrases Representation 

The third Phrase can be represented by the rule shown in Figure 8, depicting the 
partial order among the Chords. 

 
 

Chord ‘C4’ when ‘ATones is medium’ and ‘BTones is medium’ and ‘CTones is 
low’ coincide. 
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Fig. 8. Textual Representation of a Phrase 

5 Conclusion 

The task of recognizing behavior patterns in energy consumption series is an activity 
that aims to systematize, explore, create and test possible visions about the consump-
tion structure of a region. The method proposed in this paper is to draw similarities 
between zones, represent temporal concepts and extract behavior rules to serve as a 
reference for energy planning in a region. 

The TSKM proved satisfactory for the representation of the power series behavior, 
relating the series and obtaining a routine operation of the dynamic power consump-
tion. 

Future research efforts will include and explore algorithms such as self-organizing 
maps for time series data clustering and visualization to aid understanding and rule 
extraction of consumer and demand relations in the energy sector.  
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Abstract. This paper presents an analysis of the resonant characteristics of a 
composite medium based on a periodic array of interspaced conducting non-
magnetic split ring resonators and continuous thin wires. The medium exhibits 
simultaneously negative values of effective permeability and permittivity within 
a microwave frequency band, characterizing a metamaterial. An analysis using 
Artificial Neural Networks is performed to obtain the permeability and permit-
tivity as a function of resonant frequencies for a given geometrical dimensions 
of the metamaterial, for an optimization of the development medium.  

Keywords: Metamaterials, Artificial Neural Network. 

1 Introduction 

Metamaterials are artificial materials consisting of regular arrays of metal, with di-
mensions much smaller than the wavelength in question, embedded in a dielectric 
medium such that simulates an effective constituent with specific parameters and 
refractive index negative different materials that constitute it. The growing interest in 
the study of metamaterials is given by the propagation characteristics totally different 
from the known conventional means, such as negative refractive index, phase inver-
sion, reversal of Doppler shift, to name a few. Several papers have been published in 
the literature by exploring new effects and to consider new applications for this "fan-
tastic" material. Among the applications can be mentioned developing superlens  
capable of providing images of objects or structures that are much smaller than the 
wavelength of light and invisible mechanisms for certain frequencies of electromag-
netic oscillations, able to make the object invisible human eye. Other applications 
include the manufacture of LHMS antennas with new properties, optical nanolitho-
graphy, high-resolution microscopes, nanocircuits for supercomputers, MIMO WiFi 
devices, ultra-compact in various bands and modes of communication speed, range 
and mobility higher. 
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This work also describes MLP-ANN models for applied to design the cell unit of 
metamaterial composed of Split Ring Resonators (SRR) and Thin-Wire (TW), with 
presented negative parameters, such as permittivity electric and permeability magnet-
ic. The purpose is to use the MLP-ANN model in order to overcome the computation-
al requirements associated with numerical simulations. The analysis of the metama-
terial and MLP-ANN were implemented in MATLAB® for the optimal metamaterial 
synthesis. 

This paper is organized in the following way. In Section 2, are presented the analytical 
models for design of metamaterial and the MLP-ANN used. In Section 3, numerical  
results are presented and discussed to verify our theoretical predictions. The conclusions 
are presented in Section 4. 

2 Formulation 

The analysis is based on analytical models [5] as a supporting tool for the design of 
metamaterials that attend electromagnetic requirements, within an acceptable accura-
cy, simplicity and agility. In the next step, we make use of Artificial Neural Networks 
(ANN), type Multilayer Perceptrons (MLP), to improve the process for developing 
metamaterials. The ANN are usually applied as an alternative to current methods of 
analysis, because they are trainable systems capable to learn, and most importantly, to 
generalize the acquired knowledge from any type of data available, while maintaining 
the accuracy of the original technique used and combining the low computational cost 
of neural models [8]-[10]. 

2.1 Metamaterial Solution 

The electrical and magnetic properties of materials can be determined by two consti-
tutive parameters called permittivity (ε) and permeability (μ). Together, the permea-
bility and permittivity determine the response of the material when an electromagnetic 
wave propagates through it. A periodic array of conducting elements can behave as an 
effective medium for electromagnetic scattering when the wavelength is much longer 
than both the element dimension and lattice spacing.  

The study of an artificial medium can be performed using analytical models for de-
termining the effective permittivity (εeff) and effective permeability (μeff) of metama-
terials [1]-[7]. Fig. 1(a) shows a homogeneous structure constituted by Thin-Wires 
(TW) with negative-ε/positive-μ. The metamaterial shown in Fig. 1(b) is composed of 
Split Ring Resonators (SRR) with positive-ε/negative-μ. The average cell size p of 
these homogeneous structures is much smaller than the guided wavelength. The anal-
ysis considers that the periodic arrangement of metallic elements is embedded in a 
dielectric with permittivity εr and permeability µr, composed of arrays of resonant 
cells each of which contains the SRR and/or TW. 
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Fig. 1. (a) Structure composed of metal thin-wire (TW). (b) Structure composed of split ring 
resonator (SRR). (Source: [6]) 

 

If the excitation magnetic field H is perpendicular to the plane of the rings of the 
SRR structure, shown in Fig 1b, resonating currents are induced in the loop and gen-
erate equivalent magnetic dipole moments. This medium exhibits a plasmonic-type 
permeability frequency function given by [5]:  
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If the excitation electric field E is parallel to the axis of the metal thin-wires (TW) 
structure, shown in Fig 1a, so as to induce a current along them and generate equiva-
lent electric dipole moments, this medium exhibits a plasmonic-type permittivity fre-
quency function of the form [5]: 

  (2) 

2.2 Artificial Neural Network 

In this work, Multilayer Perceptron (MLP) architecture is used in ANN model. The 
basic MLP building unit is a simple model of artificial neurons. This unit computes 
the weighted sum of the inputs plus the threshold weight and passes this sum through 
the activation function (usually sigmoid). In a MLP, the outputs of the units in one 
layer form the inputs to the next layer, as shown in Fig. 2. The weights of the network 
are usually computed by training the network using the back propagation algorithm. 
The MLP has a configuration of N layers, with the minimum number of layers equal 
to two, since it is necessary to have an input layer and an output layer, at least. Each 
layer is composed of M neurons, and the number of neurons may vary per layer [8]-
[10]. The basic operation of each neuron is as follows. Each neuron has a number of 
entries equals to the number of data supplied to the neuron. Each input is multiplied 
by a weight w, and then is made the sum of the products, and this sum is inserted in a 
transfer function. The transfer sigmoid function is given by [8]: 
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  (3) 

where γ is the momentum, α is the learning rate and gw is the gradient of the weight 
of input neuron. The gradient is directly related to the Mean Square Error (MSE) of 
the values used in training and simulated values for the network, the greater the gra-
dient the faster the network converges to the expected results during the training 
phase can view the error is decreasing for each phase training, called epochs.  

This work uses the method of Levenberg-Marquardt (LM) method, which makes 
the algorithm faster as compared to other training methods that use the Quasi-Newton 
method. LM method is used to find numerical solutions of nonlinear problems, with a 
capacity greater convergence. 

The resulting model is expected to get input/output relations. The values of fre-
quency and radius are used as input parameters for the neural network. The ANN will 
be trained to get the desired effective magnetic permeability and effective electric 
permittivity of the metamaterial. 

One purpose of this work is to study the influence of some geometric parameters of 
the structure and the behavior of the final response. From these data an ANN is 
trained to predict the response of the structure due to the change of the considered 
parameter, within a given region of interest. 

 

 

Fig. 2. Neural network MLP structure  

3 Results 

Based on the analytical formulation described in the last section, we determine the 
intrinsic properties of metamaterials, given by negative effective permittivity (εeff) and 
negative effective permeability (μeff). The results are presented for a metal periodic 
array composed of the SRR structure and the TW structure. 

Considering the geometrical parameter of μeff as a function of the radius (r) in mm, 
and the resonant frequency (fr) in GHz. Result of the typical frequency dependence of 
the μeff of an array of SRR is shown in Fig. 4, which displays the resonant behavior  
 

gw)1(ww ant ∗α∗γ−+Δ∗γ=Δ
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predicted by Eq. (2). Results were obtained by setting that the SRR structure has pe-
riod p = 50 mm, conductivity σ = 50 Ω/m, while the inner radius r is varied. It is seen 
that the frequency of the SRR structure shifts to a higher frequency as the r is re-
duced. In addition, it is also noted the effect of the radius variations on the effective 
permeability. Results obtained for a particular case, by setting r = 58 mm, are in 
agreement with those presented in [5]. 

 

 

Fig. 3. Effective permeability as a function of frequency for the SRR 

 

The methodology used by the MLP-ANN model is applied for the SRR medium 
(Fig. 1(b)), using the results obtained in Fig. 4 for r = 58 mm of the SRR considered 
in [5] for the training. Let us consider the values of r and the calculated results of 
frequency as input values and the calculated results of μeff as output values. The MLP-
ANN are used to determine what value of μeff would correspond to a given r and fre-
quency (whose values are between the maximum and minimum values provided as 
input). Fig. 5 presents the response after training for both the vectors used during the 
learning process and the untrained values by the network. For modeling, we used an 
MLP-ANN with two input, two hidden layers with ten neurons each, and one output. 
From the curves, it can be noted that the neuromodeling technique was able to extract 
and learn the pattern of variation for the frequency. 

The training process is completed in 5000 epochs reaching a mean square error of 
Emed = 10-5. Observe the accuracy of the simulated values compared to the desired 
ones. The mean square error of output values was falling as the network was trained; 
reaching a minimum value established when the training was concluded. 
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Fig. 4. Effective permeability as a function of frequency for the SRR medium from MLP-ANN 
model 

In Fig. 5, the behavior of the effective permeabilitty (εeff) as a function of the radius 
(r) in mm, and the resonant frequency (fr) in GHz, for a metallic periodic array of TW 
is presented. The structure has period p = 50 mm and conductivity σ = 100 Ω/m. The 
results were simulated for several wire radius values.  

 

Fig. 5. Effective permittivity as a function of frequency for the TW medium 
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The methodology used by the MLP-ANN model is applied for a metal TW artifi-
cial medium (Fig. 1(a)), using the conventional neuromodeling technique [16]. In Fig. 
6, the triangle symbols represent the 101 points per curve, obtained from simulations 
with five different values of radius r; the colored lines are the MLP model interpola-
tion for each of the five curves with different values of r, and the black lines represent 
the MLP model generalization.  

Random values for the effective permittivity were chosen within the search space 
used for the synthesis MLP network. We can see that MLP-ANN technique presented 
a good agreement with the electromagnetic analysis performed for εeff values, pre-
dicted by Eq. (1). In this way, we can reduce the computational cost needed for the 
implementation and accomplishment of several simulations, once the optimization 
technique proved to be a fast and accurate manner of performing the same analysis.  

The mean square error was 9.0779.10-5, for 20000 epochs and a run time of 
12.5424 minutes. The stop criterion used was the number of epochs. The run time of 
more than 12 minutes is due to the large number of points per curve (101 points) used 
for training. The MLP network used for the metal TW artificial medium was com-
posed by three inputs (-1, r, fr), twenty hidden neurons and one output (εeff). It is simi-
lar to that presented in Fig. 2, except for the number of hidden layers (01).  

 

 

Fig. 6. Effective permittivity as a function of frequency for the TW medium from ANN model  

4 Conclusion 

This work presented an analysis of the resonant characteristics of a composite me-
dium based on a periodic array of split ring resonators (SRR) and continuous thin 
wires (TW). Results for the effective permittivity and permeability have been pre-
sented, considering the variation of geometric parameters of the homogeneous  
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structures composed of SRR and TW. It was also verified the influence of geometric 
parameters on the resonant frequency of metamaterials. The obtained results were 
then used for training multilayer perceptrons (MLP) artificial neural networks (ANN), 
thus allowing the optimization of the constitutive parameters of the metamaterials, 
called effective permittivity and effective permeability.  

The fast and accurate obtained results demonstrated the improvements with the uti-
lization of these models, and proved that the MLP network global approximations are 
able to generalize. The characteristics of ANN models (precision, CPU efficiency and 
flexibility) can be perfectly used in association with these optimization techniques in 
order to develop powerful soft computing tools to design metamaterials. 
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Abstract. The High School Timetabling Problem remains subject of
many research in Artificial Intelligence and Operational Research fields
because of its hardness to solve and practical importance. A solution for
this problem basically consists in the schedule of lessons to timeslots and
the assignment of resources for these lessons. This work considers the
solution of the problem of the ongoing Third International Timetabling
Competition (ITC), which includes a diverse set of instances from many
educational institutions around the world. We proposed an approach
based on Simulated Annealing. One important structural feature of our
approach is the use of the KHE engine to generate initial solutions com-
bined with a multi-neighborhood search approach. The achieved results
were encouraging: nine out of seventeen feasible solutions were found and
five out of twenty one all-time best solutions were improved or matched
in the processing limit stipulated in the ITC.

Keywords: Simulated Annealing, High School Timetabling Problem,
Third International Timetabling Competition.

1 Introduction

The High School Timetabling Problem, denoted as Class×Teacher Timetabling
Problem in the early works of [6], consists in the production of a schedule
in a such way that no teacher or class attend more than one lesson at same
time, respecting among other constraints the availability of teachers and pre-
alocations.

The automated school timetabling has been the subject of much research
in the fields of Artificial Intelligence and Operational Research. In [2] were
presented some reasons to this interest:

– Hardness to solve. Find a timetabling that satisfies the interest of all elements
involved is a hard task. Moreover, often the simple construction of a valid
timetabling is a complicated task;

– Practical importance. A good timetabling can improve the staff satisfaction
and allow the school to be more efficient in managing their resources. More-
over a good schedule can improve the students performance;

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 540–549, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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– Theoretical importance. The problem addressed is classified as NP-Hard [4]
and progress in solving such problems is a major goal of current research in
Computer Science and Mathematics.

Methods based in Integer Programming were proposed to the problem [15],
but they can only solve exactly a subset of instances of the problem in a viable
processing time. Nowadays, metaheuristic approaches were commonly applied to
the problem [12] [1] [11].

In this sense, the main goal of the presented work is to propose a Simulated
Annealing based approach to the model of High School Timetabling Problem
proposed by the ongoing Third International Timetabling Competition 2011
(ITC 2011). For this event, a set of diverse instances from many institutions
around the world were collected and specified the XHSTT format [14], allowing
for the first time the extensive experimental evaluation of solvers in a really rich
set of instances [9].

The remaining of this work is organized as follows: in Section 2 it will be pre-
sented the model of High School Timetabling Problem proposed by ITC 2011. In
Section 3 it will be presented the solution approach. Section 4 presents compu-
tational experiments and finally, in Section 5, concluding remarks are presented.

2 High School Timetabling Problem

Used in the ITC 2011, the addressed model of High School Timetabling Problem
came up with the goal of providing a generic model capable to address the various
features of the High School Timetabling Problem around the world [7] [17] [13]
[16] [3] [15] [14]. The model is split in three main entities:

2.1 Times and Resources

The time entity consists of a timeslot or a set of timeslots (time group). The
resources, in turn, are divided in three main categories: students, teachers and
rooms [14]:

students: a group of students attends to an event (lesson). Important con-
straints to the students are control their idle times and the number of lesson
by day;

teachers: a teacher can be pre-assigned to attend an event. In some cases it
is not pre-assigned and should be assigned according to their qualifications
and workload limits;

rooms: most of events take place on a room. One room has a certain capacity
and a set of features.

2.2 Events

An event is the basic unit of allocation, representing a simple lesson or a set
of lessons (event group). A timeslot assignment to a event is called meet and a
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resource assignment to a event is called task. The term course is used to designate
a group of students who attend the same events. Other kinds of events, like
meetings are allowed by the model [14]. An event has the following attributes:

duration that represents the number of timeslots which have to be allocated
to the event;

course related to the event;
pre-assigned resources to attend the event (optional);
workload that will be added to the total workload of resources assigned to the

event (optional);
pre-assigned timeslots some events yet present the timeslot in which will be

allocated (optional).

2.3 Constraints

Post [14] groups the constraints in three categories: basic constraints of schedul-
ing, constraints to the events and constraints to the resources. The objective
function f(.) is calculated in terms of violations to each constraint penalized
according to their weight (so this is a minimization problem). They were also
divided in hard constraints, whose attendance is mandatory; and soft whose at-
tendance is desirable but not mandatory. Each instance can define whether a
constraint is hard or soft. For more details, see [14].

Basic Constraints of Scheduling

1. AssignTimeConstraint: assign timeslots to each event;
2. AssignResourceConstraint: assign the resources to each event;
3. PreferTimesConstraint: indicates that some event have preference for

a particular timeslot(s);
4. PreferResourcesConstraint: Indicates that some event have preference

for a particular resource(s).

Constraints to Events

1. LinkEventsConstraint: schedule a set of events to the same starting
time;

2. SpreadEventsConstraint: specify the allowed number of occurrences for
event groups in time groups between a minimum a maximum number of
times; this constraint can be used, for example, to define a daily limit of
lessons;

3. AvoidSplitAssignmentsConstraint: for each event, assign a particular
resource to all of his meets;

4. DistributeSplitEventsConstraint: for each event, assign between a
minimum and a maximum meets of a given duration;

5. SplitEventsConstraint: limits the number of non-consecutive meets that
an event should be scheduled and his duration.
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Constraints to Resources

1. AvoidClashesConstraint: assign the resources without clashes (i.e. with-
out assign the same resource to more than one event at a timeslot);

2. AvoidUnavailableTimesConstraint: avoid assigning resources on the
times that they are not available;

3. LimitWorkloadConstraint: schedule the workload of the resources be-
tween a minimum and a maximum bound;

4. LimitIdleTimes: the number of idle times in each time group should lie
between a minimum and a maximum bound for each resource; typically, a
time group consists of all timeslots of a given week day;

5. LimitBusyTimesConstraint: the number of busy times in each time group
should lie between a minimum and a maximum bound for each resource;

6. ClusterBusyTimesConstraint: the number of time groups with a times-
lot assigned to a resource should lie between a minimum and a maximum
limit; this can be used, for example, to concentrate teacher’s activities in a
as few days as possible.

3 Solution Approach

Our approach uses the KHE school timetabling engine[9] to generate initial so-
lutions and the metaheuristic Simulated Annealing perform local search around
this solution. These two elements will be explained in the following subsections.

3.1 Build Method

The KHE is a platform for handling instances of the addressed problem which
also provides a solver, used to build initial solutions in the presented approach.
The KHE’s solver was chosen to generate the initial solutions since it is able to
find good initial solutions efficiently (see Table 2).

The incorporated solver is based on the concept of Hierarchical Timetabling
[8], where smaller allocations are joint to generate bigger blocks of allocation
until a full representation of the solution is developed.

The Hierarchical Timetabling is supported by Layer Tree data structure [8],
consisting of nodes that represent the required meet and task allocation. An
allocation may appear in at most one node. A Layer is a subset of nodes within
the propriety that none of them can be overlapped in time. Commonly, nodes
are grouped in a Layer when share resources.

The hard constraints of the problem are modeled to this data structure and
then a Matching problem is solved to find the times/resources allocation. The
Matching is done by connecting each node to a timeslot or resource respecting
the property of Layer. For full details, see [8,9].
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3.2 Neighborhood Structure

Five neighborhood structures were used:

– ES (EventSwap): two events e1 and e2 have their timeslots t1 and t2
swapped;

– EM (EventMove): an event e1 is moved from t1 to another timeslot t2;
– EBM (EventBlockMove): like es, swaps the timeslot of two events e1

and e2, but if the events have different duration, e1 is moved to the following
the last timeslot occupied by e2.

– RS (ResourceSwap): two events e1 and e2 have their assigned resources
r1 and r2 swapped. Resources r1 and r2 should play the same role (e.g. both
have to be teachers).

– RM (ResourceMove): an event e1 have his assigned resource r1 replaced
to a new resource r2.

3.3 Simulated Annealing Implementation

Proposed by [10], the metaheuristic Simulated Annealing is a probabilistic
method on an analogy to thermodynamics simulating the cooling of a set of
heated atoms. This technique starts its search from any initial solution. The
main procedure consists of a loop that randomly generates, at each iteration,
one neighbor s

′
of the current solution s.

Let Δ be the variation of the objective function value incurred from moving
to the candidate neighbor (Δ = f(s

′
)−f(s)). The method accepts the move and

the neighbor becomes the new current solution if Δ < 0. If Δ ≥ 0 the neighbor
can also be accepted, but in this case, with a probability e−Δ/T , where T is a
method parameter, called temperature and regulates the probability to accept
solutions with higher cost.

The temperature can assume, initially, a high value T0. After a fixed number of
iterations SAmax (that represents the number of iterations needed to the system
reaches the thermic equilibrium at a given temperature), the temperature is
gradually lowered by a cooling rate α, such that Tk ← α×Tk−1, and 0 < α < 1.
With this procedure, a greater chance to avoid local minimum occurs at the
initial iteration and as T approaches zero, the algorithm behave like a descent
method as it reduces the likelihood of accepting worsen movements[5].

The developed implementation of Simulated Annealing will be described in
Algorithm 1, where f(.) denotes the objective function and N(.), the neigh-
borhood structure. The considered parameters were α = 0.5 and T0 = 5. The
parameter SAmax was defined according to the number of events (nE) for each
instance set by a multiplier. If the initial solution is feasible (i.e. there is no hard
constraint violation), SAmax = nE × 10, otherwise, SAmax = nE × 100.

At each iteration the selected movement can be from any of the proposed
neighborhoods. If the instance requires the resource assignment (i.e. have a con-
straint of kind AssignResourceConstraint), the kind of neighborhood is chosen
based on the following probabilities: es = 0.2, em = 0.4, ebs = 0.1, rs = 0.2 and
rm = 0.1, otherwise, the neighborhood es and er and the odds are: es = 0.5,
em = 0.3 and ebs = 0.2. These values were empirically adjusted.
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Algorithm 1. Developed implementation of Simulated Annealing

Input: f(.), N(.), α, SAmax,T0, s, timeout
Output: Best solution s found.
s∗ ← s;
IterT ← 0;
T ← T0;
while T > 0 e elapsedT ime < timeout do

while IterT < SAmax do
IterT ← IterT + 1;
Generate a random neighbor s

′ ∈ N(s);

Δ = f(s
′
)− f(s));

if Δ < 0 then

s ← s
′
;

if f(s
′
) < f(s∗) then s∗ ← s

′
;

else
Take x ∈ [0, 1];
if x < e−Δ/T then s ← s

′
;

T ← α× T ;
IterT ← 0;

s ← s∗;
return s;

4 Computational Experiments

All experiments ran on a Intel R© i5 2.4 Ghz computer with 4GB of RAM com-
puter under Ubuntu 11.10 operating system. The programming language used
on software development was C++ compiled by GCC 4.6.1. The processing time
was adjusted according to the benchmark available from Third International
Timetabling Competition 2011. The timeout was set at 1000 seconds (normal-
ized), like required in the second phase of ITC 2011. All of our results was val-
idated by HSEval validator http://sydney.edu.au/engineering/it/~jeff/

hseval.cgi.

4.1 Dataset Characterization

The set of instances available from ITC 2011 http://www.utwente.nl/ctit/

hstt/archives/XHSTT-2012 was originated from many countries and ranges
from small instances to huge challenging ones. The Table 1 presents the main
features of the instances.

4.2 Obtained Results

Table 2 presents the results obtained by the solution approach. The results are
expressed by pair x/y, where x contains the infeasibility measure and y the

http://sydney.edu.au/engineering/it/~jeff/hseval.cgi
http://sydney.edu.au/engineering/it/~jeff/hseval.cgi
http://www.utwente.nl/ctit/hstt/archives/XHSTT-2012
http://www.utwente.nl/ctit/hstt/archives/XHSTT-2012
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Table 1. Features of instances from ITC2011

Instance Timeslots Teachers Rooms Class Events Duration

AustraliaBGHS98 40 56 45 30 387 1564

AustraliaSAHS96 60 43 36 20 296 1876

AustraliaTES99 30 37 26 13 308 806

BrazilInstance1 25 8 3 21 75

BrazilInstance4 25 23 12 127 300

BrazilInstance5 25 31 13 119 325

BrazilInstance6 25 30 14 140 350

BrazilInstance7 25 33 20 205 500

EnglandStPaul 27 68 67 67 1227 1227

FinlandArtificialSchool 20 22 12 13 169 200

FinlandCollege 40 46 34 31 387 854

FinlandHighSchool 35 18 13 10 172 297

SecondarySchool 35 25 25 14 280 306

GreeceHighSchool1 35 29 66 372 372

GreecePatras3rdHS2010 35 29 84 178 340

GreecePreveza3rdHS2008 35 29 68 164 340

ItalyInstance1 36 13 3 42 133

NetherlandsGEPRO 44 132 80 44 2675 2675

NetherlandsKottenpark2003 38 75 41 18 1156 1203

NetherlandsKottenpark2005 37 78 42 26 1235 1272

SouthAfricaLewitt2009 148 19 2 16 185 838

quality measure. The column ITC 2011 f(s∗) presents the best known solution
to the problem instance.

The column SA contains the results obtained by solution approach. The results
were collected considering five executions of the method. Thus f(s∗) presents the
best solution found, f(s) presents the average, σ presents the standard deviation
of results and ts informs the average time (in seconds) and also the standard
deviation. The bold results were better to or equal to the best known solution.

The column SAfree presents the results obtained by Simulated Annealing
applied to the best known solution to the instance without time limitation. This
aims at the first phase of ITC 2011 where neither does not matter time spent
nor technologies used to obtains all-time best solutions. To this column were
considered only one execution. The bold results highlight improvements that
our method was able to make over the best known solution.

4.3 Discussion of Results

Our heuristic approache used of KHE solver as build procedure and the a di-
verse set of neighborhood kinds. The KHE solver was able to quickly find good
solutions and the proposed neighborhood structures were able to consistently
explore the solutions space and perform significant improvements in te initial
solution.
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As Table 2 shows, our approach was able to satisfactorily process even huge
instances problems, improving sometimes the best known solutions, in the small
provided timeout. From small to medium instances the approach was very quick.
The standard deviation of the processing times also was low, showing consistence
of method in terms of time spent.

For some instances, even the production of feasible solutions to configures a
very hard task. These instances commonly define most of constraints as hard
constraints. Therefore, ITC 2011 do not expect that a solver could find all fea-
sible solutions and the use of pair infeasibility/quality was encouraged. Our
approach was able to reach nine out of seventeen 1 feasible solutions in the given
timeout.

Our approach was able to improve or match the best known solution on five
out of twenty one instances. It is noteworthy that there were no time or tech-
nology constraints to the original best known solutions. The proposed approach,
even under the given timeout, was able to improve some best known results and
get close to the others.

Taking the best known solution as initial solution without time limits, our
local search technique has able to improve thirteen out of sixteen 2 solutions.
Some of these results was the best achieved on the first phase of ITC 2011.

5 Concluding Remarks

Our Simulated Annealing based metaheuristic was able to improve or match the
all-time best solution from ITC-2011 to five out of twenty one instances in a
tiny processing time. Taking the best known solution as input of our method
make him capable to improve thirteen out of sixteen instances. These results are
encouraging due to the problem hardness and practical importance.

Nevertheless, we believe that there is still room for improvement in our ap-
proach. Some possible future works are (1) develop new additional neighbor-
hood categories able to make more significant structural changes to a solution
in restricted amount of movements, like kempe moves and ejection chains [11];
(2) develop and perform a computational study of other metaheuristics such
as Variable Neighborhood Search to the problem, which could exploit available
neighborhoods in different ways; and (3) develop a Mixed Integer Programing
heuristic to the problem.
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Abstract. Due to its predictive capacity and applicability in different
fields, classification has been one of the most important tasks in data
mining. In this task, the Perceptron Decision Trees (PDT) have been
used with good results. Thus, this paper presents a Differential Evolution
algorithm that evolves PDTs. Furthermore, we also present the concept
of legitimacy which is used to reduce the costs of solution evaluation, a
time consuming part of the algorithm. The experiments comparing our
method with other seven well known classifiers, show that the proposed
approach is competitive and has potential to build very accurate models.
The best solutions found by it were the best ones in the majority of the
tested databases.

Keywords: Evolutionary Computation, Data Classification, Differen-
tial Evolution, Perceptron Decision Trees.

1 Introduction

Due to its predictive capacity and applicability in different fields, classification
has been one of the most important tasks in data mining. It consists, basically, in
finding a model that describes and distinguishes data classes. The classification
model is induced based on a training data set, then it is used to examine features
of a new instance and assign to it a predefined class.

In this context, Perceptron Decision Trees (PDT) have been used in many
real-world classification tasks with good results [1,2,3]. They are decision trees
whose nodes test a linear combination of the attributes partitioning the input
space by hyperplanes in general positions [4].

In this paper we show an approach to generate PDTs, based on a Differential
Evolution (DE) algorithm. DE is an important Evolutionary Algorithm which
works with a population of solutions and iteratively searches high quality so-
lutions (Section 3). Thus, DE will work with a population of PDTs iteratively
minimizing their classification errors.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 550–557, 2012.
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By describing the methodology of this work, this paper introduces the follow-
ing contributions:

– An algorithm based on Differential Evolution for evolving Perceptron Deci-
sion Trees (Section 4)

– An approach for representation and manipulation of PDT in the context of
DE solutions (Section 4.1-4.2)

– A strategy for replacing solutions (Section 4.3), in which the worst classifiers
give place to new ones

– A method for controlling the legitimacy of the evaluation (Section 4.4), which
makes evaluation more legitimate when it seems to be necessary

Comparative tests with well known classifiers are presented in Section 5.
Those results show that even though a more extensive study is needed, the
proposed algorithm is very promising for building accurate classification models
(Section 6).

2 The Classification Task

Classification consists in predicting the value of a user-specified goal attribute
(the class) based on the values of other attributes, called predicting attributes. In
a movie classification example, the goal attribute might be the Movie Genre, tak-
ing on the values (classes) “action” or “drama”, while the predicting attributes
might be the title, cast and soundtrack.

In the classification task we want to build a model which maps predicting
attribute values to classes accurately. For this purpose, the data being mined is
usually divided into two mutually exclusive data sets, the training set and the
test set. In a first step, called training, the classification algorithm builds the
model accessing the values of both the predicting attributes and classes of each
example in the training set.

Once the training process is finished and the algorithm has built the model,
its predictive performance is evaluated on the test set, which was not seen during
the training phase. Thus, if the performance of the built model is good enough,
it will be used to classify new instances for which the classification is not known.

3 Evolving Perceptron Decision Trees with Differential
Evolution

Differential Evolution (DE) [5] is an important Evolutionary Algorithm (EA)
developed to improve the quality of a solution over many iterations. In DE new
candidate solutions are created by combining a parent individual with several
other individuals of the same population. Then, this candidate solution replaces
the parent if it has a better fitness value. EA have been successfully used to
evolve classifiers, such as Oblique Decision Trees (ODT) [6].

Through the basic iterative process of DE, as the one described below, it is
expected that a satisfactory solution will be found:
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– Generate many solutions x with random positions in the search space.
– Initialize the crossover probability CR and differential weight F
– Until a halting criterion is not met, the following steps are repeated:
• For each solution x:
∗ Choose other three solutions a, b and c from the population that
are different from x.
∗ In order to generate a new solution y, for each position i of the
solution:
· Choose a random index j between 1 and the number of variables.
· Generate a real valued number r between 0 and 1 with uniform
distribution
· If (r < CR ∨ j == i), yi = ai + F (bi − ci), else yi = xi

∗ If y is better than x, x is replaced by y
– Return the best solution found

The values F , CR and the population size must be chosen by the user. Given a
suitable formulation of a data classification problem, DE can then evolve classi-
fication rules for the test database.

3.1 Modeling a DE Solution

As mentioned in Section 2, the classification task involves a model generation. A
common approach for classifiers is building binary classification trees, in which,
each internal node indicates a test over one attribute, each branch indicates a
possible result of the test and each leaf node corresponds to a class. In this way,
the tests associated with each node are equivalent to axis-parallel hyperplanes
in the input space [4]. For an example on the evolution of these ODTs, see [6].

In this work, we use a different approach for defining each tree node. In this
approach the internal nodes test a linear combination of the attributes. With
the equation wx + θ = z, where w as weight scalars, x are the data attributes
and θ is a constant, we can divide the search space by hyperplanes in general
positions, which are not necessarily axis-parallel. With this approach, we define
a PDT.

Thus, the search space can be divided considering all data attributes at each
step, differently from the conventional binary tree. In case we want to consider
only the attribute i with the PDT, the vector w must be constituted of zeros,
apart from the position wi, where its value will be 1.

Many authors have employed similar concepts of aggregating many linear
classifiers in a tree under different names [2,7,8], including PDT [4].

4 Methodology

In this section we describe how DE was used for evolving PDT and the whole
procedure used in the comparisons with other well known classifiers to validate
our approach.
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4.1 Representation of a Classifier

In our method, each PDT is a complete binary tree with linear classifiers in the
internal nodes. Each of those nodes is defined by a vector of weights w of size n
and a constant θ, being n the number of attributes of the classification problem.
Hence, the number of classifiers in a PDT is 2(h−1)−1, being h a control variable
defined as the depth of the PDT.

Besides the classifiers, each PDT contains 2(h−1) leaf nodes, which contain
a possible classification for a sample. Those nodes are defined in the discrete
space. Thus, a complete PDT can be defined by the matrices of size n×2h−1−2
for the weights, 1 × 2h−1 − 1 for the constants and 1 × 2h−1 for the leaf nodes.
This is the size of each solution employed by the DE.

While the individual size is O(2h−1 − 1), the evaluation cost is still O(h)
because only one possible path is searched through the PDT. Each of the 2h−1−
1 columns of the classifier matrices defines a classifier. After using the linear
classifier at position i of n, the classifier at position 2i is used if the output of
the classifier is < 0 or the classifier 2i+ 1 is used otherwise.

As the total error will be the standard of comparison between the PDTs in
the population, the objective function value of each of the solutions is defined
as the number of misclassifications, including false positives and false negatives.
This objective function, naturally, must be minimized by the DE.

4.2 Operators

Simple operators, as shown in Section 3 were employed for the generation of
new solutions. Values of F and CR are defined as random values between 0.4
and 1 and between 0.9 and 1, respectively [5]. Those values are altered at each
iteration of a generation.

As for the leaf nodes, a discrete approach must be used for the crossover of
solutions [9]. The approach used is inspired in the idea that DE uses a vector
of differences to alter the solution, however now this vector represents swap
movements between two possible positions.

In doing so, the movement described as bi−ci is only performed if ai = bi. If
ai = ci, the movement ci−bi is applied. In a third possible case, where ai �= bi

and ai �= ci, no movement is performed.
In this case, the value F is used to define if the operation should happen. The

operation occurs if a randomly generated number is less than F .

4.3 Replacement of Individuals

As the replacement of individuals is made one by one, it may happen that some
solutions are stagnant in bad points of the search space. In order to avoid this
problem, a new individual survival operator was developed to keep always new
candidates in the population.

At each generation, new random individuals are generated to replace the x%
worst individuals. Moreover, the individuals with an accuracy rate less than
1/nclasses are also replaced.
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4.4 Legitimacy

In the initial generations, where all the individuals are still very random, not
many comparisons are needed to perceive that some are better than the others.
In most cases, with the employment of classifiers in less than 10 samples it is
possible to define clearly which PDTs are the best ones. The same does not
apply after many generations, when most solutions classify the samples with a
low error rate.

Having this in mind, and the high cost of evaluating solutions, we propose an
approach to reduce the time spent to evaluate solutions in the first generations.

The key idea is that initial solutions do not need to be evaluated with the same
legitimacy as the solutions in the last generations, where a more refined analysis
is necessary to distinguish good solutions. The value l defines the legitimacy
utilized in the evaluation of individuals. At a generation with legitimacy l, only
l samples are tested in the evaluation of each solution.

The initial value of this parameter was defined as twice the number of at-
tributes of each samples. After each generation, the value l is updated accord-
ingly to the equation l = $min(N, l ∗ α)% where N is the number of available
samples for test and α is the rate of increase of the legitimacy for each generation.

The parameter α was defined as 1+δ/σ, where δ is the speed of legimitization,
defined as 10−6, and σ is the standard deviation of the objective function value
of the solutions. Thus, when the solutions are still very diverse, the parameter
α is smaller.

It is important to notice that, whenever the objective function value is cal-
culated, the legitimacy value used to obtain the objective function value is also
stored. Thus, if the individual is not replaced by a new one after t generations
and the legitimacy value has already increased, the individual is reevaluated with
the new legitimacy value l. The value of t was defined as 10.

5 Results

In this section we present the computational results. Our approach was compared
with other well known classifiers, such as: J48 [10], BFTree [11], RandomTree
[12], IB1 [13], RBF [14], MLPs [15] and Naive Bayes [16]. The results of these
methods were obtained from the use of the Weka Framework1 [12].

For the comparisons, eight databases2 were taken from the UCI repository
[17]. They were randomly divided into two sets, 85% for training and 15% for
tests. For fair comparison between the methods, the same sets were used by all
of them.

The control parameters of the proposed approach were defined in a series
of preliminary tests and they are: Population size = 50 individuals; Maximum

1 Available in http://www.cs.waikato.ac.nz/ml/weka/
2 Breast Tissue, Vertebral Column, Ecoli, Glass Identification, Hill-Valey, Iris, Libras
Movement and Sonar vs. Rocks.

http://www.cs.waikato.ac.nz/ml/weka/
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number of generations = 2000; PDT height (h) = 5 and Replacement rate =
0.1. An increase in the value of the PDT height would lead to a better capacity
of representation as well as an increase in computational cost per generation.

Due to the stochastic nature of our method the results related to it present
a synthesis of 30 independent runs. On Table 1 a Kruskal-Wallis test (α =
0.05) was used to compare the averaged results obtained by our method with
other algorithms. We can see among the tree-based classifiers that the proposed
approach was significantly better than the J48 and the RandomTree for most
databases. It has also had competitive results in relation to the BFTree and IB1.
Among the other types of classifiers, the proposed approach was significantly
better than Naive Bayes. The RBF and the MPL performed significantly better
than the proposed approach.

Table 2 depicts the results obtained by each one of the methods. For our
approach, that will be called PDT for simplicity, we present the worst (Min),
mean, and best (Max) results, as well as the standard deviation over 30 runs. The
best results of our approach were better in 5 of 8 databases. The other methods
had at most the best results in only two databases each. This reveals the potential
of the representation model. However, in order to improve the average results,
some study and effort must be employed in reducing the variance of the solutions
derived by it.

Table 3 shows the error obtained by our method in the training phase. We can
observe that in the databases in which our results were poor, the method had
difficulties in minimizing the errors also during the training phase, terminating
the process with high errors.

6 Conclusion

This work presents an approach to build classifier models based on Perceptron
Decisions Trees. For the model training we use an adaptation of the Differential
Evolution algorithm which works with continuous and discrete variables. Once
the evaluation of solutions has a high cost in the presented procedure, this work
also presents the concept of legitimacy, which allows a decrease in the solution
evaluation time in the first generations.

The results indicate the potential to build very accurate models as the best so-
lutions found were the best ones in the majority of the tested databases. Despite
the success of the best solutions, the statistical test revealed that the average per-
formance of the method is only competitive when compared with other important
tree-based classifiers. Besides, the errors obtained in the training phase showed
that the method had difficulties in minimizing the error in some databases.

In order to improve the average performance, the use of a validation set can
be extracted from the training set and work as test set inside the training.
The validation set can broaden the generalization capacity of the classifiers,
improving its accuracy and it can be used to give support to both the stopping
criteria and the replacement mechanism.
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Abstract. This study was conducted to evaluate the customer satisfaction as 
passengers at Augusto Severo International Airport in Parnamirim - RN in order 
to identify the dimensions which most contribute to the result of assessing the 
overall passenger satisfaction. It was made a literature review to serve as basis 
for the research from the  model by Brady and Cronin so as  to measure the 
level of satisfaction with the quality of services provided based on their 
temporal and spatial coverage and  related to air transport system, which is the 
same used as the reference model. Results have shown that the determinant 
dimensions are significant for the explanation of the overall satisfaction, based 
on the application of logistic regression. The formulated statistical model was 
revealed to be well adjusted and able to explain the behavior of passenger 
satisfaction. The main problems identified were: attitude of staff, concept of 
facilities and waiting time, in addition to limitations and suggestions for 
improvements which were approached. 

Keywords: Customer Satisfaction, Model by Brady and Cronin, Data Mining, 
Logistic Regression. 

1 Introduction 

Airports have been increasingly gaining importance since the plane has been proved 
an important alternative of transportation, even in the face of crisis that the current 
domestic airline industry has faced. Due to the importance and growth presented by 
the sector, it has become necessary to develop studies that promote the optimization 
of operational procedures at an airport and, consequently, an increase of the quality of 
its service. It is thus essential to determine the degree of satisfaction with the quality 
of services provided. Monitoring the customer satisfaction in an industry such as air 
transport, has increasingly become important in the Brazilian context because of the 
constant changes within the national civil aviation over  the last five years, 
culminating recently with the granting of the major airports to private enterprises. 
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In order to measure and monitor customer satisfaction different methods had being 
developed and tested. Data Mining (DM) has been used for this purpose, allowing the 
analysis of complex and difficult-solving problems through innovative approaches. 
Applications include different areas of management, especially in marketing. DM is 
recent and powerful new technology with great potential to help companies focus on 
the most important information in the data they have been collected about the 
behavior of their customers and potential customers. It enables the discovery of 
information within the data that queries and reports cannot effectively reveal. Data 
classification, clustering and visualization are amongst used techniques. The objective 
is diverse in order to gain knowledge through research of strategic information, 
standards determination and pattern discovery, classification and association between 
them [1]. Regression analysis also had been widely used to parameter estimation, data 
interpolation, etc. The regression algorithms enable discovery of models (equations) 
that try to best fit on the available data, at a given complexity, that map each entity to 
a numeric value, instead of searching rules, frames, or trees able to map each entity to 
a class [2]. 

2 Goals, Research Problem and Relevance 

This research aims to assess the level of passenger satisfaction for the quality of 
services and identify the attributes determining satisfaction of passengers using the 
services offered by Augusto Severo International Airport in Parnamirim-RN, by 
applying the adaptive model by Brady and Cronin [3]. 

Most terminals in Brazil have registered demand exceeding their capacity, 
particularly in peak hours, compromising the quality of service. This fact is due to the 
steady growth of tourist flow in particular, Natal, a city that has tourism as one of its 
main source of income. Concerning about the quality of services, as well as the lack 
of capacity of passenger terminals are very relevant and has been studied by several 
researchers, exploring the development of methodologies that can measure these 
problems, working with analysis of service level using standard indexes. 

Tourism in Brazil has shown positive results in recent years and has been 
consolidated in the country as an important vector of socioeconomic development. In 
this scenario, the performance of World Cup Football FIFA in 2014, is a great 
opportunity for tourism as well as Natal for the image of Brazil abroad. Thus, more 
than ever it is necessary to a study on the host at any airports so as to make them more 
pleasant places for people who use them. 

Chau and Kao [4] applied the SERVQUAL model to characterize the critical 
performance factors of airlines and to assess quality models in airports in a survey. It 
was described differences and expectations between two airports located in very 
different locations, England and Taiwan. The study concluded that there is a 
significant difference between the perceived value and the expected quality of service, 
which is only affected by factors such as education, occupation and income. 

Specifically for use at airports, Fodness and Murray [5] developed a conceptual 
model of service quality, leading to an empirical assessment of the expectations of 
passenger of services industry. The proposed model has three primary dimensions: 
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servicescape (covering sub dimensions: layout, environmental conditions and 
signaling), service personnel (including sub dimensions attitude. Behavior  
and expertise) and services (including the sub dimensions: productivity, maintenance 
and integrity). Results suggest that expectations of service quality at airports for 
passengers are structured in three dimensions with their respective primary sub 
dimensions: function (efficiency, effectiveness), interaction and entertainment 
(productivity, maintenance and decoration). 

Brady and Cronin [3] presented a new measure for the Perceived Quality of 
Service, using a hierarchical model. Initially, the authors performed a qualitative and 
quantitative study, aimed at eight different services in order to identify the sub 
dimensions and items that consumers associated with the higher-order components: 
Relationship Quality, Physical Environmental Quality and Provided Service Quality. 
Survey respondents were asked to list all the variables that influenced their 
perceptions on each of these three components, which were subject to further 
refinement and categorization. 

The concept of the model is presented in Figure 1, which contains a component of 
measurement and a structural component. Each of the primary dimensions 
(Relationship Quality, Physical Environmental Quality and  Provided Service 
Quality) have respectively three subdimensions on which customers make their 
evaluations to obtain their perceptions on the performance of organizations in each 
primary dimensions which will lead to the perception of overall quality of service. To 
evaluate each of the nine sub dimensions are placed three questions of different 
nature:  reliability, comprehensibility and empathy. 

3 Methodology 

3.1 Sampling and Questionnaire Design 

The initial part of the questionnaire used contains information on the descriptive 
variables such as, sex, marital status, age, education level, monthly household income 
average, job level in the company they work, number of trips they make per year, 
reasons why they travel, country and city where they live. At the end, the variables 
concerning to the content of the research related to the model adapted by Brady and 
Cronin were exposed. 

The population of the study consisted of passengers who used the services offered 
by the Augusto Severo International Airport in Parnamirim-RN from January to 
February 2011 (high season) and the interviews were conducted in the halls of 
departures and arrivals of domestic and international flights. The process used to 
obtain the samples for the research on user’s satisfaction was structured through a 
sampling plan with a trusting interval of 95% and maximum error of five percent 
(5%), reflecting the greatest variance in variables, i.e., the worst case in terms of 
variance [6]. The sample size calculation was performed based on the estimated 
proportion of the population. To achieve the reliable level and tolerable error margin 
chosen, the sample (385 questionnaires) was determined using the procedure 
described by Larson [7]. 
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Fig. 1. Formulated Model 
Source: Adapted by authors from the model by Brady and Cronin 

 
The choice of data mining techniques will depend on the specific task to be 

performed and data available for analysis. Harrison [8] suggests that the selection of 
data mining techniques should be divided into two steps: 1)  translating the business 
problem to be solved in a series of tasks of data mining, 2) realizing  the nature of 
data available in terms of content and types of data fields and structure of 
relationships between records. This choice can also be based on criteria for 
classification techniques. A ratio of these types of criteria is given by Harrison [8].  

Logistic regression is widely used to model the outcomes of a categorical 
dependent variable. For categorical variables it is inappropriate to use linear 
regression because the response values are not measured on a ratio scale and the error 
terms are not normally distributed. In addition, the linear regression model can 
generate as predicted values any real number ranging from negative to positive 
infinity, whereas a categorical variable can only take on a limited number of discrete 
values within a specified range [9]. 

Linear discriminant analysis and logistic regression are widely used multivariate 
statistical methods for analysis of data with categorical outcome variables. Both of 
them are appropriate for the development of linear classification models, i.e. models 
associated with linear boundaries between the groups. Nevertheless, the two methods 
differ in their basic idea. While logistic regression makes no assumptions on the 
distribution of the explanatory data, linear discriminant analysis has been developed 
for normally distributed explanatory variables. Whenever the explanatory variables 
are not normally distributed, the usage of linear discriminant analysis is theoretically 
wrong, as the assumptions are violated. The goodness-of-fit is therefore only more or 
less coincidental. On the other hand, the logistic regression fits well many types of 
distribution. When comparing the robustness towards categorization, linear 
discriminant analysis remains the favorite method if the number of categories is big 
enough to let the estimated mean and variance be close to the population values of the 
continuous explanatory variables. Usually, five categories are enough, but in the case 
of two or three categories, the advantages of the logistic regression prevail [10]. 
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For these reasons, the study on the general satisfaction of the passengers was made 
based on the logistic regression model, being possible to determine specific 
characteristics of different groups of passengers are segmented according to the 
satisfaction they have. The logistic regression model has characteristics Menard that 
make it suitable as compared to linear regression [11]. As an example, and taking into 
account that the vast majority of studies of satisfaction using a Likert scale where they 
know the meaning of the distances between the scores, for example, between "agree" 
and "totally agree", it is more correct to use a model that considers only the ratings. 
Nevertheless, the model in question allows the targeting of the surveyed points for the 
cutting that allows an additional analysis which would not be possible if the 
regression model were used. [12]. 

Based on the notation proposed by Hosmer and Lemeshow [13], the logistic 
regression model used in this study, also known as binary logistic model is given by 
equation (1):        

    π(x) = ( )                                 (1) 

where "π(x)" represents the probability associated with x, "e" is the vector of 
coefficients to be estimated, characterized as a fixed base of natural logarithms, and 
"βo+β1" are the vectors of explanatory variables associated with event. In logistic 
regression, because of its dichotomous nature, the regression coefficients are 
estimated by applying the maximum likelihood method that generates a combination 
of factors which maximize the probability of the sample. The transformation is 
defined in terms of "π(x)" as depicted in equation (2). g(x) = ( )( ) =β β x … ∞ (2)

where [1-π(x)] represents the probability of the event does not occur, [(π(x)) / (1-
π(x))] represents the ratio of probabilities, "βi" represents the estimated coefficients 
and x represents independent variables [14]. 

In order to assess the quality of the logistic regression model applicable also to 
measure the degree of association and the total variation of the dependent variable and 
independent variables. In logistic regression, measures were used to certify the 
adequacy of the model. 

Among these measures, called pseudo R
2
, one can highlight the statistics of Cox & 

Snell R
2
 and Nagelkerk R

2
 [15], where: 

 

• Cox & Snell is calculated as: = 1 -  (3)

Where this statistics never attains the value 1, even when the adjustment is perfect; 
• Nagelkerke whose statistics:  = 1  (4)
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and this statistics was prepared in order to address the main drawback of statistics 
above, and thus the values may vary from [0,1]. 

In logistic regression model, the equations are not linear in the parameters and thus 
require the use of an iterative procedure known as Newton-Raphson method. Briefly, 
this method can be described as follows. The first step requires the use of an initial 
solution (candidate) to the values that maximize the likelihood function. The function 
is approximated in a neighborhood of the initial solution by a second degree 
polynomial. The second solution obtained in the iterative process is the point of 
maximum value of the polynomial, and so on. Therefore, the Newton-Raphson 
method generates a sequence of solutions that converge to the point of maximum 
likelihood function [16]. 

3.2 Data Analysis 

Statistical analysis was performed using the Statistical Package for Social Science 
[17], from which we used a logistic regression model that is part of multivariate 
techniques to describe the relationship between a variable dichotomous response  
which represents two possible responses (success or failure), assigning a value 1 to 
the event of interest and value zero to the  additional event, setting the probability of 
an individual belonging to one of two categories (dependent variable) from the other 
variables (determinant), different from the linear regression model that has responses 
with continuous variables [18]. 

The logistic regression base is established to assess the overall adjustment in the 
comparison between two models. One that considers only the intercept, which is 
called "constant" by SPSS (in this context, it is reported how well the dependent 
variable can be predicted without the use of independent variables) and another that 
takes all the independent variables into account. When comparing the models, it is 
possible to assess whether those variables contribute to explain the general 
satisfaction. 

The logistic regression model was estimated using the method Forward Stepwise 
(Likelihood Ratio). This sequential search method is used to estimate the regression 
of equation to a set of variables, selectively adding or deleting variables until a 
measure of general criterion is reached, i.e. the process is repeated until the solution 
represents the best solution with adjustment [19]. As new variables in the model are 
entered, the goodness of the adjustment improves, since the 2-log likelihood statistics 
displays successive reductions. Since there is decisive conclusion that contributes to 
explaining the overall satisfaction, is carried out to verify the contribution of each 
factor by the value of Nagelkerk R2.  

As determinants of overall satisfaction, three dimensions were considered to reflect 
the aspects of Relationship Quality, Quality Physical Environment and Quality of 
Service Provided (Figure 1). In this paper, the dependent variable is the overall 
satisfaction. The opinion of the passengers was classified into two groups: very 
satisfied (answering the question on overall satisfaction equal to or greater than 6), 
moderately satisfied (overall satisfaction between 3 and 5). As there was no response 
with less than 3 for overall satisfaction, the binary logistic regression was applied. 
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To measure the scale reliability, Cronbach's alpha coefficient was used (α), which 
measures the homogeneity of the components of the scale. In general, it is considered 
a suitable survey instrument to obtain α ≥ 0.70 [8]. 

4 Results  

Considering the dimensions of the model made and their respective items shown in 
Figure 1 and the information of Table 1, it can be concluded: The dimension of the 
Quality of Service (QS) 5 had a mean value on a scale 1-7, corresponding to a good 
acceptance. Except for the attitude of the staff, all other had appropriate qualification 
of passengers. On the other hand, the Quality of  Physical Environment (QPE) get an 
average of five points, in which only the design of the facilities was lower than the 
average of corresponding dimension. The size Quality of Service Provided (QSP) had 
a mean value 4, indicating only a moderate satisfaction of passengers. The cause of 
this problem was evident through the averages of the item waiting time. 

Table 1. Comparison of dimensions of the model made 

Dimension Number 
of Items 

Note from 
the General 
Satisfaction 

Cronbach's 
alpha 

Items with low assessment 
of satisfaction 

Items Notes 

Relationship 
Quality 

3 5 0,727 Attitude 4 

Quality of Physical 
Environment 3 5 0,732 Design 4 

Quality of Service 
Provided 3 4 0,784 Waiting Time 3 

Source: prepared by authors 
 

The characteristics of the model are presented in Table 2. The analysis of log-
likelihood of the initial model and the final one has shown a decrease of the final 
value to indicate that the inclusion of these results in a smaller number of unexplained 
observations. This result shows that adding the dimensions, it also improves  
the reliability of the model in classifying the passengers correctly [20]. Otherwise, the 
model that contains the dimensions can better predict which group belongs to the 
passenger (fared moderately satisfied or very satisfied).  

Classification accuracy reflects the ability of the model to correctly predict the 
global status category which belongs to a passenger on the basis of size. In the initial 
model, the classification accuracy is equal to the percentage of individuals in the 
group with highest incidence (in this study, passenger moderately satisfied). By 
adding dimensions to the model, we can then assess the extent to which the 
classification accuracy increases, allowing this analysis to better understand the 
performance of the regression model [21]. In this model, the addition of dimensions 
increased the classification accuracy, establishing the percentage of cases correctly 
classified over 88%. 
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Table 2. Characteristics of the model 

Adequacy of Measures Value Df Sig 

 -2 Log likelihood (χ2) initial 227,105 

 -2 Log likelihood (χ2) final 100,812 

Nagelkerke R2 0,69 

Group of initial classification 74,5% 

         Moderately Satisfied 100,0% 

         Very satisfied 0,0% 

Group of final classification 88,5% 

         Moderately Satisfied 97,3% 

         Very satisfied 62,7% 

Test coefficient model (χ2) 126,3% 2 0,000 

Test goodness-of-fit Hosmer and Lemeshow (χ2) 10,8% 6 0,541 

Source: prepared by authors 
 

The measure by Nagelkerke, which acts as a pseudo R
2
, also contributes to 

ascertain how much dimensions should be added for improving the model [22] are 
commonly used as an approximate measure of variance explained by the dependent 
variable dimensions [23]. The value by Nagelkerke suggests that the model can 
explain a good proportion of the variance in overall satisfaction. The three dimensions 
explain nearly 70% of the variance in overall satisfaction.  

Table 3. Determinants of satisfaction 

 B S.E. Wald df Sig. Exp(B) 

Step 3 QRE 2,519 ,680 13,719 1 ,000 12,414 

QAF 1,175 ,543 4,679 1 ,031 3,238 

QSF 1,246 ,453 7,570 1 ,006 3,476 

Constant -25,761 5,622 20,997 1 ,000 ,000 

 Source: adapted from SPSS report 
 

Table 3 shows the variables in the model as well as their coefficients, and the test 
results of dimensional significance. Column "B (coefficients)" presents the model 
coefficients for each dimension, which were obtained in the third processing step of 
the sequential scan. 

Column "SE (Standard Error)" presents a measure of variability of these 
coefficients. The logistic regression coefficients of these dimensions have statistical 
significance, as indicated by the Wald test (analogous to multiple regression test). 
The column "Exp (B)" is the exponential of the estimated coefficients for each 
variable of the model and indicates the chance of a passenger's condition migrate 
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moderately satisfied to very satisfied, if a validated dimensions of the model increases 
to one unit. 

For example, considering the size of Relationship Quality that obtained an Exp (B) 
of 12.414 indicates that an increase of one unit in satisfaction with this dimension 
increases to 12.414 times the probability of a person moving from moderately 
satisfied to very satisfied in the general evaluation. 

The results suggest that all dimensions of the theoretical model adjusted, notably in 
descending order of importance: Relationship Quality, Provided Service Quality, and 
Physical Environmental Quality are statistically significant in explaining the overall 
satisfaction of passengers. 

5 Conclusions 

This study revealed how data mining techniques can help managers in understanding 
how their customers evaluate the quality of service experiences. Results suggest the 
convenient applicability of hierarchical model by Brady and Cronin and indicated that 
to increase the satisfaction level of the passenger it will demand improvements in the 
performance of all dimensions, especially quality of the relationship (the largest 
coefficient in the regression equation and that represents the greatest influence on the 
composition of satisfaction). The final index obtained from the General Satisfaction 
worth five points showed that passengers are not completely satisfied with the 
services offered at the airport terminals surveyed. The main identified problems were: 
staff attitude, concept of facilities and waiting time. 

Results showed that the dimensions are significant determinants in the explanation 
of the overall satisfaction, based on the application of the regression method as the 
data modelling. The statistical model formulated proved to be well adjusted and able 
to explain the behavior of passenger satisfaction. Furthermore, the high degree of 
reliability of the scale has shown its replication possible. 

Research efforts can be made in order to take into account the passengers in transit 
in order to evaluate the different services that this process offers and its particularities. 
By checking if a very long period of time between flights would take passengers to 
observe, further, the quality of facilities and services that were used, because this 
airport is the termination point. An analysis of the differences between passenger 
satisfaction and perception of domestic and international flights could also bring 
interesting results regarding the level of satisfaction of passengers. Future studies may 
increase the sample size and thus obtain sufficient questionnaires to analyze the 
determinants of satisfaction of the passengers of other nationalities. 
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Av. Antônio Carlos, 6627 31270-901, Belo Horizonte, Minas Gerais, Brazil

guicosta@ufmg.br
2 Department of Electronics Engineering, Federal University of Minas Gerais,
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Abstract. The use of Immune Inspired approaches for anomaly detec-
tion have been adopted in the literature because of its analogy with body
resistance in the human immune system provided against agents which
causes diseases. There are many models in biology that attempt to ex-
plain the immune system behavior, as well some engineering systems in-
spired on these models. Our goal is to document the development of these
models in a transitional view, some aspects which may be considered on
these algorithms and on their applicability in engineering problems, with
some examples.

Keywords: Immune Inspired Approaches, Anomaly Detection,
Immunological Models.

1 Introduction

Immune Inspired Systems are approaches that can be applied to many engineer-
ing problems, with a diverse collection of works in literature corresponding to
models or theories that attempt to explain their functions. Each model can be
applied to a particular problem, as described in [5].

In [4] are shown some imune-inspired techniques and their applications, al-
ways based on immunological models and each model has features that represent
an application. Thus, each model has applications defined by the features and
functionalities present in the human immune system.

After researches on [7], imune inspired algorithms development have grown
in recent decades, with a framework that provide bases for new systems [6], or
researches about developing more appropriate algorithms for some problems [2].

These studies, according to [20] may involve biology, mathematics and en-
gineering, contributing mutually in order to encourage both immunologists to
research about a proper functioning of the immune system, and engineers to
develop new systems capable of solving problems with more reliable results.

In Anomaly Detection, the applicability of existing immune theories on the
systems may be seen on literature, since the Self/Nonself Discrimination [7,15,3]

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 568–577, 2012.
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until Danger Model based algorithms in [12,24,19,23]. It is noteworthy that these
inspirations are not mutually exclusive,

This paper will present a review and comparative studies on imune-inspired
anomaly detection, establishing a transitional link between Self/Nonself Discrim-
ination Theory and the Danger Model, showing out the features, advantages and
disadvantages of each approach, with an example used for a demonstration pur-
pose.

2 Transition among Immune Inspired Aproaches

The models studied in this work follow the description of [10], describing the
evolution of immunological theories, along with the corresponding imune inspired
approaches. These models are based on signal presences required for immune
response, as defined in Figure 1.

Fig. 1. Description of immunological models discussed in this paper

In the following subsections, the immunological models and their respective
algorithms will be discussed. Their characteristics and applicable situations, as
well as the advantages and disadvantages of these algorithms will be exposed in
the research.

2.1 One Signal - Self-Nonself Model

The model is based on the elimination of immature cells of the immune sys-
tem which recognize Self patterns. The first immune inspired algorithms were
developed from this principle.

The Negative Selection Algorithm (NSA), defined in [7], is an anomaly detec-
tion system that consists of analyzing the feature space, and through it, generat-
ing detectors in the Nonself region. The algorithm has resemblance to supervised
machine learning methods, since the Self data is used as a reference, so that the
detectors are located outside of Self region.
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The method in fact, can be summarized as a semi-supervised classification
problem, in which only one of the patterns (Self) is known and the outliers may
belong to another class (Nonself), as shown in Figure 2.

Fig. 2. Illustration of similarities between semi-supervised classification and anomaly
detection based on Self/Nonself Theory

Many approaches appeared trying to improve operational aspects such as opti-
mization of the coverage area to detectors [15], allocation considering boundaries
of Self space [14], or overlap on two or more detectors [18]. In [8], is considered a
training method that optimizes the computational cost of the algorithm. Other
improvements are considered in [17].

The algorithm is very intuitive and quite simple but has many issues: to
allocate the detectors and measure the similarity between these and the data
may imply something quite costly and redundant, especially in high-dimensional
problems. Furthermore, the algorithm has serious problems concerning the sys-
tem context. Other issues can be seen in the analysis of [16].

Despite the issues, the NSA is applicable to problems where there are few ab-
stractions on the application and it is possible to set normal behavior. However,
the algorithm is very limited considering the application environment.

2.2 Two Signals - Costimulatory Model and Infectious Nonself

The costimulatory model defines two signals required for activation of immune re-
sponse: the nonself antigen presence and a signal emitted by Antigen-Presenting
Cells. This model has inspired few researches in computer networks, such as [13,1].
These models can be considered intermediate or transitional between the Nega-
tive Selection and the Danger Model.

The Toll-Like Receptor (TLR) Algorithm [21] is also based in this model,
inspired by the of infectious nonself theory. This algorithm was first developed
to solve problems of intrusion detection on a FTP server.

The algorithm is based upon T-cell and APC training as the signals outside the
normal range are captured by APCs, causing maturation for these cells, otherwise
they become semimature. For the T-cell activation, this cell have to recognize anti-
gens collected by a mature APC. This model is summarized in Figure 3.
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Fig. 3. Summary of Toll-Like Receptor Algorithm

This model represents a “half-way” between the classical immunology, and
the next model combining known data sampling and some priori information
about the application context.

2.3 Three Signals - Danger Model

The Danger Model defines the immune system which reacts to signals emitted
by cells in the body, which may indicate a situation of damage (necrosis) or
a situation of natural death (apoptosis) and APCs may emit molecular signals
to T-cells that indicates the body context. Figure 4 essentially summarizes the
immune response according to the model.

The algorithms inspired on this model consider indicative information about
the context of application environment [2], even requiring a more advanced level
of abstraction for the analogy with the immune model involved.

Dendritic Cell Algorithm (DCA) [12] is the main representative of the the
Danger Model based approaches. The correlation mechanism of the algorithm
determines whether a process involved in the system (antigen) has relation with
the behavior of the system (Input Signal) according to the illustration in Fig-
ure 5. The input signals are divided into three categories:

1. PAMP - signal that determines the evidence of an anomaly.
2. Necrotic or Danger Signal (DS) - High values determine a possible indication

of abnormality. Compared to the PAMP signal, is a signal whose presence
of abnormality is less certain. Both signals turns the cell mature.

3. Apoptotic or Safe signal (SS) - indicates that the system is operating nor-
mally, can suppress immune response and turns the cell semimature.

In DCA, the Inflammatory Signal is also defined, which amplifies the effect of
other signals. For reasons of problem modeling this signal is not often used in



572 G. Costa Silva, R.M. Palhares, and W.M. Caminhas

Fig. 4. The antigen recognition in a Danger Model view

Fig. 5. Summary of abstraction of the Dendritic Cell Algorithm

practice. In addition, a DCA basic implementation requires DS and SS as defined
in [9].

The algorithm eliminates the need to define a normal pattern for system,
however, requires a specific knowledge about the problem or application, so that
the input signals and even the antigen are properly shaped. Furthermore, a data
pre-processing is very important.

In [19] is defined another way to represent danger model signals: through fuzzy
rules processing, boundaries between the analyzed signals are set. As different
from DCA, requires no representation of antigen.

Analyzing the algorithms based on the danger model, the great advantage
is the proper consideration of further information on the application environ-
ment and more contextual view of signals or antigens. However, there are some
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limitations in the approach as the considered in [22]. Furthermore, many systems
do not have a model specified by experts to assess any anomalies. Often, these
models must be discovered.

2.4 Comparative View of Models and Algorithms

Based on immunological models presented in this paper, immune inspired sys-
tems have features whose the application environment must be considered on
the implementation.

In order to briefly describe each approach, a comparison between models and
algorithms inspired on them was made in Table 1, considering the work proposed
in the literature and as described in this article.

To check the survey in this research the two main immune inspired algorithms
will be applied to a recurring anomaly detection database.

3 Example: UCI Breast Cancer Database

This test was originally proposed in [11] to validate DCA experiments and to
demonstrate some of the algorithm issues.

Likewise, the objective of these tests is to compare test results between imune-
inspired models and demystify the superiority idea among the approaches, con-
sidering that there are cases in which the negative selection algorithm may over-
come the dendritic cells algorithm, or vice versa, for example.

The Two Signals Model was not represented in these tests, because there are
few studies focused on these algorithms.

For DCA, the tests were redone considering the same conditions of [11] and
ordering the data set, however, the algorithm used was the deterministic version
proposed in [9] and the output signals in accordance with equations (1) and (2)
with a population of 100 cells which can store up to 50 antigens and lifetime
threshold 30.

CSM = DS + SS (1)

K = mat− semi = PAMP +DS − 2SS (2)

For the NSA, four approaches were used: the classical algorithm, the V-detector
[15], the Multioperational algorithm [18] and a monitoting algorithm based on
Fuzzy Antigenic Recognition approach [3]. The tests were performed considering
25% of the normal data used for training, with self radius rs = 0.1 and number
of detectors D = 250 for the first three algorithms. For the latter algorithm, two
thresholds values 0.1 and 0.2 were adopted, whose complement determines the
threshold of the fuzzy inference system.

Furthermore, for these algorithms, the use of a feature selection mechanism
was considered in order to reduce computational costs and to improve the re-
sults. The tool used is the Information Gain, which is based on statistical cal-
culations considering the information processed relevance. Thus, 3 of 9 features
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Table 1. Comparison between models and its immune inspired systems

Model Self/Nonself Costimulatory Danger

Discriminatory model Similar to previous System is reactive
Theory related to antigen model, but requires to damage occurred

patterns an stimulation signal on tissue cells

Patterns which have Patterns recognition Patterns which may
Antigen to be recognised as under a costimulatory be identified as a

Normal or Anomaly signal presence potential anomaly

None, this model Costimulatory or, PAMPs, Apoptotic
Signals only deals with in extended model, and Necrotic signals.

antigen recognition PAMPs

T-Cells Detectors allocated Agents which interact Abstraction for the
in Nonself space to APCs immune response

Dendritic Cell - emit Dendritic Cell -
APCs None required signal to Surpress or activate

the immune response immune response

Basis Supervised methods Hybrid approach Expert knowledge
and recognition between models about the environment

Training Required Usually required Optional

Priori Training data Training data used Modeled after
Knowledge defines Self space for signal tuning evidentiary data

Normal Data Very important Important Inferred by signals

Pre Data may be Important on An important factor
processing normalised, ensuring each algorithm for smooth operation

system performance steps on input signals

Quick and simple, May become complex Algorithms are well
Developing depending on the due to the application developed, they rely on

algorithm version environment input signals modeling

Algorithms In some cases, can be Depends on processing The runtime must
Runtime very costly, depending components used in fit the input

on the feature space these algorithms signals processing

Anomaly Unknown patterns Strange and unusual Inferences about
Vision behavior abnormal behavior

Data Look for unknown Look for outlier Correlate data to
Processing patterns data. system behavior

Databases in which Databases in which is Data in which it is
Applied to normal data are possible to deal with possible to infer when

fully known partial knowledge anomalies occur

Problematic definition of Requires some setting It is not always
Criticism patterns, weak contextu- of the application possible to represent

alization for a system context a system consistently

A simple and intuitive May represent a Representation is
Advantages approach, with several suitable alternative more realistic, the

possibilities of tunning in some engineering analogy suits with
or implementation problems many applications

In some cases, Modeling these The representation
Disadvan- algorithm evaluation algorithms may be for some problems
tages can lead to high an empirically may require context

computational cost complex task adaptations
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were considered. Interestingly, the tool has selected the top 3 attributes used
for calculation of danger signal in [11]. More about the information gain can be
found in [25].

Table 2. Results for proposed test with the some immune inspired algorithms

Algorithm/ Training Test True True False False
Scenario Data Data Positive Negative Positive Negative

Classical Negative 60 640 79% 23% 77% 21%
Selection Algorithm

V-detector 60 640 96% 86% 14% 4%
Algorithm

Multi Operational 60 640 94% 90% 6% 8%
Algorithm

Fuzzy Antigen 60 640 98% 59% 41% 2%
Recognition (ts = 0.10)

Fuzzy Antigen 60 640 70% 92% 8% 30%
Recognition (ts = 0.20)

Dendritic Cell - 700 98% 87% 13% 2%
Algorithm (1-step)

Dendritic Cell - 700 75% 46% 54% 25%
Algorithm (2-step)

The Table 2 results presents the classification performed by the methods re-
lated to the models in which they were based. At least one of the formulations
of Negative Selection Algorithm had a comparable performance to the dendritic
cell algorithm.

The classical NSA had the worst performance, with little distinction between
the classes. The Multioperational approach and the Fuzzy Monitoring had rea-
sonable performances with a considerable number of false negative, whereas
in the latter, the classification threshold determined the model sensitivity. V-
Detector were able to classify data with few false negatives and had a significant
performance over the DCA.

The Danger Model based approach has a major drawback in this applica-
tion: the sensitivity to the instant at which data are positioned, due to the
correlation mechanism. As demonstrated in this work, the data order determine
the classification. Furthermore, the NSA is still suitable to deal with machine
learning-based anomaly detection.

4 Concluding Remarks

This paper estabilished a transition regarding immunological models used to
build immune inspired systems applied to anomaly detection by comparing im-
munological models and systems inspired on them. Based on the presented re-
sults, it was also confirmed an idea about these algorithms: There is no better
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immune inspired model than another. Further researches focused on these ap-
proaches may provide more results in many other applications by exploiting and
finding more advantages and disadvantages of immunological models for immune
inspired anomaly detection.

Although the algorithms based on negative selection has inherent flaws on
context or applications, it is possible to make them applicable in certain cases,
especially in learning machine problems, moreover, the addition of other immune
mechanisms algorithms can be considered.

Danger Model based algorithms have the disadvantage of a knowledge required
to model the signals, which usually is not implicit in the databases. However,
this approach can be extended to statistical or qualitative aspects.

Another aspect is the applicability of the costimulatory models, which are
still poorly widespread, but they may represent a hybrid approach in relation
to the anomaly detection, in order to employ the supervised mechanism and to
generate rules-based signals to activate the immune response.

Finally, a closer study of the immune engineering tools can be developed and
implemented to improve the results and even generate other similar systems,
based on the models cited in this study.
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Abstract. Aspect-oriented programming (AOP) is a programming paradigm 
which aims to increase modularity by allowing the separation of cross-cutting 
concerns. This paper presents the definition and characteristics of the domain-
specific language, aspect-oriented, AspectNetLogo and its compiler, the As-
pectNetLogoCompiler and show the use of this system in a multi-agent system 
in social simulation. This system allows the definition of the elements of the 
agents in the NetLogo environment in an isolated way and simplify the imple-
mentation of social simulations.  

Keywords : AOP, MAS, NetLogo, Social Simulation. 

1 Introduction 

Social Simulation is an area of research that uses computational methods to solve 
problems in social sciences (politics economics anthropology etc.) using agents. 

Agent Oriented Programming [1] defines the computing from social interactions of 
entities known as agents. An agent is an entity that perceives changes in the environ-
ment and act in response to these changes in order to achieve some predetermined 
goal. Agents in a Multi-Agent System (MAS) [2] have interesting characteristics such 
as: autonomy, proactivity, learning, communication and coordination of distributed 
tasks, among others that enable them to deal with complex problems. 

Aiming to simplify the execution of social simulations using agents, several tools 
such as PAX [3], Repast [4] and NetLogo [5] provide to the programmer a basic in-
frastructure with the main elements of a multi-agent system. These structures have 
been successfully used to perform social simulations [6][7][8]. However, the tools 
available today to perform social simulations of agent-based models require consider-
able effort for modeling as they still require computer science knowledge from the 
user to define new types of simulations, because the characteristics of a simulation are 
mixed in the code. These abilities are not commonly found in social researchers who 
demand this type of tool.  
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The Aspect-Oriented Programming (AOP) [9] is a programming model that is  
designed to increase the modularity of implementation of cross-cutting concerns in 
computer systems. A cross-cutting concerns is a property of an application to be imple-
mented, requires modification of a large number of modules, it cannot be isolated using 
conventional techniques of modularization. The principle of separation of concerns is 
based on construction systems that have different modules for solving different respon-
sibilities. Thus, it will not be found cross-cutting concerns in the code, possible to 
change old services offered without other parts of the systems being impacted. 

This paper proposes the establishment of a domain specific language (aspect-
oriented) to the description of multi-agent systems in Social Simulations. 

As example of using aspects in multi-agent simulations of this paper implements an 
aspect-oriented extension of NetLogo. The NetLogo is a programming language and 
integrated environment for multi-agent modeling. It is particularly well suited for model-
ing complex systems developing over time. Modelers can give instructions to hundreds 
or thousands of "agents" all operating independently. This makes it possible to explore 
the connection between the micro-level behavior of individuals and the macro-level pat-
terns that emerge from their interaction. However, the definition and characteristics of 
agents in complex problems are frequently produced in different parts of the application, 
which complicates the understanding and maintenance of the models developed. 

The use of aspects in an agent oriented system, in particular NetLogo, will allow 
the elements that compose an agent to be defined and studied in isolation from the rest 
of the simulation. This feature can facilitate the definition of new simulations and 
reuse elements of existing simulations in new contexts. 

2 AspectNetLogo 

The Aspect-Oriented Programming defines structures known as aspects, permitting 
the declaration of characteristics in isolation from the rest of the system. At some 
point of compilation, these settings will affect the code of the multi-agent model, in a 
process called Aspect Weaving (view item 3.4). That way, a new file is generated 
containing all specifications performed, not changing the original model, as illustrated 
in Figure 1. The artifact obtained by the implementation of the basic functionality of 
an multi-agent system, for example, is joined to the characteristics defined in the As-
pectNetLogo language (e.g. autonomy, adaptation, interaction, etc.). The result of this 
combination is the generation of a new model containing these characteristics incor-
porated into the basic functionalities of the application. 

The basic features of multi-agent model for example, declarations and procedures 
are implemented using the language component NetLogo. For the definition of as-
pects of the model are used the aspect-oriented language, presented in this work, As-
pectNetLogo [10]. It supports the implementation of aspects, defining their behaviors 
and situations that will occur in a clear and concise way. 

AspectNetLogo is conceptually very similar to AspectJ [11] and AspectC++ [12]. 
The reason for this similarity is trying to allow people who learned the aspect-oriented 
paradigm by using AspectJ or AspectC++ implementation to easily switch over to 
AspectNetLogo, if they are also already familiar with NetLogo. Some important con-
cepts and definition are: 



580 D. de S. Braga et al. 

 
Fig. 1. Illustrates the process of Aspect Weaving 

Join Points  
The Join Points specify functions in the model, developed in NetLogo, which will 
suffer some kind of interference created by the aspect. They are defined in the Decla-
ration of Pointcuts. 

Pointcuts  
Pointcuts are designed to establish rules to specify anywhere in the code of the model, 
to which to add a new service or obtain data from a particular context, for example. 

pointcut  identifier  :  join-point  logical-operator? designator 

Advices  
The Advices specify the code which will be added at points defined by the Pointcut. It 
is also essential determine the time of inclusion of the new instruction. This time may 
be 'before' or 'after' the occurrence of the Pointcut. Beyond these possibilities, there is 
the 'around' mode that allows changing the code existed previously.  

time  :  pointcut-list  statement-block 

Intertypes 
Unlike the other components, the Intertypes not need the reference Join Points to 
identify the locations that the new codes will be added. The intertypes acting adding 
new statements, whether functions, variables, etc. 

     intertype  :  procedures || 

     intertype  :  identifier in-block  declarations 

Aspect  
The combination of the Pointcut and the Advice is termed an aspect. Aspects can 
isolate definitions, make the source code more cohesive and provide a better under-
standing of the model. These isolations can be better understood from Figure 4. 
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3.2 Syntax Analysis  

The Syntax Analysis (or Parsing) is the process of analyzing a text, made of a se-
quence of tokens, to determine its grammatical structure with respect to a given for-
mal grammar. It checks for correct syntax and builds a data structure implicit in the 
input tokens. In AspectNetLogoCompiler the parsing is performed by two compo-
nents with distinct functions: Parser and Interpreter. 

3.3 Semantic Analysis 

After the phases of Lexical Analysis (view section 3.1) and Syntax Analysis (view 
section 3.2), the Semantic Analysis is performed by the component of AspectNetLo-
goCompiler called Semantic Analyser. This phase checks for semantic errors in the 
source program and capture the information necessary for the subsequent phase of 
code generation. 

3.4 Aspect Weaving 

Aspect Weaving is the name given to the process performed by combining aspects 
(Aspect Weaver) of the AspectNetLogoCompiler. It is responsible for combining the 
code developed in the components language (NetLogo) with the code developed in 
the aspect language (AspectNetLogo). In AspectNetLogoCompiler the process of 
Aspect Weaving is accomplished by two components:  Checker and Weaver. 

This union of code is performed at compile time. First of all is identified which as-
pects will be applied (through the Checker), and subsequently the two implementa-
tions are joined to form the final code of the application (through the Weaver). 

Checker 
Checker is the name given to the component responsible for performing the validation 
of the actuation in the aspect elements found in the NetLogo code. Its function is 
check if there is impact on the code for each component of the aspect. After this 
check, the Checker should report at the time of generating the new file, which ele-
ments did not pass in this validation, in other words, which elements had no impact on 
the code generation. E.g., if an intertype act redefining a function and this function 
does not exist in the code, this element should be reported after the process Weaving 
because it failed to act. 

Weaver 
The component Weaver receives the necessary information of the aspects, extracted 
from the Checker, to perform the correct junction of code. In addition to identifying 
the Pointcuts in the imported file, the Checker informs the components of aspect 
which does not affect the code NetLogo, so they are ignored in the weaving process. 
Weaver concludes his activity, generating a new file containing the services added by 
the aspect. 

 



 An Aspect-Oriented Domain

4 Case Study in So

To validate the use of Asp
available in the NetLogo´s 
lion of a subjugated popula
shua Epstein's model of civ

The population wanders
central authority is high en
enough, they openly rebel. 
behalf of the central autho
around randomly and arrest

Through this modeling i
make decisions would impa
example, to be modified the
ance in eight functions of th
nition of an aspect that mo
study. 

The use of AspectNetLo
separation of responsibility
mented as isolated aspects
proposed solution to the ex
implements the definitions 
which the aspect will interf
pect constructed. Figure 3 
behavior of the agent in the
this aspect in the AspectNet

 

Fig. 3. (a) Each column of the 
possible change in the way i
(hatched columns). (b) The asp
are defined locations of the cod

 
 
 
 

n-Specific Language for Modeling Multi-Agent Systems  

ocial Simulation 

ectNetLogo has been chosen a model of social simulat
Models Library called Rebellion [13]. It models the reb
ation against a central authority. It is an adaptation of 
il violence [14].  

s around randomly. If their level of grievance against 
nough, and their perception of the risks involved is l
A separate population of police officers ("cops"), acting
ority, seeks to suppress the rebellion. The cops wan
t people who are actively rebelling. 
it was identified that a simple change in how individu
act in the need for changes in various parts of the code. 
e way in which jail term is defined is required the maint
he model. Figure 3 (a) illustrates this problem and the d
odels the behavior of the agent in the model of the c

ogo offers the possibility of modeling agents with comp
y. The characteristics and behaviors of agents are imp
s, making maintenance simpler and more practical. T
xample cited above, is the construction of an aspect t
of jail term, and through the Pointcuts set pieces of cod
fere. Thus, future changes would be made only on the 
(b) illustrates the definition of an aspect that models 

e model of the case study. Figure 3 shows the declaration
tLogo language. 

 

figure represents an existing function in the Rebellion's mode
in which jail term is defined impacts on 53% of the functi
pect defines the behaviors of the agent, and through the Point
de which the aspect will interfere.  

(a) (

583 

tion 
bel-
Jo-

the 
low 

g on 
nder 

uals 
For 
ten-

defi-
case 

lete 
ple-
The  
that 
e in 
as-
the 

n of 

el. A 
ions 
tcuts 

(b) 



584 D. de S. Braga et al. 

 

Fig. 4. Definition of the jail-term aspect in Rebellion's model using AspectNetLogo language 

5 Conclusion and Future Work 

This article presented an aspect-oriented language for modeling Multi-Agent Systems 
in Social Simulations – AspectNetLogo. Its compiler – AspectNetLogoCompiler – 
was also presented a case study in social simulation using this system. The Aspect-
NetLogo has provided NetLogo the ability to use aspects for modeling Multi-Agent 
Systems offering the possibility of modeling agents with complete separation of re-
sponsibility.  

Although it was necessary to make changes in some parts of the syntax and gram-
mar of AspectJ and AspectC++, most of the concepts of these languages were  
preserved. Therefore it is expected that users with experience in AspectJ (and / or 
AspectC++) and NetLogo users can become familiar with the AspectNetLogo without 
great effort. 

aspect jail-term{ 
pointcut set-jail-zero : execution setup && target 'display-agent' 
pointcut check-jail-breed : execution go && target 'ask turtle' 
pointcut decrease-jail : execution go && target 'ask agents [ display-agent ]' 
pointcut no-agents-here : execution move && target 'let targets neighborhood with' 
pointcut set-jail-random : execution enforce && target 'set active? false' 
pointcut check-jail-to-set-color : execution display-agent-2D && target '[ set color red ]' 
pointcut check-jail-to-set-shape : execution display-agent-3D && target '[ set shape "person active" ]' 
pointcut declare-jailed-count : execution update-plots && target 'set-current-plot "Active agents"' 

before : set-jail-zero  
 set jail-term 0 
before : check-jail-breed [ 
  if (breed = agents and jail-term = 0) or breed = cops 
         [ move ] 
  if breed = agents and jail-term = 0 
         [ determine-behavior ] 
  if breed = cops [ enforce ]] 
after : decrease-jail 
 [ if jail-term > 0 [ set jail-term jail-term - 1 ] ] 
after : no-agents-here 
 [not any? cops-here and all? agents-here [jail-term > 0]] 
after : set-jail-random  
 set jail-term random max-jail-term 
after : check-jail-to-set-color  
 [ ifelse jail-term > 0 
         [ set color black + 3 ] 
         [ set color scale-color green grievance 1.5 -0.5 ] ] 
after : check-jail-to-set-shape 
 [ ifelse jail-term > 0 
         [ set shape "person jailed" ] 
         [ set shape "person quiet" ] ] 
before : declare-jailed-count 

let jailed-count count agents with [jail-term > 0] 

}  

Aspect 

Pointcuts

Advices
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The use of aspects-oriented techniques combined with NetLogo language is un-
known and was not found in the literature any domain-specific language for Social Si-
mulation. Most certainly, this highlights the innovative character of the present work. 

As further work, we propose the realization of a detailed study on existing models 
of social agents, therefore believe this study could help identify new types of aspects 
for multi-agent systems. Extensions of this work contemplate the construction of a 
aspect-oriented system for social simulations to describe more friendly simulations 
making them semi-transparent to the user the details of computational and artificial 
intelligence techniques used. 
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Abstract. This paper presents a paralellization of the incremental al-
gorithm inc-k-msn, for mixed data and similarity functions that do not
satisfy metric properties. The algorithm presented is suitable for process-
ing large data sets, because it only stores in main memory the k-most
similar neighbors processed in step t, traversing only once the training
data set. Several experiments with synthetic and real data are presented.
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1 Introduction

The k-nearest neighbor classifier (k-NN) [1] has been widely used as a non-
parametric technique in Pattern Recognition due to its simplicity and good
performance. The classical k-NN algorithm classifies a new object storing the
whole training set in main memory and computing the distance of the training
objects with the new object. Then, the algorithm sorts the obtained distances
and finally, it obtains the k-objects with the lowest distance. The assigned class
to the new object will be the majority class of the k-most similar objects.

Since this paradigm is used in different applications, several alternatives of k-
NN classifiers have been developed. Some of them are presented in related work
as fast k-NN classifiers [2, 3]. These algorithms have been developed to process
large datasets over several problems, such as on-line value analysis, air traffic
control or intrusion detection. However, some of these problems are defined by
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datasets with high dimensionality, where a comparison function can be very ex-
pensive, so it is recommended to decrease the number of comparisons with the
training objects [4]. To solve different classification problems, it is necessary to
process large training sets, which in some cases storing them in main memory
is not feasible. Examples of problems with large training sets are: hyperspec-
tral images of high resolution with at least 256 bands [5], banking or company
transactions groups [6] and so on. To process this kind of problems, several in-
cremental and static k-NN algorithms have been developed [7, 8]. However, if
data are updated, these k-NN algorithms must be executed again to process the
new whole training set. This drawback limits the use of static algorithms when
updates are inevitable. For example, in sampling methods for data mining, it is
required to have algorithms that allow updates in both, the sample and the origi-
nal data, in order to evaluate the accuracy of the sample [9]. As an alternative to
solve this problem, it has been developed a k-NN algorithm that allows updates
over the dataset in an incremental way [10]. In environments where datasets
are not static, k-NN algorithms can do the sample periodically; therefore they
provide the accuracy of the data using an efficient way.

Nevertheless, most of these proposed k-NN classifiers have been designed to
process only numeric data, which use metric functions. In this way, these methods
apply metric properties to reduce the number of comparisons between objects.
However, many real applications are described by numeric and categorical at-
tributes (mixed data) [11] and in some cases, the comparison function does not
satisfy these metric properties. For this reason, it is not always feasible to apply
the developed k-NN classifiers to process objects with mixed descriptions.

In order to solve this problem, it has been developed a fast k-Most Similar
Neighbor algorithm (k-MSN ), which works with mixed data and uses a tree
structure [12]. Although this algorithm gives a solution to the drawbacks pre-
sented in this section, k-MSN does not allow updates in the training set because,
due to its static construction, it has to generate again the tree for including a
new object. Recently, an incremental k-most similar algorithm (denoted by inc-
k-msn) which works with mixed data and processes large data sets has been
proposed [13]. This algorithm allows updates in the training set. However, when
the size of the data set is very large or the dimentionality of the attributes is
medium or high, the processing time of this algorithm increases significantly.
Different applications in data mining require k-NN and k-MSN algorithms that
allow updating the training set. Besides, it is important to avoid storing the
whole dataset in main memory, especially when the set is very large. In the
area of learning and information processing, when a significant amount of data
is processed, in order to make more efficient the construction of a model, sev-
eral algorithms have been parallelized [14, 15]. Some of them use multiprocessor
computer architecture [16].

In this work, it is presented a paralellization of inc-k-msn, denoted by par-inc-
k-msn, which gives a solution to some of the above problems, with the following
contributions:
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– The proposed paralellization of inc-k-msn allows processing large and very
large mixed datasets, using a processing time significantly less than the in-
cremental algorithm inc-k-msn. Besides, par-inc-k-msn allows inserting new
objects to the training set, obtaining the k-most similar neighbors doing only
the comparison of the inserted objects with the object to be classified, with-
out processing again the whole updated training set. In addition, to classify
a new object, it only traverses once the training set.

– par-inc-k-msn is feasible to be executed in personal computers or worksta-
tions with multi-core processors using multi-thread programming.

2 Definition of the Problem

Let U be an object universe, which it is not necessarily finite. Each object oi ∈
U is described by an attribute set R = {x1, x2, ..., xn}, and the objects are
distributed in d-classes {S1, S2, ..., Sd}. Each attribute xi ∈ R can takes values
of a set Mi, i = 1, ..., n, which determines the nature of the attribute, numeric
or categorical. Let TM = {o1, o2, ..., om}, TM ⊆ U be the training set of the
objects belonging to U . When mixed data are handled, a fundamental concept is
the analogy or similarity between objects, which can be formalized by a function
of similarity or dissimilarity [17].

A comparison criterion Ci : Mi ×Mi → Li is associated to each attribute
xi, i = 1, ..., n, where Ci (xi(o), xi(o)) = min{y}, y ∈ Li if Ci is a dissimilarity
criterion between values of the attribute xi or Ci (xi(o), xi(o)) = max{y}, y ∈
Li if Ci is a similarity criterion between values of the attribute xi. Ci is an
evaluation of the similarity (or dissimilarity) degree among any two values of
the attribute xi, i = 1, ..., n, where Li is a totally ordered set. A magnitude
can be computed between each pair of objects in U . This magnitude is obtained
applying a similarity function FS, which can be defined by any subset of R.
When mixed data are handled, there are similarity functions that do not satisfy
the triangle inequality [18].

The problem in this work is about supervised classification, from a training
set TM , the algorithm allows assigning to a set of objects ot ∈ U , ot /∈ TM a
specific class Si, i = 1, ..., d.

3 The Proposed Algorithm

To perform the classification task, the proposed paralellization generates several
threads running in different cores, assigning to each one a portion of the training
data set. In the same way that inc-k-msn, each thread generated by par-inc-k-
msn processes one by one the assigned portion of objects of the training set, even
if new objects are added to it. par-inc-k-msn does not store the whole training
set in main memory. Each generated thread only keeps the object to be classified
and their k-most similar neighbors computed until step t (i.e. when the object t
of the training set has been processed).
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For each object of the training set that par-inc-k-msn processes, the k-most
similar neighbors are obtained in a partial way, distributed in the spawned pro-
cesses. When all objects in training set are processed, the proposed algorithm
computes the same k-most similar neighbors than the classical algorithm, join-
ing the partial k-msn calculated by each thread, but with the difference that
par-inc-k-msn can continue adding new objects, following the same processing
philosophy used with the first training objects. This fact guarantees that the
accuracy of the classifier does not decrease. The principal difference of the pro-
posed algorithm and static algorithms reported in related work is that these
latter need the whole training set to obtain the k-most similar neighbors. On
the other hand, par-inc-k-msn generates the k-most similar neighbors between
each object of the training set and the object to be classified. In this way, at
step t+1, the algorithm allows using the k-neighbors generated with the objects
processed until step t, with the remaining training objects. This procedure al-
lows to the proposed algorithm handling new added objects to the training set,
processing them as any other training object. This characteristic makes differ-
ent the proposed algorithm from the developed static algorithms, which have to
process again the whole training set when it is updated.

In a general way, par-inc-k-msn works as follows: first, the algorithm calculates
the number of objects assigned to each process shall, dividing the size of initial
training set, by the number of threads to generate. Second, each thread is created
and the portion of objects to be processed by it is assigned. Third, each thread
executes the inc-k-msn algorithm, but working only over its portion of assigned
objects, and when each process terminates, then the thread sends to the main
process the list of the generated k-msn. Finally, the main process generates the
list of k-msn. To generate the resultant list, each element is taken incrementally
of the partial lists to add or delete it to the current list of k-neighbors. It may
be that some elements previously stored being displaced by other elements that
are more similar neighbors than they. If new objects are added to training set
or there are new objects to be classified, the same procedure is applied. The
diagram of the proposed paralellization is shown in Figure 1.

4 Experiments

In this section, in order to show the performance of par-inc-k-msn, a comparative
table with some training sets reported in [12] is presented. Besides, it is shown the
results of the proposed algorithm and the inc-k-msn algorithm over large training
sets to compare their behavior. In the first example, to verify the behavior of
the proposed algorithm using 2, 3 and 4 threads, it was taken only the tests
that show the processing time of the fast k-msn algorithm, reported as the
most efficient algorithm in [12]. This work uses 4 synthetic datasets with: 2000
(1800 training objects and 200 test objects), 3000 (2700 training objects and
300 test objects), 4000 (3600 training objects and 400 test objects) and 7200
(6480 training objects and 720 test objects) objects. In addition, it is shown the
results obtained by inc-k-msn algorithm. All datasets reported in [12] have 2
attributes and a value of k = 1. Similarly, other dataset was generated with the
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Fig. 1. Diagram of the proposed paralellization, usign h-threads

previous characteristics, in order to do a reliable comparison between processing
times. These results are shown in table 1. par-inc-k-msn algorithm was designed
in Java using multi-thread programming. In [12] was reported that tests were
performed in a PC Intel Pentium Processor 3.0 Ghz, with 4 cores and 1 GB of
RAM memory. In the other hand, all previous tests for inc-k-msn and par-inc-
k-msn were performed in a PC with Intel Pentium Processor 3.3 Ghz, with 4
cores, 8 GB of RAM memory and using Mandriva Linux 2010.

Table 1. Processing time in seconds, obtained by fast k-msn, inc-k-msn and par-inc-
k-msn, generating 2, 3 and 4 threads, with k = 1

Objects to Training Test Processing time (in seconds)
algorithm paralellization

process objects objects fast k-msn inc-k-msn 2 process 3 process 4 process

2000 1800 200 0.485 0.4 0.4 0.2 0.2

3000 2700 300 0.812 0.6 0.6 0.3 0.3

4000 3600 400 1.139 0.8 0.8 0.8 0.4

7200 6480 720 7.63 4.32 2.16 2.16 0.72

726480 6480 720000 7630 4320 2160 2160 720
(2.1 hr) (1.2 hr) (0.6 hr) (0.6 hr) (0.2 hr)

In the second example, several synthetic datasets were used, each one with
the following characteristics: a) 6 sets, from 500,000 to 3,000,000 of objects,
with increments of 500,000 objects, described by 3 features, with k = 5, and
classifying one object. Results of these experiments are shown in figure 2.
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Fig. 2. Processing time in milliseconds, obtained by inc-k-msn and par-inc-k-msn,
generating 2, 3, 4, 5 and 6 process, with k = 5

Table 2, shows the value of the ratio between the processing time execution
of the incremental algorithm and their paralellization with 2, 3, 4, 5 and 6
processors, using as reference the values shown in figure 2. Besides, in this table,
are incorporate the: minimum, maximum, average, and ideally ratio values, as
a result of dividing the processing time between the number of used processors.
These test were performed in a PC with AMD processor 3.5 Ghz, with 6 cores,
8 Gb of RAM memory and using Mandriva Linux 2010.

Table 2. Ratio between processing times of the incremental algorithm and their par-
alellization

Objects processed 2 process 3 process 4 process 5 process 6 process

500000 1.84 2.55 3.54 4.10 4.17
1000000 2.4 2.95 3.62 4.44 4.44
1500000 1.95 2.83 3.57 4.12 4.23
2000000 1.98 2.78 3.55 4.15 4.41
2500000 1.64 2.30 2.71 5.76 5.90
3000000 1.57 3.01 4.72 6.14 6.35

Minimum value 1.57 2.30 2.71 4.10 4.17
Maximum value 2.04 3.01 4.72 6.14 6.35

Average 1.83 2.73 3.61 4.78 4.91

Ideally 2 3 4 5 6

4.1 Discussion

In table 1, it can be noticed that proposed par-inc-k-msn algorithm has a higher
behavior over fast k-msn and inc-k-msn algorithms, since it was designed to
process large datasets (millions of data) and its application over this kind of
datasets is adequate (including large training and/or test sets). When par-inc-
k-msn uses a greater number of threads running in the cores of processor, the
processing time decreases significantly. Besides, it is important to highlight that
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algorithms like fast k-msn do not have the property of adding new training
objects without the necessity of processing again the whole training set, property
included in the proposed algorithm. In figure 2, it can be observed a higher
behavior of the proposed algorithm over the inc-k-msn algorithm. When used
5 and 6 threads, par-inc-k-msn maintains its processing time stable, even when
the number of objects in the training set increases significantly. As we can see
in table 2, the average ratio obtained with the parallelizing algorithm is less and
near than the ideal ratio, for all tests. Therefore, par-inc-k-msn is a good option
to process large datasets. In addition, the following formula was obtained using
the estimated time of how long it takes the algorithm to process a data set, using
n-processors: T/(k ∗ n), where T is the processing time used by inc-k-msn and
k = 0.9 was estimated, according to the results obtained.

5 Conclusions

This work introduces a paralellization of inc-k-msn, called par-inc-k-msn, which
can handle mixed data and similarity functions that do not satisfy metric prop-
erties. The proposed algorithm allows processing datasets without storing them
in main memory, besides new objects can be added to the training set, with-
out processing again the whole training set. Besides, par-inc-k-msn advantages
the resources provided by computers with multi-core processors. The proposed
algorithm is able to process several similarity functions as well as distances to
generate the k-most similar neighbors. However, the algorithm is not designed to
process functions that are computed with all training objects, like the median.
This is because the algorithm does not store all the comparisons with the train-
ing objects and it does not sort all the computed similarities. Other limitation
of the proposed algorithm is that it cannot work with non-symmetric similarity
functions.

In this work, there is not a specific application over a real problem using the
proposed algorithm. However, there are several real classification problems for
which the application of the proposed algorithm is appropriated, because they
increase the number of the objects from the original dataset. Some applications
of this kind are: a) detection and classification of epidemics in population, since
the original sample of infected patients may increase with different mutations of
the virus; b) fraud detection with credit card payments, where different ways of
frauds are increased as they are detected; and so on.
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Abstract. This paper presents a nonlinear controller for uncertain single-
input–single-output (SISO) nonlinear systems. The adopted approach is
based on the feedback linearization strategy and enhanced by a Radial
Basis Function neural network to cope with modeling inaccuracies and
external disturbances that can arise. An application of this nonlinear con-
troller to an electro-hydraulic actuated system subject to an unknown
dead-zone input is also presented. The obtained numerical results demon-
strate the improved control system performance.

Keywords: Electro-Hydraulic Systems, Feedback Linearization, Neural
Networks, Nonlinear Control, Radial Basis Functions.

1 Introduction

Due to its simplicity, feedback linearization scheme is commonly applied in in-
dustrial control systems, specially in the field of industrial robotics. The main
idea behind this control method is the development of control law that allows
the transformation of the original dynamical system into an equivalent but sim-
pler one. Although feedback linearization represents a very simple approach, an
important drawback is the requirement of a perfectly known dynamical system,
in order to ensure the exponential convergence.

Due to the adaptive capabilities of the artificial neural networks, it has been
largely employed in the last decades to both control and identification of dy-
namical systems. In spite of the simplicity of this heuristic approach, in some
situations a more rigorous mathematical treatment of the problem is required.
Recently, much effort has been made to combine artificial neural networks with
nonlinear control methodology [2–4, 6]

In this paper, a nonlinear controller is proposed to deal with uncertain single-
input-single-output (SISO) nonlinear systems. The adopted approach is based
on the feedback linearization method, but enhanced by a neural network com-
pensation scheme to cope with modeling inaccuracies and external disturbances.
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Radial basis functions are used as activation functions and the related tracking
error as input. Numerical simulations are carried out in order to demonstrate
the improved performance of the proposed control scheme.

2 Control Scheme

Consider a class of nth-order nonlinear systems:

x(n) = f(x, t) + b(x, t)u+ d (1)

where u is the control input, the scalar variable x is the output of interest, x(n)

is the n-th time derivative of x, x = [x, ẋ, . . . , x(n−1)] is the system state vector,
d represents external disturbances and unmodeled dynamics, and f, b : Rn → R

are both nonlinear functions.
Let us now define an appropriate control law that ensures the tracking of a

desired trajectory xd = [xd, ẋd, . . . , x
(n−1)
d ], i.e. the controller should assure that

x̃ → 0 as t → ∞, where x̃ = x − xd = [x̃, ˙̃x, . . . , x̃(n−1)] is the related tracking
error. On this basis, assuming that the state vector x is available to be measured
and the functions f and b are well known, with |b(x, t)| > 0, the following control
law:

u = b−1(−f + x
(n)
d − k0x̃− k1 ˙̃x− · · · − kn−1x̃

(n−1) − d) (2)

guarantees that x→ xd as t→∞, if the coefficients ki (i = 0, 2, . . . , n−1) make
the polynomial pn + kn−1p

n−1 + · · ·+ k0 a Hurwitz polynomial.
The convergence of the closed-loop system could be easily established by sub-

stituting the control law, Eq. (2), in the nonlinear system, Eq. (1). The resulting
dynamical system could be rewritten by means of the tracking error:

x̃(n) + kn−1x̃
(n−1) + . . .+ k1 ˙̃x+ k0x̃ = 0 (3)

where the related characteristic polynomial is Hurwitz.
However, since d is unknown the control law in Eq. (2) is not sufficient to

ensure the exponential convergence of the tracking error to zero. On this basis,
we propose the adoption of a neural network within the control law, in order to
estimate d and to enhance the feedback linearization performance. Considering
d̂ the output of the neural network, the control law becomes:

u = b−1
(− f + x

(n)
d − k0x̃− k1 ˙̃x− · · · − kn−1x̃

(n−1) − d̂(x̃)
)

(4)

Therefore, the related closed-loop system is:

x̃(n) + kn−1x̃
(n−1) + . . .+ k1 ˙̃x+ k0x̃ = d̃ (5)

with d̃ = d̂− d.
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Due to its simplicity and fast convergence feature, radial basis functions (RBF)
are used as activation functions and the related tracking error as input. In this
case, the output of the network is defined as:

d̂(x̃) =
M∑
i=1

wi · ϕi(||x̃− t||) (6)

where ϕi(·) are the activation functions and t a vector containing the coordinates
of the center of each activation function.

Now, the signal ν = x̃(n) + kn−1x̃
(n−1) + . . .+ k1 ˙̃x+ k0x̃ − d̂ is used to train

the neural network and the weights of the output layer are adjusted using the
pseudo-inverse matrix.

Considering a training set T = {(x̃, d)1, (x̃, d)2, . . . , (x̃, d)p} and⎡
⎢⎢⎢⎣
ϕ11 ϕ12 · · · ϕ1M

ϕ21 ϕ22 · · · ϕ2M

...
...

. . .
...

ϕp2 ϕp2 · · · ϕpM

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

w1

w2

...
wM

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
d1
d2
...
dp

⎤
⎥⎥⎥⎦ ∴ [ϕ]{w} = {d} (7)

the RBF weights are computed with the pseudo-inverse [ϕ]+

{w} = [ϕ]+{d} (8)

and approximation error, E, by the euclidean norm

E = ||{d} − [ϕ]{w}|| (9)

3 Illustrative Example: Electro-Hydraulic System

Electro-hydraulic actuators play an essential role in several branches of industrial
activity and are frequently the most suitable choice for systems that require large
forces at high speeds. Their application scope ranges from robotic manipulators
to aerospace systems. Another great advantage of hydraulic systems is the ability
to keep up the load capacity, which in the case of electric actuators is limited
due to excessive heat generation.

However, the dynamic behavior of electro-hydraulic systems is highly nonlin-
ear, which in fact makes the design of controllers for such systems a challenge for
the conventional and well established linear control methodologies. In addition
to the common nonlinearities that originate from the compressibility of the hy-
draulic fluid and valve flow-pressure properties, most electro-hydraulic systems
are also subjected to hard nonlinearities such as dead-zone due to valve spool
overlap.

In order to design the neural network feedback linearization controller, a math-
ematical model that represents the hydraulic system dynamics is needed. Dy-
namic models for such systems are well documented in the literature [5].
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The electro-hydraulic system considered in this work consists of a four-way
proportional valve, a hydraulic cylinder and variable load force. The variable load
force is represented by a mass–spring–damper system. The schematic diagram
of the system under study is presented in Fig. 1.

P1 P2

Q
2

Q
1

P0 PS

Proportional  valve

Hydraulic  cylinder

DamperMass

Spring

x

Fig. 1. Schematic diagram of the electro-hydraulic servo-system

The balance of forces on the piston leads to the following equation of motion:

Fg = A1P1 −A2P2 = Mtẍ+Btẋ+Ksx (10)

where Fg is the force generated by the piston, P1 and P2 are the pressures at each
side of cylinder chamber, A1 and A2 are the ram areas of the two chambers, Mt

is the total mass of piston and load referred to piston, Bt is the viscous damping
coefficient of piston and load, Ks is the load spring constant and x is the piston
displacement.

Defining the pressure drop across the load as PL = P1 − P2 and considering
that for a symmetrical cylinder Ap = A1 = A2, Eq. (10) can be rewritten as

Mtẍ+Btẋ+Ksx = ApPL (11)

Applying continuity equation to the fluid flow, the following equation is obtained:

QL = Apẋ+ Ctp +
Vt

4βe
ṖL (12)

where QL = (Q1 +Q2)/2 is the load flow, with Q1 and Q2 as the flow in each
chamber, Ctp the total leakage coefficient of piston, Vt the total volume under
compression in both chambers and βe the effective bulk modulus.

Considering that the return line pressure is usually much smaller than the
other pressures involved (P0 ≈ 0) and assuming a closed center spool valve with
matched and symmetrical orifices, the relationship between load pressure PL and
load flow QL can be described as follows

QL = Cdωx̄sp

√
1

ρ
[Ps − sgn(x̄sp)PL] (13)
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where Cd is the discharge coefficient, ω the valve orifice area gradient, x̄sp the
effective spool displacement from neutral, ρ the hydraulic fluid density, Ps the
supply pressure and sgn(·) is defined by

sgn(z) =

⎧⎨
⎩
−1 if z < 0
0 if z = 0
1 if z > 0

(14)

Assuming that the dynamics of the valve are fast enough to be neglected, the
valve spool displacement can be considered as proportional to the control voltage
(u). For closed center valves, or even in the case of the so-called critical valves,
the spool presents some overlap. This overlap prevents from leakage losses but
leads to a dead-zone nonlinearity within the control voltage, as shown in Fig. 2.

δ r

δ l

vk

vk

xsp

u

Fig. 2. Dead-zone nonlinearity

The dead-zone nonlinearity presented in Fig. 2 can be mathematically de-
scribed by:

x̄sp(t) =

⎧⎨
⎩

kv
(
u(t)− δl

)
if u(t) ≤ δl

0 if δl < u(t) < δr
kv
(
u(t)− δr

)
if u(t) ≥ δr

(15)

where kv is the valve gain and the parameters δl and δr depends on the size of
the overlap region.

For control purposes, as shown by [1], Eq. (15) can be rewritten in a more
appropriate form:

x̄sp(t) = kv[u(t)− d] (16)

where d(u) can be obtained from Eq. (15) and Eq. (16):

d =

⎧⎨
⎩

δl if u(t) ≤ δl
u(t) if δl < u(t) < δr
δr if u(t) ≥ δr

(17)
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Combining equations (11), (12), (13), (16) and (17) leads to a third-order dif-
ferential equation that represents the dynamic behavior of the electro-hydraulic
system:

...
x = −aTx+ bu− bd (18)

where x = [x, ẋ, ẍ] is the state vector with an associated coefficient vector a =
[a0, a1, a2] defined according to

a0 =
4βeCtpKs

VtMt
; a1 =

Ks

Mt
+

4βeA
2
p

VtMt
+

4βeCtpBt

VtMt
; a2 =

Bt

Mt
+

4βeCtp

Vt

and

b =
4βeAp

VtMt
Cdwkv

√
1

ρ

[
Ps − sgn(u)

(
Mtẍ+Btẋ+Ksx

)
/Ap

]
In this way, based on Eq. (4), the following nonlinear controller can be proposed
to deal with the dynamic model presented in Eq. (18).

u = b−1(aTx+
...
x d − 3λ¨̃x− 3λ2 ˙̃x− x̃) + d̂(x̃, ˙̃x, ¨̃x) (19)

In order to evaluate the control system performance, numerical simulations were
carried out. These simulation studies were performed with sampling rates of 500
Hz for control system and 1 kHz for dynamic model. The differential equations of
the dynamic model were numerically solved with the fourth order Runge-Kutta
method.

The adopted parameters for the electro-hydraulic system were Ps = 7 MPa,
ρ = 850 kg/m3, Cd = 0.6, ω = 2.5× 10−2 m, Ap = 3× 10−4 m2, Ctp = 2× 10−12

m3/(s Pa), βe = 700 MPa, Vt = 6 × 10−5 m3, Mt = 250 kg, Bt = 100 Ns/m,
Ks = 75 N/m, δl = −0.5 V, δr = 0.5 V and λ = 8.

The dead-zone parameters are considered as unknown for the controller design
and its effects should be compensated with adopted the neural network.

Regarding the RBF network, the number of neurons in the intermediate layer
and the type of the activation functions, as well as how they are distributed
over the input space, could be heuristically defined to accommodate designer’s
experience and experimental knowledge. On this basis, 21 neurons were adopted
for the intermediate layer and the activation functions were chosen as of the
gaussian type. Figure 3 shows the results obtained with xd = 0.5 sin(0.1t) m.

As observed in Fig. 3, despite the unknown dead-zone input, the proposed
control scheme allows the electro-hydraulic actuated system to track the de-
sired trajectory with a small tracking error. Through the comparative analysis
shown in Fig. 3(b), the improved performance of the proposed controller over
the uncompensated counterpart can be easily ascertained.

Since noise contamination is unavoidable in experimental data acquisition, it
is important to evaluate its effect on control procedures. In order to simulate
experimental noisy data sets, a white Gaussian noise was introduced in the
signal:
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Fig. 3. Tracking of xd = 0.1 sin(0.1t) m

xR(t) = x(t) + ξ

ẋR(t) = ẋ(t) + ξ

ẍR(t) = ẍ(t) + ξ

where xR, ẋR and ẍR represent the noisy measured state variables, x, ẋ and ẍ
the related clean signals, and ξ the white Gaussian noise. Here, noise level was
parametrized using the signal-to-noise ratio (SNR). Figure 4 show trajectory
tracking with SNR = 60.
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Fig. 4. Tracking of xd = 0.1 sin(0.1t) m with SNR = 60

As observed in Fig. 4, even in the presence of noisy measured signals and a
dead-zone input the proposed controller is able to provide trajectory tracking.
By comparing the tracking error obtained with and without the neural network
compensation scheme, Fig. 4(b), the superior performance of the proposed con-
troller is noticeable.

The improved performance of proposed scheme is due to the ability of the RBF
network to recognize and compensate for external disturbances and modeling
imprecisions. Figure 5 shows the control signal and the output of the network
considering SNR = 60.
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Fig. 5. Control signals for the tracking of xd = 0.1 sin(0.1t) m with SNR = 60

4 Concluding Remarks

The present work addressed the problem of controlling uncertain nonlinear sys-
tems with a feedback linearization approach, but enhanced with a RBF neural
network. In order to illustrate the controller design method, the proposed scheme
is applied to an electro-hydraulic actuated system. The control system perfor-
mance is confirmed by means of numerical simulations. The adoption of a RBF
network provides an smaller tracking error due to its ability to compensate for
uncertainties with respect to dynamic model, as well as for noisy signals.
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Abstract. The aim of this paper is to introduce a new methodology
for micro-pattern analysis in digital images. The gray-level pixels’ struc-
ture in an image neighborhood describes a spatial specific context. Edge,
line, spot, blob, corner or texture can be described by this structure. The
gray-level values of the image pixel are interpreted as a fuzzy set, and
each pixel gray-level as a fuzzy number. A membership function can be
defined to describe the membership degree of the central pixel to the
others in an image neighborhood. We have called this method the Local
Fuzzy Pattern (LFP). If a sigmoid membership function is used, the pro-
posed methodology describes the texture very well, and if a symmetrical
triangular membership function is applied, the LFP is better for edge’s
detection. The results were compared to the Local Binary Pattern (LBP),
for texture classification getting the better hit-rate. Our proposed formu-
lation for the LFP is a generalization of previously published techniques,
such as Texture Unit, LBP, FUNED, and Census Transform.

Keywords: micro-pattern analysis, fuzzy numbers, texture analysis,
edge detection.

1 Introduction

Visual patterns are ambiguous by nature. Digital images are often corrupted by
noise or distorted by the acquisition process. Objects in scenes are not always
well-defined, and the knowledge about the objects in the scene is described in
vague terms. Fuzzy Sets theory and Fuzzy Logic constitute a quite appropriate
alternative to deal with such uncertainties, in compensation for the conventional
systems, based on the traditional logic (crisp) built on answers of the true or
false type. In some image processing techniques, the neighborhood of a pixel is
considered for analyzing the image characteristics. A pixel’s neighborhood can
describe the spatial context of the image, such as edge, line, spot, blob, corner and
texture. This spatial pixel distribution in a pixel’s neighborhood is called micro-
pattern. The topographical characteristics of micro-patterns are more robust to
shift, scale, and changes in illumination. In the computer vision literature, some
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approaches were developed to extract these characteristics. The Scale Invariant
Feature Transform (SIFT) [1] is a method for micro-pattern analysis that extract
some points called key features. The Local Binary Pattern (LBP) [2] was first
applied for texture analysis [3], but was later extended to background modeling
[4], face detection [5], facial expression analysis [6] and face recognition [7]. The
micro-pattern representation was also extended to Gabor magnitude features [8]
and Gabor phase features [9] to increase the discrimination capacity. The Fuzzy
Local Binary Pattern (FLBP) extends the LBP approach by incorporating fuzzy
logic in the representation of local patterns of texture [10] [11]. This methodology
assumes that a local neighborhood can be partially characterized by more than
one binary pattern as a result of noise-originated uncertainty in the pixel values.
The results show that the FLBP leads to improvement in texture classification
compared with the original LBP [12]. The problem of using fuzzy logic is the
computational cost.

In contrast with the FLBP that uses fuzzy logic for Binary Pattern fuzzifi-
cation, the objective of this paper is to model the gray-level distribution of an
image micro-pattern as a fuzzy set, and based on membership functions generate
fuzzy-codes that represents the membership degree of each neighborhood pixel
to the central one. We call the proposed methodology the Local Fuzzy Pattern
(LFP). For micro-pattern analysis, we have tested two membership functions:
the sigmoid curve and the symmetrical triangular distribution.

The rest of this paper comprises four sections. Section 2 presents the proposed
LFP methodology. Section 3 describes the application to texture analysis. Section
4 refers to the experimental evaluation and the classification results obtained.
The conclusions are provided in the last section.

2 Methodology

For our proposal, we considered the pixels’ gray-levels as fuzzy numbers, thus,
the inherent variability of image gray values were incorporated, providing a more
powerful approach for the treatment of digital images compared with the classic
treatment that is based on an analytic formulation.

A fuzzy set is a pair (U, μ) where U is a set and μ : U → [0, 1]. For each x ∈ U ,
the value μ(x) is called the membership degree of x in (U, μ). For a finite set
U = {x1, x2, ..., xn}, the fuzzy set (U, μ) is denoted by {μ(x1)|x1, ..., μ(xn)|xn}.
x is called a fuzzy member if 0 < μ(x) < 1. The function μ(x) is called the
membership function of the fuzzy set (U, μ).

Fuzzy numbers are constituted by fuzzy sets defined in discreet or continuous
discourse universes, which allow quantifying the uncertainty and imprecision as-
sociated with some specific information. A fuzzy number is a convex, normalized
fuzzy set A ⊆ R represented by a membership function, whose discourse uni-
verse is the real straight line. The concept of fuzzy numbers, as fuzzy subsets of
real numbers, is a powerful paradigm for representing imprecision in numerical
information. In many aspects, fuzzy numbers depict the physical world more
realistically than single-valued numbers. The concept takes into account the fact
that all phenomena in the physical universe have a degree of inherent uncertainty.
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Let the gray-levels of an image be considered fuzzy numbers. For each g(i, j)
image pixel, the membership is calculated with regard to a specific region, con-
sidering the neighbors with gray-levels near g(i, j).

The definitions of different membership functions may be based on the prop-
erties of the micro-pattern neighborhood W ×W of a central pixel g(i, j) in a
digital image. We propose that the membership degree of the central pixel g(i, j)
to the micro-pattern defined by the neighborhood W ×W should be determined
by Equation 1.

μ̂g(i,j) =

∑W
k=1

∑W
l=1(fg(i,j)P (k, l))∑W

k=1

∑W
l=1 P (k, l)

, (1)

where, fg(i,j) is the membership function and P (k, l) is a weighting matrix for
the neighborhood W ×W with the same dimension.

Through Equation 1, it is possible to derive some previously published ap-
proaches for micro-pattern analysis. The Fuzzy Number Edge Detector (FU-
NED) [14] can be obtained by using the triangular symmetric membership func-
tion shown in Equation 2.

fg(i,j) = max(0, 1− |g(i, j)−A(k, l)

δ
), (2)

where, A(k, l) are the pixels in the W ×W neighborhood, δ is the fuzzy number
span, and the weighting matrix has the central value equal to 0 and the other
elements equal to 1.

The Local Binary Pattern can be derived from Equation 1 by using a crisp
function as the Heaviside Step Function shown in Equation 3.

fg(i,j) = H [A(k, l)− g(i, j)], (3)

where,

H [n] =

{
0, se n < 0,
1, se n ≥ 0.

Taking into account the basic LBP with a neighborhood of pixels, the weighting
matrix will be:

P (k, l) =

⎡
⎣ 1 2 4
128 0 8
64 32 16

⎤
⎦

The LBPcode (values between 0 and 255) will be obtained by Equation 4.

LBPcode = μ̂g(i,j)

W∑
k=1

W∑
l=1

P (k, l). (4)

The LBPcode, thus, is a particular case of the LFP approach.
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The Census Transform (CT) proposed by Zabih and Woodfill [15] differs from
the LBP by the order of the bit string. Similarly, the CT can be inferred from
the LFP by using an appropriate weighting matrix.

The Texture Unit proposed by He and Wang [16] can also be derived from
the LFP. The membership function must be as in Equation 5.

fg(i,j) = 1 + sgn[A(k, l)− g(i, j)], (5)

where,

sgn(x) =

⎧⎨
⎩
−1, if x < 0,
0, if x = 0,
1, if x > 0

and

P (k, l) =

⎡
⎣ 1 3 9
2187 0 27
729 243 81

⎤
⎦

By using the right membership function, our proposed methodology could ex-
tract specific features from the image, based on the micro-pattern processing.

We propose in this work the analysis of two micro-pattern descriptor based
on the LFP methodology, and comparing then with the LBP approach. The first
one is a smooth approximation to the step function by a logistic function, that
is, a common sigmoid curve membership function as in Equation 6.

fg(i,j) =
1

1 + e
−[A(k,l)−g(i,j)]

β

, (6)

where β is the curve slope. We named this descriptor as LFP-s and the second
is a symmetrical triangular membership function as stated by Equation 2, the
LFP-t.

Because the LBP method uses the “crisp version of the sigmoid curve” for
texture analysis, we have performed a comparative performance evaluation of
our approach.

3 Micro-pattern for Texture Analysis

For the performance evaluation of our method, we used a texture database named
Brodatz’s album [17], and we tested the proposed approach by using 111 images
of synthetic and natural textures. Brodatz’s photo album is a well-known bench-
mark database for evaluating texture recognition algorithms. Each texture image
is considered to be a class, with a dimension of 640× 640 pixels. We randomly
extracted ten samples with a size of 50× 50 pixels from each class.

To analyze the LFP approach performance, the 1110 random samples were
compared with the LBP descriptor, either for LFP-s as for LFP-t. We generated



606 R.T. Vieira et al.

Fig. 1. Discrimination method

the histogram from each sample and used the Chi-square distance (Equation 7)
for histogram comparison, as illustrated in Fig. 1.

Then, we choose the best 40 images having the best results for the LFP-
t. This was done because that, LFP-t is the same formulation than FUNED,
that is, an edge detector, and LFP-s is a smoothed LBP, widely applied for
texture analysis. From these 40 images, we have extracted randomly 10 samples
of each one, generating an image set of 400 samples. Thus, we evaluated the
best performance for different membership functions, and we analyzed the type
of texture each one works better.

LFP has its values in the 0-1 interval, so, for each sample we generated the
LFP histogram converting it to an 8-bit gray level scheme by multiplying each
membership degree value by 255 and rounding the result. Therefore, each image
sample histogram has 256 bins (integer values from 0 to 255), the same as the
original LBP approach.

The LFP-s needs to define the curve slope (β), and the LFP-t needs to specify
the fuzzy number span δ. Fig. 2 shows the sigmoid’s curve slope (β) performance
for Brodatz’s album.

We choose β = 1.005 as the best-trained value, and the weighting matrix as:

P (k, l) =

⎡
⎣1 1 1
1 1 1
1 1 1

⎤
⎦

This weighting matrix represents the non prevalence position for any pixel turn-
ing the LFP, which is rotation invariant.

The fuzzy number span was empirically established δ=50 after testing some
values for the Brodatz’s album. The weighting matrix for the LFP-t was adopted
the same as the FUNED approach,

P (k, l) =

⎡
⎣1 1 1
1 0 1
1 1 1

⎤
⎦
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Fig. 2. Slope of sigmoid curve

By leave-one-out cross-validation, we compared the histograms from each sample
with the rest of those from the sample set (1109 samples) by using the Chi-square
distance [18] as shown in Equation 7.

χ2(Pi, Qi) =
1

2

255∑
i=1

(Pi −Qi)
2

(Pi +Qi)
, (7)

where, Qi are the gray-level frequencies of the query sample and Pi are the
gray-level frequencies of the compared sample from the set. One query sample
is correctly classified if it has the lowest distance value to one of the 9 samples
of the same class.

4 Results

We generated confusion matrices with True Positives (TP), or the number of
correctly classified samples, and False Negatives (FN), or the wrongly classified
samples, for all of the query samples. The Hit-rate or Sensitivity was calculated
as shown in Equation 8.

S =
TP

TP + FN
. (8)

The LFP performance was first evaluated for texture analysis by using the 1110
samples. The Hit-rate is shown in Table 1, considering the two compared method-
ologies. The LFP-s surpassed the original LBP by nearly 5%. Most likely, this
occurs because the LBP is a crisp version of the LFP-s, and thus, some texture
was better represented as a micro-pattern by our methodology. The LFP-t is
not appropriate for general texture analysis. Considering all the 1110 images,
the LFP-t had a badly performance showing a hit-rate of only 60.72%.

However, by analyzing the confusionmatrix, it has been verified that some sam-
ples were better classified by the LFP-t than LFP-s or LBP. Some of these samples
are shown in Fig. 3. The general performance of the LFP-s is outstanding consid-
ering the other two compared methods. Some images’ samples showed a superior
performance as observed in Fig. 4. Otherwise, when the LBP has a better per-
formance than the LFP-s and LFP-t, as shown in Fig. 5, the number of correct
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Table 1. Results’ comparison for all the 111 textures from Brodatz’s album

1110 image’s samples

Method Hit-rate

LBP 80.18%

LFP-s 85.50%

LFP-t 60.72%

classifications is not higher than 2. That is, the performance comparison showed
that some types of texture were very well evaluated with the LFP-s approach, and
some others can be analyzed either by the LBP or LFP. The LFP-t is better for
texture, or micro-patterns, containing visible edges. These results are in accor-
dance with the Fuzzy Number Edge Detector (FUNED), as published.

Fig. 3. Samples with better performance for the LFP-t

Fig. 4. Better performance for the LFP-s versus the LBP

Fig. 6 shows a processed texture without the predominance of edges. For the
most kind of texture, considering all the 111 textures of the Brodatz’s album,
the LFP-s had success in the classification task. For the image in this figure,
the LFP-s has classified all the ten samples, whereas the other two have hit only
seven. Qualitatively it is easy to see that this texture doesn’t have predominance
of edges, and the “crispness” of the LBP doesn’t allow capturing the gray-level
nuances.
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Fig. 5. Better performance for the LBP versus the LFP-s

Fig. 6. Example of processed samples

Table 2. Results’ comparison for 40 textures selected from Brodatz’s album

400 image’s samples

Method Hit-rate

LBP 92.50%

LFP-s 95.25%

LFP-t 90.50%

Aiming to evaluate the membership function and its potential for texture
discrimination, we took the best 40 classified samples by the LFP-t, that is, the
worst performance showed for the 111 images, among the three tested methods.
The results are shown in Table 2. As expected, the micro-patterns of these
samples are those with predominance of edges, so, the LFP-t is a good tool
for this kind of texture analysis. However, the performance for the LBP and
LFP-s have increased, showing that the best membership function for general
texture’s analysis is the sigmoid curve.

5 Conclusion

In this paper, we have shown a new methodology for micro-pattern analysis.
We have formulated a new equation based on membership functions of fuzzy
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numbers. We have assumed that the neighborhood of a pixel in digital images
should be modeled as a fuzzy set, taking in account the pixels gray levels. The
Local Fuzzy Pattern (LFP) has been defined, and it has been proven that it is a
generalization of some previously published methods. By using a sigmoid (LFP-
s) and a symmetrical triangular (LFP-t) function for calculating the membership
degree of a central pixel of a neighborhood, we have applied our approach, for
texture analysis. Brodatz’s album with 111 classes was randomly sampled, gen-
erating 10 samples of each class. After processing these images by the LFP-s,
LFP-t and LBP approaches, we have compared the hit-rate reached by using the
Chi-square distance. Our results showed that the LFP-s surpasses the LBP by
5% in terms of correct classifications. This result is justified because the LBP-s
is a particular case of the LFP; that is, if we adopt a crisp membership function
for the LFP formulation, we obtain the LBP approach.

The LFP-t is the same for the FUNED [13] [14] approach. It was proposed
recently for edge detection. We used the symmetrical triangular membership
function, and we concluded that if a texture has the predominance of edges,
LFP-t could be a good texture descriptor.

The proposed methodology is a general and robust method for micro-pattern
analysis. By using the correct membership function, it is possible to codify and
to note the representative feature of the analyzed pixel neighborhood. Therefore,
micro-patterns, such as texture, edges, and corners should be better extracted
by the LFP methodology.

Acknowledgments. The authors would like to thank the So Paulo State Foun-
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research.
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Abstract. Nowadays, online and real-time pattern classification applications are 
required in many areas. Most classification algorithms are suitable only for off-
line applications. Using the concept of evolving intelligent systems, this paper 
proposes an evolving fuzzy classifier capable of creating the rule base in online 
mode and real-time. The proposed evolving fuzzy classifier is based on a new 
clustering algorithm that consists of an improved version of the Evolving Clus-
tering Method (ECM). Experiments with well-known benchmark classification 
problems indicated that the proposal is promising. 

Keywords: Pattern classification, fuzzy classifier, clustering algorithm,  
evolving intelligent systems. 

1 Introduction 

Nowadays, many daily activities rely directly or indirectly on pattern classification 
methods use. Examples of this are fingerprint recognition in security systems, 
handwriting recognition on computers’ touchscreen displays, DNA sequences identi-
fication on medical diagnosis software or faults diagnosis in industrial machines. 
Pattern classification consists of, from a set of “raw” data, the capability to perform 
an action based on the category of each pattern [1]. One of the challenges in pattern 
classification problems is to classify precisely each sample data, i.e., assign a data 
pattern to its category or class. For this task, classes must be known a priori or ob-
tained by some learning method [1], [2]. However, most pattern classification algo-
rithms are only suitable for off-line applications, i.e., requiring that the entire data set 
to be available to perform training. However, in many real applications, for example, 
industrial machines fault diagnosis from data obtained in real time, the classification 
process must be performed online, receiving patterns in a data stream. 
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A new paradigm called Evolutionary Intelligent Systems (EIS) [3] [4] has been 
employed in developing new algorithms for unsupervised learning. Evolving Intelli-
gent Systems are those capable of, from input dada acquired online – and many times 
in real time –, gradually determine both their structure and their parameters. This 
feature allows EIS to solve problems in dynamic and non-stationary environments as 
typically found in industrial, medical, military, robotics, and others areas [4]. Several 
published works in recent years demonstrate the growth of EIS application and its 
success handling complex real-world problems in modeling, control, classification or 
prediction [5]. 

Therefore, this paper proposes an evolving fuzzy classifier based on the EIS con-
cept. In this classifier, prior knowledge of the class number is not necessary, neither is 
the existence of the entire data set in order to perform pattern classification. The pro-
posed evolving fuzzy classifier is able to create a fuzzy rule base in online mode and 
in real time, so that the system learns to classify patterns as input data is received. 
With this feature, the proposed classifier can be applied to complex real-world pro-
blems where other types of classifiers are not suitable. The proposed evolving fuzzy 
classifier is based on a new evolving clustering algorithm, which is an improved ver-
sion of the Evolving Clustering Method (ECM) proposed by Kasabov and Song [6]. 
In this version, the procedures for updating the centers and radii have been modified 
in order to obtain a better representation of the clusters. 

The remainder of this paper is organized as follows: Section 2 presents the basic 
concepts and models of evolving intelligent systems; Section 3 describes the proposed 
evolving fuzzy classifier and the new evolving clustering algorithm; Section 4 
presents and discusses the experimental results; Section 5 presents the conclusions 
and suggestions for future work. 

2 Evolving Intelligent Systems 

EIS are evolving systems that gradually determine both its structure and its parame-
ters, using input data acquired in online mode and often in real time. Such systems are 
different from adaptive systems, which are only able to adapt their internal parameters 
to the problem in question [7]. EIS are also different from systems that employ evolu-
tionary algorithms, in which a process based on selection, crossover and mutation 
operators is capable of evolving, from a population of individuals, a better adapted 
individual [8]. Adaptive and evolutionary systems are more suitable for applications 
where changes in the environment are relatively slow and usually these systems 
adapt/evolve in off-line mode [6]. 

It is important to highlight that different theoretical and practical approaches can be 
used to implement EIS, such as systems based on artificial neural networks, fuzzy 
rules, intelligent agents or hybrid systems [5]. But, regardless of the approach to be 
used, the main features of evolving intelligent systems are: (1) its structure is neither 
fix nor defined a priori; it grows (expands or shrinks) naturally as the system evolves; 
(2) its parameters are adjusted (adapted) as the system evolves; and (3) its operation is 
continuous, as the learning process occurs online and, if necessary, in real time. 
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EIS adopt as model a natural form of individuals’ evolution, particularly of hu-
mans. In nature, individuals evolve during their life, gradually and continuously, from 
the learning and the use of accumulated knowledge. Experience allows individuals to 
become more and more apt to overcome difficulties imposed by environmental 
changes and thus able to solve increasingly difficult problems. The generic structure 
of EIS is illustrated in Figure 1. The structure’s main component is the intelligent 
system itself (fuzzy system, for example), responsible for reasoning and decision-
making tasks. These tasks are performed from the input data and using the informa-
tion accumulated in the knowledge base. A mechanism for online learning is used to 
update the knowledge base, giving the system evolving characteristics, enabling it to 
acquire new knowledge from experience and, therefore, to solve new problems. 

 

 

Fig. 1. Generic structure of evolving intelligent systems 

The EIS paradigm emerged from studies whose objective were to discover new 
methods and techniques to transform existing intelligent systems, specially artificial 
neural networks, fuzzy systems, or the combination of both – neuro-fuzzy networks –, 
in systems whose structure were expansible (evolvable), allowing its adjustment to 
problems at hand, aiming better performance. The first published works were based 
on artificial neural networks or neuro-fuzzy networks [9]. In these models of evolving 
artificial neural networks, the network structure is flexible and changes during the 
evolution process. These early works on evolving intelligent systems were later im-
proved, resulting in other models based on evolving artificial neural networks [10]. 

Papers published in the mid-2000s proposed intelligent systems based on evolving 
flexible rules models [11]. In such models, a flexible set of fuzzy rules performs the 
nonlinear mapping between inputs and outputs, using Mamdani or Takagi-Sugeno 
fuzzy models. A learning algorithm performs the online model identification, which 
means that both its structure (rule base) and its parameters are modified during the 
evolving process. In subsequent years, other works proposed improvements on intel-
ligent systems based on evolving flexible rules models [12] and systems using new 
learning methods [13], [14], [15]. 

In recent years, many other works on EIS were published. However, despite the 
great developments achieved and several cases of successful application of these sys-
tems, there is still much demand for applications in various areas. Thus, EIS research 
field continues growing and it is not saturated [5]. 
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3 Evolving Fuzzy Classifier Based on the Modified ECM 
Algorithm 

One of the pattern recognition stages is classification. For this task, classification 
algorithms are used, among which may be highlighted the classification algorithms 
based on fuzzy rules, which have been applied to tasks such as decision making, fault 
diagnosis and image classification, due to their advantages over other classification 
algorithms [1]. This classifier type has good prediction performance and good trans-
parency in form of linguistic rules that meaningfully represent the dependence be-
tween patterns’ characteristics [16]. 

The architecture of a typical single-output fuzzy classifier consists on a set of fuzzy 
rules defined as [17]: 

 ,  THEN  IS  AND ... AND  IS  IF   :Rule 11i iippi Lyxx =μμ  (1) 

where p is the dimensionality of the input space, {x1,...,xp} are the input va-
riables/patterns, {μi1,…,μip} are the fuzzy sets antecedents of the i-th fuzzy rule, y is 
output, Li is the crisp output corresponding to a class label set {1,...,K}, with K being 
the number of classes. The classification of each new input x is achieved by assigning 
to it the corresponding class label to the rule of highest degree of activation, defined as: 
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where R is the number of fuzzy rules and τ is the i-th rule activation degree, defined 
by a t-norm, usually expressed as a product operator: 
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where μij are the membership functions for the fuzzy sets, defined by Gaussian  
functions: 
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where cij is the center and σij the standard deviation of the membership functions. 
The EIS can be applied in classification problems, through the automatic develop-

ment of a fuzzy classifier from the input data acquired online and often in real time 
(measurement signals, data, images, etc.). In this case, it is necessary to employ an 
evolving clustering algorithm for unsupervised learning in order to create and to up-
date the fuzzy rules online by means of partitioning the input space. This approach is 
different from that used in traditional fuzzy classifiers, which requires some type of 
off-line performed training (usually supervised).  

Among the evolving clustering algorithms proposed in literature, the Evolving 
Clustering Method (ECM) has been applied in evolving fuzzy system model called 
Dynamic Evolving Neuro-Fuzzy Inference Systems (DENFIS) to create and to update 
all the fuzzy rules during a “one pass” training process [10]. The ECM is a fast online 
clustering algorithm based on maximum distance, which implements a partitioning of 
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the input space for purposes of creating and updating fuzzy inference rules. This algo-
rithm doesn’t use any optimization process to dynamically estimate the number of 
clusters in a data set and to find their centers in the input space. In any cluster, the 
maximum distance between its center and a data sample MaxDist is less than a thre-
shold value Dthr, which should be set as a parameter and affects the number of clus-
ters to be estimated. In the clustering process, samples are provided in an input data 
stream and, early in the process, the set of clusters is empty. When a new cluster is 
created, its center Cc is defined as the position of the current sample and its radius Ru 
is initially set to zero. As more data samples are provided, prior clusters are up-dated 
by changing its center positions and by increasing its radius. 

In ECM, clusters centers are updated only when a new data sample that does not 
belong to any cluster is included in a particular cluster. If the new data sample already 
belongs to an existing group, no cluster center is updated. Thus, the clusters centers 
convergence deteriorates. In addition, in this algorithm the clusters are defined as 
hyperspherical regions, since the same radius is calculated for each direc-
tion/dimension. Thus, the input space partitioning is inflexible and the clusters repre-
sentation can be incorrect. 

Based on the ECM algorithm, a new Evolving Clustering Algorithm (ECA) is be-
ing proposed in this paper, in order to improve centers’ convergence and to achieve 
better clusters representation. In ECA, the clusters’ centers are always updated, either 
by new sample data that do not belong to an existing group or by new sample data 
that is included in a particular group. Groups are defined by hiperellipsoids regions, 
because different cluster radii are defined for each dimension. It is also important to 
note that in the ECA, both cluster centers and radii are calculated incrementally ac-
cording to a learning rate that decreases in function of the data samples number in 
each group. The steps of the ECA are: 

1. Create the first cluster C1, taking the position of the first input data sample x1 as the 
cluster center CC1, and set to zero the center radius Ru1j in each dimension, j=1, 
...,p, where p is the dimensionality of the input space. Set the number of data sam-
ples of the first cluster nk1 equal to 1 and set the learning rate η on the first center 
as the initial learning rate ηinit, chosen in the interval [0, 1], usually defined as 0.5. 

2. If all the input data samples were processed, the algorithm ends, otherwise, obtain 
the current data sample xk and calculate the distance Di between the sample and the 
centers of all n existing clusters centers Cci , where: 

 niCcxD iki ,...,2   , =−=  (5) 

3. Find the cluster Ca from the all n existing clusters centers, choosing the cluster cen-
ter Cca with the minimum distance: 

 ( ) niDD iia ,...,2   ,min ==  (6) 

4. If for at least one cluster Ci, i = 1,2, ..., n, the following condition is satisfied: 
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then, it means that the current data sample xk belongs to an existing group. In this 
case, the cluster center Cca is updated as: 
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and the algorithm returns to step 2. Otherwise, the algorithm proceeds to the next step. 

5. If the minimum distance Dia is greater than 2×Dthr, the data sample xk  does not be-
long to any existing cluster. In this case, a new cluster must be created, as des-
cribed in step 1, and the algorithm returns to step 2. 

6. If the minimum distance Dia is not greater than 2×Dthr, the sample data is included 
in an existing cluster. The cluster centers Cca and radii Ruaj are updated as: 
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Return to step 2. 

By using these procedures, ECA has the ability to extract from the input data set hipe-
rellipsoids clusters in positions defined by centers obtained with higher precision, 
determining a partition of the input space that better represents the data set. An exam-
ple of this effect is illustrated in Figure 2, in which an artificial data set with two  
clusters was partitioned employing the ECM and ECA algorithms. This result  
demonstrates the superiority of the ECA over the ECM algorithm. 

 

Fig. 2. Data clustering employing ECM and ECA algorithms 
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An Evolving Fuzzy Classifier (EFC) can be elaborated from the ECA for data pat-
tern classification in online mode and potentially in real time.  In the EFC, a fuzzy 
rule base is created and updated while the ECA performs partitioning the input data 
space, using the cluster centers and radii as parameters of the fuzzy rules antecedents 
(Eq. 1). To each new input data sample, the sample’s class label is determined by the 
fuzzy rule with higher degree of activation (Eq. 2). An important feature of the EFC is 
that both the number of fuzzy rules as the number of classes is determined during the 
evolving process and does not need to be defined a priori. EFC steps are as follows: 

1. Initialize the classifier setting the fuzzy rule number and the number of classes to 
0. 

2. Obtain a new input data sample and perform partitioning the input space using the 
ECA. 

3. If a new cluster is created, then create a new fuzzy rule and set its antecedents as 
the parameters of this cluster. Otherwise, update the antecedents of fuzzy rule cor-
responding to the cluster to which the sample belongs or in which the data sample 
will be included. 

4. Determine the class label of the data sample. 
5. If all the input data samples were processed, the algorithm ends, otherwise, return 

to step 2. 

4 Evaluation and Results 

The proposed evolving fuzzy classifier was tested on three well-known benchmark 
problems. It should be noted that, despite the clearly off-line nature of these bench-
mark problems, they were used to test the proposed classifier in order to allow some 
comparison with other classification techniques. For the online mode simulation, 
input data were supplied “sample per sample” to the classifiers. The results obtained 
with evolving fuzzy classifier using both the ECM and the ECA algorithm were com-
pared with those obtained by a classifier based on Multilayer Perceptron (MLP) Ar-
tificial Neural Networks (ANN) and a fuzzy classifier based on Fuzzy C-Means 
(FCM) algorithm. 

The Iris data set has three classes that represent three types of Iris plants: Iris Seto-
sa, Iris Verginica, and Iris Versicolor. The four attributes represent sepal and petal 
lengths and widths in centimeters. The data set consists of 50 samples for each species 
[18]. The test results for this data set are summarized in Table 1.  

Table 1. Results for Iris problem 

Classifier Mode Rules Rate 
ANN / MLP off-line - 97.7% 
Fuzzy / FCM off-line 3 89.3% 
Evolving / ECM online 3 88.0% 
Evolving / ECA online 3 92.7% 
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The Wine Recognition data set comes from the chemical analysis of wines grapes 
grown in Italy. There are three classes, 178 samples, with thirteen continuous numeri-
cal features [18]. The test results for this data set are summarized in Table 2.  

Table 2. Results for Wine Recognition problem 

Classifier Mode Rules Rate 
ANN / MLP off-line - 99,1% 
Fuzzy / FCM off-line 3 68.5% 
Evolving / ECM online 3 85.4% 
Evolving / ECA online 3 95.5% 

 
The Wisconsin Breast Cancer data set contains information about clinical cases 

from University of Wisconsin Hospitals, reported by Dr. William Wolberg. There are 
ten attributes, and two classes: benign or malignant. The data set consists of 699 sam-
ples, with 458 for benign class and 251 for malignant class [18]. The test results for 
this data set are summarized in Table 3. 

Table 3. Results for Wisconsin Breast Cancer problem 

Classifier Mode Rules Rate 
ANN / MLP off-line - 97,6% 
Fuzzy / FCM off-line 2 60.2% 
Evolving / ECM online 2 90.4% 
Evolving / ECA online 2 96.3% 

 
Comparing the results of the four classifiers, one can observe that the Evolving 

Fuzzy Classifier (EFC) with the ECA algorithm achieved a better performance than 
the other fuzzy classifiers, but worse than those obtained by the classifier with ANN. 
However, one should take into account that the EFC performs the classification in 
online mode, while the ANN performs classification in off-line mode. This means that 
the EFC begins with an empty rule base and evolves it from the input data stream, 
without prior training. This feature is essential in applications where the learning must 
be performed online and in real-time and difference in accuracy (rate classification) 
between the EFC and the ANN may be acceptable in most of these applications. 

5 Conclusions and Future Work 

In this paper, an Evolving Fuzzy Classifier (EFC), whose main feature is to perform 
pattern classification online and possibly in real-time, was proposed. In the EFC, a 
new Evolving Clustering Algorithm (ECA) based on Evolving Clustering Method 
(ECM) algorithm was employed. The ECA algorithm has more efficient mechanisms 
for updating the clusters centers and radii, improving the classifier performance.  
Experiments with well-known benchmark problems (Iris, Wine Recognition and  
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Wisconsin Breast Cancer data sets) have been performed and the results indicate  
that EFC achieve classification rates comparable to those obtained by off-line pre-
training classifiers. Thus, the proposed EFC is suitable for online and real-time appli-
cations, such as classification of streaming data patterns or fault diagnostics, with  
the advantage of allowing integration of new data to the existing knowledge base. In  
future work, other procedures, such as an optimization strategy to determine the num-
ber of rules and an automatic adjusting strategy for the distance threshold will be 
investigated. 
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Abstract. The use of wireless sensor networks in industry has been
increased past few years, bringing multiple benefits compared to wired
systems, like network flexibility and manageability. Such networks con-
sist of a possibly large number of small and autonomous sensor and
actuator devices with wireless communication capabilities. The data col-
lected by sensors are sent — directly or through intermediary nodes along
the network — to a base station called sink node. The data routing in
this environment is an essential matter since it is strictly bounded to
the energy efficiency, thus the network lifetime. This work investigates
the application of a routing technique based on reinforcement learning’s
Q-learning algorithm to a wireless sensor network by using an NS-2 sim-
ulated environment. Several metrics like routing overhead, data packet
delivery rates and delays are used to validate the proposal comparing it
with another solutions existing in the literature.

Keywords: wireless sensor networks, routing, reinforcement learning.

1 Introduction

Wireless Sensor Networks (WSNs) have gained much attention over past few
years by both industries and researches around the world because of its vari-
ous features, like scalability, self-organization, low complexity, cost and size of
nodes, being applicable to multiple scenarios, including many industry ones. A
WSN consists of a possible large number of small and autonomous sensor de-
vices with wireless communication capabilities whose objective is to deliver the
data collected from the environment to a special device called sink [1]. Like any
other network, they need a mechanism to forward data packets among nodes:
the routing protocol. Since WSNs have energy restrictions concerning battery-
powered nodes, prolonging the autonomous lifetime of the network is a challeng-
ing task that must be accomplished mostly by designing energy-efficient routing
protocols [2].

Primary routing techniques were designed to optimize only one goal at time
such as routing path length, load balance or link reliability. Adaptive approaches

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 622–629, 2012.
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using reinforcement learning (RL) emerged to provide a way to use several op-
timization objectives into a single function.

A major concern when designing routing schemes is the overhead imposed by
the protocol control packets to the network data traffic. Performance studies [3,4]
have shown that most routing protocols barely achieve the minimum rate of one
control packet per actual data packet in the network. In this paper we present
an improvement to the RL-based routing with Q-learning [5] that decreases the
routing overhead maintaining all benefits of this routing technique.

In the following, Section 2 reviews related work. Section 3 provides a basic
background on general reinforcement learning concepts and how to turn the
routing problem into a RL problem. Implementation details are presented in
Section 4, followed by the results gathered during our experiments in Section 5.
For last, Section 6 ends with conclusions and future work.

2 Related Work

The application of reinforcement learning to routing in networks was firstly intro-
duced by Boyan and Litman [6], who used Q-learning in static packet switched
network. They have shown that the Q-learning based routing approach is able
to compete with the shortest path algorithms, without prior knowledge regard-
ing the network topology. Following their prior work, Q-learning is applied to
routing in ad-hoc networks [7] and optimizing the trade-off between routing and
compression [8]. The AdaR protocol [9] uses a Least Squares Policy Iteration
(LSPI) algorithm that is shown to be superior to the basic Q-learning in some
aspects, although nothing is discussed about the routing overhead performance.

There are many others non-RL based routing protocols worth mentioning.
One of the most widely deployed is ad hoc on-demand distance vector routing
(AODV) [10], that was firstly applied in mobile ad hoc networks (MANETs) and
then ported to be used in WSNs. Directed diffusion [11] is a data-centric and
application-aware paradigm that aims at diffusing data through sensor nodes by
using a naming scheme for the data gathered by the sensors.

3 Theoretical Basis

3.1 Reinforcement Learning Background

Reinforcement learning (RL) is a paradigm of machine learning applicable to
Markov Decision Processes (MDP) where an agent can learn control policies
based on experience and rewards [12]. A MDP models an agent acting in an
environment with a tuple (S,A,P ,R), where S is the set of states, A is a set
of actions. P (s′|s, a) is the transition model that describes the probability of
entering state s′ after executing action a at state s. R(s, a, s′) is the reward
obtained when the agent executes a at s and enters s′. Within this framework,
the quality of action a at state s can be denoted by a Q-value Q(s, a). The goal
of solving an MDP is to find an optimal policy, π : S → A, that maps states
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to actions such that the cumulative reward is maximized, which is equivalent to
finding the following Q-fixed points (Bellman equation):

Q∗(s, a) = r(s, a) + γ
∑
s′
P(s′|s, a)max

a′
Q∗(s′, a′) , (1)

where the first term on the right side represents the expected immediate reward
of executing action a at s, which is calculated as r(s, a) =

∑
s′ P(s′|s, a)R(s, a, s′),

and the second term is the maximum expected future reward. The discount factor
γ models the fact that immediate reward is more valuable than future reward.

3.2 RL-Based Routing with Q-Learning

In the context of learning routing strategy, each sensor can be considered as
a state s, and for each of its neighbors s′, there is a corresponding action a
(P(s′|s, a) = 1). Executing action a at s means forwarding the packet to the
corresponding neighbor s′. The fixed Q-values of s can be regarded as its routing
table, telling to which neighbor forward the data. With this routing table’s aid,
the optimal routing path can be trivially built from a sequence of table look-up
operations. Thus, the task of learning optimal routing strategy is equivalent to
finding the Q-fixed points (1).

If the underlying transition model P and the reward mechanism R are known,
the Q-fixed points can be solved deterministically. In most cases, such as WSNs
however, it is fairly hard to determine the underlying model, which calls for
stochastic reinforcement learning techniques. Q-learning is an off-policy temporal
difference (TD) control algorithm that directly approximates the optimal action-
value function (1). Each time an action a is executed, the agent receives an
immediate reward and the expected long term reward to update the Q-values,
which in turn influences future action selection. Its simplest form, one-step Q-
learning is defined as:

Q(s, a) = (1 − α)Q(s, a) + α
[
r + γmax

a′
Q(s′, a′)

]
, (2)

where α is the learning rate, which models the rate of updating Q-values.
As a model-free RL technique, Q-learning requires no knowledge about the

underlying reward or transition mechanisms, thus applicable to the problem of
learning routing strategy in sensor networks.

4 Implementation Details

4.1 Basic Q-Routing

The use of reinforcement learning in packet routing has the objective to indicate
which neighbor the packet will be sent to from where it is. The policy will be
evaluated accordingly the total packet delivery time. There is no parameter to
evaluate or improve the policy until a packet reaches its destiny. However, by
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using reinforcement learning, the policy can be updated faster using only local
information.

Let Qx(d, y) be the time estimated by a node x to deliver a packet to the sink
d (including any time this packet may spend in x nodes queue) through y, where
y ∈ Nx and Nx represents the set of all neighbors of x. This scheme is depicted
in Figure 1. By sending the packet to y, x immediately obtain the estimative t
of the time that will be spent from y to the rest of the path until d:

t = min
z∈Ny

Qy(d, z) . (3)

If a packet spends q units of time in x node’s queue and s units of time in the
transmission from x to y, then x can update its estimative as follows:

ΔQx(d, y) = α (q + s− t+Qx(d, y)) , (4)

where α is the learning rate ranging between 0 and 1. Equations (3) and (4)
combined will form the general Q-learning equation (2), where the maximization
is replaced by a minimization, that is:

Qx(d, y) = (1 + α)Qx(d, y) + α

[
r − min

z∈Ny

Qy(d, z)

]
, (5)

where r = q + s is the immediate reward obtained by sending the packet to y.

Fig. 1. Organization of Q-routing scenario

4.2 Improved Q-Routing

In practice, to obtain the immediate reward and the estimated future reward is
required a feedback packet sent from the neighbor who has just received a packet.
Therefore, the protocol would introduce an overhead from at least one routing
packet per actual data packet. In order to reduce this overhead, we managed a
solution using a packet accumulation and averaging scheme, described as follows.

Each data packet contains a timestamp in its common header set when it is
created. When receiving a data packet, a node can use its current timestamp
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Table 1. Simulation parameters

to calculate (q + s). Each node keeps a table containing the number of packets
p received from each other and the average receiving time avg(q + s) as well,
updating both for each new data packet received. The average receiving time is
updated by the following expression:

p[avg(q + s)](q + s)

p+ 1
. (6)

Every node also defines a timer which expires periodically, causing the node to
send a control packet to all neighbors in its table whose p > 0. This only routing
packet defined by this solution contains the average receiving time calculated
and the best estimative from the remaining time to destination used to update
nodes estimative.

The expire time λ is set as a parameter from the algorithm along with the
learning rate α and the exploration rate ε. The last one is used to speedup
exploration through a ε-greedy policy, i.e., with probability 1 − ε, one takes
action with the best estimative, and with probability ε one chooses an action at
random.

The behavior of λ according the data traffic on the network is crucial for
decreasing the routing overhead. In fact, if x is the average packet rate, a function
λ = f(x) = a/x can be defined, where a is a constant which represents the
decreasing factor of the routing overhead.

5 Experiments, Results and Discussion

The proposed algorithm and evaluating experiments were implemented in the
widely recognized network simulator NS-2 version 2.34. The Q-routing and its
improved version were included in the simulator as new routing protocols and
tested in a WSN scenario. AODV routing already in the simulator was selected
for comparison. The following Table 1 presents the general configuration of the
experiments.

5.1 Number of Experiments

The number of simulations executed was statistically determined by using the
standard deviation of the packet delivery ratio. This metric represents the ratio
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between the number of packets received and the number of packets sent. As
depicted by Figure 2, from 25 simulations on, the changes on standard deviation
are negligible.

5.2 Convergence

Although Q-learning algorithm is proved to be convergent since the policy guar-
antees visiting all possible states (satisfied by ε-greedy policy), the convergence
of proposed modification cares to be evaluated.

As Figure 3 shows, about 40 episodes are necessary to achieve convergence in
both solutions. We can also see that the modification in the original Q-learning
doesnt affect the convergence speed.

Fig. 2. Statistical determination of the
number of experiments

Fig. 3. Success rate of routing by number
of episodes

5.3 Packet Delivery Ratio

The packet delivery ratio (PDR) measures the amount of packets successfully
delivered to its destination divided by the total number of packets sent. This
metric is important to show how effective the network is. The performance of
the three considered protocols relative to this metric is shown at Figure 4.

We can see that AODV decreases its performance slowly but continuously as
the traffic load grows, while Q-routing and its improved version present similar
performance, fluctuating around 90%. This behavior of AODV can be explained
by the higher overhead imposed by the several control packets used in this pro-
tocol.

5.4 Average End-to-End Delay

The transaction time of passing a packet to a one-hop neighbor, including time
of all necessary processing, backoff as well as transmission, and averaged over all
successful end-to-end transmissions within a simulation run.

Again, as seen in Fig. 5, reinforcement learning based techniques show similar
results, with average end-to-end delay around 100 ms, while AODV increases
latency time until reach more than 200 ms at the rate of 10 pps.
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Fig. 4. Packet delivery ratio of analyzed
protocols

Fig. 5. End-to-end delay averaged in all
successful transmissions

5.5 Routing Overhead

This metric is defined as the relation between total data packets and total control
packets sent. As we observe in Figure 6, all the Q-learning based techniques have
a fixed value for the overhead regardless the data rate.

Furthermore, by controlling the accumulation of data packets through the
constant a, it is shown the significant reduction of the overhead.

Fig. 6. Routing overhead of analyzed solutions

6 Conclusion

In this paper we discussed an improvement to the reinforcement learning based
routing algorithm for WSNs that decreases the routing protocol overhead. Re-
sults have shown that the proposed technique maintains the performance of
other existing protocols regarding another metrics like packet delivery ratio and
average end-to-end delay. The technique also has the advantage of using the own
data packets to build the solution, instead of creating several control packets as
other protocols.
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Abstract.  This work proposes new hybrids algorithms based in the Greedy 
Randomized Adaptative Search Procedure (GRASP) metaheuristic and Path-
Relinking (PR) procedure for the solution of the Clustering Problem with  
Capacity and Connectedness Constraints. Computational results show the pro-
posed methods to be competitive in relation to instances in the literature and to 
existing techniques. 
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1 Introduction 

In general, obtaining the solution to a problem of clustering corresponds to grouping 
the elements of a database in such a way the groups formed, or clusters, represent a 
configuration in which each element has a higher similarity with any element of the 
same cluster rather than with other clusters elements. More specifically, it deals with 
the problem of clustering applied to graphs, known as graph partitioning problem, 
which is a problem in class Complete-NP. 

Formally, the problem can be described as, given a set of n objects X={x1, x2, ..., 
xn} in which each object xi  has p attributes xi = {xi

1, xi
2,...,xi

n} that measure the cha-
racteristics of the object, partitions k and Ci clusters must be constructed from the set 
X, in compliance with the following restrictions [Baum, 1986][Hruschka and Ebe-
chen, 2001][Dias and Ochi, 2003]: 

 Ci ≠ Ø for i = 1,...,k (1) 

 Ci  Cj ≠ Ø for i, j = 1,...,k and i ≠ j  (2) 

 = X (3) 

The value of k can be known or not previously. If the value of k is given as a parame-
ter to the solution, the problem is referred to in the literature as k-clustering problem 
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or Clustering Problem (PC) [Fasulo, 1999]. The complexity of this problem stems 
from the large number of alternative solutions that exist, thereby hindering, to obtain 
an optimal solution or even form solutions of good quality. The amount of solutions 
on the PC can be determined by the equation (4) [Cole, 1998]: 

 N(n,k) = ∑ ! ∑ ( 1) ( )  (4) 

This work is divided into four sections. In Section 2 we have the modeling of the 
problem (APOND and APAs), where the case study of this work is described in de-
tails. In Section 3 we report the GRASP metaheuristic and GRASP with Path-
Relinking algorithm. It is concluded with the computational results obtained through 
the implementation of metaheuristics. 

2 Modeling the Problem 

A reasonable amount of real applications, as the geographical regionalization and the 
division of telecommunications network, can be mapped in a problem of clustering 
with spatial connectivity constraints. In this type of problem, we aim to partition a set 
of n objects that comprise a database in cluster k which are internally homogeneous 
and further objects in the same cluster are connected to the associated graph. This 
assembly problem appears, for example, in situations where the geographical regiona-
lization is necessary, i.e., in case of censuses and socio-economic survey [Openshaw, 
1977]. 

In the context of the geographic census, for example, the objects can be linked to 
households, to census tracts, to area weighting and to municipalities. Considering the 
particular case of the weighting areas, for the formation of clusters are also considered 
the connectivity constraints, so that these areas are comprised of geographically 
neighboring regions and homogeneity, according to set of p attributes linked to the 
characteristics of population and infrastructure known as indicators of weighting 
areas. 

This section discusses in detail a particular real application of regionalization know 
as APAs formation problem. For a better understanding of the problem the APONDs, 
the APAs and the case study of this work will be introduced, successively. 

2.1 APOND and APA 

The APOND (area weigh) corresponds to a geographic unit formed by mutually ex-
clusive groupings of census tracts, which are, in turn formed by groups of households. 
These areas are used to estimate information to the public. Thus, the size of these 
areas, in terms of number of household and/or population, can’t be greatly reduced 
under penalty of loss of precision of estimates. The APONDs also represent the most 
detailed geographical level of the operating base, being defined in order to meet the 
demands for information on smaller geographic levels than municipalities [Censo 
Demográfico, 2000][Silva et. al, 2004]. For the formation of APONDs are still  
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considered criteria of contiguity, so that these areas are formed by p series of va-
riables associated with changes in population and the known infrastructure. These 
variables we represent by xs, s=1, ..., p are called indicators of weighting areas. For 
the formulation of the problem treated in this work, it’s possible to associate the in-
formation on the proximity of the regions, and the information of the totals associated 
with each attribute p and the distance dij, the graph G= (V, E). Each vertex i ϵ V of the 
graph corresponding to a region and its attributes, including the capacity, used to vali-
date the capacity restriction. 

The Equation (5) describes dij representing the degree of homogeneity between the 
aggregate to be APONDs where i and j  neighboring APONDs: 

 dij = ∑  (5) 

The APAs (areas weighted aggregate) are formed by groups of mutually exclusive 
APONDs, respecting two criteria of creation feasibility: 

• Contiguity: the APONDs aggregated on each one of the APAs must be neighboring 
or must be able to leave an APOND A and arrive at an APOND B, both in the 
same APA, passing by only other APONDs that are also in the same APA; 

• Total associated to one of the variables: provided a variable, the population of each 
area, for example, the sum of this variable in each APA must meet a predetermined 
limit. 

2.2 Case Study 

Based on the previous sections information, it can be seen that the problem of forma-
tion of aggregate weight areas can be mapped on a clustering graph problem with the 
restrictions of connectedness (contiguity) and capacity (total given variable). 

So, it’s possible to associate both the information relating to contiguity (connec-
tedness) of APONDs and the information capacity of the G = (V, E). Each vertex i ∈ 
V of the graph corresponds to an APOND and contains the value associated with the 
variable that determines its capacity. Furthermore, if two APONDs i and j are neigh-
boring, there is an edge e = (i, j) which contains the value of the distance dij. Consi-
dering the connectedness restriction of the graph G, a natural solution to the problem 
consists of constructing a minimal tree generator T = (V, E* ⊂ E) obtained from G, 
considering lower values of dij. Provided the tree T and a number of clusters k (APAs 
numbers to be formed), (k − 1) edges of T are removed, defining a set of k subtrees Tj, 
j = 1,... , k, which are also connected. Each of these subtrees corresponds to a possible 
APA. 

The property of connectedness, observed for each one of the subtrees makes possi-
ble the immediate execution of the contiguity restriction at each one of the APAs. So, 
one possible approach to solving the problem consists on partitioning T in k subtrees  
Tj, j = 1,..., k, associated with APAs that satisfy the capacity constraint and resulting 
the smallest possible value of a particular objective function which measures the de-
gree of similarity in APAs. In the case of partitioning, to assess the quality of APAs 
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obtained, considering the capacity and contiguity criteria are respected, the authors 
proposed the following objective function described by the Equation (6): 

  f = ∑ ∑ ( ) , in which xj ∑   to m variable, n areas (6) 

For the formation of two new groups (APAs), the value of f is evaluated, considering 
the removing of each one of the edges associated with the previous groups. The lower 
the value of f, the better the quality of the solution. 

The solutions proposed in this paper refer to the construction of Minimum Span-
ning Tree T (AGM) through the application of Kruskal algorithm.  The advantage of 
using a AGM is that the spatial adjacency (contiguity) required by the problem is met 
normally, once a tree represents a connected graph and any edge removed from it 
produces two subtrees which are also related. This tree is constructed from a graph G 
that contains the information of APONDs. Then, to generate the k APAs (clusters) is 
necessary to remove (k – 1) edges of T. In other words, in each iteration j (j=1,..., k – 
1), the edge ej is removed in a subtree Tj-1, producing two new subtrees (two new 
clusters)  and   (j=1,..., k – 1). This procedure corresponds to a strategy of hie-
rarchical division in which initially all APONDs belong to one cluster. 

The criterion for selection of the subtree (cluster) was to be partitioned based on 
the highest value obtained in Equation 6, ie, the each iteration selects the subtree 
(cluster) which contains the mean quadratic deviation of the nodes (APONDs) that 
comprises the cluster, considering the variables of p APONDs. 

Once selected subtree, the choice of the edge to be removed consists of a greedy 
procedure. Therefore, the possibility of removing edges in the selected cluster are 
performed, aiming at the minimization of the objective function  in Equation 7. 

 = f( ) – ( f( ) + f( )) (7) 

The value of the cost of removing the edge ( ) corresponds to the difference 
between the objective function of the current cluster f( )  and a sum of the objective 
function of each one of the clusters ( f( ) + f( )). The more homogeneous the two 
new clusters are, the greater the value of Coste .[Semaan, 2010]. 

In the next Section, is the description of metaheuristics and procedures used in this 
study. 

3 Metaheuristics and Procedures Implemented 

The metaheuristics are generic heuristics that have gained popularity in recent dec-
ades and represent a family of optimization techniques that get great solutions in the 
elucidation of various problems of high computational complexity (NP-Complete and 
NP-Hard problems). Some metaheuristics can be seen as a simply repetition of two 
simple steps: (Ibaraki, et.al., 2005) generating solutions and improvement of solutions 
through local search. 

In the scientific context of this work, a metaheuristic this class: the GRASP, is of 
special importance for good results. Another procedure that can be coupled with the 
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very successful metaheuristics is the Path-Relinking. Both will be detailed following: 
the GRASP and the Path-Relinking. 

3.1 GRASP 

GRASP (Greedy Randomized Adaptative Search Procedure) proposed by Feo &  
Resende in 1995, is a metaheristic that has been used successfully in solving combi-
natorial optimization problems in several areas [Silva & Ochi, 2012] [Silva et al., 
2012], [Ferreira & Ochi, 2012]. It’s in an iterative sequence metaheuristic, where  
each interaction consists of two phases: the constructive phase (Figura1-
ConstrutionAlgorithm) and the local search phase (Figure1- LocalSearchAlgorithm). 
After each interaction, one local optimal is found and the best solution of all iterations 
is returned as the final solution. The GRASP combines the greedy and random ap-
proaches. The construction phase builds a feasible solution by using a function of 
randomness greedy. The greedy part of the function aims to generate a feasible better 
cost solution (low or high cost, depending on application). The random component is 
included to explore various regions of the solution space and is a key to effectiveness 
of the GRASP. The best optimal local among all local searches is returned as a solu-
tion of the metaheuristic [Feo & Resende, 1995]. Pseudocode GRASP in the Figure 1, 
next: 

 

Fig. 1. Pseudocode of the GRASP 

3.2 Path-Relinking 

The Path-Relinking procedure was initially proposed to compose the diversification 
phase of metaheuristic Scatter Search [Glover and Laguna, 1997]. And has the strate-
gy to generate new solutions to explore the path that connects solutions of good quali-
ty. The Path-Relinking starts at the choice of a solution called initial or base solution, 
and later it is built a way through the solution space that connects to another extreme 
solution called Solution Guide, thus leading to new paths called intermediate solu-
tions to each movement performed. For the movement is performed are inserted 
attributes or characteristics of the Solution Guide to Intermediate Solution [Glover 
and Laguna, 1997]. 

The Path-Relinking has the objective to find good quality solutions, known as elite 
solutions, which have characteristics to be shared. And through a series of solutions 
generated, which derive from then, can find a neighboring solution better than the 
ones known, in other words, they can find a great place never before explored and 
probably a global optimal or a local optimal of the best quality [Ho and Gendreau, 
2006]. 
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Fig. 2. Adaptation of Path-Relinking [Andrade, et. al, 2009] 

The Figure 2 illustrated the solution space between the Initial Solution (I) and the 
Guide Solution (G), in which the solid line indicates the intermediate solutions found 
in movements in the common local search. Since the dashed line indicates the path 
created by the Path-Relinking, it was possible to find a better intermediary solution. 
The arrows indicate the path, starting from Initial Solution (I) to Guide Solution (G) 
showing the solution space noticeably larger. 

3.3 GRASP with Path-Relinking 

GRASP with Path-Relinking procedure is a hybrid algorithm which has produced 
excellent results when applied to various problems of high computational complexity 
[Silva & Ochi 2010], [Penna et. al., 2012]. The hybrid version proposed here uses the 
same implementations the construction phase and local search phase used by GRASP 
in its standard form, and no change were needed in these structures.  Path-Relinking 
used as a strategy of backward optimization technique, where the Path-Relinking is 
applied from the best final solution (Initial Solution) to the other extreme solution 
(Solution Guide).  And as intensification strategy, being applied between each solu-
tion generated by the local search phase and a selected solution from the elite set [An-
drade, 2009].  

The pseudocode of the GRASP with Path-Relinking is showed in Figure 3, next 
[Frinhani, 2011]: 

 

Fig. 3. Pseudocode GRASP with Path-Relinking 
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The Construction Algorithms used in this work in both the GRASP and GRASP 
with Path-Relinking generate clusters by the partitioning of an AGM T, obtained from 
the graph G associated with the problem, in subtree k (clusters). In other words, the k 
clusters are defined considering the removal of exactly k – 1 edges of T, and the re-
moval of each new edge produces two subtrees which shall correspond to that defined 
by two new clusters  and . 

Thus, to the ideal of partitioning the AGM were implemented three versions of the 
constructor procedures of initial solution which will be described in the next section. 

3.4 Procedures Implemented 

The procedures developed in this work which deals with the representation of the 
solution, of the constructors of the initial solutions and local search procedures are 
described below. 

3.4.1 Representation of the Solution 
Before the application of the algorithm is necessary to define a structure for 
representing the solutions. The good representation is extremely important, being able 
to be a determinative factor in the performance of the algorithm, that is, for fast con-
vergence and quality of the solutions obtained by the same. 

The representation of the solution structure adopted in this study was the group-
number. In this structure each index vector represents the vertice of the graph and its 
contents, a positive integer between 1 and k, represents the cluster which belongs to 
the vertice [Trindade and Ochi, 2006][Dias, 2004]. Still representing the solution, the 
algorithms developed in this work allow this value to be entered as input parameter or 
the algorithm itself calculate the capacitance value by using Equation 8. In this Equa-
tion, |V| represents the amount of objects to be grouped,  is the value of the i-th 
attribute associated with the i-th object, k is the number of clusters and  is the ad-
justment factor: 

 CapacityMin = ( / ).∑| |  (8) 

Besides this vector, the data structure used to represent the solutions also contains an 
attribute relating to the capacity of the cluster, obtained by summing the attribute 
associated with the ability of the vertices of the cluster. So, it’s possible to verify 
which clusters are penalized, in other words, having a value below the predetermined 
limit and, consequently, the solution has many penalties [Semaan, 2010]. 

3.4.2 Construction of Initial Solution 
Three versions for construction of the initial solutions had been used: construction 
procedure 1, construction procedure 2 and construction procedure 3. 

The  construction procedure 1 consists, basically, of two steps, executed k – 1 
times to obtain  k clusters: selecting the cluster to be partitioned and defining the 
edge to be removed. The objective to enable the diversification of solutions, this  
procedure was adapted for not having a greedy behavior. Thus, the algorithm is able 
to obtain solutions potentially interesting, but would be ignored by the greedy proce-
dure. Using the idea of the GRASP construction procedure, instead of selecting  
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always the edge of bigger cost, opted for the construction of a Restricted Candidates 
List (RCL) of the GRASP. One of the edges of RLC is randomly selected and re-
moved from the corresponding cluster, forming two new clusters. 

The second version of the construction procedure works in an attempt to form clus-
ter that meet the minimal restriction capacity. The first step is the definition of two 
vertices as being extremity from the main tree (A and B vertices). Next, it determines 
if the vertices that will belong to this main tree, i.e., the vertices are on the path be-
tween A and B existing in the AGM, by applying of the Equation 9, in the distance 
between the vertices s and t as the existing path AGM. The other vertices will be 
grouped to vertice belonging to the main tree closer to them. In this way, the graph 
will be similar to a “cordon” and the vertices belonging to the main tree will possess 
the sum of the capacities of vertices grouped them. 

Dist(A, B) – (Dist(A, x) + Dist(B, x)) = 0     (9) 

The next step is to partition the main subtree forming clusters. For this purpose, from 
one of the selected vertices Then, from one of the vertices selected for the formation 
of subtree main (A and B vertices), this procedure adds the groups of vertices of subt-
ree main adjacent to this vertices. In addition, it’s necessary to verify if the sum of its 
capacity exceeds the lower limit predetermined. So, when this minimal restriction 
capacity must be satisfied, the cluster is formed and the new cluster is initiated from 
the remaining vertices in the subtree main. 

And like the construction procedure 2, the third version of the constructor proce-
dure works specifically in an attempt  to form valid solutions in which, Besides of the 
connectedness restriction, minimal restriction capacity must be satisfied too. 
While  this version possess another objective in relation to the construction procedure 
1, its algorithms are similar.   

In this version, the RCL is formed by α edges that, if removed, it’s possible to gen-
erate solutions of α solutions that meet the minimal restriction capacity and, 
at the same time, maximizing the capacity of the clusters. 

3.4.3 Local Search 
Six versions for construction of the local search procedures had been used: local 
search procedure 1, local search procedure 2, local search procedure 3, local search 
procedure 4, local search procedure 5 and local search procedure 6. 

The local search procedure 1 has as main focus the elimination of penalties. To 
that end, it uses a list of edges removed of the AGM and a list of clusters penalized. 
As from the elimination of the use of the list, the procedure verifies the possibility of 
to execute migrations of vertices between clusters. In cases where the migration pos-
sibility exists, the vertice of the edge removed which belongs cluster isn’t penalized 
will migrate to the cluster penalized. This operation doesn’t guarantee that the cluster 
penalized  that it becomes  a viable cluster, that the migrations of vertices makes this 
the cluster of origin is penalized and not even improving the quality of the solution. 
However, its systematic application, this may assist in the production of valid  
solutions. Like local search procedure 1, the local procedure 2 has as main focus the 
elimination of penalties too, independent of improving the solution. However, in this 
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version, it’s executes migrations of vertices between clusters considering the original 
graph and not only the built AGM. 

The local search procedure 3 it has the sole purpose of at minimizing ability of the 
solution. For this purpose, like local search procedure 2, it’s executes migrations of 
vertices between clusters considering the original graph and the built AGM. There-
fore, it’s again becomes necessary to execute the procedure verifies if of the connec-
tedness restriction is satisfied when there is migration of vertices. 

The local search procedure 4 works with the edges removed in the formation of 
clusters. This version aims the search for better solutions through of the union and 
repartitioning clusters initially constructed. The clusters which it’s edges removed of 
vertices belong, it’s randomly selects, it can be joined in cluster to, after that, this 
cluster can be partitioned again by applying to construction procedure 1. The local 
search procedure 5 is similar to local search procedure 4, but it is applied with the 
objective to obtain new solutions are not penalised, i.e., that meet the minimal restric-
tion capacity. And finally, the local search 6 objectives at minimizing ability of the 
solution and, for this purpose, it carries through migrations of vertices between clus-
ters, on the basis of the original graph. 

4 Computational Results 

Section presents the computational results from the implementation of the algorithms 
proposed here, in C language. Using the NetBeans 7.0.1 Development Environment, 
all algorithms were executed on a computer with 2GB RAM memory, Intel Core 2 
Duo of 64 bits with 1,67Hz processor, Windows 7 Ultimate Operating Disk. 

The instances used to evaluate the proposed algorithms in this work refer to data 
obtained from 2000 Population Census sample data [Censo Demográfico, 
2000],[Silva et. al., 2004]. For the instances describes in Table 1 were used two text 
files: the first containing information of neighborhood between the APONDs objects 
associated to the Federation Unit (Espírito Santo (ES), Rondônia (RO), Amazonas 
(AM) and Bahia (BA)) and the second file containing the identification of the weight-
ing area and the variables used to calculate distances: total number of houses, homes, 
people, the sum of income, the total households in APOND, years of study of the 
head of household, income per capita of households and average number of years of 
schooling of the head of household. Since the attribute related to the capacity used in 
this study corresponds to the total number of individuals. The following Table 1: 

Table 1. Instances used in experiment 
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The algorithms were implemented in total of 10 (ten) iteration each one and the 
GRASP alpha parameter was 10 (ten) . In addition to these settings, it’s necessary to 
inform algorithms which the amount of clusters k. 

GRASP using AGM, using Construction Algorithm 1, 2 and 3 respectively, and 
using the Local Search Algorithm (1, 4 and 5) generated the following versions: 
G1AGM1, G2AGM2 and G3AGM3.  GRASP using the Original Graph, using the 
Construction Algorithm 1, 2 and 3 respectively, and using o the Local Search 
Algorithm (2, 3 and 6) generated the following versions: G1, G2 and G3.  GRASP 
with Path-Relinking using the AGM, using Construction Algorithm 1, 2 and 3 
respectively, and using the Local Search Algorithm (1, 4 e 5) generated the following 
versions: GPR1AGM1, GPR2AGM2 and GPR3AGM3. GRASP with Path-Relinkg 
using the Original Graph, using the Construction Algorithm 1, 2 e 3 respectively, and 
using the Local Search Algorithm (2, 3 and 6) generated the following versions: 
GPR1, GPR2e GPR3.   

The Path-Relinking module used in this study was the backward reconnection from 
the best solution applied (Initial Solution) to the worst solution (Guide Solution). The 
optimization strategy used was intensification, applied input solution generated local 
search phase of GRASP and a selected solution (Solution Elite = distinct set of best 
solutions generated by GRASP, where h is an input data). 

The experiment considered the application of algorithms version of GRASP  and 
GRASP with Path-Relinking using AGM and Original Graph from instance presented 
in Table 1 for obtained of 3 clusters. From the results obtained are presented  analysis 
evaluating algorithms in relation the quality of the solutions. It was possible to 
classify the solutions of good quality according to the following categories: Excellent 
equal to Gap using Equation 10 to 0%,  Reasonable equal to Gap greater than 0% and 
less than or equal to 10% and Rubbish equal to Gap above 10%. 

 Gap = 100 * 
 

 (10) 

Only valid solutions are considered, ie, those in which the restriction of beyond the 
minimum capacity and connectedness for cluster were made 

We tested versions of GRASP and GRASP with Path-Relinking for all instances. It 
was observed that most versions have Gaps above 10%, i.e., not good results. The 
Tables 2 presents the best Gap obtained by GRASP and GRASP with Path-Relinking. 
GRASP with Path-Relinking, version GPR3, stands in relation to GRASP for the 
quality of the solutions, but consumed processing time more in all instances. 

Table 2. Best Gap (0%) and Time (seconds) obtained with GRASP and GRASP with  
Path-Relinking for 3 clusters  
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The Table 3 presents, versions of GRASP and GRASP with Path-Relinking, the 
best solution ( ) obtained for the configuration 3 clusters. 

Table 3. Best solution ( ) obtained with GRASP and GRASP with Path-Relinking 
for 3 clusters  

 

 
The Conclusion from this is that the module Path-Relinking helps considerably the 

performance of GRASP.   
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Abstract. This paper presents an application of a machine learning  
technique to enhance a multi-objective genetic algorithm to estimate fitness 
function behaviors from a set of experiments made in laboratory to analyze a 
microstrip antenna used in ultra-wideband (UWB) wireless devices. These 
function behaviors are related to three objectives: bandwidth, return loss and 
central frequency deviation. Each objective (modeled as dependent of an anten-
na slit dimensions Ls and Ws) is used inside an aggregate adaptive weighted 
fitness function that estimates the multi-objective behavior in the algorithm. 
The final results were compared with the ones obtained with a similar antenna 
modeled in a simulator program and with the ones of a real prototype antenna 
built from the optimal values obtained after the optimization. The final compar-
ison has shown a promising gain for the designed antenna in the analyzed fre-
quencies. 

Keywords: Machine Learning, UWB Antenna Design, Evolutionary Algo-
rithm, Multi-objective Optimization, Genetic Algorithm. 

1 Introduction 

The world has become easier with the advent of wireless communications. In many 
situations, it is not necessary anymore to worry about connectors and short or 
disrupted wires to access a computer network using a notebook, a tablet or even a 
smartphone. This has been also a reality inside our homes, since increasingly home 
devices are shipped with computer network access functionalities to wireless local 
area networks (WLANs) and wireless personal area networks (WPANs). Unfortunate-
ly, WLAN and WPAN characteristics are not enough to meet the needs of the emerg-
ing consumer electronic devices [ 1]. The next generation of WPANs, for example, 
aims to boost performance with higher data rates, better throughput, lower power 
consumption, and lower interference. These characteristics make UWB technology 
one of the main candidates to fit for next-generation WPANs. Some UWB chipset 
manufacturers estimate that its products will have a range between 9 and 10 meters 
with data rates around 450 Mbps. Besides, UWB offers some other benefits worth 
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considering, since the UWB transceivers are extremely easy and cheap to build com-
pared to typical spread spectrum transceivers. UWB systems also consume less pow-
er, and this makes them feasible for smaller devices. Moreover, the relatively wide 
spectrum that UWB utilizes significantly minimizes the interference from other  
systems.  

The consequent widespread of ultra-wideband systems has aroused interest in the 
subject of ultra-wideband antenna design. In the case of UWB antenna, the design 
task may has several, possibly conflicting, objectives. Typically, a balance has to be 
found between the various competing objectives. In terms of optimization, multiple 
objectives usually involve multiple fitness functions that have to be considered simul-
taneously to solve a specific problem. These diverse considerations has made UWB 
antenna design an interesting problem to computational intelligence methods. One of 
these methods is the evolutionary algorithms (EA). The main advantage of EA, when 
applied to solve multi-objective optimization problems is the fact that they typically 
optimize sets of solutions, allowing computation of an approximation of the entire 
Pareto front in a single algorithm run. These evolutionary algorithms may be self-
organizing or not [ 2]. In general, when they are self-organizing methods, the composi-
tion of the several objectives involved is adjusted by the algorithm without the need 
of expertise knowledge. The EA is also known as Evolutionary Computation (EC) 
and its developments and applications have been one of the fastest growing fields in 
computing science. Moreover, research into enhancing the EC algorithms with ma-
chine learning (ML) techniques has played an important role in the literature. ML 
alone is already one of the most promising and salient research areas in artificial intel-
ligence, since it has become a powerful tool in a wide range of applications [ 3]. 

This work explores one of these applications of ML. It presents a self-organizing 
multi-objective genetic algorithm based on a technique that adopts a machine learning 
process to estimate fitness function behaviors from a set of experiments made in la-
boratory to analyze and optimize a microstrip antenna used in ultra-wideband wireless 
devices. These function behaviors are related to three objectives: bandwidth, return 
loss and central frequency deviation. Each objective (modeled as dependent of an 
antenna slit dimensions Ls and Ws) is modeled inside an aggregate adaptive weighted 
fitness function that estimates the multi-objective behavior in the algorithm.  

The organization of the paper is as follow: section 2 provides the terminology used 
in a UWB microstrip antennas design process; section 3 introduces some background 
about the multi-objective genetic algorithms behavior and machine learning aspects; 
sections 4 describes the design and implementation aspects related with the prototype 
algorithm developed; section 5 discuss the results obtained with this prototype; and 
section 6 presents the main conclusions of the authors about the work. 

2 Antenna Design 

Several factors must be taken into account in order to choose an optimum antenna 
topology for ultra wideband (UWB) design. It is important to consider the physical 
profile and geometry to be used, compatibility, impedance bandwidth, radiation  
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efficiency, return loss, and radiation pattern. The main challenge in UWB antenna 
design is achieving the very broad bandwidth with high radiation efficiency and small 
in size. However, construction of microstrip antennas with these characteristics with-
out loss of performance is still a challenge to current research. Several designs ap-
proaches have been proposed [ 4] [ 6]. But most of these antennas involve complex 
calculation and sophisticated fabrication process. A typical UWB antenna consists of 
a thin metal layer of some geometry that acts as a radiator element, separated from its 
ground plane by a dielectric substrate layer. See Figure 1. 

 

Fig. 1. Geometry of the microstrip antenna (a) physical antenna (b) 

This work focuses on UWB planar printed circuit board (PCB) antenna design and 
analysis. It is based on one of our previous work [ 1], but it presents now a different 
approach, where the algorithm is applied to optimize not only one single dimension of 
the antenna, but two of them (slit dimensions of the ground plane): Ws and Ls. The 
antenna geometry implemented is known as Ring Monopole and it was designed from 
the following specifications and dimensions: relative permittivity Substrate: 4.4, Sub-
strate Thickness: 1.57 mm, fed line: 50 Ω, L: 33 mm, L1: 12.5 mm, L2: 12 mm, W: 
28 mm, W4: 2.7 mm, Outer radius (R): 8.8 mm, Inner radius (r): 5.0 mm (constant 
dimensions). The optimization process search for the ideal dimensions of length Ls 
and width Ws (variable dimensions) of the slit used in the truncated ground plane in 
order to find optimum values for bandwidth, return loss and fitness center frequency.  

3 ML Techniques Enhancing Multi-objective EC Algorithms 

Multi-objective optimization is the process of simultaneously optimizing two or more 
conflicting objectives subject to certain constraints. These objectives may also or not 
be dependents among themselves [ 5]. Several real world problems of engineering 
involve simultaneous optimization of more than one conflicting objective. In these 
problems, there are a set of optimal solutions where each solution satisfies the objec-
tives at an acceptable level. Their search space is normally difficult to search, since it 
often has multimodal behavior with discontinuity and some noises in space. 

In these environments, often the choice of parameters of an algorithm can have a 
significant impact on the effectiveness of optimization [ 8]. Evolutionary Computing 
(EC) algorithms are popular approaches for solving this kind of optimization, espe-
cially those ones using genetic algorithms (GA). GA is one type of EC algorithm. 
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On the other side, ML refers to the use of formal structures (machines) to make in-
ference (learning). This includes the construction of models proposing mathematical 
expressions that encapsulate the mechanism by which a physical process gives rise to 
observations [ 3]. ML can be used in various contexts and applications, and one of 
them is the EC. EC algorithms use computational models of natural processes of evo-
lution and natural selection in order to solve real world problems. These algorithms 
depend on probabilistic factors, such as during the startup phase of the population and 
choosing parents. There are a number of computational models proposed, but all of 
them have in common the concept of simulating the evolution of species through 
genetic operators such as mutation, selection and reproduction.  

Algorithms in evolutionary computation typically produce databases of sufficient 
size to obtain knowledge and improvement of the algorithm itself, allowing the use of 
ML techniques. In the literature, these ML techniques have been successfully used in 
the algorithms of EC, in order to improve the performance of the algorithm. ML tech-
niques may include: statistical methods, interpolation and regression, clustering anal-
ysis, principle component analysis, orthogonal experimental design, opposition-based 
learning, artificial neural networks, support vector machines, case-based reasoning, 
reinforcement learning, competitive learning, Bayesian network and others [ 3].  

ML techniques, such as interpolation and artificial neural network in a simple step 
can assist the initial solution of higher quality in the algorithms of CE [ 3].  Since such 
algorithms are more likely to start from points closer to the global optimum and can 
converge in least generations. In the next section show how the first technique could 
be used to enhance a GA’s used for microstrip antenna design optimization. 

4 Design and Implementation  

The design of the genetic algorithm prototype with machine learning capabilities be-
gins with four important questions. 1) Which parts of a classical genetic algorithm 
should benefit on the machine learning process? 2) Which ML technique should be 
used to the application domain under study? 3) How to adapt this technique to devel-
op a variant one that is suitable to the genetic algorithm parts selected to change? And 
4) How to put it all together in client-server model, since the whole design environ-
ment involves different professionals playing different roles in different places? 

The UWB antenna design is typically a mix of mathematical modeling and empiri-
cal process. The standard approach is normally based in initial promising antenna 
geometry and its optimization for one or two of its dimensions using a numerical or 
an artificial intelligence method to estimate the behavior of the set of objective meas-
ure under analysis. Therefore, the answer to the first design question is to change the 
first two steps of a classical genetic algorithm to benefit of the learning process: The 
initial population generation step (since it depends of the optimizations dimensions 
chosen) and the fitness calculation step (since it depends of the objective measures) 
behavior to be modeled with the machine learning technique. See Figure 2. 
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Fig. 2. The genetic algorithm and its learning aspects 

In Figure 2, the initial population is generated from the behavior obtained from the 
experiments and its results for each objective (using a ML technique). After this step, 
a Pareto filter that considers restrictions for each objective (bandwidth>9.0GHz, Re-
turn Loss<-20dB and Frequency Deviation<0.37 Hz) is used to restrict the search 
space. The behaviors estimated by the ML technique (one for each objective) is also 
used to compose and aggregate objective fitness function (AOF) to evaluate each 
chromosome in the population. This AOF changes whenever a new result is added to 
the repository of experiments. 

The choice of the appropriate ML technique is not easy task, since there are a great 
number of them in the literature [ 3]. As discussed in previous section, interpolation is 
one of the known possibilities, since it is a fast technique, relatively easy to imple-
ment and flexible enough to enable different approaches. Therefore, the second ques-
tion answer is to consider a variant approach of the Interpolation technique. The 
choice of the interpolation variant should consider the context of a typical multi-
objective genetic objective based in the analysis of a compound and weighted aggre-
gate objective function (considering that all objectives depend of two variables). 
Therefore, the third design decision should be a variant approach based in an interpo-
lation process not for a line but for a surface associated with the different objectives. 
But how would it be? In a formal way, interpolation is known as a method of con-
structing new data points within the range of a discrete set of known data points. This 
is interesting because in typical antenna design, one often has a number of data points 
(variable antenna parameters), obtained by sampling or experimentation, which 
represent the values of a function for a limited number of values of the independent 
variable (fitness function to a specific objective). So, it is often required 
to interpolate the value of that function for an intermediate value of the independent 
variable. This may be achieved by curve fitting or regression analysis. The method 



 A Self-organizing Genetic Algorithm for UWB Microstrip Antenna Optimization 647 

used here is based in a special case of curve fitting with a variant of Spline interpola-
tion. Spline interpolation is a form of interpolation where the interpolant is a type of 
piecewise polynomial named spline. While polynomial interpolation fits a curve 
through all the data points at once, spline interpolation approximates a curve between 
each proximate pair of data points and adds all the curves together to create the final 
approximation. This is a good strategy if a function can only be approximated well 
with a polynomial of a very high order over the entire domain, but can be approx-
imated well with a sequence of low-order polynomials for different parts of the do-
main. Which is the case of  UWB antenna design. Spline interpolation techniques 
include linear, quadratic, and cubic interpolation. In this approach, the answer to the 
third design question is an interpolation process that extends cubic interpolation (bi-
cubic interpolation). It is used for interpolating data points for the objectives used in 
the optimization on a two dimensional regular grid (formed by antenna variable pa-
rameters Ls and Ws). This type of interpolation computes a bicubic spline “s” which 
interpolates the (xi,yj,zij) points. That means that we have s(xi,yj)=zij for 
all i=1,..,nx and j=1,..,ny. The resulting spline s is defined by the trip-
let (x,y,C), where C is the vector of length 16(nx-1)(ny-1) with the coefficients of 
each of the (nx-1)(ny-1) patches: on [x(i) x(i+1)]x[y(j) y(j+1)]. The coefficients cij of 
the bi-cubic patches are defined inside a hyper matrix of ([4,4,nx-1,ny-1],C). So that 
the coefficient (k,l) of the patch (i,j)  would be in stored in c(k,l,i,j). The final expres-
sion for S(x,y) is defined by: 

 S(x,y)= ∑4
k=1∑4

l=1 cij(k,l).(x-xi)
 k-1.(y-yi)

 l-1  (1) 

In the optimization domain considered, each objective is associated with a different 
s(x,y), where x and y will be the variable antenna parameters Ls and Ws. So that, 
Sbw(Ls,Ws) represents the interpolation function for bandwidth, Srl(Ls,Ws) 
represents the interpolation function for return loss and Sfd(Ls,Ws) represents the 
interpolation function for central frequency deviation. The compound aggregate ob-
jective function is shown below with the empirical weights: wi for i=1,2 and 3. 

 AOF(Ls, Ws) = Max[w1.Sbw(Ls,Ws) + w2.Srl(Ls,Ws) + w3. Sfd(Ls,Ws)]  (2) 

The answer to the fourth design question involves a web prototype system that is 
accessed from different places by the professionals using web navigators. The web 
prototype system is also diagrammatically shown in Figure 2. It presents a web sys-
tem designed to enable the interaction of three different professionals: the UWB  
antenna designer (a person that idealize the initial antenna characteristics such as 
geometry and others), the laboratory technician (a person that choose an specific an-
tenna previously represented in the repository and associates experiments in which 
different values are assigned to the optimization dimensions to measure the conse-
quent effect for each objective) and a optimization user (a person that desires to 
choose an specific antenna, previously represented in the repository using a XML 
syntax, and optimize it, if there exist experiments associated to this specific antenna 
that enable the optimization). Figure 2 also shows how the classical GA algorithm is 
modified to enable the inclusion of additional techniques to improve the algorithm 



648 S.R. Martins, H.W.C. Lins, and C.R.M. Silva 

performance. The initial population procedure is now dependent of the XML repre-
sentation of the antenna, since the codification of a chromosome is a binary represen-
tation for each variable dimension considered. The antenna used has two variables 
parameters: Ls and Ws (slit dimensions) and all the other parameters are constant. 
The fitness calculation step was modified to fit the spline interpolation process for 
each objective and its combination inside a weighted aggregate function. The other 
GA parameters consist of simultaneous binary genetic operations over a population 
consisting of individuals with two binary parts (one for each antenna variable dimen-
sion) with Mutation and Crossover probabilities defined as 5% and 90% respectively. 

5 Results 

The prototype algorithm implemented was tested for different datasets of experiments 
considering the antenna shown in Figure 1b and a set of restrictions empirically de-
fined. These datasets contain a different number of experiments in an increasing way 
to demonstrate that: as the number grows, the prototype algorithm increases its per-
ception on the behavior of the objectives and on the joint behavior of the whole. Each 
optimization objective is associated with a restriction that must be observed in the 
optimization process. They are: a) Bandwidth values (BW) be bigger than 9 GHz; b) 
Return Loss values (RL) must be less than -20 dB; and c) Central Frequency Devia-
tion (CFD) must be less than 0.37 Hz. The optimization results are shown in Table 1.  

Table 1. Results of the optimization  for w1= 1.0, w2= -1.0, w3= -1.0 

Datasets Ls (mm) Ws (mm) BW (GHz) RL (dB) CFD (Hz) 
72 1.897959  4.020408 9.2791638   - 25.21127    0.3571445   

100 2.387755 3.612244  9.3125183   - 20.31941    0.3698174   

119 2.306122 3.693877  9.3206112   - 20.12885    0.3549482   
162 1.000000 5.000000 9.3800000 -29.42000 0.0900000 

 
Observing Table 1, one can notice that in all the situations, the restrictions have 

been met and that the best results were obtained with the last set of experiments. This 
datasets contains 162 experiments and presents the best results for all the objectives 
considered: bandwidth (9.38 GHz), return loss (-29.42 dB) and central frequency 
deviation (0.09 Hz). These results for Ls (1.000000) and Ws (5.000000) were then 
compared with the results simulated by Ansoft HFSS software. The HFSS obtained 
the following results for Ls=1.000000/Ws=5.00000: bandwidth (9.16 GHz), return 
loss (-48.97 dB) and central frequency deviation (0.65 Hz). This confirms the optimi-
zation process. The next step was the construction of the physical antenna prototype, 
it has been analyzed by measurements of the signal propagated in free space and im-
plemented using the vector network analyzer from Rohde & Schwarz brand, model 
ZVB-14. The simulations were performed by changing the dimensions of the slot 
ground plane for each objective provided the AG values of the dimensions of the slit 
respectively combined, bandwidth, return loss and fitness center frequency. Figure 3 
shows the behavior of radiation generated of the antenna at frequencies of 3.5 GHz, 6 
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GHz and 9.5 GHz and their respective gains, varying the polar coordinates θ = 0 º to 
360 º and θ = φ = 0 º. We can observe an increasing amount of the gain as the fre-
quency rises, especially the frequency of 6.0 GHz and 9.5 GHz. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. Behavior of the antenna radiation at frequencies 3.5 (a), 6.0 (b) and 9.5 (c) GHz 

6 Conclusion 

An antenna for UWB operation was constructed and optimized by a self organizing 
multi-objective genetic algorithm prototype improved with an interpolation ML 
technique. This ML technique enabled a dynamic estimation of the fitness function 
used in the algorithm that made it possible to learn with a set of experiments stored in 
a web system repository. The final optimal values found allowed the construction of a 
prototype UWB antenna that presented a reasonable gain in the analyzed frequencies 
of 3.5, 6.0 and 9.5 GHz. Although, the current work have considered only two opti-
mization dimensions, the general approach for “n” dimensions is also feasible, since 
the spline interpolation described could be perfectly adapted to the general case. 
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Abstract. This work addresses the problem of error concealment in video 
transmission systems over noisy channels employing Bregman divergences 
along with regularization. Error concealment intends to improve the effects of 
disturbances at the reception due to bit-errors or cell loss in packet networks.  
Bregman regularization gives accurate answers after just some iterations with 
fast convergence, better accuracy and stability. This technique has an adaptive 
nature: the regularization functional is updated according to Bregman functions 
that change from iteration to iteration according to the nature of the neighbor-
hood under study at iteration n. Numerical experiments show that high-quality 
regularization parameter estimates can be obtained. The convergence is sped up 
while turning the regularization parameter estimation less empiric, and more  
automatic.  

Keywords: Inverse problems, optical flow, Bregman divergences, exponential 
distributions, error concealment, computer vision, regularization.  

1 Introduction 

The extraction of motion information from a given video sequence is a major under-
taking. In this milieu, optical flow (OF) (cf. [10]) is a recurrent concept with numer-
ous applications, e.g., image compression/coding (cf. [11, 14]), automatic movie  
edition/digitalization (cf. [12]), reconstruction of 3D surfaces by means of depth from 
stereo (cf. [13]), object recognition and motion estimation (see, for example, [14-16]). 
OF discontinuities are of particular interest and they should be distinguishable from 
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object borders i.e., large gradients of grayscale values within the projections of mov-
ing objects. Furthermore, due to imperfect communication channels, it is nearly im-
possible to attain reconstructed pictures with suitable visual quality. That is why data 
protection and error reduction methods such as decoder-based error concealment (EC) 
algorithms are required. They rely on two types of redundancies: spatial (SEC) and 
temporal (TEC), requiring no alterations on the bit-stream syntax and transport tech-
nology. SEC algorithms: (a) interpolate the lost area using spatially neighboring im-
age data; (b) presuppose statistical correlation between adjacent image blocks; and (c) 
provide a good approximation for the lost macroblocks (MBs). TEC schemes utilize 
previously decoded image data to estimate motion vectors (MVs) of the lost MBs to 
compensate for errors. EC is largely dependent upon the ability of the system to detect 
errors, since EC operations are applied to corrupted MBs. Because the damaged pack-
etized bit-stream is thrown out and considered missing; we can obtain the MB posi-
tion where an error occurs by checking the MB address (MBA), which defines the 
absolute position of the MB. The Bregmanized regularization relies on Bregman di-
vergences constructed with the q-discrepancy functional [3, 4], so that the regulariza-
tion function does not have to be fixed at each interaction [2, 5]. Information on the 
discrepancy principle can be used to improve the stopping criterion as well [3, 4]. The 
connection with exponential distributions allows for entropy-based estimation me-
thods [8, 9] because numerous well-known divergences, such as relative entropy, can 
be expressed as Bregman divergences on the distribution parameters.  

In this paper, the problem of error concealment in transmission of video over noisy 
channels is addressed. Section 2 states the motion estimation problem used in this 
text. Section 3 casts the problem in terms of the minimization of a regularization func-
tional term depending on the Bregman divergence. The error concealment algorithm 
is introduced in Section 4. Experimental results are shown in Section 5. Finally, con-
clusions are drawn in Section 6.  

2 The Motion Estimation Problem 

OF is the distribution of apparent velocities of movement for intensities of pixels Ik(r) 
of the k-th frame at location r = [h, v]T in an image and it requires at least two consec-
utive frames. The displacement of every pixel in a frame forms the displacement vec-
tor field (DVF). We seek the corresponding displacement vector (DV) d(r) = [dh, dv]

T 
at the working point r, in the current frame k, in order to minimize the displaced 
frame difference (DFD) in an area containing the working point and assuming con-
stant image intensity along the motion trajectory. The perfect registration of frames 
results in Ik(r)=Ik-1(r-d(r)). Then, the DFD can be written as ∆(r;d(r))=Ik(r)-Ik-1(r-d(r)). 
An estimate of d(r), is obtained via minimization of the gradient ∇Ik-1(r-di(r)) or by 
determining a linear relationship between these two variables through some model. 
This can be accomplished by using a Taylor series expansion of Ik-1(r-d(r)) about the  
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location (r-di(r)), where di(r) represents a prediction of d(r) in the i-th step. This re-
sults in, where the displacement update vector is x=[xh, xv]

T = d(r) – di(r), and e(r, 
d(r)) stands for the truncation error resulting from higher order terms and =[δ/δh, 
δ/δv]

T represents the spatial gradient  operator [17]. Considering all points in a neigh-
borhood of pixels around r leads to 

                                                             y=Hx+η,                                                        (1) 

where the temporal gradients ∇ Ik-1(r-di(r)) have been stacked to form  y containing 
DFD information on the pixels in a neighborhood, H contains the spatial gradient 
operators at each observation, and the error terms have formed the additive white 
noise vector η. the corrected DV is given by 

                 di+1(r) = di(r) + xi(r),                                                  (2) 

at iteration i. The ordinary least squares (LS or OLS) estimate of the update vector is  

                                              x̂ LS =(HTH)-1HTy.                                                    (3) 

3 The Motion Recovery Algorithm 

Segmenting OF via EM algorithm for mixtures of DVs can be done successfully [15] 
because it is presumed that there is little or no interference amid individual sample 
constituents or that all the constituents in the samples are known ahead of time. The 
Tikhonov regularization functional (TRF) (cf. [1, 2]) associated to Eq. (1) is 
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where α is the regularization parameter, and  is the estimate of x obtained with Eq. 
(4). S corresponds to a family of functions (Bregman divergences) given by 
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x stands for a reference value and q is an adjustable parameter (q-discrepancy).  The 
nonlinear system becomes 
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for r,s=0,1,2,...,M-1. We seek the q and x̂ t  that minimize Eq. (6), where t  is an itera-
tion counter and x ̂ 0   is the initial estimate of x.  The Newton-Raphson method yields 

            t 1 t tˆ ˆ ˆ , t 0,1,2,...,Δ+ = + =x x x  (7) 

A first-order Taylor expansion of Eq. (6) results in 
     

(8) 

With the help of the  Gauss-Seidel method, we find 
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with ∆x ̂ t,0 = 0,   c is the iteration counter and  
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Now, the update term becomes 
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Once the corrections ∆x ̂RS are calculated, new estimates ∆x ̂ t+1  can be obtained from 
Eq. (11) and with a convergence factor γ, where 0 < γ < 1, Eq. (7) becomes 

 
t 1 t tˆ ˆ ˆx x x , t 0,1,2,....γ Δ+ = + =  (12) 

The previous expression converges faster than Eq. (7).   
 
 

 

 

 

 

 

Fig. 1. (a) Decoded 14-th frame; and (b) Missing macro block location for the Foreman  
sequence (inter frame) 
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Fig. 2. PSNR plots for the Foreman sequence 

 

Fig. 3. (a) Decoded 8-th frame; and (b) Missing macro block location for the Mother and 
Daughter sequence (inter frame) 

 

Fig. 4. PSNR plots for the Mother and Daughter sequence 
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4 Error Concealment   

A priori information on the images as well as redundancies in both space (h-v direc-
tions) and time help to detect and correct errors. Intra frames of compressed video are 
basic frames that help generating inter frames: if intra frames contain lost data, then 
this will affect inter frames. This work assumes that missing MVs are correlated to the 
MVs of their neighbors. The proposed method assumes that a finite number of MV 
clusters exists. Each cluster corresponds to the displacement of a given region inside a 
frame (cf. [9, 13]). Once the received information is depacketized, a frame will have 
its pixels labeled as containing legitimate and erroneous regions. The legitimate ones 
can be used to calculate MVs with a simple procedure such as the one from Eq. (3). 
The motion recuperation algorithm from the previous section will be applied to clus-
ter and correct the whole OF. The regularization operator 
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from Eq. (4) is critical since it incorporates prior knowledge about the original uncor-
rupted frame into the recovery problem. The choice of the regularization parameter α 
also affects the final result. 

5 Experimental Results 

Two 176×144 QCIF sequences were used: the “Foreman” and “The Mother and 
Daughter”. The peak signal to noise ratio (PSNR) was chosen as a measure of perfor-
mance. For an 8 bit M×N image, the PSNR in dB is given by 

log
ˆ

2

2

255 MN
PSNR 10

  = , 
−  w w

 

where w and ŵ are, correspondingly, the original and restored images. The experi-
ments considered a 5% cell loss. Fig. 1 and Fig. 3 show examples with a complete and 
a corrupted frame (i.e., missing macroblocks) for each sequence used. For all experi-
ments, it was assumed that q=1 and γ=0.8. The algorithm was applied to compute 
Q(x), by means of a constant regularization parameter α and with an optimal α. How-
ever, a constant  α may yield bad convergence as the maximum number of iterations 
grows because the curve for Q(x)×α resumes increasing after a few iterations. To 
some extent, increasing the value of α0 remediates this behavior. This becomes neces-
sary due to the need to obey other bounds on errors and trends used to assess and to 
make a decision upon the optimum estimate selection. Multicriteria and an adaptive 
Bregaminized regularization algorithm give better results, although increasing the 
computational load. Experiments were also performed with a simple EC algorithm 
relying on the average of the MVs from neighbors (AVGN) and without loss of cells. 
Fig. 2 and Fig. 4 show PSNR plots when the three algorithms are applied to the 
“Foreman” and the “Mother and Daughter” sequences. It is important to mention that 
the use of Bregman Divergence s improved the displacement vectors around borders. 
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6 Conclusions 

This work solves the error concealment problem by means of Bregman divergence s 
and regularization [5,8,9,10], where the regularization function does not have to be 
fixed at each interaction any longer. It is important to devise lower and upper values 
for α0, so that convergence and optimization are more efficient. Certainly, the conver-
gence, stability and merit of the estimates are improved when judged against to itera-
tions relying on invariable values of α. The fact that more local information on the 
image neighborhood is added to the regularization procedure is the main motive for 
these improvements.  Occasionally, Bayesian estimation introduces estimation bias by 
prior information that may be needless. A possibility is to model estimation as a  
minimization of an expected Bregman divergence between the unknown and the  
projected distributions. It has been proven that Bregman iteration also approaches a 
solution with much less computational complexity than conventional regularization. 
Furthermore, when stopped according to the discrepancy principle, Bregman iteration 
is also a choice method for solving compressed sensing problems and they are very 
suitable for parallel implementations due to its characteristics [14-16]. Bregman di-
vergences [13, 14] can be employed as measures of nearness—these divergences are 
natural for learning low-rank kernels since they maintain rank as well as positive 
semi-definiteness. Special cases of the proposed framework yield faster algorithms for 
several learning problems, and experimental results show that this algorithm can ef-
fectively learn both low-rank and full-rank kernel matrices.  
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Abstract. Technological advances and economic turmoil are some of the
factors leading to increased competition in a global scale, which led com-
panies, industries and countries to be concerned to maintain a leadership
position in the market for competitive advantage. One way to achieve this
goal is to make use of computer technologies to facilitate and accelerate
decision-making in these environments of uncertainty. This work aims
to show the use of a hybrid approach of Artificial Neural Networks and
Fuzzy Logic, an Adaptive Neuro-Fuzzy system, to supply chain competi-
tiveness evaluation. To validate the method is used a case of study based
on the supply chain of broilers in Brazil. The results were satisfactory
considering the low errors obtained in the validation tests.

Keywords: Neuro-Fuzzy, Competitiveness evaluation, Supply chains,
Adaptive learning.

1 Introduction

Technological advances, globalization, mega-mergers and greater environmen-
tal awareness have led to changes in the global economy. Such changes imply
increased competition, requiring organizations to create more effective competi-
tive strategies, innovative solutions to stay alive in the market. Porter [1] states
that competitive strategy is the search for favorable competitive position in an
industry, to establish a profitable and sustainable position against the forces
that determine the competition. This determination leads to the possibility of
business expansion, diversification, or even survival of a company, especially if
its action involves competitive markets.

This growing quest for competitive advantage generates the need for speed and
efficiency in decision making in managerial environments, which has led to the
development and use of increasingly advanced techniques to facilitate decision
making. Between these techniques may be cited the Computational Intelligence
techniques such as Artificial Neural Networks (ANN) and Fuzzy Logic, which
allow the systems analysis and decision making in environments of uncertainty.
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Regarding the problem of competitiveness evaluation in conjunction with the
use of computational solutions were found some literature reports that are shown
bellow.

Choy [2] presents a tool for intelligent supplies management, using Case Based
Reasoning (CBR) and Artificial Neural Network technique to select and compare
suppliers during the development of new products. Dall’Agnol [3] carried out an
assessment of computer simulation to evaluate supply chain performance through
collaboration and improvements in logistics processes. Silva [4] used computational
intelligence using Genetic Algorithms Optimization Method and the Ant Colony
Optimization for an online scheduling problem logistics. Manoj [13] used fuzzy
logic based programming to solve the problem of selection of vendors in a supply
chain. Silveira et al [7] performed an essay using Artificial Neural Networks to eval-
uate the competitiveness of organizations, using the approach similar to competi-
tiveness proposed by [1] with its five competitive forces.

It is observed that competitiveness is a concern to many researchers, however
most of the practical studies are focused on punctual issues of the problem, as
seen in [2], [3] and [4], and not focused on a more deeply and real competitiveness
as that defended by [5] and [6]. Even Silveira [7] which aimed analyzing the
competitiveness of organizations considering internal and external factors, still
treats the problem in a restricted way, adopting the approach of [1] which is just
one component of the model proposed by [5] and [6] which was adopted in the
development of the computational solution presented in this study.

Thus, the objective of this study is to present a technique that combines simula-
tion and optimization based on Computational Intelligence, evaluating if it can be
used for integration, learning and improvement of production chains, supporting
the administration of them to meet their productivity goals and market compet-
itiveness. This computational model must be applicable to various types of sup-
ply chains, and is implemented through the combined use of Neural Networks and
Fuzzy System, a hybrid system, called Adaptive Neuro-Fuzzy System.

As a case of study for applying the solution it was chosen the supply chain of
broilers, due to the importance of this activity in the scenario of national economy,
and also because there are several theoretical administrative studies on this chain,
which facilitates the analysis and validation of computational solution and also en-
hances its usefulness. The structure the supply chain of broilers can be seen in [8].

For the development of the generic model were used the drivers described
by [9] and [10], which are representative for almost all activities or links of a
supply chain, and are consistent with the approach of competitiveness proposed
by [5] and [6]: institutional environment, technology, market structures, gover-
nance and coordination structures of the chain, company management, inputs,
transport and storage.

The training of the model included 50 input and output patterns for each sub-
factor evaluated, obtained with the aid of specialists working at universities and
Federal State of Para, in a total of 42 sub-factors. Themodel validation included 19
profiles related to the productive chain of broilers ofMato Grosso Brazil, obtained
from a researcher who has studied this chain, work that can be seen in [8].
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The paper is organized as follows: Section 2 presents the theoretical studies
on the problem of evaluating the competitiveness of supply chains that sup-
port the computational solution. Sect. 3 presents the basic concepts of Adaptive
Neuro-Fuzzy systems. Sect. 4 describes the methodology used to create the com-
putational solution. details of the training system of the Neuro-Fuzzy. In sect. 5
are presented some of the results. Sect. 6 presents conclusions about the work,
as well as suggestions for future work.

2 The Problem of Supply Chain Competitiveness
Evaluation

Worldwide there are multidisciplinary studies that aim to define best approach
for the assessment of competitiveness for countries, industries or companies.
Some studies indicate competitiveness as dependent only on internal factors of
the company; others only consider external factors [11]. However, experts on the
subject agree that these approaches isolated do not allow a consistent evaluation
of the competitiveness.

The German Development Institute (DIE), assumes a competitiveness assess-
ment model proposed by Esser et al cited [6]. This model assumes four levels
of analysis: Meta, Macro, Meso and Micro. At these levels, [6] joined the com-
petitive model of [1] of the five competitive forces and then proposed a model
integrating both by putting the Porter model at the micro level.

Each level of the model of [6] is composed as follows: Macro level - variables
related to the national congress, national government, state institutions, central
bank, judicial organs; Meta level - variables related to the orientation of the
groups of actors for learning and efficiency, advocacy and self-organization into
changeable conditions, ability of social organization and integration, capacity
of groups of actors in strategic integration; Meso level - intermediate factors
in the regional and community space: governments, business associations, labor
unions, other private organizations, public and private institutions for research
and development; Micro level - substitutes, buyers, existing competitors, input
and output (Porter’s model [1]).

Regarding the Brazilian industry and Kupfer Hasenclever [5] indicated that
the competition is divided into three elements: business factors, structural fac-
tors and systemic factors. Siqueira and Fusco [12] say that a company must
collect and analyze information on a variety of variables, markets, customers,
technology, global finance and world economy in transition to formulate and
implement their strategies properly.

Based on this scenario, the objective is the creation of a computational so-
lution for evaluating the competitiveness of production chains, assuming it to
a broader approach of competitiveness indicated in the model of [6] with its
four levels, macro, meta, meso and micro, which also include the approach of
[5], because these levels include business factors, structural factors and systemic
factors.
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3 Adaptive Neuro-Fuzzy System

The Artificial Neural Networks (ANN) are seen as non-linear parametric models.
This methodology has the advantage of detecting any implicit non-linear rela-
tionship between the response variable and the explanatory variables [14] The
neural processing is able to extract relations of input variables directly on the
high-dimensional spaces that typically characterize them, making it a valuable
tool in processing complex problems of pattern recognition. On the other hand,
neural networks can work together with other processing techniques, allowing
the use of the knowledge gained in a particular application area [15]. Detailed
information about ANN ca been seen in [14].

Fuzzy Logic is a model based on the theory of Fuzzy Sets. In conventional or
Boolean logic a proposition has two extremes: either it is completely true or com-
pletely false. However, in the fuzzy logic, a premise varies in degree of truth from
0-1, which leads to partially true or partially false. The control performed by the
fuzzy logic mimics a behavior based on rules rather than a control strict to mathe-
matical models, such as differential equations. The goal of fuzzy logic is to generate
a logic output from a set of inputs not precise, with noise or even missing [16].

According [17] the fuzzy system are indicated when is desirable to automate
processes that depend on the experience of human operators, allowing that the
behavior of the control system approach to the human form of thinking. Humans
are capable of dealing with complex processes based on inaccurate or approxi-
mate information. The fuzzy logic comprises a mathematical tool which allows
the translation of these information in linguistic values, and the handling of them
[18]. A generic fuzzy system can be seen in [19].

The unification of the Fuzzy Systems and Neural Networks in a common
structure in the form of an adaptive network is called Adaptive Neuro-Fuzzy
Inference System (ANFIS). These systems combine the fuzzy inference method
with the learning ability of the ANN, where the ANN helps in generating the
set of rules for the Fuzzy System [20].

The best known models of fuzzy inference engine are the Mandami, Sugeno
and Tsukamoto model. The Sugeno model is flexible for combining subjective
information from the human knowledge with objective information to the rules.
This way it is appropriate to the use of adaptive techniques. Detailed information
on Neuro-Fuzzy architectures can be seen in [20].

4 The Computational Solution

4.1 Development of the Computational Solution

Following the principles of Software Engineering, according [21] and [22], the
development of the computational solution followed the following life cycle: anal-
ysis, design, development, training, validation and testing.

In the analysis phase were defined the functionalities of the solution, during the
development has occurred the implementation of the functionality defined in the
analysis phase. The modeling approach used by the Neuro-Fuzzy system is similar
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to many system identification techniques. First, the structure of a parameterized
model is created (related inputs, rules for outputs, membership functions and so
on). Next, it is collected input and output data to be used in training. The Neuro-
Fuzzy system is then used to emulate the training data presented to it , modifying
the parameters of the membership function according to a error criterion selected.

The initial parameters were obtained by searching the literature [6], [8], [9],
[10], [20], and with the assistance of experts that indicate the best drivers and
subfactors that are representative of a supply chains and their importance or
weight to make the inference performance.

The developed solution can be customized to suit different production sce-
narios, by assigning weights to subfactors or even adding subfactors and drivers
according to the particular scenario under consideration.

Fig. 1 shows the general structure of the solution Neuro-Fuzzy created, show-
ing the dependence of the stages which must be met by the functionalities oh
the computational solution defined in the analysis phase to achieve the ultimate
goal, which is the diagnosis and suggestions for improvement of the supply chain.

Fig. 1. General structure of the computational solution

The initial implementation of the model was made using the Toobox Neuro-
Fuzzy of MATLAB software VR2006a 1, and has been implemented by scripts
because the graphical tool of Matlab does not allow the training of several mod-
ules ANFIS at the same time, and, as can be seen in Fig.1, the designed model

1 MATLAB. Simulation Software. The Language of Technical Computing.
http://www.mathworks.com/products/matlab

http://www.mathworks.com/products/matlab
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is formed by one ANFIS module for each driver of competitiveness, and the
output of these modules are the entries to the Final ANFIS module which de-
fines the final index of competitiveness. The final implementation will be in Java
programming language.

After the solution Neuro-Fuzzy be properly tested and validated it must be
applied in the evaluation of competitiveness, generating the diagnostic of the
status of a pro-ductive scenario, providing the final competitiveness index of each
driver, as well as the final competitiveness index, indicating the strengths and
weaknesses of that sce-nario. The solution must also provide graphics to facilitate
understanding of the diagnosis. From the diagnostics generated by the Final
ANFIS, the computational solution must provide appropriate suggestions for
improvements the performance of the chain according to the problems identified,
taking into account the expert analysis on each driver dimension, analysis that
were obtained during the data collection.

For the development of the Neuro-Fuzzy model it were used the drivers de-
scribed by [9] and [10], which are representative for almost all activities or links
of a supply chain. It is Important to detach that each driver has n subfactors
and these subfactors can also be subdivided, as shown below.

Institutional Environment. The institutional environment consists of rules
imposed by legislation, by society and politics that surround the firm. Includes:

• Macroeconomic conditions: Interest rates; Exchange rate, Inflation.
• Sector programs and policies: Availability of credit; Access to credit; Differ-
entiated interest rate.
• Taxes: Export taxes; Social security taxes; Internal taxes; Corporate income
tax.
• Product Security: Health Legislation; Sanitary inspection services; Weather
conditions.
• Foreign Trade Policies: Tariff barriers; Non-tariff barriers; Commercial agree-
ments.

Technology. The technology evaluation should consider the methods, processes,
facilities and equipments used in operations, aspects related to research and
development, adaptability of technology and adoption of technological standards
[10]. Includes: Dissemination of key technologies; Investment in R & D; Number
of experimental stations; Number of patents.

Coordination and Governance Structures. Governance and coordination
structures are the different organizational forms that influence the transac-
tions within a supply chain. [10]. Includes: Contracts between companies; Sector
organizations.

Company Management. The efficient management of the firm must use tools
to identify market signals and allocate resources optimally [8]. Includes: Use of
infor-mation technology, Strategic planning; costing systems; Quality Control,
Marketing.
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Inputss. This category includes factors related to the processing the raw mate-
rial and their acquisition. Includes: Prices of inputs, Cost of labor; Price of land,
Availa-bility of land.

Storage and Transport. Storage refers to the ability to maintain products
available for purchase and transportation and is related to the forms of the
production flow. How: Grain storage; Storage of food to chicken; Meat storage;
Condition of highways; Capacity of the highways.

4.2 The Training of the Solution

During this phase are presented to the model the patterns of input and out-
put (supervised training), the initial parameters of training, the adjustment of
parameters is made during the evolution of the training in accordance with op-
timization methods such as backpropagation and least squares.

For the training of the model were used 50 patterns of input and output to
each subfactor according to the following conditions: score for each subfactor
respect a likert scale which ranges from -2 to 2, which is related to linguistic
values, where -2 means very unfavorable and 2 means very favorable.

The inputs to the model training are the notes of each subfactor identified for
the drivers that represent the chain, these values represent the judgment of key
supply chain members (those who have more representation), and also based on
expert opinion.

The weight of the subfactors represents the importance of each one in relation
to its driver, and ranges from 0 to 1, where 0 means the least important and 1
means the most important, the sum of the subfactors of each driver must totalize
1, these weights are used in training by means of calculating the desired outputs
for each one of the 50 training profiles, by calculating the weighted average values
of each subfactor that comprises inputs, by their respective weights.

During the training, the outputs generated by the n ANFIS modules of drivers
that is the competitiveness index of each driver serve as entry of training to the
final ANFIS that is responsible for calculating the Final Index of Competitiveness
of the chain. The desired output of this module is also provided by applying the
weighted average of the indexes of each driver by their weights (importance in
relation to the final competitiveness index).

The Neuro-Fuzzy system of greater efficiency based on tests performed in-
cluded the following parameters:

• Sugeno inference machine;
• Triangular membership functions (using three subsets);
• Hybrid optimization training method (backpropagation + least squares);
• Step Size=0.1;
• Measure of deviation: Root Mean Squared Error (RMSE), Desired RMSE is
0 (zero).

The Figures 2(a), 2(b) and 2(c) show the results of the training module of for
the final competitiveness evaluation. The information displayed by the figures
demonstrates success in training, as specified below.



Adaptive Neuro-Fuzzy Model for Competitiveness Evaluation 665

The system Neuro-Fuzzy training RMSE error obtained practically zero, as
can be seen in Fig. 2.a, throughout all epochs of training the error remained
minimal. The validation demonstrated the generalization capability of the model,
because the validation error was also low, throughout the epochs.

Fig. 2. (a) Training x Validation. (b) Comparison between desired output and ANFIS
output. (c) Error evolutions during the training.

The Fig. 2(b) shows the result of training during the presentation of 50 train-
ing patterns , in this figure can be seen that the output generated by ANFIS
implemented almost overlaps the desired output.

The Fig. 2(c) enhances the efficiency of training showing the evolution of errors
throughout the presentation of the 50 input patterns, in this phase occurs the
adjustment of the model parameters for maximum optimization; the prediction
errors obtained during the training were in the order of 10−6, ie, very close to the
optimal error established a priori (RMSE = 0). This explains why the desired
outputs and the out-puts generated by Neuro-Fuzzy solution during training
scores were nearly coincident, as shown in Fig. 2(b).

4.3 Validation

In some cases the training data may be corrupted or not correctly represent the
mod-eled scenario, so it is useful to validate the model. The model validation
is the process by which a set of inputs and desired output that were not used
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in training the model is presented, to see if the model adequately predicts the
output values , as a way to test the generalization capability of the resulting
system after training.

The validation is also necessary, because after a certain point of training the
model begins to decorate the set of training data, losing the generalization capa-
bility. At the beginning of training the error decreases, but when the overfitting
problem happens the error only increases. The lack of generalization is identified
by comparing the errors obtained with the training set and the validation set,
so you can properly choose the point where the model best fits the problem
under study, and the best settings for the model to achieve the desired goal. The
supply chain chosen to validate the model was the productive chain of broilers,
according what was quoted in Sect. 2.

The model validation included 19 profiles related to the drivers representative
of the productive chain of broilers of Mato Grosso Brazil, the data were obtained
from a researcher who has studied this chain, work that can be seen in [8].

The Fig. 3 presents the result to one of the profiles used in training. This
result is composed by the scores achieved by seven drivers ( ANFIS Output) ) ,
by the Final Competitiveness Index, the figure also shows the comparison of the
evaluation generated by for one of the training profiles with the desired output,
which is calculated based on the weights defined by specialists each subfactor
and drivers.

The Final Competitiveness Index (FCI) provides an overview of the compet-
itiveness performance. Details of the favorable and unfavorable factors of the
chain can be analyzed by means of scores of each driver set used in the solution,
as can be seen in Fig. 3, which shows the result obtained for the seven drivers
established.

In Fig. 3 it is possible to observe that the values obtained for the compet-
itiveness indexes of each of the seven drivers were predicted quite accurately,
because the values generated by Neuro-Fuzzy system adaptive learning were
nearly coincident with the desired output values generated by the application of
mathematical formulations directly on the input data.

Fig. 3. Example of evaluation generated by the Neuro-Fuzzy model
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5 Results Discussion

In this study were tested various configurations for the Neuro-Fuzzy model; from
these tests it was observed that the membership functions that generated the
best performance were triangular with three subsets for each subfactor.

The optimization algorithm backprobagation offered good results in training,
but the hybrid (least squares + backpropagation) yielded better results with
lower error values, in both training and validation.

After training, the solution was able to simulate the scenario under study,
receiving the input data, treating them appropriately and generating the evalu-
ation through the competitiveness indices of each driver, through the final index
of competitiveness of the chain and also through the graphics that are represen-
tative of diagnosis.

The example in Fig.3, shows that most drivers of the profile in question have
competitiveness considered neutral, and the driver 3 (Market Structures) has
been rated as critical, requiring special attention. The scores of the seven drivers
together with the Final Competitiveness Index, also neutral, show that this
example would be of a chain with low competitiveness.

6 Final Considerations

The results generated by the solution were satisfactory considering the low error
obtained in the validation tests. It was found that the Neuro-Fuzzy approach
can be a valuable tool for use in solving problems in uncertain environments.
The proposed solution can be adapted to other productive chains, considering
that the parameters of evaluation may be the same as were used in this case
study.

The resources offered by the tool are intended to assist the evaluator of the
production chains in the actions aiming at improving the competitiveness indexes
of the chain through the monitoring of drivers and subfactors that characterize
the performance of its environment. Thus, knowledge of these factors, and how
they impact the competitive performance of the supply chain are of great im-
portance for establishing business strategies and public policies to improve its
competitiveness.

The functionality of the solution that deals with the generation of suggestions
for improvement based on evaluation subfactors and drivers generated by the
Neuro-Fuzzy model has not yet been implemented.

6.1 Future Works

The simulation of the solution designed in this work were implemented exper-
imentally using tools of the MATLAB software, but final implementation of
the solution Will be made using Java programming language due to its ’char-
acteristics such as: simplicity; robustness; portability (application is platform
independent); secure; concurrent (supports concurrent applications).
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It is aimed the creation of a robust database to be used integrated with
the Java application, allowing that the collection of initial information, like the
opinion of experts and key elements of the supply chain, can be done directly
through the graphical interface of the solution, and also that the generation of
reports results, such as the suggestions for improvements to supply chain, can be
done in a manner more automated and well organized due to various graphical
features offered by Java.

It is intended the use of the computational solution to trace the competi-
tive profile of the chain of broilers in the state of Par and the proposition of
improvements.
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Appendix: Useful Materials

The files with the training data, a model of script for creation, training and
validation of Neuro-Fuzzy model created in this study, and also the table that
presents data and results of profile example in Fig. 3 can be obtained at the
following web address that are maintained by the authors:
https://www.dropbox.com/sh/423x73jsqiyvzx2/FP0W a2iql/ANFIS data englis
hVersion.rar.
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Abstract. In this work Discrete Fourier Transform (DFT) and Discrete
Wavelet Transform (DWT) were experimentally evaluated for their per-
formances as tools for dimensionality reduction in a real data set of air
traffic trajectories. Results showed that both DFT and DWT were able
to provide very expressive reduction for trajectory representation with
minimal loss of information. Overall, DWT performed slightly better re-
quiring fewer coefficients than DFT to achieve the same signal energy or
to provide the same quality of reconstruction of the trajectories.

Keywords: trajectories, DFT, DWT.

1 Introduction

Given the wealth of trajectory data made available from mobile wireless tech-
nologies, radio frequency, satellite, radar and other devices or sensors, there has
been a growing interest in trajectory data mining. Many applications such as
video surveillance [1], climate [2], animal behavior [3], location-based services [4]
and traffic control [5], use statistical methods and artificial intelligence combined
with database management to extract information from a set of trajectories.

To extract useful information from a large amount of trajectories, a repre-
sentation model is necessary to compare them efficiently. Usually, such model
should consist of a small number of trajectory features that are, at the same
time, representative and distinctive.

Literature on this subject provides some options. Knorr et al. [6] represent the
trajectories by using the coordinates of the starting and ending points; the aver-
age, minimum, and maximum values of the directional vector; and the average,
minimum, and maximum velocities. Though compact, this approach disregards
a lot of trajectory information. Lee et al. [7] build a model with line segments
between consecutive characteristic points determined by a minimum descrip-
tion length (MDL) principle for the trajectories. This scheme has the interesting
property of keeping only the relevant points where the trajectory changes its be-
havior. Eckstein [9] and Gariel et al. [8] use principal component analysis (PCA)
over resampled trajectories.

Most of the representation models found in the literature try to cope with
the complex spatio-temporal characteristics of the trajectories by dimensionality

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 670–677, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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reduction and length equalization. However, surprisingly enough, to the best of
our knowlodge there is little to none reference to the use of Discrete Fourier
Transform (DFT) or Discrete Wavelet Transform (DWT) for trajectory feature
extraction. One rare example is Naftel et al. [10], that considers applications for
event detection and surveillance and proposes to model trajectories using the
lowest order Fourier coefficients obtained by Discrete Fourier Transform.

DFT and DWT have a long history of utilization in time-series and signal pro-
cessing, especially for compression and reconstruction of signals. As such, their
application in trajectory representation is almost immediate. In this paper we
compare the results of the utilization of DFT and DWT for trajectory feature
extraction. For this study we used real trajectories of aircraft operations in a
terminal area including approach/landing and takeoff/departure with the objec-
tive of evaluate the performance of each one in terms of dimensionality reduction
with minimal loss of information.

2 Transforms Background

A transform is a mathematical operation utilized to obtain a set of coefficients
cn that describes a function f(x) in terms of a set of orthogonal functions φn(x):

f(x) =

∞∑
n=1

cnφn(x). (1)

Multiplying both sides of (1) by φm(x) and integrating gives [11]

∫
f(x)φm(x)dx =

∞∑
n=1

cn

∫
φm(x)φn(x)dx. (2)

As we postulate {φn(x)} (n = 1, 2, . . .) to be an orthogonal system, then∫
φm(x)φn(x)dx = 0, for m �= n, (3)

which reduces (2) to ∫
f(x)φm(x)dx = cm

∫
[φm(x)]2dx. (4)

The integral on the rigth of (4) is a certain constant Bm that is assumed not to
be zero. Then

cm =
1

Bm

∫
f(x)φm(x)dx. (5)

If the basis functions {φm(x)} (m = 1, 2, . . .) are a trigonometric system (1,
cosx, sinx, . . ., cosnx, sinnx, . . .), then the set of coefficients cm will be called
the Fourier coefficients of f(x). In case the basis functions are a wavelet system,
then the set of coefficients cm will be called the wavelet coefficients of f(x).
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2.1 Discrete Fourier Transform

Trajectories on a plane can be represented as a sequence s[t] of points (x[t], y[t]).
If we consider the component sequence x[t] (or y[t]) periodic with period N
so that x[t] = x[t + rN ] then it can be represented by a Fourier series that
corresponds to a sum of harmonically related complex exponential sequences,
with frequencies that are integer multiples of the fundamental frequency (2π/N)
and has the form [12]

x[t] =
1

N

N−1∑
k=0

X [k]ej(2π/N)kt (6)

where N can be interpreted as the length of the trajectory and X [k] are the
Fourier coefficients.

By making use of the orthogonality of the complex exponentials, we can de-
velop (6) in a way similar to the development of (1) to (5) at the beginning of
this section so that the coefficients X [k] are given by the relation

X [k] =

N−1∑
t=0

x[t]e−j(2π/N)kt (7)

which is called the Discrete Fourier Transform (DFT) of the sequence x[t], while
(6) is its inverse.

The great appeal of using the DFT for reducing the dimensionality can be
seen in the example shown in Fig. 1. Most of the energy is concentrated in a few
DFT coefficients at the ends of the sequences representing the low frequencies.
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Fig. 1. A real aircraft trajectory and the absolute value of the DFT coefficients
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2.2 Discrete Wavelet Transform

The word wavelet means a “small wave” that exists only in a finite domain and
is zero elsewhere. The wavelet transform designates the convolution of a signal
with the scaled and shifted instances of a wavelet that results in a collection of
time-frequency representation of the signal in various resolutions. The general
discrete representation of a wavelet is given by [13]

ψj,k(t) =
1√
sj0

ψ

(
t− kτ0s

j
0

sj0

)
, (8)

for which it is usually chosen s0 = 2 and τ0 = 1 so that sampling of the frequency
and time correspond to dyadic sampling.

Wavelet multiresolution analysis (MRA) [14] requires two basic functions: a
scaling function

ϕ(t) =
∑
n

h(n)
√
2ϕ(2t− n), n ∈ Z (9)

where h(n) are the scaling function coefficients, and a wavelet function

ψ(t) =
∑
n

h1(n)
√
2ϕ(2t− n), n ∈ Z (10)

for some set of coefficients h1(n). A signal g(t) could then be written as

g(t) =
∑
k

cj0(k)ϕj0,k(t) +
∑
k

∞∑
j=j0

dj(k)ψj,k(t). (11)

The coefficients cj0(k) and dj(k) are called the Discrete Wavelet Transform
(DWT) of the signal g(t). As was the case with the DFT coefficients, Fig. 2
shows that DWT coefficients also drop off rapidly and so is a good tool for
dimensionality reduction.

3 Method and Experimental Setup

The data set utilized in our experimental comparison is composed of real aircraft
trajectories from a terminal area. It contains a sample of 330 trajectories totaling
42,696 points of radar detections projected on a plane which covers a square area
of 40 miles side. It includes takeoff/departure and approach/landing procedures
from/to an airport located at the center (coordinates 0,0) of the area, with a
runway oriented on 17/35 headings. The quantity of points per trajectory is
summarized in Table 1.

Our evaluation consisted of two main parts. In the first part we made use of
Parseval’s theorem [12,13] that relates the energy of a signal s[t] with the energy
of the transform S[k] by ∑

t

|s[t]|2 =
∑
k

|S[k]|2. (12)
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Fig. 2. DWT decomposition from the trajectory shown in Fig. 1

Table 1. Summary of quantity of points per trajectory

Min. 1st Qu. Median Mean 3rd Qu. Max.

71 84 110.5 129.4 160 378

We calculated the energy of each trajectory as the sum of the squares of their
components. Then we computed DFT and DWT for each trajectory and ar-
ranged the coefficients in descending order of their absolute values. Finally we
determined how many coefficients from each transform and for each trajectory
were necessary to achieve some stipulated percentual values of total energy.

In the second part of our experimental evaluation we tested the performance
of each transform for trajectory reconstruction. Given an original trajectory

T = {(x0, y0), (x1, y1), ...(xK−1, yK−1)} (13)

and the reconstructed trajectory using the first d greatest coefficients

T ′(d) = {(x′
0, y

′
0), (x

′
1, y

′
1), ...(x

′
K−1, y

′
K−1)} (14)

the root mean square deviation between T and T ′(d) is given by

rmsd(T, d) =

√√√√ 1

K

K−1∑
i=0

[(xi − x′
i)

2 + (yi − y′i)2] (15)

with K being the number of points in the trajectory. The value of rmsd is
maximum when we use only one coefficient for reconstruction (d = 1) and it
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decreases as we increment d until it reaches zero at d = K. As we seek the least
rmsd value using the smallest possible number of coefficients, a penalty function
P (d) is defined which increases linearly with the number of coefficients d used
for trajectory reconstruction such that P (1) = 0 and P (K) = rmsd(T, 1):

P (d) =
rmsd(T, 1)

(K − 1)
(d− 1). (16)

Then for our given trajectory data set the problem is to find the value Di for
each trajectory Ti such that

Di = argmin
d∈{1..Ki}

[rmsd(Ti, d) + P (d)]. (17)

We repeated the above operation for both DFT and DWT, for every trajectory
covering all number of coefficients. The DFT was computed with package “stats”
and DWT was computed with package “wavthresh” [16] both in the R statistical
environment [15].

4 Results

The results from the first part of our experiments can be seen in Fig. 3. The
graphs in this figure show the percentage of the total of the trajectories that
required a determined number of coefficients to achieve the specified percentage
of total energy for the DWT and for the DFT.
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Fig. 3. Comparative density plots of the number of coefficients required for DWT(solid
lines) and DFT(dashed lines) to achieve the stipulated percentual of total energy
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The first graph in Fig. 3 shows that the DFT needs initially a smaller number
of coefficients to reach 85% of the total energy.

In other words, considering that the area below the curves represents the
percentage of the number of trajectories, in the first graph in Fig. 3 one can
observe that at 85% of total energy DFT holds most of the trajectories in the
data set with up to four coefficients while DWT includes only approximately
half of the trajectories with the same conditions.

However, as the energy requirement increases, the necessary number of DFT
coefficients increases faster than for the DWT, which remains consistently below
25 while the number of DFT coefficients for some trajectories may exceed 200
at 99.9% energy.

The second part of our experiments analysed the performance of the trans-
forms for trajectory reconstruction. The two graphs in Fig. 4 summarizes the
results obtained with the 330 trajectories in our data set. They show that in
spite of our data set contains trajectories with an average of about 130 points
and up to 378 points, both the DWT and DFT were able to perform the recon-
struction using less than 35 coefficients. DWT had a small advantage because it
used less coefficients for almost all of the trajectories reconstructions and also
kept all values virtually below 25.
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Fig. 4. Number of coefficients used for trajectory reconstruction

5 Conclusions

Trajectory data mining must deal with the difficulties imposed by the high di-
mensionality of the data. In the literature there are several options to address
this problem but there is little use of transforms that are already getting good
results in other areas for a long time. This paper presented an experimental com-
parison of the performance of DFT and DWT for dimensionality reduction on a
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real data set of trajectories of aircraft. The results showed that both provide a
good dimensionality reduction rate with a slight advantage of DWT over DFT.

References

1. Piciarelli, C., Foresti, G., Snidaro, L.: Trajectory clustering and its applications for
video surveillance. In: IEEE Conf. Advanced Video and Signal Based Surveillance,
pp. 40–45. IEEE Computer Society, Los Alamitos (2005)

2. Kim, H.-S., Kim, J.-H., Ho, C.-H., Chu, P.-S.: Pattern classification of typhoon
tracks using the fuzzy c-means clustering method. Journal of Climate 24(2), 488–
508 (2011)

3. Spampinato, C., Giordano, D., Di Salvo, R., Chen-Burger, Y.-H.J., Fisher, R.B.,
Nadarajan, G.: Automatic fish classification for underwater species behavior under-
standing. In: Proc. First ACM Int. Workshop on Analysis and Retrieval of Tracked
Events and Motion in Imagery Streams, ARTEMIS 2010, pp. 45–50. ACM, New
York (2010)

4. Lee, J.W., Paek, O.H., Ryu, K.H.: Temporal moving pattern mining for location-
based service. Journal of Systems and Software 73(3), 481–490 (2004)

5. Melo, J., Naftel, A., Bernardino, A., Santos-Victor, J.: Detection and classifica-
tion of highway lanes using vehicle motion trajectories. IEEE Trans. Intelligent
Transportation Systems 7(2), 188–200 (2006)

6. Knorr, E.M., Ng, R.T., Tukanov, V.: Distance-based outliers: algorithms and ap-
plications. VLDB Journal 8(3), 237–253 (2000)

7. Lee, J.G., Han, J., Whang, K.Y.: Trajectory clustering: a partition-and-group
framework. In: Proc. 2007 ACM SIGMOD Int. Conf. Management of Data, pp.
593–604 (2007)

8. Gariel, M., Srivastava, A.N., Feron, E.: Trajectory Clustering and an Application
to Airspace Monitoring. IEEE Trans. Intelligent Transportation Systems 12(4),
1511–1524 (2011)

9. Eckstein, A.: Automated flight track taxonomy for measuring benefits from perfor-
mance based navigation. In: Integrated Communications, Navigation and Surveil-
lance Conference (2009)

10. Naftel, A., Khalid, S.: Motion Trajectory Learning in the DFT-Coefficient Feature
Space. In: Proc. IEEE Int. Conf. Computer Vision Systems (2006)

11. Kaplan, W.: Advanced Calculus. Addison-Wesley (1971)
12. Oppenheim, A.V., Schafer, R.W.: Discrete-Time Signal Processing. Pretice-Hall

(1989)
13. Burrus, C.S., Gopinath, R.A., Guo, H.: Introduction to Wavelets and Wavelet

Transform: A Primer. Prentice-Hall (1998)
14. Mallat, S.G.: A Theory for Multiresolution Signal Decomposition: The Wavelet

Representation. IEEE Trans. Pattern Analysis and Machine Learning 11(7), 674–
693 (1989)

15. R Development Core Team: R: A language and environment for statistical com-
puting. R Foundation for Statistical Computing, Vienna, Austria (2011) ISBN
3-900051-07-0, http://www.R-project.org/

16. Nason, G.: wavethresh: Wavelets statistics and transforms. R package version 4.5.
(2010), http://CRAN.R-project.org/package=wavethresh

http://www.R-project.org/
http://CRAN.R-project.org/package=wavethresh


H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 678–687, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Classification Rule Discovery with Ant Colony 
Optimization Algorithm 

Samaira Hodnefjell1 and Ilaim Costa Junior2 

1 Federal University of Juiz de Fora, Computer Science Department, Brazil 
2 Fluminense Federal University, Institute of Computing, Computer Science Department, Brazil 

samira.cruz@gmail.com, ilaim@ic.uff.br 

Abstract. Ant Colony Algorithms has been successfully applied to solve com-
binatorial optimization problems. Subsequently applications on Data Mining 
(DM) appeared, more specifically aiming to solve classification problems. The 
Ant-Miner [3] algorithm is a good example of a solution to this problem. This 
algorithm is better than C4.5 [7] and CN2 [8]. This paper presents a new algo-
rithm which applies an innovative modeling of the foraging behavior of ants [4] 
to the Ant-Miner. As a result of this adaptation, four different versions of the 
Ant-Miner algorithm were generated, tested and compared to the original  
version using seven public domain data sets. One of the versions produced 
comparatively superior results in terms of predictive accuracy in different sys-
tem configurations. 

Keywords: Ant colony optimization, classification task, data mining,  
knowledge data base discovery. 

1 Introduction  

Since the data started being collected and stored on magnetic media, along with the 
advance of technology that allows storing an increasing volume of data, until today, 
we have seen a quantitative explosion of databases. In this scenario, a problem is 
eminent: analyzing this amount of data. 

A solution that emerged from that necessity is Data Mining. Its concept is asso-
ciated with Knowledge Discovery in Data Bases. 

Data Mining is a interdisciplinary field that relates techniques of machine learning, 
statistics and data bases. Its goal is to extract knowledge or, structural patterns, from 
data as a tool to help explain and make predictions through them. 

Such knowledge must be precise and comprehensible to the user, so that it can be 
used to making decisions. Thus, the user should be able to interpret and evaluate the 
knowledge acquired. 

There are several data mining tasks such as classification, association, regression 
and clustering. Each one of them represents a specific type of problem that demands a 
certain type of algorithm for solving it. In these terms, to design a data mining algo-
rithm, it is important first to define what task the algorithm is intended to. This paper 
will focus on the classification task. 
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The term classification refers to any context in which a decision or prediction is 
made based on information available at any given time. A classification algorithm 
should be able to make such judgments in new situations. 

An example of classification task, extracted from [5], can be seen on table 1 and 
figure 1 below. 

Table 1. Data for a classification system 

Sex Country Age Buy (goal) 

Male France 25 yes 

Male England 21 Yes 

Female France 23 Yes 

Female England 34 Yes 

Female France 30 No 

Male Germany 21 No 

Male Germany 20 No 

Female Germany 18 No 

Female France 34 No 

Male France 55 No  
 

IF (Country = “Germany”) THEN (Buy = “No”) 
IF (Country = “England”) THEN (Buy = “Yes”) 

IF (Country = “France” AND Age ≤ 25) THEN (Buy = “Yes”) 
IF (Country = “France” AND Age > 25) THEN (Buy = “No”) 

Fig. 1. Classification rules discovered from the above input data 

For the classification task the database is divided into two subsets: a training set 
(where the class is known) and a test set (the class is unknown by the data mining 
algorithm). The discovered rules are evaluated in the test set [6]. The goal is to make 
predictions on the unseen database during training. 

The reminder of this paper is organized as follows. Section 2 discusses ant colony 
optimization. Section 3 presents a review of the original Ant-Miner algorithm. Section 
4 describes the proposed modifications in Ant-Miner algorithm. Section 5 reports 
computational results evaluating the proposed algorithm, concludes the paper and 
suggests future work. 

2 Ant Colony Optimization (ACO) Algorithm 

An ACO algorithm is an agent-based system that mimics the natural behavior of  
an ant colony, including mechanisms of cooperation and adaptation. The use of  
such system as a metaheuristic was proposed in [1] and [2] to solve combinatorial 
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optimization problems. This metaheuristics has proved be versatile and robust, having 
been applied successfully to a range of different problems. 

Ants are extremely simple beings that have a limited capacity to process and ex-
change information. To reduce their efforts and exposure to hazards, it is important 
that they find the shortest path between the nest and a food source. Furthermore, it is 
important to note that path must be found without using any hierarchical order. 

In fact, in most cases, the ants can find this path and also adapt to changes in the 
environment without using visual information. This capacity has been studied exten-
sively by ethologists. Their studies reveled that, in order to exchange information 
about which path should be followed, many species of ants, like other social insects 
communicate with each other through trails of a chemical substance called phero-
mone. While traveling between the nest and the food source, the ants deposit a certain 
amount of pheromone on the ground, marking the path with a trail of this substance. 
The other ants have the ability to perceive the presence of the pheromone and tend to 
follow the path where the concentration of pheromone is higher. Thus, ants can carry 
food to the nest very effectively. 

When a path becomes obsolete by the depletion of food supply, the amount of phe-
romone that marks this path is gradually reduced by evaporation, making it less at-
tractive. This is a process of negative feedback that helps the ants to detect new paths. 

Thus the ants are able to converge to a shortest path without direct communication, 
without visual information and no hierarchical order. They modify the environment 
by depositing pheromone, thus establishing an indirect communication that will influ-
ence the behavior leading to a well defined choice of the best path to follow. This 
characteristic is a desirable property in many artificial systems. 

This paper proposed modifications based on [4] to the Ant-Miner algorithm pro-
posed on [3]. Such changes show an enhancement in the quality of the discovered 
classification rules. 

3 The Ant-Miner Algorithm 

The Ant-Miner algorithm proposed in [3] and [5] aims at discovering classification 
rules. The rules have the form: IF <term1 AND term2 AND … term N> THEN 
<class>.  

A high level description of Ant-Miner is show below: 

TrainingSet={all training cases}; 
DiscoveredRuleList = [ ];   /* rule list is initialized 
with an empty list */ 

WHILE (TrainingSet > Max_uncovered_cases) DO 
t = 1;   /* ant index */ 
j = 1;    /*convergence test index */ 
Initialize all trails with the same amount of pheromone 
REPEAT 
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Ant t starts with an empty rule and incrementally 
constructs a classification rule Rt by adding one 
term at a time to the current rule; 
Prune rule Rt;  
Update the pheromone of all trails by increasing 
pheromone in the trail followed by ant t (propor-
tional to the quality of Rt) and decreasing phero-
mone in the other trails (simulating pheromone 
evaporation)  
IF Rt is equal to Rt -1 /*update convergence test*/ 

THEN j = j + 1; 
ELSE j = 1; 

END-IF 
t = t + 1; 

UNTIL (i ≥ No_of_ants) OR (j ≥ No_rules_converg) 
Chose the Best rule Rbest among all rules Rt constructed 
by all the ants; 
Add  rule Rbest to DiscoveredRuleList; 
TrainingSet = TrainingSet – {set of cases correctly 

covered by Rbest }; 

END-WHILE 

[High-Level description of the Ant-Miner algorithm [3] ] 
The algorithm follows a sequence of steps in order to obtain an ordered list of clas-

sification rules that covers almost all training cases. In the beginning, the list is empty 
and the training set corresponds to all the training cases. In the WHILE <…> DO 
structure, all tracks are initialized with the same amount of pheromone. The execu-
tions of the REPEAT … UNTIL structure find a classification rule and during the 
iterations of the WHILE <…> DO structure each rule discovered is added to the list. 
Thereafter covered cases are removed from the training set. This process is performed 
iteratively until it reaches the limit Max_uncovered_cases (cases not covered in the 
training). 

3.1 Pheromone Initialization 

Every trail initially receives the same amount of pheromone in accordance with the 
following formula: 
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Where a is the total number of attributes and bi is the number of attribute values in the 
domain i. 



682 S. Hodnefjell and I.C. Junior 

3.2 Rule Construction 

Consider the term ij of the form Ai = Vij, where Ai is the ith-attribute and Vij is the jth 
value of the domain of Ai. The probability of the term ij being chosen to be added to 
the partial rule is given by equation 2. 
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where: 

• η
ij

is an heuristic function value dependent on the problem for the term ij; 

• )(t
ijτ is the amount of pheromone associated with the term ij at a time t, corres-

ponding to the amount of pheromone currently available at the position ij in the 
track being followed by the ant; 

• a is the total number of attributes; 

• bi
is the total number of values in the i-th field attributes; 

• I  is the set of attributes that are not used by the ants. 

3.3 Heuristic Function 

In Ant Colony Algorithms, a heuristic function is usually used together with the 
amount of pheromone information to decide which term should be added to the cur-
rent rule. For the Ant-Miner, the heuristic function is based on Information Theory 
[9]. The function is given by the following equation: 
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where: 

• a is the total number of attributes; 
• Xm receives value 1 if the attribute Ai has not been used by this ant, the value 0 

otherwise; 
• bm is the number of values in the do m-th attribute. 

3.4 Pruning Rule 

The main purpose of pruning a rule is to remove irrelevant terms that may have been 
included undesirably. A great advantage of pruning is to increase the predictive power 
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of the rules. Another advantage is the simplicity it brings by making the rule easier to 
be understood. 

The quality of the rule is calculated using the following equation: 
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where: 

• TruePos is the number of cases covered by the rule having the same class as the 
predicted by the rule; 

• FalsePos is the number of cases covered by the rule having a different class from 
that predicted by the rule; 

• FalseNeg is the number of cases that are not covered by rule having the class pre-
dicted by the rule; 

• TrueNeg is the number of cases that are not covered by the rule having  a different 
class than the class predicted by the rule. 

3.5 Pheromone Update 

After each ant completes the construction of its rule, pheromone updating is carried 
out as follows: 

 ( ) RijxQttt
ijijij
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where: 

• R is the set of terms occurring in the rule constructed by the ant at time t; 
• 10 ≤≤ Q . The higher the Q value, the better the quality of the rule. 

4 The Proposed Algorithm 

In this section we will present a new proposal for the Ant-Miner algorithm, which 
aims to improve its performance. 

The proposal is based on [4]. In this case, the way to choose the trail in which ants 
must pass is more consistent and therefore generates better results. 

Initially, the following verbal description should to be considered: “if a mass fo-
rager arrives at a fork in a chemical recruitment trail, the probability that it takes the 
left branch is all the greater as there is more trail pheromone on it than on the right 
one”. So the probability of choosing the path is [4]: 
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where: 

• D represents the difference of concentration of pheromone in the left branch and 
the concentration of pheromone in the right branch, denoted by RLD −=  and q 
is the parameter that determines the slope of curve; 

• In [4] the suggested value for q = 0.016. 

This proposal presents two possible options for choosing the path to be followed by 
the ant: 

─ In the first one, the probability that the ant choose a term ij depends only on the 
difference of pheromone concentration between the term ij and the other values of 
the domain of the attribute i. We will refer to this option as “local strategy”. The 
probability is given by: 
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─ In our second option, to avoid obtaining only optimal local solutions, the probabili-
ty of choice of the term ij will be based on the difference of pheromone concentra-
tion between the term ij and all other values in the domain of all attributes that 
have not been used bye the ant. This will be referred to as “global strategy”. Its 
probability is given by: 
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Note that, rather than one, we have two formulas for rules construction. 

4.1 Heuristic Function 

In this new approach, the probability formulas will also consider the heuristic infor-
mation. 

Hence, the difference D will be given by the difference between the product of the 

pheromone concentration and the heuristic function ( )η
ij

, therefore, we present two 

new probability formulas: 
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Note that having four different versions of the probability formula there will also be 
four versions of the algorithm. See below a general version of the modified Ant-
Miner: 

TrainingSet = {all training cases}; 
DiscoveredRuleList = [ ]; /*rule list is initialized with 
an empty list */ 
WHILE (TrainingSet > Max_uncovered_cases) DO 

 t = 1;   /* ant index */ 

 j = 1;    /*convergence test index */ 

 Initialize all trails with the same amount of pheromone; 

 REPEAT 

Ant t starts with an empty rule and incrementally  

constructs  a classification rule Rt by adding one term at 

a time to the current rule; 

  Prune rule Rt;  

Update the pheromone of all trails by increasing pheromone 

in the trail followed by ant t (proportional to the quality 

of Rt) and decreasing pheromone in the other trails  

(simulating pheromone evaporation)  

  IF Rt is equal to Rt -1   /*update convergence test*/ 

   THEN j = j + 1; 

   ELSE j = 1; 
  END-IF 
  t = t + 1; 
UNTIL (i ≥ No_of_ants) OR (j ≥ No_rules_converg) 
Chose the Best rule Rbest among all rules Rt constructed 
by all the ants; 
FOR EACH attribute i in Rbest DO 
 IF value j doesn’t show in previous rules THEN 

attraction_factori = attraction_factori + 1 /  
numAttributeValuesi; 

 END-IF 
END-FOR 
Add rule Rbest to DiscoveredRuleList; 
TrainingSet = TrainingSet – {set of cases correctly  
covered by Rbest}; 
END-WHILE 

[Ant-Miner algorithm with modifications. A new algorithm] 
 
The loop for … do included before the end … while stores information from previous 
iterations that influences the probability formulas. This is not done in the original 
Ant-Miner algorithm.  
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5 Computational Results and Discussion 

In these experiments we used seven public domain datasets repositories from the Uni-
versity of California [10]. They are Ljubjana Breast Cancer, Wisconsin Breast Can-
cer, Tic-tac-toe, Dermatology, Hepatitis, Cleveland Heart Disease and Diabetes. 

As stated previously, there are four versions of the algorithm, which according to 
the probability formulas will be referred respectively as V1, V2, V3 and V4. 

The results were collected after running each version of the program 10 times, us-
ing 10 folds cross-validation, for each dataset. Hence, the average of the accuracy 
achieved was calculated considering the results obtained in each of the 100 executions 
for each dataset. The averages are shown in the table below: 

Table 2. Comparison between Ant-Miner and the versions V1, V2, V3 and V4 

Data Set Ant-Miner V1 V2 V3 V4 

Ljubljana 73,60% +/-2,57% 75,04% +/-1,86% 75,10% +/-2,80% 76,63% +/-3,21% 74,04% +/- 2,56% 

Wisconsin 91,85% +/-1,00% 92,92% +/-0,95% 92,46% +/-0,93% 91,90% +/-0,92% 92,40% +/- 0,95% 

Tic-tac-toe 72,11% +/-1,86% 72,03% +/-1,10% 70,21% +/-1,70% 73,41% +/-1,31% 70,41% +/- 1,38% 

Dermatology 95,28% +/-1,18% 95,79% +/-0,95% 95,53% +/-1,03% 95,84% +/-1,34% 95,45% +/- 1,09% 

Hepatitis 83,67% +/-2,91% 80,01% +/-3,25% 77,78% +/-3,10% 78,41% +/-4,02% 78,65% +/- 3,75% 

Cleveland 77,99%+/-2,38% 77,41% +/-1,58% 78,25% +/-2,56% 78,09% +/-2,32% 78,16% +/- 2,23% 

Diabetes 67,16%+/-1,72% 66,48% +/-1,58% 67,23% +/-1,82% 68,69% +/-1,65% 67,74% +/- 1,82% 

 
In all experiments, the parameters were set to Min_cases_per_rule = 5 and 

Max_uncovere_cases = 10. 
The enhanced performance of the new algorithm could be observed especially in 

the version 3, in which better results were obtained for 6 of the datasets tested. This 
version associates the local strategy with the heuristic function. These combined ele-
ments have proved very effective in different system configurations. 

Future studies may be directed to determine the optimal configuration of the initial 
parameters for each data set in particular, which maximize the predictive accuracy of 
the classification rules discovered. 
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Abstract. Docking of small ligand molecules in protein active sites is
a very important and challenging problem in the structure-based drug
design field. In this work we propose a Differential Evolution algorithm
in conjunction with a multi-solution strategy for the flexible ligand dock-
ing problem. The proposed algorithm is evaluated on five highly flexible
HIV-1 protease ligands, with known three-dimensional structures, hav-
ing up to 19 conformational degrees of freedom. The docking results and
comparison with classic Differential Evolution algorithm indicate that
the incorporation of a multi-solution strategy in Differential Evolution
algorithms is very promising and can significantly improve molecular
docking accuracy.

Keywords: Flexible docking, HIV-1 Protease ligands, Differential
Evolution, Multi-solutions.

1 Introduction

Computational docking methods have gained increasing importance and have
been widely used in drug discovery and design projects [1]. Despite the great
research efforts in the docking area over the last two decades, significant chal-
lenges still remain. A critical issue in molecular docking is to handle ligand and
protein flexibility, taking into account hundreds of thousands of conformational
degrees of freedom. A number of methodologies have been proposed to include
partial or full protein flexibility in docking algorithms [2, 3]. However, this sub-
ject remains as an unsolved question, and most docking methods include only the
ligand flexibility, keeping the protein fixed in a predetermined position. In fact,
even when the fixed receptor approximation is used, docking large and highly
flexible ligands is still a considerable challenge to current docking methods [4–7].
This is due to the high dimensionality of the docking problem which considers
ligand translational, rotational and conformational degrees of freedom. So the
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dimensionality of the ligand flexible docking problem is 7+N (7 translational
and rotational degrees of freedom plus N conformational degrees of freedom as-
sociated to the number of ligand rotatable bonds). A large number of methods
have been presented and evaluated for the flexible ligand docking problem [4–12].
Despite their reasonable success rate in ligand pose prediction, most methods
cannot successfully dock highly flexible ligands [13–16]. Some recent works have
also addressed the highly flexible ligand question using different search strategies
and algorithms, including evolutionary algorithms [17–22], swarm optimization
[8] and Monte Carlo methods [14]. Nevertheless, although the hybrid swarm
optimization-local search algorithm (SODOCK) was successful in redocking ex-
periments, a much lower performance was found with the other four commonly
used docking methods evaluated (DOCK 4.0, FlexX 1.8 and the Lamarckian
Genetic Algorithm -LGA of Autodock 3.05). The Monte Carlo method used
by the RosettaLigand [14] and the LGA of Autodock 4 [23] were also unable
to successfully dock ligands with more than 10 rotatable bonds in most cases.
In a previous work, a real-coded steady-state genetic algorithm (SSGA) was
used in conjunction with a multi-solution technique, named MRTS (Modified
Restrict Tournament Selection), for docking of highly flexible ligands [24, 25].
Very promissing results were found with the SSGA-MRTS algorithm showing
that the use of multi-solution methods can be a good strategy for highly flexible
ligand docking. Recently, this strategy was implemented in a molecular docking
program named Dockthor[25], which uses a classical molecular force field spe-
cially parametrized for ligand molecules of interest in medicinal chemistry and
pharmacology.

On the other hand, the power of Differential Evolution (DE) algorithms in
solving complex optimization problems has been extensively shown in the liter-
ature, including its application to the molecular docking problem [26].

In this work we evaluate the performance of the Differential Evolution algo-
rithm in conjunction with the MRTS multi-solution technique for the flexible
ligand docking problem. The DE-MRTS algorithm was tested on a set of five
HIV-1 protease ligands with up to 19 rotatable bonds. In addition, the DE-MRTS
algorithm was also compared with the SSGA-MRTS and the classic DE algo-
rithms. We found that the proposed DE-MRTS outperforms the SSGA-MRTS
and the classic DE algorithm in terms of accuracy and success rate.

2 Differential Evolution

The Differential Evolution algorithm was proposed by Storn and Price in 1995.
Since then, an increasing number of studies regarding successful DE applications
in several optimization problems has been found in the literature [27]. The classic
DE algorithm refers to the DE/rand/1/bin variation, as described in [27]. The
classic DE algorithm starts with a random initial population. For a determined
number of generations GEN , each individual i of the population at generation g
(target vector xi

g) creates another individual (trial vector u
i
g) using crossover and

mutation operations. The mutation operation (eq. 1) consists in adding a ran-
domly selected individual to the difference between two other randomly chosen
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individuals multiplied by a factor F . The crossover operation (eq. 2) determines
which coordinates of the target vector will suffer the mutation operation in order
to create the trial vector.

vj,ig = xj,r3
g + F (xj,r1

g − xj,r2
g ). (1)

uj,i
g =

{
vj,ig if rand[0, 1] <= CR or j =jrand,
xj,i
g otherwise.

(2)

The F parameter in eq. 1 is the mutation factor specified by the user, ranging
from (0,1). The individuals r1, r2 and r3 must be different among themselves,
besides different from individual i. The CR parameter in eq. 2 is chosen from
[0,1) and controls the DE crossover. rand[0,1] is a randomly chosen number from
a uniform distribution in the range [0,1]. A randomly selected vector coordinate
jrand is also used to prevent the trial vector ui

g to be equal to the target vector

xj,i
g . At the end of each generation g the trial vector ui

g is kept to the next
generation g + 1 if its fitness is equal or better than the fitness of the target
vector xi

g. In this case, the trial replaces the target vector. Otherwise, the target
vector is retained in the next generation. In this work a steady-state version of
the classic DE algorithm is adopted [28]. In a steady-state DE the trial vector
generated at generation g is immediately tested for replacing the target vector
in the DE population at the current generation.

3 Differential Evolution for Molecular Docking

In this work two versions of the DE steady-state algorithm were implemented,
the classic DE and the DE-MRTS algorithm (DE in conjunction with the MRTS
method). The two versions were implemented in C++ programming language
and incorporated in the source code of the docking program Dockthor[25].

3.1 Solution Representation

A solution for the molecular docking problem is a three-dimensional structure of
the ligand molecule, defined by the translational, rotational and conformational
position of the ligand with respect to the protein active site. Each possible solu-
tion (individual in the population) is represented in the docking algorithms by
a chromosome with three kinds of genes: translational, rotational, and confor-
mational. The translational genes are the X, Y, Z coordinates of the reference
atom which determines the ligand spatial position. The reference atom is usually
chosen as the closest atom to the center of mass of the ligand. The rotational
genes determine the ligand rigid body rotation, fixing the reference atom. They
are represented by a quaternion, which is constituted by a rotation angle and a
unit vector, defining the rotation axis. The conformational genes are the ligand
dihedral angles associated to the rotatable chemical bonds (one gene by torsion).
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For each chromosome - a real vector in Rn - a unique ligand spatial structure
(coordinates for all atoms) can be computed. The distance between two indi-
viduals (ligand structures) is calculated by the RMSD, which is defined as the
root-mean-square-deviation between all atomic coordinates (excluding hydrogen
atoms) of those structures.

3.2 Fitness Function

The fitness function is the ligand-protein interaction energy plus the ligand intra-
molecular energy, evaluated using the non-bonded terms and the terms associ-
ated to the ligand dihedral torsions of the MMFF94 classical molecular force field
[29]. To reduce the computational cost associated to the evaluation of protein-
ligand interactions, we implemented a grid-based methodology where the protein
active site is embedded in a 3D rectangular grid centered in the protein active
site. At each grid point the electrostatic interaction energy and the Lennard-
Jones (LJ) potential terms, for each ligand atom type, are computed and stored
taking into account all protein atoms. The protein contribution at a given point
is obtained during the algorithm run by tri-linear interpolation in each 3D grid
cell. The grid dimension used is 23 Å in each direction with a spacing of 0.25 Å.

3.3 The Proposed DE-MRTS Algorithm

The DE-MRTS algorithm consists of the classical steady-state DE algorithm in
which the trial vector generated is tested for insertion into the DE population
according to the MRTS scheme [24].

The Multi-solution MRTS Method. A great number of multi-solution tech-
niques has been incorporated in DE algorithms for multi-modal function opti-
mization problems[30, 31]. However, in this work, we are particularly interested
in the performance of the DE algorithm with the MRTS multi-solution scheme
[24]. As the MRTS method was specifically designed to deal with the high modal-
ity of the fitness landscape of flexible ligand docking problems, we believe that
this strategy can be a good start option. The MRTS(Modified Restrict Touna-
ment Selection) method is based on the RTS (Restricted Tournament Selection)
method proposed by Rarik [32]. The MRTS uses the concept of insertion of new
offspring in the population replacing similar ones to promote useful diversity and
increase the algorithm search capability. In the MRTS scheme two tournaments
are made. Tn the first (resp. second) tournament w1 (resp. w2) individuals that
are better than the trial vector are drafted. The winner of the first tourna-
ment, CBetter, is the closest individual to the trial vector, among w1 individuals
drafted in the first tournament. The winner of the second tournament, CWorse
is the closest individual to the trial vector, among the w2 individuals drafted in
the second tournament.The trial vector is then inserted in the population in the
following way:
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– If the trial vector is closer to CWorse than CBetter, then CWorse is replaced
by the newly generated individual (trial vector)

– Else, if the RMSD between the trial and CBetter is greater than 2.0 Å,
then CWorse is replaced by the trial vector. Otherwise, the trial vector is
discarded.

The distance criterion RMSD < 2. Å is used to avoid an individual insertion
when a very similar and better individual already exists in a particular region
of the search space. We set w1 = w2 = 0.6, it means that the tournament size
w1 is initially equal to 60% of the individuals that are better than the trial, and
the tournament size w2 is equal to 60% of the individuals that are worse than it.
The tournament sizes w1 and w2 linearly decreases with the counter of fitness
function evaluations, until the minimum value 0.1.

4 Test Set Preparation

The experimental structures of the five HIV-1 protease-ligand complexes used
in this work were obtained from the Protein Data Bank (PDB). The number
of dihedral angles/torsions, total number of degrees of freedom (dimension) and
the PDB file code for each ligand molecule of the test set are shown in Table 1.
The structural formula of the ligands is shown in Fig. 1. All water molecules were
removed, and the PDB files were separated in two different files, one containing
the protein and the other one with the ligand structure. The protein and ligand
atom charges and the other MMFF94 force field parameters were generated by
the mmffligand and pdbthorbox tools from the Dockthor program [25].

Table 1. HIV-1 protease ligands complexes tested

Number of Total Number of PDB
Ligand Dihedral Angles Degrees of Freedom id

Nelfinavir 12 19 1OHR
DMP323 14 21 1BVE
Indinavir 14 21 1HSG
Saquinavir 15 22 1HXB
Ritonavir 19 26 1HXW

5 Results

The DE-MRTS algorithm was evaluated on a test set of five HIV-1 protease
complexes. The HIV-1 protease enzyme is a very well understood and important
molecular target in the development of drugs against the AIDS virus. Addition-
ally, the enclosed active site of the of HIV-1 protease enzyme, together with the
large conformational flexibility of the ligands considered, makes this test suite a
good challenge to docking algorithms [24, 33]. To evaluate the performance of the
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DE algorithm in conjunction with the MRTS method, we compared it with the
classic DE/rand/1/bin steady-state algorithm and also with the SSGA-MRTS
algorithm implemented in the Dockthor program. The SSGA-MRTS uses five
genetic operators and an adaptation method to set operator probabilities. A de-
tailed description of the SSGA-MRTS algorithm can be found in [24, 25, 33].
All the results were averaged in 30 independent docking runs. For each run, for
each one of the three algorithms, the initial populations were generated using
a uniform random number distribution with the same random seeds. For all al-
gorithms the population size (NP) has been fixed to 100 individuals, whereas
the maximum number of fitness function evaluation (maxNFEs) has been set to
5.0x105. The DE control parameters used in the two algorithms were F = 0.5
and CR = 0.5.

Fig. 1. Structural formula of the HIV-1 protease ligands: (a) DMP323, (b) Saquinavir,
(c) Indinavir, (d) Nelfinavir and (e) Ritonavir. The dihedral angles and the reference
atoms are shown by curved arrows and right arrows respectively.

Docking success was measured in terms of the RMSD between a ligand pose
found by the algorithm and the experimental structure (obtained from the PDB
file). In this work, a ligand conformation with a RMSD value less than 2.5 Å from
the experimental structure was considered a success. The success rate (SR) was
obtained considering the percentage of the lowest energy structures with RMSD
value less than 2.5 Å in 30 independent docking runs for each case. Besides the
success rate, in order to compare the performance of the two implemented algo-
rithms, we also adopt the following measures: accuracy and robustness. Accuracy
is related to the RMSD values of the lowest energy solutions. Smaller the ob-
tained RMSD value, more accurate is the algorithm. The second measurement is
related to the averaged energy values. The algorithm is considered robust if the
averaged best energy values are close to the lowest energy value found. It means
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Table 2. Comparison of docking results for DE classic, DE-MRTS and SSGA-MRTS
algorithms

Best RMSD Average Average Success

Ligand Algorithm Energy (BE)a BEb Energya RMSDb Ratio (%)c

Nelfinavir DE classic 125.67 1.81 190.47 (38.99) 2.36 (0.61) 83.
DE-MRTS 60.10 1.76 61.24 (5.36) 1.81 (0.07) 100.
SSGA-MRTS 60.28 1.80 85.59 (21.72) 3.43 (2.36) 57.

DMP323 DE classic 71.99 1.59 72.02 (0.03) 1.59 (0.02) 100.
DE-MRTS 72.01 1.60 72.05 (0.05) 1.59 (0.0) 100.
SSGA-MRTS 72.14 1.60 74.08 (7.43) 3.017 (2.9) 80.

Indinavir DE classic 163.72 1.45 331.33(81.20) 3.46 (1.86) 30.
DE-MRTS 70.28 0.67 90.92 (15.41) 1.88 (1.45) 73.
SSGA-MRTS 71.40 1.07 97.25 (14.32) 4.56 (3.76) 43.

Saquinavir DE classic 221.18 2.00 326.82 (47.41) 2.48 (0.87) 63.
DE-MRTS 78.78 0.59 81.40 (8.39) 0.71 (0.32) 100.
SSGA-MRTS 79.28 0.93 106.22 (15.75) 4.32 (3.55) 47.

Ritonavir DE classic 323.55 6.10 588.24 (127.31) 6.29 (2.14) 0.0
DE-MRTS 74.74 5.08 207.55 (117.47) 5.58 (1.56) 3.
SSGA-MRTS 28.96 1.20 56.16 (12.86) 6.79 (3.43) 10.0

aEnergies in Kcal/mol. b RMSD in Å.cSuccess rate for lowest energy solutions with
RMSD < 2.5 Å in 30 docking docking runs. Standard deviations are given between
parentheses.

that the algorithm can find solutions close to the best one in each independent
docking run.

Docking results for the classic DE, DE-MRTS and SSGA-MRTS algorithms
are shown in Table 2. The classic DE algorithm exhibits reasonable performance
for the ligands of this test set. The best success rates (SR) are obtained for the
ligands DMP323 and Nelfinavir. This two ligands are the easiest docking cases
of this set. Nelfinavir has the lowest number of dihedral angles and DMP323
exhibits symmetry and a lower dependence among its conformational degrees of
freedom (see Fig. 1). For the other three more challenging ligands, the classic
DE algorithm exhibits a poorer performance, with SR of 0.% for Ritonavir lig-
and and of 30.% and 63.% for Indinavir and Saquinavir, respectively. A similar
performance is observed in relation to the average energies in comparison to the
lowest energies. The average energy values are closer to the lowest energy values
only for the ligands DMP323 and Nelfinavir. Interestingly, with the exception of
Ritonavir and indinavir, for all ligands tested the RMSD values (of the lowest en-
ergy and the average) obtained by the DE classic algorithm are below 2.5 Å. The
DE-MRTS algorithm exhibits very good performance for the ligands of the test
set, excepting the Ritonavir ligand. A SR of 100.% was obtained for the ligands
DMP323, Nelfinavir and Saquinavir, and a SR of 73.% for the Indinavir. For Ri-
tonavir, the largest and more flexible ligand, the DE-MRTS algorithm obtained
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3.% of SR. For all ligands the average energy values are closer to the lowest
energy values, excepting Ritonavir and Indinavir ligands. The RMSD of the
lowest energy and average RMSD obtained by the DE-MRTS algorithm are
below 2.0 Å for the ligands DMP323, Nelfinavir, Saquinavir and Indinavir. If
we compare the two DE based algorithms, DE-MRTS obtained a SR higher
than classic DE for three of the five ligands tested (Nelfinavir,Indinavir and
Saquinavir). The energy and RMSD values obtained by DE-MRTS for these
ligands are also much lower than the values obtained by the classic DE algorithm.
No difference in the performance of classic DE and DE-MRTS was observed for
the ligand DMP323, the easiest docking case tested. However, for the Ritonavir
Ligand, the most complex one, despite the poor SR obtained by classic DE and
DE-MRTS, the energy and RMSD values obtained with DE-MRTS are much
lower than the ones obtained with the classic DE algorithm.

Comparing the DE classic and DE-MRTS algorithms with SSGA-MRTS we
observe that the SSGA-MRTS performance is worse than both algorithms for
Nelfinavir and DMP ligands. However, for Indinavir and Saquinavir, the SSGA-
MRTS algorithm outperforms the classic DE algorithm in terms of energy values
and also SR in the case of the Indinavir ligand. The best overall performance
was found with the DE-MRTS algorithm. Interestingly, for Ritonavir ligand the
best energy and RMSD values were obtained with the SSGA-MRTS method,
with a SR of 10.%.

5.1 Effect of Varying Parameters

The effect of varying the population size and the maximum number of fitness
function evaluations in the DE-MRTS and DE classic algorithms was verified for
the Indinavir ligand. All the other parameters were fixed as in table 2 and one
of the specific parameters, NP or maxNFEs, was varied. The results are shown
in Table 3.

When the population size and the maximum number of fitness function eval-
uations are varied we also observe a much better performance of the DE-MRTS
in comparison with the DE classic algorithm. Increasing the population size to
250 and 500 we observe a decreasing performance of the DE-MRTS algorithm.
The success rate decreases to 70.% and 50. %, respectively for NP =250 and NP
=500. The energy and RMSD values (lowest and average) are also worse than
the ones obtained using NP=100. For DE classic algorithm a slightly better SR
is observed with NP=250. However, energies and RMSD values are worse than
when NP=100 is used. When NP=500 the results are also worse than when using
NP=100 and NP=250.

The same behaviour as described above (none improvement increasing NP)
was also observed for all ligands of this test set (results not shown). However,
when we analyse the final DE population of the two algorithms, we note a high
number of distinct solutions that increases with increasing population sizes. So,
we believe that this behaviour is due to a poorer convergence of the algorithms
when the population size is increased, once that the maxNFEs parameter is fixed
in 5.0x105.
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Table 3. Effect of varying parameters for Indinavir

Varying Value Best RMSD of Average Average Success
parameter Energy (BE)a the BEb Energya RMSDb Ratio (%)c

DE MRTS

NPd 100 71.28 0.67 90.92 (15.41) 1.88 (1.45) 73.
250 126.68 0.97 188.55 (37.43) 2.553 (1.29) 70.
500 146.99 1.21 332.35 (75.14) 3.09 (1.26) 50.

maxNFEse 2.5x105 80.62 0.93 137.27 (49.11) 2.68 (1.59) 30.
5.0x105 70.28 0.67 90.92 (15.41) 1.88 (1.45) 73.
1.0x106 67.68 0.70 78.46 (12.59) 1.41 (1.35) 83.

DE Classic

NPd 100 163.72 1.45 331.33 (81.20) 3.46 (1.86) 33.
250 292.95 1.80 421.65 (67.57) 3.70 (2.09) 40.
500 317.21 4.91 507.38 (95.99) 3.49 (1.84) 30.

maxNFEse 2.5x105 259.40 2.35 453.81 (94.50) 3.69 (1.68) 30.
5.0x105 163.72 1.45 331.33 (81.20) 3.46 (1.86) 33.
1.0x106 173.10 4.02 244.70 (36.57) 2.79 (1.10) 60.

aEnergies in Kcal/mol. b RMSD in Å.cSuccess rate for lowest energy solutions with
RMSD < 2.5 Å in 30 docking docking runs. Standard deviations are given between
parentheses. dmaxNFEs set to 5.0x105. eNP set to 100.

If the maxNFEs parameter is set to 2.5x105 (keeping NP=100), we observe a
decrease in the sucess rate, and a higher energy and RMSD values, in comparison
with the reference value maxNFEs=5.0x105, for both DE classic and DE-MRTS
algorithms. However, when the maxNFEs parameter is increased to 1.0x106,
higher success rates are obtained with DE classic and DE-MRTS. Lower averaged
energies and RMSD values are also obtained with both algorithms.

6 Conclusion

The performance of two DE based algorithms (DE-MRTS and classic DE) were
evaluated for the flexible ligand docking problem.We concluded that the use of the
MRTS method can improve significantly the DE performance in flexible docking
problems. In addition, comparison of the DE-MRTS with the SSGA-MRTS algo-
rithm, with the parameters used in this work, shows that DE-MRTS outperforms
SSGA-MRTS for all ligands tested, with exception of Ritonavir. Moreover, the
obtained results indicate that the DE-MRTS method is very valuable in order to
develop a faster, more robust and accurate docking methodology to be definitely
incorporated in the next versions of the Dockthor program. In this sense, more ex-
tensive studies using a more diverse set of ligand-protein complexes and different
algorithm parameters (e.g., population size, CR, F) are needed.
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Abstract. This paper presents a fault identification system for dou-
bly fed induction generator (DFIG). It considers cases of single phase
short-circuits and load switching. The system uses the fast fourier trans-
form (FFT) to preprocessor data, which consist by the stator line cur-
rents. The principal component analysis (PCA) is employed to reduce
the dimensionality of the output data of FFT and the fault identifica-
tion is made by means of artificial neural network (ANN). Also, a post-
processing (PP) is employed in order to increase the network reliability,
which reduces the error of ANN. The system is simulated in the MAT-
LAB simulation software using a database with different voltage, speed
and load. The results show that the system with PCA, FFT and ANN
has a good performance and accuracy with the PP to fault identification
in the DFIG.

Keywords: Neural network, Fault identification, Fast fourier transform.

1 Introduction

Generation at constant speed has been used with synchronous generator, where
the generator output frequency is controlled by the control of primary mover.
However, the mechanical time constant is very high if compared to frequency of
the grid . This could be a problem during transient and disturbances like grid
short circuit, so the frequency can be easily desynchronized.

Modern high power wind turbines have mechanical variable speed, or so called
variable speed generation. The advantage of this topology is a flicker reduction if
compared to constant speed generation, and a four-quadrant active and reactive
power capabilities [1]. The doubly-fed induction generator (DFIG) is widely used
in variable speed generation. The main advantage of this kind of machine is that
the power of the converter connected to the rotor winding is rated in 25-30% of
the total power of the machine [2]. This is a major factor in order to reduce the
generation system overall cost if compared to the systems where converters have
the same power capabilities of their machines, or total power converters.
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The commonly topology of DFIG voltage and frequency control is by vectorial
machine field decomposition, or vector control, for short, as it offers independent
control of field and high torque dynamics [3].

During normal lifetime, DFIG is submitted to critical situations. External
short-circuits occurs frequently and causes excessive heating and increases ma-
chine currents and causes torque ripple. This can damage electrical equipment
as well as the generator itself, thus they need to be effectively protected from
such faults. Therefore, monitoring the electrical system from faults is far impor-
tant as promptly protection actions increase machine reliability, increasing its
operational life and reduces preventive maintenance frequency.

There are some works that aim fault identification for DFIGs. For example,
in [4] FFT is used to identify different kinds of faults. In [5], different kinds of
DFIG internal faults are identified, such as short-circuit in the stator coils. In [6]
faults are determined using nonlinear models to estimate the currents values of
the machine.

The main goal of this work is to determine a system for fault identification
with fast response, 5/4 cycle of the frequency of grid. As fault identification is too
critical, system identification reliability is very important, so the identification
is subdivided in pre-identification process and a confirmation process.

The paper is organized as follow: in the first section, it’s shown the orthogonal
transformations applied to the DFIG and the vector control in mechanical vari-
able speed operation; in the second section, it’s shown a system for identification
using a pre-processing with FFT and neural networks; and finally, some results
of simulation of fault identification are shown and discussed.

2 Transformation Vector

The DFIG can be represented by a machine with three stator coils out of phase
by 120◦ (electrical), and by three rotor coils out of phase by 120◦ (electrical). The
equations that represent the machine are dependent on the mechanical position
of the rotor, which shows field interactions between rotor and stator.

The commonly used orthogonal transformation in machine equation, i.e., αβ
and dq transformations, are of great value once they simplify machine equations
in three phase mode, reducing its order, and also gives a reasonable feeling
about the interactions between machine fields and currents. This is a fact that
facilitates control design of DFIG, as well as electrical machines in a general way.
Eventually, the three phase equations are replaced by two sets of equations (for
αβ axes or for dq axes), but now, out of phase by 90◦ (electrical).

The final axes that are used are the dq axes, so αβ axes are intermediate, and
can be omitted in transformations. The dq axes are not fixed, differently from
αβ which are fixed in stator, they can be placed in any angle reference, in the
mechanical position of the rotor, in the rotor field, in the air-gap resulting field,
etc. The used reference for dq angle depends on which control topology will be
used.
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The equations of the machine in axis with the a generic speed ωλ, in matrix
form are shown in the equations 1 and 2 [10].

vS = RSiS +
d

dt
ΨS + jωλΨS (1)

vR = RRiR +
d

dt
ΨR + j (ωλ − Pωmec)ΨR (2)

Where:

vS e vR: stator voltage vector and rotor voltage vector, respectively;
RS e RR: vector of resistances in the stator an rotor, respectively;
iS e iR: vector of currents in the stator an rotor, respectively;
ΨS e ΨR: vector of stator and rotor flux, respectively;
P : number of poles of the machine;
ωmec: mechanical rotor speed; and
ωλ: generic reference speed.

3 Vector Control of DFIG

The vector control can decouple voltage and frequency of the DFIG with me-
chanical variable speed and has the advantage of no necessity of magnetic flux
measurement or estimation, so it prevents errors caused by noise measurements
on the stator voltage [11].

Basically, there are two types of vector control. The first is called indirect
control, where the voltage is controlled by the stator flux. The second is called
direct control, where the output voltage is controlled by your own value in the
stator [3]. This paper uses the direct control.

The direct vector control is divided in two parts, frequency control and voltage
control.

3.1 Frequency

The frequency of stator voltage depends on the frequency of the resulting stator
flux. Thus, if the speed of the axes dq with the values of flux has the synchronous
speed, the same happens with the frequency. This control makes possible to keep
control of frequency independently of mechanical speed and load.

3.2 Voltage

The direct vector control is performed by means of the output voltage modulus.
When stator flux is in the dq axis with the synchronous speed, the equations 1
and 2 are written according to the equations 3 and 4.

vds = Rsids + Ls
dids
dt

+ Lm
didr
dt

(3)

vqs = Rsiqs + ωsLsids + ωsLmidr (4)
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LS e Lm: stator inductance and mutual inductance, respectively;

Observing the equations 3 e 4, the stator voltage depends on the stator currents
iqs, iqr and idr. The stator currents are considered disturbances which depend
on the load and are independent of the control. Thus, the component idr is
considered a control variable.

The another variable of control, iqr, is responsible by the machine electromag-
netic torque which is contrary to the external mechanical torque.

3.3 The System of Identification

The system of single phase short-circuit identification is shown in Fig. 1.

Fig. 1. System Indentificationf Diagram

The inputs are the stator line-currents of each phase. Under normal machine
operation, i.e., with no faults, these values are sine functions. Those signals are
preprocessed by means of fast fourier fransformer (FFT), which converts the
signal in the time domain to the frequency domain.

The amount of harmonic contents is reduced by analysis of frequency by means
of principal components analysis (PCA), reducing the dimension of input data
and eliminating the harmonics that are not important to the identification.

The identification of fault is made with artificial neural network (ANN). The
ANN topology chosen is a perceptron multilayer. The training algorithm is the
Levenberg-Marquard, using the Matlab. Each of the phases has two fault identi-
fications. One is in 1/4 of cycle of the frequency and the other is in 5/4 of cycle
of the grid frequency.

The post-processing (PP) is a way of increasing network reliability. In load
switchings the stator current has abrupt variation and the network can indicates
faults in some ocasions. Noises and different sequences of events in database
for training can confuse the network and may have conflicting outputs with
duplicate indication of fault. In the PP, a fault is identified in 1/4 of cycle. After
more one cycle, there is a confirmation if the fault really have occurred. This
decreases the error of the network in adverse conditions.

3.4 Simulation and Results

In order to build a database with numerous fault conditions, 275 operational
conditions have been simulated. Each of one has different speed, load and voltage
values. The training process, validation and test of ANN has about 20.265 data.
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Fig. 2. Harmonic contents

The ANN with the best performance has 9 neurons in the input layer, 10 in
the hidden layer and 7 in output layer.

The figure 2 shows the harmonic content for phase A and B in a short-circuit
in phase A to neutral. The x-axis has the harmonic order. The PCA reduced the
order of the input until the seventh harmonic. The FFT preprocessor normalized
the amplitude values by the highest value within the three currents.

As a case study, in order to analyse the proposed identification system, a
generator is connected to two loads, A and B. Considering t = 1s, a fault occurs
in a phase A in the load B. The short-circuit remains for one second and in
t = 2s the load B is isolated. Thus, in t = 2s the generator is connected only to
the load A.

Fig. 3 shows graphics using fault identification in 1/4 of cycle in one step and
using the method proposed here, in 5/4 of cycle, using two steps. The output
is relative to the phase A. As no fault occurs in phase A, the output must be
always zero, once a value different of zero indicates a fault.

Fig. 4 shows graphics with a identification in 5/4 of cycle using one step and
another using two steps, as proposed in this work. The output is relative to the
phase B. As the fault occurs in phase B, the value has to be one, indicating a
fault.

Fig. 5 shows the line-current in phase A (above) and the output fault identifi-
cation for the same phase (bellow). Approximately two cycles after fault in phase
A are shown in the graphics, thus it is possible to observe the time response of
the proposed identification system.
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Fig. 3. Comparison of different topologies. Above: fault identification in 1/4 of cycle,
using one step; bellow: fault identification in 5/4 of cycle, using two steps.
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Fig. 4. Comparison of different topologies. Above: fault identification in 5/4 of cycle,
using one step; Bellow: fault identification in 5/4 of cycle, using two steps.
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Fig. 5. Analysis of fault in phase A. Above: instantaneous current of phase A; bellow:
output fault identification of the proposed method.

4 Conclusion

This paper proposes a method for fault identification in loads fed by doubly-
fed induction generators. Basically, the proposed method has two steps: a pre-
processing, which is composed by algorithms of principal components analysis,
neural network and fast Fourier transform; and a post-processing which consists
in the application of new phase current measurements in 5/4 of cycle, so this step
is responsible to decrease the error of the ANN, increasing its reliability in fault
detection. Also this confirmation step is obtained from a network output which is
independent from the network of first step. The method has good performance
and it does not give false fault identification when using the database of the
simulation.

It is observed that identification with two steps eliminates some false fault
detection errors that occurs mainly after load switching where the stator currents
has an abrupt changes.

The fault identification can also be used to indicate some extra action to the
control of the generator, in addition to protect equipment and the generator. As
DFIG has control to the magnitude a angle of the magnetic flux, it’s possible
do some action to decrease the effect of the fault in the generator after its
identification.
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Abstract. In pharmaceutical technology the study of rheological behavior of
powders is an important step in pre formulation of solid dosage forms. These
studies, particularly the flow behavior of powders, is an exhausting and very time
consuming task, which requires tools that render this process faster while main-
taining accuracy. The self-organizing map (SOM) is tool in the exploratory phase
of data mining. It projects data from input space to low-dimensional regular grid
which may be effectively utilized to visualize and explore properties of the data.
This paper applies self-organizing map and K-means in order to analyze rheolog-
ical characteristics of pharmaceutical solid excipients and their binary mixtures
e.q. attapulgite, a natural clay candidate to solid excipient. Self-organizing map
was able to classify effectively the excipients in ordered and coherent groups and
classified attapulgite as a characteristic grouping having properties far distinct
from the other groups of excipients. SOM enabled a reduction of experiments via
exploratory data analysis about the rheological behavior of these powders.

Keywords: SOM, k-means, unsupervised networks, pharmaceutical solid excip-
ients, attapulgite.

1 Introduction

Solid dosage forms such as tablets and capsules are the most frequently used and one of
the most widely researched dosage forms due the patient compliance, cheap technology
and high physicochemical stability [1]. Development of these pharmaceutical formula-
tions depends greatly on the properties of their raw materials, particularly excipients
e.g. diluents, fillers, lubricants, disintegrants; glidants; etc. Since manufacturing pro-
cess of solid dosage forms requires the flow of a specific quantity of powder to a specific
volume, good flow properties are therefore prerequisite for successful manufacturing.
These properties are strongly dependent on factors such as size and shape of particles;
adsorption of fluids (particularly air) and other contaminants on the surface; cohesive
forces between particles; and bulk density of these powders. Indices of flowability are
given by Hausner ratio (FH), Carr index (IC) and repose angle (α), whose acceptable
values are ranging from 1.2 to 1.5 for FH; 5 up to 20 for IC; and below 40 for α ([2]).
Both IC and FH are based on decrease of powder volume after tapping and so they give
good indirect prediction of flowability of powder pharmaceutical raw materials.
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Due to varied mineral composition, clays have different functions in the pharmaceu-
tical field which includes their use as excipient. attapulgite clay is a magnesium silicate
complex consisting of elongated and fibrous crystals whose functions are reported as
adsorbent, disintegrant, carrier and release agent in solid formulations. However be-
cause it is a mineral from natural sources, its composition varies greatly and hence its
excipient properties, particularly their rheological properties, must be elucidated before
being proposed as excipients in solid formulations [3–8].

Data mining is a part of the process of knowledge discovery on multivariate data
where unsupervised methods have found wide application. methods such as cluster-
ing techniques aim to find a valid and suitable organization for a set of multivariate
data based on similarity between patterns [9]. Self-organizing maps (SOM) or Kohonen
maps are the most important neural networks for data visualization and unsupervised
classification. These properties can be exploited in various stages of development of a
pharmaceutical formulation and also for sorting mixtures of excipients or solid carriers
in accordance with specific properties. Accordingly, we evaluate the ability SOM maps
in clustering of solid pharmaceutical excipients and particularly in the classification of
attapulgite according to rheological properties e.g. IC and FH.

2 Clustering and Visualization Using SOM

The Self-Organizing Map (SOM) is a clustering and data visualization technique based
on a neural network. As with other types of centroid-based clustering, the goal of SOM
is to find a set of prototypes and to assign each object in the sample of dataset to the
prototype that provides the best approximation. SOM is a clustering technique that en-
forces neighborhood relationships on the resulting prototypes. Because of this, clusters
that are neighbors are more related to one another than clusters that are not. Such rela-
tionships facilitate the interpretation and visualization of the clustering results.

2.1 Self-Organizing Map Algorithm

The Self-Organizing Map algorithm is an unsupervised neural network that projects
data according to a two-dimensional grid trying to preserve at most the input data topol-
ogy in the output space. Neurons compete for each input pattern. The winning neuron
updates itself and neighbor neurons. The effect of topology preservation is that similar
data and clusters would be projected close to each other in the output space. The number
of nodes in SOM array depends on the requirement to be able to best represent the input
data vector set. Given the input data x and the vector m associated with each neuron,
the best match unit c (BMU) represents the weight vector with the smallest distance to
x [10]

‖x−mc‖= min
i
{‖x−mi‖} (1)

where ‖ · ‖ is a distance measure (usually Euclidean). Next step of process, the weight
vectors of the BMU as well as its neighboring nodes are moved closer to the input
vector. The value of the attraction is driven by the learning rate. The SOM update rule
for each weight vector i is

mi(t + 1) = mi(t)+ hci(t)[x(t)−mi(t)] (2)
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Where t denotes time, x(t) is the input vector randomly drawn from the input data set
at time t and hci(t) is the neighborhood kernel around the winner unit c at time t, a non-
increasing function of time and the distance between unit i and BMU, further combining
the learning rate α(t):

hci(t) = α(t) ·h(‖rc− ri‖, t) (3)

Where rc and ri are positions of neurons c and i on the grid generated.In sequence, The
learning rate and neighborhood radius gradually decrease to zero according to a speci-
fied decay function. A number of SOM variants and improvements have been proposed
since [10].

2.2 Visualization

A number of methods for visualizing data relations in a trained SOM have been pro-
posed, including multiple views of component planes, mesh visualization using projec-
tions and 2D and 3D surface plots of distance matrices [10, 11]. The basic SOM output
information for an input pattern is the index of the winner neuron. Neuron activity, the
number of associated patterns to a neuron, usually is also taken in consideration. SOM
visualization is traditionally performed using the U-matrix [12], which enables the vi-
sualization of inter neuron’s distances in a 3-D surface landscape or a monochromatic
image. It had been used as an interactive aid for exploration of cluster’s borders, which
appears as high values in the U-matrix. Similar neighboring neurons will present small
inter distances and therefore will appear as valleys in the landscape. However in some
cases U-matrix visualizations may be noisy and cluster borders not clear. Some affect-
ing factors are the complexity of map embedding in high dimension, interpolating units
and other factors, such as dimension mismatch in input data and SOM topology [13].

The unified distance matrix (U-matrix) shows distances between prototype vectors of
neighboring map units. Because they typically have similar prototype vectors, U-matrix
is actually closely related to the single linkage measure. A U-matrix is constructed on
top of a two-dimensional SOM grid. Let n be a neuron on the map, Wi be the set of
immediate neighbors on the map, wi the weight vector associated with neuron i, then:

U-height(i) = ∑
j∈Wi

d(wi,wj) (4)

Where d(x,y) is the distance for input data space. The U-matrix is a display of the
U-heights on top of the grid positions of neurons on the map. A U-matrix is usually
displayed as a color level picture [14].

Vesanto and Alhoniemi [15] described both hierarchical agglomerative clustering
and partitioning clustering using k-means for clustering of SOM. The experiments indi-
cated that clustering the SOM instead of directly clustering the data is computationally
effective approach. Other possible approaches for automated segmentation of SOM in-
clude usage of mathematical morphology operations, such as filtering and watershed
transform on the U-matrix [16, 17]. Costa et al. [16–18] presented methods to detect
automaticaly regions of neurons related to clusters in high dimensional space.
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Table 1. Pure excipients

LABEL CODEWORD EXCIPIENT OR MIXTURE OF EXCIPIENTS
5 ATP Attapulgite
6 CMC Microcrystalline Cellulose
7 LCT Lactose
8 EMG Magnesium Stearate
9 TLC Talc
10 MC101 Microcrystalline Cellulose

3 Experimental Process and Dataset

3.1 Experimental Process

Samples of attapulgite were collected from natural deposits in the region of Guadalupe
in the state of Piauı́, Brazil. Talc (Magnesita SA), magnesium stearate (Stearinerie
Dubois), lactose monohydrate (Blanver), microcrystalline cellulose (Microcel 101 R©,
Blanver), colloidal silicon dioxide (Aerosil 200) were used in pharmaceutical grade
(2). Excipient mixtures were prepared manually by geometric dilution in the propor-
tions showed in table 2. Bulk and compacted densities (Dap and DC respectively) were
obtained by the ratio between bulk (V0) or tapped volumes (10, 500 and 1250 taps) oc-
cupied by 30g of powder, by using a powder compactor (Nova tica 303-D1. V10 and
V500) were chosen as bulk and compacted volume, respectively. Hausner ratio (FH),
Carr index (IC) and repose angle (α) were calculated by the following functions:

FH =
Dc

Dap
(5)

IC =
(Dc−Dap) ·100

Dc
(6)

tanα =
h
r

(7)

The database is used consisting of 900 samples for 9 attributes described and subdivided
into 30 types of substances.

The database can be divided in two wide groups, according to the kind of substance.
One of the groups is composed by pure substances 1, while the other one is constituted
by the combination of those pure substances in proportions recommended in [2]. See
Table 2.

The attributes of database match mass and the volume of the sample (V0), the vol-
umes of the sample after undergoing the compacting (V10,V10, V500, V1250), bulk density
(BD), the compacted density (DC), Carr index (CI) and Hausner ratio (FH), more in-
formation about the data we can see in Table 3.

1 European Pharmacopoea 2000.
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Table 2. Excipients and their mixtures

LABEL CODEWORD EXCIPIENT OR MIXTURE OF EXCIPIENTS
11 CMC/ATP 99/1 Microcrystalline Cellulose / Atapulgite 99% / 1%
12 CMC/ATP 98,5/1,5 Microcrystalline Cellulose / Atapulgite 98,5% / 1,5%
13 CMC/ATP 98/2 Microcrystalline Cellulose / Atapulgite 98% / 2%
14 CMC/TLC 99/1 Microcrystalline Cellulose / Talc 99% / 1%
15 CMC/TLC 98,5/1,5 Microcrystalline Cellulose / Talc 98,5% / 1,5%
16 CMC/TLC 98/2 Microcrystalline Cellulose / Talc 98% / 2%
17 CMC/EMG 99/1 Microcrystalline Cellulose / Magnesium Stearate 99% / 1%
18 CMC/EMG 98,5/1,5 Microcrystalline Cellulose / Magnesium Stearate 98,5% / 1,5%
19 CMC/EMG 98/2 Microcrystalline Cellulose / Magnesium Stearate 98% / 2%
20 LCT/TLC 99/1 Lactose / Talc 99% / 1%
21 LCT/TLC 98,5/1,5 Lactose / Talc 98,5% / 1,5%
22 LCT/TLC 98/2 Lactose/Talc 98% / 2%
23 LCT/EMG 99/1 Lactose/Magnesium Stearate 99% / 1%
24 LCT/EMG 98,5/1,5 Lactose/Magnesium Stearate 98,5% / 1,5%
25 LCT/EMG 98/2 Lactose/Magnesium Stearate 98% / 2%
26 LCT/AER 99/1 Lactose / Aerosil 99% / 1%
27 LCT/AER 98,5/1,5 Lactose / Aerosil 98,5% / 1,5%
28 LCT/AER 98/2 Lactose / Aerosil 98% / 2%
29 CMC/AER 99/1 Microcrystalline Cellulose / Aerosil 99% / 1%
30 CMC/AER 98,5/1,5 Microcrystalline Cellulose / Aerosil 98,5% / 1,5%
31 CMC/AER 98/2 Microcrystalline Cellulose / Aerosil 98% / 2%
32 LCT/ATP 99/1 Lactose / Atapulgite 99% / 1%
33 LCT/ATP 98,5/1,5 Lactose / Atapulgite 98,5% / 1,5%
34 LCT/ATP 98/2 Lactose / Atapulgite 98% / 2%

Table 3. Statistical information about the database

ATTRIBUTE MINIMUM MAXIMUM STANDARD DEVIATION MEAN
mass 29.9997 30.0004 0.0002 30.0001

volume (V0) 39 1303 132.4637 83.6722
volume (V10) 37 123 23.6594 64.4444
volume (V500) 32 100 16.2303 51.6222
volume (V1250) 31 86 14.8677 50.5472

bulk density 0.2439 0.810819 0.1933 0.5339
compacted density 0.4054 0.937509 0.1811 0.6408

Car index 4.0000 41.2844 9.7990 18.3387
Hausner ratio 1.0417 1.703125 0.1616 1.2435

3.2 Self Organizing Map Settings

We use self-organizing map with the following settings: a 15x6 grid size, the initializa-
tion of the codebook method choosen was the linear method and the neighborhood func-
tion choosen was Gaussian. The tool was to implement MATLAB R© (version 2011th for
Linux) and SOM Toolbox Version 2.0 [14].
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4 Result and Discussion

The U-matrix graph (figure 1) shows two main clusters, where the blue is concerned to
lactose and its mixtures and the green is concerned to cellulose and mixtures thereof
(label 6 and 7 in table 1, respectively); in their neighborhoods can be recognized two
additional clusters plotted in orange and green. As visualized in the distance matrix,
the two major clusters are clearly separated by a region of low-density of patterns,
suggesting a classification of excipient species into two large main groups, the lactose
group and the cellulose group.

Fig. 1. U-matrix containing grouping class of excipients

Cellulose and lactose are both diluents in tablet and capsule formulation, but despite
this the flow properties of cellulose are different and quite poorer than those of lactose.
As cellulose and lactose were widely majority in their respective mixtures, the flow be-
havior of these mixtures assumes similar behavior to the major excipient and it follows

(a) A: K-means with two centers (b) B: K-means with three centers

Fig. 2. K-means result (k=3) after dimmension reduction via PCA [10]
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the emergence of two larger clusters seen in the SOM graph. Classification performed
by K-means (figure 2) with three clusters presents lactose and cellulose are separated
into distinct groups.

The labeled EMG cluster corresponds to the magnesium stearate, which is used pri-
marily as a lubricant in the manufacture of capsules and tablets and a powder, is cohe-
sive and have very poor flow properties, poorer than that of cellulose. attapulgite and
talc (lines 5 and 9 in Table 1) labeled in orange and red respectively in SOM map, were
classified as having similar flow properties. This similarity was confirmed by K-means
(figure 2) where the clusters even separated are aligned in the same region, which in a
first approach leads to classify attapulgite in a category of excipients close to that of talc.
This is particularly interesting because, unlike talc, whose properties and functions as
pharmaceutical excipients are known for a long time, the attapulgite has not been used
for this purpose and its use as a pharmaceutical excipient is only potential. which leads
in a first approach to classify the ATP in the same category Figure 3 shows component
planes associated to SOM in figure 1.

Fig. 3. SOM component planes related to figure 1

An important observation is that the classification according to FH and IC are virtu-
ally equal. Although FH and IC are different attributes, they directly influence the flow
properties and compressibility of powders because they express both the ability of a
powder flow and be compressed, and from this point of view even without a remark-
able difference in their properties, there are two major categories of powders according
to the compressibility. Figure 4 shows IC SOM plane after quantization (figure on the
left) and with labels (figure on the right). Figure 5 refines the classification by attributes
shows in figure 3. Free flow (ranging from 5 to 12) and good flow (ranging from 5 to 12)
IC values are shown in dark blue and red in figure 4, respectively. Accordingly, all lac-
tose mixtures were free flow powders except mixtures containing 1.5 and 2.0% of talc,
whose cohesive effect of the latter was pointed out by SOM at concentrations higher
than 1.5%; although these concentrations are not sufficient to cause appreciable impair-
ment on lactose flow. On the other hand, fair flow (green label) is expected for powders
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Fig. 4. IC SOM plane after quantization (left) and with labels (right)

Fig. 5. FH SOM plane after quantization (left) and with labels (right)

with IC values ranging from 18 to 21, and is in agreement with expected cellulose flow
behavior. Following this reason poor flow (IC values between 23 and 25, labeled in light
blue) was assigned by SOM map for the majority of mixtures containing cellulose at
high concentrations. Extremely poor (higher than 40, labeled in yellow) flow IC values
were assigned to magnesium stearate and talc. Component quantization, such as done
in IC plane (figure 4) presented good visual exploratory discrimination. Although in
a first approach talc and attapulgite were classified into categories of excipients with
similar flow properties, Figure 4 clearly distinct the attributes for attapulgite classifying
it as a powder with poor flow in whereas extremely poor flow was assigned to talc. The
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figure 5 shows FH SOM plane after quantization (on the left) and with labels (ont the
right) and is similar to figure 4 which is based on IC values. The results are concordant
because, in both cases, they express the ability of a powder to flow and corroborate
the classification given to attapulgite in a category distinct from talc. Exploratory data
analysis and SOM projections enabled a visual classification of rheological properties
of excipients.

5 Conclusion

SOM maps was applied to visualization of solid pharmaceutical excipients and its phys-
ical mixtures with regard to rheological properties of the major components of a binary
mixture of powders and for classification of attapulgite clay, a candidate material as
solid pharmaceutical excipient. Furthermore, SOM maps were able to classify powders
in range of values for a specific flow parameters which allowed to a qualitative qualifi-
cation of pharmaceutical powders by simple visual analysis.
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Abstract. Global modelling is a common approach to the problem of
learning nonlinear dynamical input-output mappings. It consists in train-
ing a single multilayer neural network model using the whole dataset. On
the other side of the spectrum stands the local modelling approach, in
which the input space is divided into very small partitions and simpler
(e.g. linear) models are trained, one per partition. In this paper, we
propose a novel approach, called Regional Models (RM), that stands in
between the global and local modelling ones. By following the approach
by Vesanto and Alhoniemi [11], we first partition the input-output space
using the Self-Organizing map (SOM), and then perform clustering over
the prototypes of the trained SOM in order to find clusters of proto-
types. Finally, a regional model is built for each cluster using the data
vectors mapped to that cluster. The proposed approach is evaluated on
two benchmarking problems and its performance is compared to those
achieved by standard global and local models.

1 Introduction

Modern industrial plants have been the source of challeging tasks in dynamical
system identification and control [9]. Designing control systems to achieve the
level of quality demanded by current industry standards requires building ac-
curate models of the plant being controlled. Building accurate models requires
reliable data, usually in the form of input and output time series. Once such
data are avaliable, they can be used for obtaining direct or inverse models of
nonlinear systems by means e.g. of neural network architectures [7,1].

Although several techniques have been proposed and applied to the modelling
and control of nonlinear systems [3,10], they can be roughly categorized in one
out of two approaches: global and local modelling. Global models usually imple-
ment a single structure, such as a polynomial function or a single neural network
model, that approximates the whole mapping between the input and the output
of the system being identified. Global models constitute the mainstream in non-
linear system identification and control [8]. Local models have been a source of
much interest because they have the ability to fit to the local shape of an arbi-
trary surface (i.e. mapping), which is particularly difficult when the dynamical
system characteristics vary considerably throughout the state space. The input
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c© Springer-Verlag Berlin Heidelberg 2012
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space is usually divided into smaller (localized) regions, each one being associ-
ated with a simpler model. To estimate the system output at a given time, a
single model is chosen from the pool of available local models according to some
criteria defined on the current input data.

Within the neural network literature, local modelling techniques have been
implemented mostly through the use of the Self-Organizing Map (SOM) [4,2,10].
The results reported on those studies are rather appealing, indicating that SOM-
based local models can be feasible alternatives to global models based on super-
vised neural network architectures, such as the MLP network, the RBF network
and the recently proposed Extreme Learning Machine (ELM) [5].

In this paper, we propose a novel approach, called Regional Models (RM), that
stands in between the global and local modelling ones. RM is motivated by the
work of Vesanto and Alhoniemi [11] in the sense that, we first partition the input-
output space using the SOM, and then we perform clustering over the prototypes
of the trained SOM in order to find a set of K clusters of prototypes. Finally,
K regional models are built, one for each cluster, using only the data vectors
mapped to that cluster. Computer simulations on two benchmarking problems
reveal that RM is a competitive alternative to nonlinear system identification.

The remainder of the paper is organized as follows. In Section 2, the mod-
elling problem of interest is described. In Section 3, the RM fundamentals are
then presented. Computer simulations and performance analysis of the proposed
approach on two benchmarking problems are presented in Section 4. The paper
is concluded in Section 5.

2 Inverse Modeling Approach

Let us assume that the dynamical system we are dealing with can be described
mathematically by the NARX model1 [8]:

y(t) = f [y(t− 1), . . . , y(t− p);u(t), u(t− 1), . . . , u(t− q + 1)] , (1)

where f(·) is an unknown nonlinear mapping, u(t) ∈ R and y(t) ∈ R denote,
respectively, the input and output of the model at time step t, while q ≥ 1 and
p ≥ 1 (q ≤ p) are the input-memory and output-memory orders, respectively.

In this paper, we are interested in evaluating the RM approach on inverse
system identification. For this purpose, we define

x(t) = [u(t− 1), . . . , u(t− q); y(t− 1), . . . , y(t− p)] ∈ �p+q (2)

as the input regression vector and u(t) as the target value at time t. Thus, the
neural network models should implement the following inverse mapping:

u(t) = f−1[x(t)], (3)

whose goal is to estimate the input of a given system based on previous values
of the input and output variables.

1 NARX stands for Nonlinear Autoregressive model with exogenous inputs.
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3 The Proposed Approach: Regional Models

As mentioned in the introduction, regional modelling is an alternative approach
to the more traditional local and global modelling techniques. A single global
model may not be able to capture the dynamics of regions with high curvatures,
smoothing out the details. On the one hand, global models are good to capture
such details of the system dynamics, but on the other hand, they may suffer from
underutilization, since some local models can be attached to unimportant regions
of the system dynamics. The RM approach then comes out as an alternative to
finding a tradeoff between the standard global local approaches.

In order to build regionalmodels, one should follow the procedure introduced by
Vesanto and Alhoniemi [11]. In this regard, the very first step requires training the
SOM algorithm. The SOM learns from examples a mapping (projection) from a
high-dimensional continuous input spaceX onto a low-dimensional latticeA ofM
neurons which are usually arranged as a rectangular 2-dimensional array.Themap
i∗(x) : X → A is defined by the weight vectors W = {w1,w2, . . . ,wM},wi ∈
R

p+q, and their corresponding coordinates ri ∈ R
2 in the lattice A. In addition,

consider X = {xl}Nl=1, xl ∈ R
p+q ⊂ X , to be the available training data set.

Once the SOM is trained, the second step consists in finding partitions
X1,X2, ...,XL (L < M) of the training dataset by assigning a region r ∈
{1, ..., L} to each neuron i ∈ A. Here, this is carried out through the K-means
algorithm, in accordance with Vesanto and Alhoniemi’s procedure. For this pur-
pose, we use W instead of X as input to the K-means algorithm, i.e. clustering
is performed over the prototype vectors of the SOM.

Let the set of K prototypes comprising the K-means algorithm be denoted
by PK = {pj}Kj=1, pj ∈ R

p+q+1. The optimal number of regions L is then
estimated by the following search procedure:

L = min
K=2,...,M−1

DB(W,PK), (4)

where DB(.) denotes the Davies-Bouldin (DB) index function [6].
Once the optimal L is determined, the r-th cluster of SOM prototypes is

comprised of all weight vectors wi that are mapped onto the prototype pr of
the K-means algorithm. Mathematically, we have

Wr = {wi ∈ R
p+q | ‖wi − pr‖ < ‖wi − pj‖, ∀j �= r, j = 1, . . . , L}. (5)

Finally (for the second step), let Xr denote the set of all input vectors xl whose
closest SOM prototype belongs to Wr.

The third and last step consists in training the L regional models using Xr,
r = 1, . . . , L. For regional linear models, one can simply estimate the coefficient
vector ar of the r-th regional model by the least squares method:

ar = (XT
r Xr)

−1
Xrtr, r = 1, ..., L, (6)

where tr ∈ R
Nr is a vector of target values associated with Xr and Nr is the

cardinality of Xr (i.e. the number of input vectors in Xr).
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If we choose to build nonlinear regional models, one can train the r-th regional
model using the input vectors in Xr and the corresponding target values in tr,
for r = 1, . . . , L. In this paper, we use ELM networks in order to building the
nonlinear regional models. Thus, we denote by Regional Linear Model (RLM)
a regional model built using linear models. By the same token, we will use the
term Regional Extreme Learning Machine Models (RELM) to denote regional
models comprised of ELM networks.

Once the regional models are trained, the test procedure for a given input
signal x(t) ∈ R

p+q consists in computing the predicted output value using the
suitable regional model. For RLMs, the output value is computed as

ŷRLM (t) = aTr∗x(t), (7)

while for RELMs, the output value is computed as

ŷRELM (t) = ELMr∗(x(t)), (8)

where, for both cases, r∗(t) is the index of the regional model associated with
the prototype pr∗ . More formaly, we have

r∗(t) = arg min
r=1,...,L

‖x(t)− pr‖. (9)

4 Computer Simulations

In this section, we present the results of a comprehensive computer simulations
carried out with two input-output datasets commonly used for benchmarking
purposes in system identification. The proposed RLM and RELM models are
compared to the MLP-based and ELM-based global models and the KSOM [2]
and LLM [12] local models in the task of inverse system identification. All the
MLP- and ELM-based models were implemented from scratch using Matlab
script language. In particular, we used the SOM toolbox for Matlab to build the
SOM-based models.

All the models are evaluated via the statistics of the resulting normalized

mean-squared estimation error (NMSE), NMSE =
∑N

t=1 e2(t)

N ·σ̂2
u

=
σ̂2
e

σ̂2
u
, where σ̂2

u

is the variance of the original time series {u(t)}Nt=1 and N is the length of the
sequence of residuals.

Two benchmarking datasets were used to evaluate all the models, namely: (i)
the hydraulic actuator dataset2 (input u: valve position, output y: oil pressure),
and (ii) the flexible robot arm dataset3 (input u: reaction torque of the structure,
output y: acceleration of the flexible arm).

2 Download from http://homes.esat.kuleuven.be/~smc/daisy/daisydata.html.
3 Download from http://homes.esat.kuleuven.be/~smc/daisy/daisydata.html.
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Table 1. Performance results for the hydraulic actuator data

Neural NMSE
Models mean min max variance

RLM 1.14e-004 1.13e-004 1.38e-004 2.09e-011

RELM 1.14e-004 1.13e-004 1.27e-004 9.25e-010

ELM 0.0012 0.0001 0.0026 1.04e-007

KSOM 0.0019 0.0002 0.0247 1.15e-005

LLM 0.0347 0.0181 0.0651 1.58e-004

Linear 0.0380 0.0380 0.0380 0.0083

MLP-LM 0.0722 0.0048 0.3079 0.0041

MLP-1h 0.3485 0.2800 0.4146 4.96e-004

MLP-2h 0.3516 0.0980 2.6986 0.0963

4.1 Results on the Hydraulic Actuator Dataset

The RLM and RELM models are compared with an one-hidden-layered MLP
trained by the backpropagation algorithm (MLP-1h), another one-hidden-layered
MLP trained by the Levenberg-Marquardt (MLP-LM) algorithm and a two-
hidden-layered MLP (MLP-2h) trained by the backpropagation algorithm. For
all MLP-based global models, the hidden neurons use the hyperbolic tangent
activation function, while the output neuron uses a linear one. For the sake of
completeness, we also evaluated the performance of a global linear inverse model,
trained by the LMS algorithm.

Initially, a systematic search for the optimal number of hidden neurons that
leads to the smallest generalization error was carried out, with values ranging
from 2 to 30. Eventually, the best configurations of the MLP-1h and MLP-LM
and ELMmodels have 20 hidden neurons. For the MLP-2h, the number of hidden
neurons in the second layer is heuristically set to half the number of neurons in
the first hidden layer, respectively 10 and 20 neurons at each hidden layer. The
MLP-based models were trained with constant learning rate equal to 0.1.

The models are trained using the first 512 samples of the input/output time
series and tested with the remaining 512 samples. Input/output time series are
rescaled to the [−1,+1] range. Memory orders were set to p = 5 and q = 4,
respectively. For each SOM-based model, the number of neurons was set to
M = 20. The initial and final learning rates are set to α0 = 0.5 and αT = 0.01.
The initial and final values of the gaussian neighborhood function radius were
σ0 = M/2 and σT = 0.001. The learning rate α′ (LLM model) was set to 0.01.

The regional models were comprised of a SOM grid of 10× 10 neurons, using
the aforementioned parameters. The number of clusters found by the K-means
clustering algorithm in combination with the minimum DB index was L = 3.

The obtained results are shown in Table 1, where are displayed the mean,
minimum, maximum and variance of the NMSE values, collected over 100 train-
ing/testing runs, with the weights of the neural models randomly initialized at
each run. In this table, the models are sorted in decreasing order according to
the mean NMSE values.
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(a)

(b) (c)

Fig. 1. (a) Typical estimated sequences of the valve position provided by RELM model.
Open circles ‘◦’ denote actual sample values, while the solid line indicates the estimated
sequence. (c) U-Matrix associated with the SOM. (b) Clusters of SOM prototypes found
by the K-means algorithm using K = 3.

One can easily note that the performances of RLM and RELM models on this
real-world dataset are far better than those of all other models. The ELM and
KSOM model had also acceptable performances on this dataset. A curious fact is
that the linear global model performed better than the three global MLP-based
models (MLP-LM, MLP-1h, MLP-2h). Among the MLP-based models, the use
of second-order information could also explain the better performance of the
MLP-LM, which uses information extracted from the Hessian matrix.

Figure 1 shows typical results provided by the RELM model. Figure 1 (a)
shows the sequence generated by the RELM model, where the actual and es-
timated sequences are almost indistinguishable because of the small estimation
error. Figures 1 (b) and (c) show, respectively, the U-matrix associated with the
trained SOM and the clusters of SOM prototypes found by the K-means algorith
using K = L = 3 as indicated by the DB index.
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Table 2. Performance results for the robotic arm data

Neural NMSE
Models mean min max variance

KSOM 0.0064 0.0045 0.0117 1.83e-006

RELM 0.0070 0.0067 0.0072 1.62e-008

RLM 0.0071 0.0068 0.0074 2.88e-008

ELM 0.0285 0.0171 0.0457 2.73e-005

MLP-LM 0.1488 0.0657 0.4936 0.0107

MLP-1h 0.1622 0.1549 0.1699 1.03e-005

LLM 0.3176 0.2685 0.3558 2.23e-004

Linear 0.3848 0.3848 0.3848 0.0445

MLP-2h 0.6963 0.5978 1.5310 0.0368

4.2 Results on the Robot Arm Dataset

For this dataset the best configurations found for the MLP-1h and MLP-LM
models have 30 hidden neurons. For the MLP-2h, the number of neurons in the
second hidden layer was again set to half the number of neurons in the first
hidden layer, respectively 15 and 30 neurons. The learning rate for the MLPs
was set to 0.1. For the ELM model, the number of hidden neurons was set to 30.

The number of neurons for the KSOM and LLM algorithms was set toN = 30.
For each SOM-based model, the initial and final learning rates were set to α0 =
0.5 and αT = 0.01. The initial and final values of radius of the neighborhood
function are σ0 = N/2 and σT = 0.001, and the learning rate α′ (LLM model)
was set to 0.1. The regional models were composed of a SOM grid of 10 × 10
neurons, using the aforementioned parameters. The optimal number of clusters
found was L = 9.

For this dataset, the best performances were achieved by the KSOM, RLM
and RELM with the two last ones presenting smaller variances. They have shown
similar performance. Among the global models, the ELM model achieved the
best performance. The LLM model performed only better than the linear and
MLP-2h models. The performances of these three models were very poor.

5 Conclusion

In this paper we have introduced a novel approach to building multiple models
for system identification, named Regional Models. A comprehensive evaluation
of the proposed approach was carried out for the task of inverse modelling of
two benchmarking dynamical systems. Their performances based on normalized
mean-squared errors were compared to those achieved by standard MLP-based
global models and classical algorithms in local linear modelling.
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The main general conclusion of the presented experiments is that regional
models can be considered a promising approach for nonlinear dynamical systems
modelling. Currently, we are evaluating the robustness of the RLM and RELM
to outliers and developing variants of them based on robust regression techniques
(e.g. M -estimation).
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Abstract. Opposite Maps (OM) is a method that can be used to induce
sparse SVM-based and LS-SVM-based classifiers. The main idea behind
the OM method is to train two Self-Organizing Maps (SOM), one for
each class, C−1 and C+1, in a binary classification context and then, for
the patterns of one class, say C−1, to find the closest prototypes among
those belonging to the SOM trained with patterns of the other class, say
C+1. The subset of patterns mapped to the selected prototypes in both
SOMs form the reduced set to be used for training SVM and LSSVM
classifiers. In this paper, an iterative method based on the OM, called
Fast Opposite Maps, is introduced with the aim of accelerating OM
training time. Comprehensive computer simulations using synthetic and
real-world datasets reveal that the proposed approach achieves similar
results to the original OM, at a much faster pace.

Keywords: SVM, LS-SVM, Support Vectors, SOM and Reduced Set.

1 Introduction

A theoretical advantage of kernel-based machines concerns the production of
sparse solutions [11]. By sparseness we mean that the induced classifier can be
written in terms of a relatively small number of input examples, the so-called
support vectors (SVs). In practice, however, it is observed that the application
of different training approaches to the same kernel-based machine over identical
training sets yield disctint sparseness [2], i.e. produce solutions with a greater
number of SVs than are strictly necessary.

To handle this issue, several Reduced Set (RS) methods have been proposed
to alleviate this problem, either by eliminating less important SVs or by con-
structing a new (smaller) set of training examples, often with minimal impact on
performance [1,4,14,6]. An alternative to standard SVM formulation is the Least
Squares Support Vector Machine (LS-SVM) [13], which leads to solving linear
KKT systems1 in a least square sense. The solution follows directly from solv-
ing a linear equation system, instead of a quadratic programming optimization

1 Karush-Kuhn-Tucker systems.

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 725–732, 2012.
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problem. As we know, it is in general easier and less computationally intensive
to solve a linear system than a QP problem. On the other hand, the introduced
modifications also result in loss of sparseness of the induced SVM. It is common
to have all examples of the training data set belonging to the set of the SVs. To
mitigate this drawback, several pruning methods have been proposed in order
to improve the sparseness of the LS-SVM solution [7,3,12].

In this paper, we introduce an interative method based on the recently pro-
posed Opposite Maps (OM) [10] for building reduced-set SVM/LSSVM classi-
fiers. Our goal is to induce sparse classifiers at a faster training pace than that
achieved by the original OM method.

This paper is organized as follows. In Section 2 we review the fundamen-
tals of the SVM and LS-SVM classifiers. In Section 3 we describe the proposed
approach method. The resulting FOM-SVM and FOM-LSSVM approaches are
presented in Section 4. Simulations and results are shown in Section 5. The paper
is concluded in Section 6.

2 SVM and LSSVM Classifiers

Consider a training data set {(xi, yi)}Li=1, so that xi ∈ R
p is an input vector and

yi ∈ {−1,+1} are the corresponding class labels. For soft margin classification,
the SVM dual problem is defined as

max J(α) =

L∑
i=1

αi − 1

2

L∑
i=1

L∑
j=1

αiαjyidjx
T
i xj , (1)

subject to

N∑
i=1

αiyi = 0 and 0 ≤ αi ≤ C.

where α = {αi}Li=1 and β = {βi}Li=1 are Lagrange multipliers. The constant C ∈
R is a cost parameter that controls the trade-off between allowing training errors
and forcing rigid margins. Once we have the values of the Lagrange multipliers,
the output can be calculated based on the classification function described as

f(x) = sign

(
L∑

i=1

αiyix
Txi + b

)
. (2)

where b is the bias.
As an alternative to the standard SVM formulation, the primal problem for

the LS-SVM approach [13] is given by

min
w,ξi

{
1

2
wTw + γ

1

2

L∑
i=1

ξ2i

}
, (3)

subject to yi[(w
Txi) + b] = 1− ξi, i = 1, . . . , L

where {ξi}Li=1 are the slack variables and γ is a positive cost parameter similar
to the parameter C in the SVM formulation (see Eq. (1)).
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By differentiating the lagrangian function associated with Eq. (3) with respect
to all the parameters of interest (w, b, αi and ξi), the LS-SVM problem can be
written as a linear system Ax = B as follows:[

0 yT

y Ω + γ−1I

] [
b
α

]
=

[
0
1

]
(4)

where Ω ∈ R
L×L is a matrix whose entries are Ωi,j = yiyjxi

Txj , i, j = 1, . . . , L.
In addition, y = [y1 · · · yL]

T and the symbol 1 denotes a vector of ones with
dimension L. The LS-SVM output can also be computed as in Eq. (2).

3 The Proposed Approach: Fast Opposite Maps

The OM method [10] was proposed in order to find a reduced set of training vec-
tors to induce SVM and LS-SVM classifiers. For a classification problem with K
classes, the original OM requiresK self-organizing maps (SOM) [5] to be trained,
one for each available class. It is worth pointing out, however, that any vector
quantization algorithm other than the SOM can be used by the OM method.

After a number of experiments, it was observed that the OM algorithm could
be improved even further if one applies it iteratively, i.e. the reduced dataset
achieved by the current run of the OM (say, at iteration j) serves as input to
another run of the OM algorithm, and so on. The details of the iterative version
of the OM method, henceforth called fast opposite maps (FOM), are described
below for a binary classification problem (K = 2).

Initialization - Specify the maximum number of iterations n and set j = 1.
Also, let Dj denote the reduced dataset at iteration j. For j = 1, we set
Dj = D, where D = {(xi, yi)}li=1 is the original dataset. Finally, let SOM(j)

denote a sj × sj SOM network, where sj is an escalar value which must be
set at iteration j, j = 1, . . . , n.

STEP 1 - Split the available data set Dj = {(xi, yi)}li=1 into two subsets:

D(1)
j = {(xi, yi)|yi = +1}, i = 1, . . . , l1 (for class 1) (5)

D(2)
j = {(xi, yi)|yi = −1}, i = 1, . . . , l2 (for class 2) (6)

where l1 and l2 are the cardinalities of the subsets D(1)
j andD(2)

j , respectively.

STEP 2 - Train a SOM network using the subset D(1)
j and another SOM using

the subset D(2)
j . Refer to the trained networks as SOM-1(j) and SOM-2(j).

STEP 3 - For each vector xi ∈ D(1)
j find its corresponding BMU in SOM-1(j).

Then, prune all dead neurons2 in SOM-1(j). Repeat the same procedure

for each vector xi ∈ D(2)
j : find the corresponding BMUs in SOM-2(j) and

prune all the dead neurons. Refer to the pruned networks as PSOM-1(j) and
PSOM-2(j).

STEP 4 - At this step the BMUs for the data subsets are searched within the
set of prototypes of the opposite map.

2 Neurons which have never been selected as the BMU for any vector xi ∈ D(1).
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Step 4.1 - For each xi ∈ D(1)
j find its corresponding BMU in PSOM-2(j):

c
(2)
i = argmin

∀j
‖xi −w

(2)
j ‖, i = 1, . . . , l1, (7)

where w
(2)
j is the j-th prototype vector in PSOM-2(j). Thus, c

(2)
i denotes

the index of the BMU in PSOM-2(j) for the i-th example in D(1)
j .

Step 4.2 - For each xi ∈ D(2)
j find its corresponding BMU in PSOM-1(j):

c
(1)
i = argmin

∀j
‖xi −w

(1)
j ‖, , i = 1, . . . , l2, (8)

where w
(1)
j is the j-th prototype vector in PSOM-1(j). Thus, c

(1)
i denotes

the index of the BMU in PSOM-1(j) for the i-th example in D(2)
j .

STEP 5 - Let C(2) = {c(2)1 , c
(2)
2 , . . . , c

(2)
l2
} be the index set of all BMUs found in

Step 4.1, and C(1) = {c(1)1 , c
(1)
2 , . . . , c

(1)
l1
} be the index set of all BMUs found

in Step 4.2.
STEP 6 - At this step the new reduced set Dj is formed. For this purpose,

three substeps are required.
Step 6.1 - For each PSOM-1(j) unit in C(1) find its nearest neighbor among

the data vectors xi ∈ D(1)
j . Let X (1) be the subset of nearest neighbors

for the PSOM-1(j) units in C(1).
Step 6.2 - For each PSOM-2(j) unit in C(2) find its nearest vector xi ∈ D(2)

j .

LetX (2) be the subset of nearest neighbors for the PSOM-2(j) units in C(2).
Step 6.3 - Set j = j+1 and define the new reduced set as Dj = X (1)∪X (2).

STEP 7 - If j < n, go to Step 1. Otherwise, finish the algorithm and return
the final reduced dataset Xrs = Dj .

4 The FOM-SVM and FOM-LSSVM Classifiers

In this paper, we use the SMO algorithm [8], which is usually much faster than
standard numerical techniques used to solve the quadratic programming opti-
mization problem required by training SVMs. By using the (F)OM algorithm,
it is possible to speed up the SMO algorithm even further. The main idea is
to deliver to the SMO algorithm an “almost solved problem”, since for all data
examples out of the reduced set (i.e. xi /∈ Xrs) their Lagrange multipliers are
set to zero, the SMO algorithm is run only over the data examples belonging to
the reduced set. This approach is henceforth called FOM-SVM.

For the LS-SVM approach, we cannot set the Lagrange multipliers of the
data examples out of the reduced set to zero, since the LS-SVM usually provide
non-sparse solutions. However, the Lagrange multipliers associated with data
examples located along the class border or within the overlapping region between
the classes indeed assume higher values, i.e. αi ( 0. These instances are the most
likely to be the SVs.
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Based on this property, we use the (F)OM algorithm to build a modified
version of the LS-SVM formulation shown in Eq. (4). Instead of building the
original square matrixA and inverting it to find x, we build a non-square reduced
matrixArs using the data examples belonging to the reduced set Xrs. Thus, since
Ars is a non-square matrix, we solve for x using the pseudoinverse method:
x = A†B, where A† = (AT

rsArs)
−1AT

rs. This approach is henceforth called
FOM-LSSVM.

5 Simulations and Discussion

For all experiments to be described, 80% of the data examples were randomly
selected for training purposes. The remaining 20% of the examples were used
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(b) Data set D1 obtained after apply-
ing FOM using 3× 3 SOM.
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FOM using 3× 3 SOM.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

x 2

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
x1

Patterns of class +1
Patterns of class -1

(d) Data set D3 = Xrs obtained after
applying FOM using 2× 2 SOM.

Fig. 1. Fast Opposite Maps Method applied iterarively to an artificial problem
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(a) Decision line and SVs for the stan-
dard SVM trained with the SMO
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Fig. 2. OM-SVM and FOM-SVM classifiers applied to an artificial problem

Table 1. Results for the SVM, OM-SVM and FOM-LSSVM classifiers

Data Set Model C Tol. Map Sizes Accuracy Train. Size SVs # SV Red. Train. Time

VCP SVM 2.5 0.001 − 85.2 ± 4.0 248 86.8 − 10.4
VCP OM-SVM 2.5 0.001 [10] 84.6 ± 4.3 248 69.2 20.3% 43.6
VCP FOM-SVM 2.5 0.001 [3, 3, 5, 6] 84.9 ± 4.6 248 67.5 22.2% 16.5

Reduction of training time = 62.2%

BC SVM 0.04 0.001 − 97.2 ± 1.0 546 61.7 − 1.5
BC OM-SVM 0.04 0.001 [10] 95.9 ± 1.4 546 46.2 25.1% 98.5
BC FOM-SVM 0.04 0.001 [3, 5] 96.4 ± 1.3 546 47.5 23.0% 11.9

Reduction of training time = 87.9%

PIMA SVM 2.5 0.01 − 77.2 ± 2.6 614 321.0 − 23.8
PIMA OM-SVM 2.5 0.01 [10] 76.6 ± 2.7 614 293.0 8.7% 145.0
PIMA FOM-SVM 2.5 0.01 [3, 4, 8] 76.8 ± 2.7 614 297.8 7.2% 111.3

Reduction of training time = 23.2%

Table 2. Results for the LS-SVM, OM-LSSVM and FOM-LSSVM classifiers

Data Set Model γ Map Sizes Accuracy Train. Size SVs# SV Red. Train. Time

VCP LS-SVM 0.04 − 81.2 ± 4.7 248 248.0 − 0.2
VCP OM-LSSVM 0.04 [10] 80.3 ± 4.6 248 109.4 55.9% 41.7
VCP FOM-LSSVM 0.04 [3, 3, 5, 6] 81.4 ± 4.3 248 107.2 56.8% 15.0

Reduction of training time = 64.0%

BC LS-SVM 0.04 − 96.9 ± 1.6 546 546.0 − 3.8
BC OM-LSSVM 0.04 [10] 94.3 ± 4.8 546 54.3 90.1% 101.1
BC FOM-LSSVM 0.04 [4, 5, 6, 6] 95.3 ± 1.7 546 23.3 95.7% 19.2

Reduction of training time = 81.0%

DIA LS-SVM 0.04 − 76.1 ± 3.3 614 614.0 − 5.5
DIA OM-LSSVM 0.04 [10] 78.3 ± 3.1 614 430.6 29.9% 116.4
DIA FOM-LSSVM 0.04 [3, 6, 9] 76.4 ± 3.2 614 423.3 31.1% 99.6

Reduction of training time = 14.4%
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for testing the classifiers’ generalization performances. All simulations were con-
ducted using a standard 2-D SOM, hexagonal neighborhood, Gaussian neigh-
borhood function, with random weight initialization.

For tests with the original OMmethod, we trained two SOMs with fixed 10×10
map grid, for 80 epochs with initial and final neighborhood radius (learning rate)
of 5 (0.5) and 0.1 (0.01), respectively. For SVM-like classifiers we used linear
kernels. The map grid size for each FOM-SVM and FOM-LSSVM classifiers is
presented in the result tables.

Initially, as a proof of concept, we have applied the FOM method to an arti-
ficial problem, consisting of a linearly separable two-dimensional data set. Data
instances within each class are independent and uniformly distributed with the
same within- and between-class variances. The FOM method working is pre-
sented in Figure 1 and the results in Figure 2 indicate that the FOM-SVM
produced a decision line equivalent to the standard SVM using fewer SVs.

Tests with real-world benchmarking datasets were also carried out. We used
two UCI datasets, Pima Diabetes (PIMA) and Breast Cancer (BC), as well as the
vertebral column pathologies dataset described in [9], named henceforth VCP
dataset. For this study, we transformed the original three-class VCP problem
into a binary one by aggregating the two classes of pathologies, the disc hernia
and spondylolisthesis, into a single one. The normal class remained unchanged.

The results for the SVM, OM-SVM and FOM-SVM classifiers are shown in
Table 1. For the LS-SVM, OM-LSSVM and FOM-LSSVM classifiers, the results
are shown in Table 2. We report performance metrics (mean value and standard
deviation of the recognition rate) on the testing set averaged over 20 independent
runs. We also show the map grid sizes (Map Sizes), the average number of SVs
(SVs #), the reduction of the number of support vectors (SV Red.), the average
training time in seconds, as well as the values of the parameters C (SVM), γ
(LS-SVM) and the tolerance.

By analyzing these tables, one can easily conclude that, as expected, the accu-
racies of all the reduced-set classifiers were equivalent to those achieved by the full-
set classifiers. Moreover, one can also conclude that the accuracies of FOM-SVM
(FOM-LSSVM) classifier was similar to those achieved by the OM-SVM (OM-
LSSVM) classifiers, with the advantage of reducing the training times.

6 Conclusion

In this paper, we have proposed an iterative variant of the recently proposed
OM algorithm for building reduced-set SVM/LSSVM classifiers. The proposed
approach, called fast opposite maps (FOM), consists in successive applications
of the original OM algorithm to the resulting reduced dataset, i.e. the reduced
dataset achieved by the current run of the OM (say, at iteration j) serves as
input to another run of the OM algorithm, and so on. The obtained results
indicated that the FOM method performs as well as the original OM approach,
but a much faster rate, providing a reduced number of SVs while mantaining
equivalent accuracy. Currently, we are evaluation the OM/FOM algorithm on
multiclass problems.
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Abstract. Random Forest is a computationally efficient technique that
can operate quickly over large datasets. It has been used in many re-
cent research projects and real-world applications in diverse domains.
However, the associated literature provides few information about what
happens in the trees within a Random Forest. The research reported here
analyzes the frequency that an attribute appears in the root node in a
Random Forest in order to find out if it uses all attributes with equal
frequency or if there is some of them most used. Additionally, we have
also analyzed the estimated out-of-bag error of the trees aiming to check
if the most used attributes present a good performance. Furthermore, we
have analyzed if the use of pre-pruning could influence the performance
of the Random Forest using out-of-bag errors. Our main conclusions are
that the frequency of the attributes in the root node has an exponential
behavior. In addition, the use of the estimated out-of-bag error can help
to find relevant attributes within the forest. Concerning to the use of
pre-pruning, it was observed the execution time can be faster, without
significant loss of performance.

Keywords: Machine Learning, Random Forest.

1 Introduction

A great interest in the machine learning research concerns ensemble learning —
methods that generate many classifiers and combine their results. It is largely
accepted the performance of a set of many weak classifiers is usually better than
a single classifier given the same quantity of train information [21]. Ensemble
methods widely known are boosting [11,23] and bagging [6], and more recently
Random Forests [5,16].

In the bagging method (bootstrap aggregation), different training subsets are
randomly drawn with replacement from the entire training set. Each training
subset is fed as input to base learners. All extracted learners are combined us-
ing a majority vote. While bagging can generate classifiers in parallel, boosting
generates them sequentially.

Random Forests is another ensemble method, which constructs many decision
trees that will be used to classify a new instance by the majority vote. Each split

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 733–742, 2012.
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of the decision tree uses a subset of attributes randomly selected from the whole
original set of attributes. Additionally, each tree uses a different bootstrap sample
of the data in the same manner as bagging.

Normally, bagging is more accurate than a single classifier, but it is sometimes
much less accurate than boosting. On the other hand, boosting can create ensem-
bles that are less accurate than a single classifier. In some situations, boosting
can overfit noisy datasets, thus decreasing its performance. Random Forests, on
the other hand, are more robust than boosting with respect to noise; faster than
bagging and boosting; its performance is as good as boosting and sometimes
better, and they do not overfit [5].

Nowadays, Random Forest is a method of ensemble learning widely used in
the literature and applied fields. But the associate literature provides few in-
formation about what happens in the trees within the Random Forest. This
study tries to provide insights about what happens at the root level of Random
Forests. We have analyzed the frequencies of all attributes in trees at root level.
In addition, aiming to find out if these attributes were good ones and if there is
a best attribute among the top ten, we have used an estimated out-of-bag error
as a supplementary metric. This metric enables to differentiate attributes that
had the same frequency, and thus, may identify the best attribute used by a tree
in the root node.

Biomedical datasets are characterized by fairly few instances and many at-
tributes. Irrelevant attributes not only lead to low performance, but also add
extra difficulties in finding potentially useful knowledge [18,20]. Therefore, ex-
cluding irrelevant attributes facilitates the data visualization and may improve
the classification performance. In addition, identifying a subset or a single best
attribute in a biomedical dataset can improve human knowledge.

Even Random Forests are being widely used, we did not find any similar work
to this one in the literature and thus, this work can provide new insights that
may help future works and researches. Even considering there is no similar work
to this one, we preset in the next section some recent researches using Random
Forests.

The remaining of this paper is organized as follows. Section 2 describes some
related work. Section 3 describes what Random Tree and Random Forest are and
how they work. The datasets used in the experiments are described in Section 4
and Section 5 describes the experimental methodology used and the results of
the experiments are shown in Section 6. Section 7 presents the conclusions.

2 Related Work

Since Random Forests are efficient, multi-class, and able to handle large attribute
space, they have been widely used in several domains such as real-time face
recognition [22], bioinformatics [13] and there are also some recent research in
medical domain, for instance [15] as well as medical image segmentation [24].

[22] proposes a tracking algorithm using adaptive random forests for real-
time face tracking and the approach was equally applicable to tracking any
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moving object. [13] presents one of the first illustrations of successfully analyz-
ing genome-wide association (GWA) data with a machine learning algorithm
(Random Forests). In [15] they introduce an efficient keyword based medical
image retrieval method using image classification with Random Forests classi-
fier and confidence assigning of each keyword. [24] proposes an enhancement
of the Random Forests to segment 3D objects in different 3D medical imaging
modalities.

3 Random Trees and Random Forests

Assume a training set T with a attributes and n instances and define Tk a
bootstrap training set sampled from T with replacement, containing n instances
and using m random attributes (m ≤ a) at each node.

A Random Tree is a tree drawn at random from a set of possible trees, with m
random attributes at each node. The term “at random” means that each tree has
an equal chance of being sampled. Random Trees can be efficiently generated,
and the combination of large sets of Random Trees generally leads to accurate
models [25,9].

A Random Forest is defined formally as follows [5]: it is a classifier consisting
of a collection of L Random Tree classifiers {hk(x, Tk)}, k = 1, 2, . . . , L, where
Tk are independent identically distributed random samples and each tree casts
a unit vote for the most popular class at input x.

As already mentioned, Random Forests employ the same method bagging
does to produce random samples of training sets (bootstraps samples) for each
Random Tree. Each new training set is built, with replacement, from the original
training set. Thus, the tree is built using the new subset and a random attribute
selection. The best split on the random attributes selected is used to split the
node. The trees grown are not pruned.

In a Random Forest, the out-of-bag method works as follows: given a spe-
cific training set T , generate bootstrap training sets Tk, construct classifiers
{hk(x, Tk)} and let them vote to create the bagged classifier. For each (x, y) in
the training set, aggregate the votes only over those classifiers for which Tk does
not contain (x, y). This is the out-of-bag classifier. Then the out-of-bag estimate
for the generalization error is the error rate of the out-of-bag classifier on the
training set [5].

4 Datasets

The experiments reported here used 14 datasets (with 2 variants), all repre-
senting real medical data and none of which had missing values for the class
attribute. The biomedical domain is of particular interest since it allows one
to evaluate Random Forests under real and difficult situations often faced by
human experts. A brief description of each dataset is provided.

Lung Cancer, CNS (Central Nervous System Tumour Outcome), Lymphoma,
Ovarian 61902, Leukemia, Leukemia nom., and WDBC (Wisconsin Diagnostic
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Breast Cancer) are all related to cancer and their attributes consist of clinical,
laboratory and gene expression data. Leukemia and Leukemia nom. represent the
same data, but the second one had its attributes discretized [17]. C. Arrhythmia
(C. stands for Cardiac) is related to heart diseases and its attributes represent
clinical and laboratory data. Allhyper, Allhypo, Sick and Thyroid 0387 are a
series of datasets related to thyroid conditions. Dermatology is related to human
conditions. Datasets were obtained from the UCI Repository [10], except CNS
and Lymphoma were obtained from [2]; Ovarian 61902 was obtained from [3];
Leukemia and Leukemia nom. were obtained from [1].

5 Experimental Methodology

In a previous work [19], it was analyzed an optimal range for the number of trees
within a Random Forest, i.e., a threshold from which increasing the number
of trees would bring no significant performance gain, and would only increase
the computational cost. We found, based on the performed experiments, that a
range between 64 and 128 trees in a forest is the most indicated for accuracy
estimation. Under this situation, we have tried to generate forests containing
128 trees but without stability on the experiments reported in the next section.
In this case, we assume that a result (10 top attributes subset) is stable when
increasing the number of trees there is almost no change in the subset (the
10 top attributes remain basically the same). Denote αL the subset of the 10
most important attributes obtained from L Random Trees (see in Section 6 how
the subsets were obtained). Then, we define attributes subset stability using
L Random Trees as |αL ∩ α2L| # 10. First, we have used 64 and 128 trees in
datasets with many attributes, and it was observed that the subsets of the 10
top attributes varied widely. We have also tried a

2 trees, again without stability,
where a is the number of attributes in the dataset. Finally, forests containing a
and 2a trees presented stable results that are reported in this text. The lesson
that can be learnt from the previous and the current experiments is that nice
accuracy can be reached rapidly with 64–128 trees; this point-of-view sees the
random forest as a black-box. However, looking specific factors inside a random
forest, i.e. looking the random forest as a white-box, may require more trees.

To assess performance, 10-fold cross-validation was performed in the experi-
ments. All experiments refer to the position of the attribute (i.e., the index of
the attribute in the dataset according to Weka [14], which starts at zero) as its
ID.

In order to analyze if some results were significantly different, we applied the
Friedman test [12], considering a significance level of 5%. If the Friedman test
rejects the null hypothesis, a post-hoc test is necessary to check in which classifier
pairs the differences actually are significant [8]. The post-hoc test used was the
Benjamini-Hochberg [4] and we performed an all versus all comparison, making
all possible comparisons among the twelve forests. The tests were performed
using the R software for statistical computing (http://www.r-project.org/).

http://www.r-project.org/


Root Attribute Behavior within a Random Forest 737

6 Experiments, Results and Discussion

Experiment 1. In this experiment we have looked for the average attribute
frequency at root level, for instance, if attributes appear uniformly or if there is
a subset of them that is most commonly used.

To perform this experiment, two measures were used: the number of times an
attribute was among the m random attributes selected by the tree at the root
level (timesSelected) and the number of times this attribute was, in fact, chosen
to be at the root node (timesRoot). Then we have used the ratio between them
(Frequency = timesRoot/timesSelected) to analyze attribute frequency. After
sorting frequencies for all attributes in each dataset, it is possible to note they
present an exponential behavior. In Figure 1 is shown this exponential behavior
using the dataset C. Arrhythmia. The other datasets present similar behaviors,
and thus, these figures were omitted. In Figure 2 only the ten highest frequencies
are shown in order to facilitate the analysis. There are four lines in each graphic
representing the mean and median frequencies for forests using a and 2a trees
(ordered by the mean frequencies of the forest using a trees). From this figure,
it is possible to observe in some cases there is a single attribute that stands out
(for instance, Allhyper and Allhypo both containing few attributes), and in other
cases there is a subset of attributes most often used (for instance, Lymphoma
and Leukemia, both containing a large number of attributes).

(a) Using a trees (b) Using 2a trees

Fig. 1. Frequency of all attributes using the dataset C. Arrhythmia

Experiment 2. Now suppose there are three attributes in the best attribute
subset, A, B and C. Assume all of them have the same frequency, but attribute
A has estimated out-of-bag error equals to 0.90, B equals to 0.65 and C equals
to 0.20. In this case, we assume attribute C is the best one in the subset, since
its performance is the best. The question that arises is how to estimate the
out-of-bag error for a given attribute. The root level attribute represents the
most important condition for classes discrimination [7] in the tree, and therefore,
one can assume it determines the performance of the tree itself. Under this
assumption we have used the out-of-bag error of the tree when attribute α is at
its root level as an estimate of performance for attribute α.

With this modifications, we have performed a second experiment, in which
frequencies have been altered to Frequency × (1 − OOB), where OOB corre-
sponds to the mean out-of-bag error of an attribute as explained before. The
results of this experiment are shown in Figure 3.
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Fig. 2. Frequency of the 10 most used attributes in all datasets. The x-axis corresponds
to the number of the attribute and the y-axis corresponds to the frequency. Although
all y-axis ranges from 0 to 1, this interval varies in some graphics for better viewing.

Analyzing the results, it can be observed that in all datasets the frequency
had an exponential behavior or similar, even in the datasets that showed a linear
behavior in the first experiment. Thus, using the estimated out-of-bag error there
is mostly only one attribute that stands out in each dataset.

Experiment 3. As mentioned earlier, Random Forests do not overfit, although
trees within them are grown without post-pruning. In this experiment we have
analyzed the behavior of pre-pruning, since it can speed up Random Forest in-
duction. To perform pre-pruning of the trees of the Random Forest, the parame-
ter minNum was used. It determines the minimum total weight of the instances
in a leaf, where the default value in Weka [14] is 1.0, generating very large trees.
Based on this, we have used ten different values of minNum: 1, 2, 3, 5, 7, 11, 13,
17, 19 and 23. As explained before, for accuracy estimation a range from 64–128
trees are enough [19]. Based on this result, we have built forests with 128 trees in
this experiment. To analyze the several values of minNum we have used AUC
values and we have applied the Friedman test [12], considering a significance
level of 5%. In addition, we have observed the average execution time to induce
the forest using each different value of minNum. This measure was taken based
on the average execution time to induce the forest using minNum = 1, i.e, the
execution time to induce this forest was taken as 100% and the remaining per-
centages were calculated based on this one, since for large values of minNum the
time is shorter, due to the pre-pruning process that stops the growth of trees.

Table 1 presents the results of the post-hoc test after the Friedman’s test and
the rejection of the null hypothesis, the average rank and the percentage of the
average execution time of each value of minNum. In this table � (�) indicates
the Random Forest at the specified row is better (significantly) than the Random
Forest at the specified column; � (�) the Random Forest at the specified row is
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Fig. 3. Frequency of the 10 most used attributes in all datasets using the estimated
out-of-bag error

worse (significantly) than the Random Forest at the specified column; ◦ indicates
no difference whatsoever. The lower triangle of this table is not shown because
it has opposite results to the upper triangle by symmetry.

Table 1. Friedman’s test results for AUC values using 128 trees and considering a
significance level of 5%; average rank of each value of minNum and the percentage of
the average execution time

minNum 1 2 3 5 7 11 13 17 19 23

1 ◦ � � � � � � � � �
2 ◦ � � � � � � � �
3 ◦ � � � � � � �
5 ◦ � � � � � �
7 ◦ � � � � �
11 ◦ � � � �
13 ◦ � � �
17 ◦ � �
19 ◦ �
23 ◦

Average Rank 5.18 4.64 4.46 4.39 5.46 5.54 4.93 6.25 6.79 7.36

Time(%) 100.00 95.04 92.22 85.49 81.80 76.15 73.64 70.30 69.39 66.91

As can be seen, the execution time decreases as the value of minNum in-
creases, which is expected since a higher value represents a smaller tree, and
therefore, a shorter execution time. Although there is no significant differences,
it is possible to observe from Table 1 that minNum = 5 appears to be an inter-
esting value with the best average rank. Using this value, the second experiment
was repeated and the results are shown in Figure 4. As can be seen, there were
not significant differences between the frequencies behaviors shown in Figures 3
and 4, but the later is almost 15% faster than the former. However, there were
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differences in some subsets of the ten most used attributes. For instance, in four
datasets (Leukemia, Lymphoma, Ovarian and WDBC) the ten most used at-
tributes were the same in both experiments, but their sequences were different;
in other four datasets (Arrhythmia, CNS, Leukemia nom. and Lung Cancer)
there were some attributes that appear in both cases (in the same order and in
different order) and there were different attributes between them. On the other
hand, there were six datasets (Allhyper, Allhypo, Dermatology, Sick, Splice and
Thyroid) where the sequences of the ten most used attributes were the same in
both experiments.

Fig. 4. Frequency of the 10 most used attributes in all datasets using the estimated
out-of-bag error and minNum = 5

7 Conclusion

This study evaluated 14 medical datasets (with 2 variants) using Random Forests
with a and 2a trees, where a is the number of attributes in the dataset. Analyz-
ing the results, it can be seen that, in the medical domain, the Random Forest
chooses a subset of attributes or a single one in each dataset. In addition, the
frequency that the attributes appear in the root node has an exponential behav-
ior. It seems that when we used a and 2a trees, the subset of attributes is stable.
In addition, we can observe that not always that an attribute is used more than
other, its performance is better. Sometimes another attribute had a minor esti-
mated out-of-bag error and when this measure was used this attribute was ahead
of the first one. Using the estimated out-of-bag error as a complement, we notice
that in all datasets, in general, one attribute stood out. It is noteworthy that
in biomedical datasets, finding a subset or a single best attribute can enhance
the knowledge discovery and the classification performance. Furthermore, the
value of the measure minNum does not seem to significantly affect the results
although it decreases the execution time. We used minNum = 5 and the results
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did not present significant differences. Future work can improve the estimated
out-of-bag error, for instance, weighting each attribute by its tree level or even
by the number of instances reaching that node.
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Abstract. The development of automatic and reliable monitoring sys-
tems is an open issue in continuous industrial chemical processes. The
challenges lay on simultaneously managing multiple normal modes of op-
eration as well as the transitions among them with reasonable false alarm
rates, and in reaching early fault detection. This work explores and at-
tests the capacity of the signal processing method called hidden Markov
model (HMM) in contributing to overcome these issues. After presenting
the motivation for its use in this engineering field, the methodology is
introduced and an application is illustrated. Here, the HMM ability of
directly learning from process historical data both desired features sys-
tem dynamics and structure of correlations is shown. Aiming to reach
practical insights a real case study based on operations of an industrial
boiler is used. A comparison with Principal Components Analysis (PCA)
and Self-Organizing Maps (SOM) shows the effectiveness of the proposed
HMM-based fault detection system.

Keywords: Process monitoring, Probabilistic learning, Signal process-
ing, Hidden Markov model, Real-world problem, Industrial database.

1 Introduction

The statistical method called hidden Markov model (HMM), an extension of
the Markov chain modeling, came up around the seventies, with applications on
speech processing. In the ending of the eighties, it became more popular with
Rabiner [1] and Rabiner and Juang [2]. Since then, others fields have experienced
its potential, namely e.g. bioinformatics [3], telecommunications [4] and financial
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engineering [5]. The present paper discusses the application of HMM in the
industrial engineering field, and more specifically in the monitoring of continuous
chemical processes. A reliable fault detection system should reach early detection
with a minimum generation of false alarms. Continuous processes as found in
cellulose mills and petrochemical refineries are characterized by having multiple
normal states of operation whose management constitutes a practical challenge
in the development of monitoring systems [6,7]. Most studies of application of
HMMs in process monitoring employs computer-simulated data [8,9,10,11,12,13].
The present study investigates, in a practical point of view, the use of this method
for the development of reliable fault detection systems in continuous chemical
industrial processes. For that, a methodology is proposed and a real case study is
used for illustration. The initial step verifies the capacity of HMMs to deal with
multiple normal operating states, which would minimize the generation of false
alarms, and in sequence the early fault detection issue is addressed. To the best
of our knownledge, such approach was not contemplated before in the literature.

2 Hidden Markov Models

The hidden Markov Model (HMM) method is used to identify changes of sta-
tistical nature in signals over some index e.g. time. It is a statistical sequential
pattern recognition tool since it works with data sequence as input. HMMs are an
extension of Markov models. In addition to the first stochastic process concern-
ing the state-transitions following the Markov property i.e. P (qt|qt−1), a second
one with respect to the observation-emissions i.e. P (ot|qt) is present. This means
that every state of the Markov chain is potentially able to emit any observation.
This explains the term hidden, as the underlying Markov chain is no longer di-
rectly observable. Given a number of states for the Markov chain (N), a discrete
HMM (λ) is specified by (1) the initial state probability distribution (π), used to
initiate the Markov chain, and (2) the state-transition probability distribution
(A) as in Markov models, besides (3) emission probability distributions (B) (i.e.
λ = (π,A,B)). In the continuous case (used here), matrix B is replaced by pdfs
usually given by finite mixture of Gaussians for which it is necessary to specify
mixture components (c), mean vectors (μ) and covariance matrix (Σ) [1].

2.1 Fault Detection Using HMMs

Every chemical process operates under random influences. Hence process mea-
surements may be seen as realizations of an underlying stochastic system, and
in consequence operating conditions can be described by specific probability dis-
tributions [14]. In this context the pattern recognition role played by HMMs
enable them to be applied in monitoring applications by detecting changes in
the parameters of these distributions over time. Here the signals are composed of
measurements of process variables continuously collected. Its input-output rela-
tion is as follows:O −→ HMM −→ (−log[P (O|λ)]). The input, called observation
sequence (O), contains T observation vectors (ot), i.e. O = {o1, o2, ..., ot, ..., oT },
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which can be discrete or real (used here) valued. The output is a likelihood
value (−log[P (O|λ)]), that measures the capacity of the model (λ) in generating
the observed data sequence (O) [1]. The logarithmic form is used to overcome
numerical computation problems.

3 Methodology

The input of the proposed methodology is a process historical database col-
lected in mill. Firstly, data pre-processing tasks are used to e.g. check missing
and anomalous registers. In sequence, a set of key monitoring process variables
is chosen. A feature extraction procedure may also be employed. Next step is
concerning the identification of a HMM to be used as the monitoring system.
The vectors in the observation sequences (O) are composed of measurements of
the variable subset previously defined. Since HMM is a data-driven method, this
step makes use of training and validation data subsets, for parameter estimation
(π,A,B) and for final model selection, respectively. Finally, by using indepen-
dent data sets, a performance evaluation of the monitoring system is carried out.
Each step is detailed along the discussion of the results.

4 Case Study

The case study uses a chemical recovery boiler belonging to a cellulose pulp mill
located in Brazil. One of its goals is to produce high pressure steam using a heat
transfer section containing a series of heat exchangers, as in power boilers. A
critical situation that may happen during the operations concerns the reduction
of its thermal efficiency due to the deposition of specific materials over tubes of
them. Hence it is continuously monitored. Common practices are still based on
operators’ actions, namely patrols around the boiler and accompanying of key
variables, mainly the fuel gas temperature measures along it [15,16]. To facilitate
the results visualization, the case study only uses two of these temperatures as
monitoring variables, namely those measured after both heat exchangers the
super-heater (TSH , in oC) and the boiler bank (TBB, in

oC). Under normal
conditions they present a high positive correlation and their operating ranges
are, respectively, equal to [453.8−771.1] oC and [282.0−397.8] oC. The extension
to the whole heat transfer section is straightforward. This data set comprehends
three months of operation, with a sample interval of five minutes. In addtion to
TSH and TBB the liquor (fuel) flow rate (FBL), ranging from 14.0 to 53.0 ton/h,
was used for purposes of results interpretation. This independent variable is
associated to the multiple normal operating states the boiler can takes on. Other
collected variables were used to verify its operating condition at the whole period.

5 Results and Discussion

Firstly, it is justified the use of the hidden Markov modeling for describing chem-
ical processes with continuous operations. With a sequential data series in hand,
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such modeling requires a set of conditions, namely (1) a mixture distribution
for the marginal distribution of the data, i.e. collapsed over time, (2) a serial
dependence of the data over some index and (3) an underlying system, given by
a series of states it assumes, not entirely clear (i.e. hidden). This last condition
is what distinguishes HMMs from Markov models. Using the TSH and TBB data,
Fig. 1 illustrates the presence of all these characteristics. The classical/widely
employed (also used here) (1) Forward algorithm (alg.), for computing the prob-
ability of a sequence of observed events [1], (2) Viterbi alg., for finding the most
likely hidden state sequence [17], and (3) Baum-Welch alg., for parameter esti-
mation were not described here, due to the limited space [18]. The MATLAB
software (v. 7.8.0.347, The MathWorks Inc., 2009) was used in all steps.
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Fig. 1. Conditions for using the hidden Markov modeling: (a) mixture distribution,
conditioned to (the independent variable) FBL, (b) serial dependence of TBB due to a
high sample frequency, with 95% confidence limits (dotted lines) and (c) system states,
determined by FBL, not completely clearly

Step 1 - Data Pre-processing: One of the three available months of opera-
tion was used in the identification step, for construction of a monitoring system
characteristic of normal operations, and the other two in the model evaluation
step. To the former a series of filters were applied over the raw mill data. They
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regard the range of the variables, the operating conditions of the equipment, the
relationship among variables, and the occurrence of missing data.

Step 2 - Variable Selection: From the monitoring variables, TSH and TBB,
the structure of the input observation sequences (O) is as follows: O = {[TSH

TBB]
′
t=1, [TSH TBB]

′
t=2, ..., [TSH TBB]

′
t=T }, where T varied from 13 to 447. The

definition of its size should take into account the process dynamics being long
enough to capture it. Thus, each observation sequence covers at least one hour
of operation, which is equivalent to T = 12, once the sample time is five minutes.
The liquor (fuel) flow rate (FBL) variable is not used as input information to the
HMM-based monitoring system, however its role here is to justifies the use of the
hidden Markov modeling (as illustrated before) and to support the validation of
the results.

Step 3 - HMM Identification: Firstly, the resulting pre-processed data set was
divided into training and validation subsets. The former was used to generate
a set of candidate models by varying N from 2 up to 6 and c from 1 up to 3,
and the latter to select one of them to be used as the monitoring system. The k-
means clustering algorithm was used for initialization of the mixture distribution
parameters, where k = N × c. The full covariance matrix was used. The model
topology was fixed to the ergodic one. The basis for this choice was the character-
istic of the physical system in presenting a set of multiple normal operating con-
ditions in conjunction with frequent transitions among them. To the model (λ)
selection, a 10-fold cross-validation procedure was carried out using an amount
of 82 observation sequences (O) with varied size, as a function of the FBL val-
ues. The selection criterion was based on the standard deviation of the residuals,
which are a function of the output likelihood (−log[P (O|λ)]) values calculated
onto the validation data. (Next paragraph explains the reason for using residu-
als data instead of likelihood values.) The standard deviation measure is directly
related to the concept of control chart employed to monitor the operations. The
selected model out of 15, to be used as the monitoring system, has N = 3 and
c = 1. The resulting final estimation of the parameters (λ = (π,A,B)), with
training and validation data subsets of sizes 82 and 28, respectively, are as fol-
lows: π = [0.31 0.34 0.35], A = [0.97 0.00 0.03; 0.01 0.99 0.00; 0.03 0.00 0.97],
μ = [−0.04 − 1.21 0.87; 0.20 − 1.44 0.79], Σ1 = [0.25 − 0.07;−0.07 0.19],
Σ2 = [0.49 0.20; 0.20 0.28], Σ3 = [0.33 − 0.04;−0.04 0.21], and c = [1 1 1].
From Fig. 2(a) the overlapping of the joined training and validation data by
the Gaussian distributions of the Markov chain states can be verified. Here, the
specialization of the states of the model in describing particular conditions in the
boiler, as desired, can also be observed. These results contribute to the model
validation in practice.

In order to achieve early fault detection the observation sequences are con-
structed using a sliding temporal window. As a consequence an autocorrelation
arises over the likelihood values calculated along time. To overcome this issue an
autoregressive (AR) model of order 2, i.e. yt = θ0+θ1×yt−1+θ2×yt−2+ξ (after

trying 1st-order), with θ̂ = [−1.97,−0.61, 1.45], where y assumes −log[P (O|λ)],
was used to obtain independent residuals, i.e. ξ (= yt− ŷt) [20]. Thus the boilers’
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Fig. 2. (a) Overlapping of the full operating range, given TSH and TBB , by the esti-
mated Gaussian distributions (one for each Markov chain state) and association of the
model states with boilers’ operating conditions: 25, 40 and 50 m3/h, and (b) Monitoring
result for observation sequences associated to particular normal states of operation.

operations are accompanied by a control chart for individual measurements of
the residuals data [19], with ±3s (lower and upper control limits) = ±2.0.

Step 4 - Monitoring System Evaluation: Every five minutes (the sample time)
an observation sequence (O) of size 5 is fed to the fault detection system (λ)
leading to a real time monitoring. Other two months of operation characterizing
independent data sets are used. Firstly, it is verified the ability of HMM-based
monitoring systems to handle multiple normal modes of operation, which concurs
to lower false alarm rates, and in sequence the early fault detection issue.

Step 4.1 - Multiple Normal Operating States: To verify the monitoring system
capacity in dealing with the several multiple normal operating states the boiler
assumes, 7382 observation sequences are fed to it. They are composed of temper-
ature measurements collected in the first considered month of operation, and as-
sociated to particular normal conditions. As an example, for sequences composed
of measurements collected during liquor flow rates equal to 25 m3/h, O = {[TSH

TBB]
′
t=1;FBL=25m3/h, ..., [TSH TBB]

′
t=T=5;FBL=25m3/h)}. From the control chart

in Fig. 2(b), it can be observed that most residue values lay within the normal
region.

Now, 965 observation sequences, composed of measurements collected during
transitions among normal modes of operations at the same first month before,
were considered. One example is given by O = {[TSH TBB]

′
t=1;FBL=25m3/h), ...,

[TSHTBB]
′
t=T=5;FBL=28m3/h)}, composed of observation vectors associated to

FBL = 25 and 28 m3/h. Load variations are very common in chemical industries,
and in general they are due to process upsets or equipment malfunctioning. From
these sequences, it was possible to verify the capacity of HMMs to manage tran-
sitions among normal modes of operation. Most residue values also lay within the
normal region, and the resulting control chart (not shown) is similar to that in
Fig. 2(b). It occurs because a set of states (of the Markov chain) with or without
significantly distinct parameter distribution (i.e. μ and/or Σ) values depending
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on the case is responsible for describing such observation sequences. One exam-
ple is the state sequence that describes O = {[TSH TBB]

′
t=1;FBL=40m3/h), ..., [TSH

TBB]
′
t=T=5;FBL=45m3/h)}, given by {1 1 1 2 2}. It is due to the fact that the obser-

vation vectors, i.e. [TSH TBB]
′
t, are individually modeled by the state associated

to the underlying normal condition, given here by FBL. Analogous results were
obtained for the other transitions.

Table 1 summarizes the numerical results of this section. The results obtained
with the HMM signal processing method were compared with well-established
multivariate statistical process control (MSPC) and computational inteligence
techniques, namely, respectively, Principal Components Analysis (PCA) [21] and
Self-Organizing Maps (SOM) [22]. To the former, a dynamic (D-PCA) approach
was employed. The dynamics is taken into account by augmenting each sample
observation with previous l (= 5) ones, where l is the number of lags [23,24]. The
identified D-PCA monitoring system, derived from the correlation matrix, uses
2 principal components out of 10 (the number of elements in the observation
sequences of size 5), explaining 95.0% of the total variance. To the latter field,
it was used the global SOM-based novelty detection method1 [25]. The training
data subset was the same used for identification of the HMM model, of size
82. For the comparison of the sensitivities of the statistics in a fair basis, i.e.
−log[P (O|λ)] for HMM, T 2 for D-PCA, and E (Quantization Errors) for SOM,
the thresholds of the last two techniques were adjusted to give the same false
alarm rate (i.e. type I error) of the HMM system, equal to 4.5% (first row of the
table). The same validation data subset used before for HMM identification, of
size 28, was employed. (Regarding D-PCA, the T 2 statistics gives a better result
than the Q statistics, and then the latter is not shown.)

Now, to compare them, the previous data sets of sizes 7382 and 965 were used.
To the first (second row of the table), it can be verified that the performance of
D-PCA and SOM is slightly better than that of HMM. On the other hand (third
row of the table), the HMM modeling, with a false alarm rate of 8.3%, gives a
better result than D-PCA and SOM. Differently of the other techniques mainly
for D-PCA, it can also be noted for the HMM approach the promixity of the rates
when comparing observation sequences collected during both particular (9.1%)
and transition (8.3%) periods. As stated before, this may be due to the fact of
HMM makes use of a set of states of the Markov chain to individually describe
the distinct (determined by different normal modes of operation) observation
vectors ([TSHTBB]

′
t) in an observation sequence (O). This result suggests the

ability of HMMs, in a more stable way, to manage multiple normal modes of
operations, an inherent and challenging characteristic of continuous industrial
chemical processes contributing to lower false alarm rates.

Step 4.2 - Early Fault Detection: After verifying the capacity of HMMs in
dealing with multiple normal modes of operation, the early fault detection issue
was addressed. The second month of continuous operations presenting a real

1 Parameter values: zero mean/unit variance, 6×6 rectangular topology, sequential
training, 100 training epochs, initial learning rate (η): 0.8, exponential decay learning
rate function, Gaussian weighting function, and initial/final radius (σ): 3/0.
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Table 1. Comparison of false alarm rates (in %) between HMM- and SOM- and D-
PCA- based monitoring systems

Observation
sequences (O)

D-PCA SOM HMM

In the validation
data subset

(reference basis)
4.5 4.5 4.5

Not associated
to transitions (n = 7382)

8.8 8.1 9.1

Associated
to transitions (n = 965)

15.1 11.6 8.3
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Fig. 3. Early fault detection (below) and change occurred in the relationship between
TSH and TBB (above).

fault in the boiler was used. Fig. 3 (below) shows the progressive deviation of
the residue values from the normal operating window. The detection is due to
the capacity of HMMs in recognizing changes of statistical nature in signals
over time. They are caused either by shifts of process variables from their usual
operating ranges or by changes in the relationship among them. Both features
are present here, as shown in Fig. 3 (above). Whereas TBB assumes greater
values, TSH remains nearly constant. Under normal conditions, a high positive
correlation between them is expected. The detection occurred in the initial stage
of the fault when its perception by control room operators is not an easy task.
By dealing with real data, the start and end times of the fault is not exactly
known. In addition, the stability of the residue values (between ±3s) during
the stable operations before and after the abnormal event can also be observed.
This behaviour was verified for the whole period. Therefore, in addition to the
system dynamics (explored in Step 4.1 ) HMM also captured the structure of
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correlations in the monitoring variables. These both features are very welcomed
for attaining a reliable monitoring of continuous industrial chemical processes.

6 Conclusions

After justifying, this work proposes a methodology and demonstrates the use
of the hidden Markov modeling in industrial chemical processes of continuous
operations. In order to reach practical insights, a real case study using an indus-
trial boiler was employed. (A prior work using simulated data was conducted by
the same authors [8].) It was demonstrated the capacity of the hidden Markov
modeling to handle the inherent presence of multiple normal modes of operation
and the transitions among them, which in turn minimizes the false alarm rates,
as well as to achieve early fault detection. Attending to these issues contributes
to the development of automatic and reliable fault detection systems, a current
open question in practice. To the best of our knowledge, such approach was not
contemplated before in the literature. In addition, its explicit modeling based
on the probability theory allows an association of its parameters with the phys-
ical system, as it was also illustrated. This possibility is rich in both directions
to get insights about the real system learned by the model as also to help it
in learning the physical phenomena more efficiently. Moreover, its data-driven
modeling overcomes the complex mathematical description of industrial chemi-
cal processes. Here, for purposes of clarity, a reduced set of monitoring variables
was employed, however the extension for a high dimensional subset is straight-
forward. Also, we believe that the results we have observed hold generally for
different but similar systems. Concluding, HMM-based monitoring systems can
play a useful role in helping control room operators and engineers to accomplish
monitoring tasks in continuous industrial processes. As cited by Patton [26], “sig-
nal processing tools (as is HMM) constitutes an alternative to the development
of FDI (Fault Detection and Isolation) systems”.
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Abstract. Dimensional reduction of data is still important as in the data 
processing and on the web to represent and manipulate higher dimensional data. 
Rough set concept developed is fundamental and useful to process higher 
dimensional data. Reduct in the rough set is a minimal subset of features, which 
has almost the same discernible power as the entire features in the higher 
dimensional scheme. But, we have problems of the application of reducts for 
the classification. Here, we develop a method which connects reducts and the 
nearest neighbor method to classify data with higher accuracy. To improve the 
classification ability of reducts, we propose a new modified reduct based on 
reducts and its optimization method for the classification with higher accuracy. 
Then, it is shown that the modified reduct improves the classification accuracy, 
which is followed by the optimized nearest neighbor classification. 

1 Introduction 

Rough sets theory firstly introduced by Pawlak[1,2] provides us a new approach to 
perform data analysis, practically. Up to now, rough set has been applied successfully 
and widely in machine learning and data mining. The need to manipulate higher 
dimensional data on the web and to support or process them gives rise to the question 
of how to represent the data in a lower-dimensional space to allow more space and 
time efficient computation. Thus, dimensional reduction of data still remains as an 
important problem. An important task in rough set based data analysis is computation 
of the attributes or feature reducts for the classification. By Pawlak’s rough set 
theory[1,2], a reduct is a minimal subset of features, which has the discernibility 
power as using the entire features. Then, the reduct uses a minimum number of 
features and represents a minimal and complete rules set to classify new objects. 
Reducts use partial data to classify objects, while conventional methods use all data. 
Finding all reducts of an information system is combinatorial NP-hard computational 
problem[3,4]. Here, we discuss reducts for reduction of features dimension and its 
application to the nearest neighbor classification Then, it is not necessarily efficient to 
apply reducts directly to nearest neighbor classification method. We propose a 
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modified reduct, which are added redundant attributes to reducts for nearest neighbor 
classification. Then, to improve the accuracy of the classification by reducts, a 
weighted nearest neighbor algorithm is introduced. It is shown that the modified 
reduct improves the classification accuracy, which is followed by the optimized nearest 
neighbor classification. 

2 Classification and Decision Table 

The proposed classification consists of some reducts followed by respective Nearest 
Neighbor(NN) system[6,7].  

Table 1. An example of the decision table 

 a b c d class 

1x  1  0 2 1 1 

2x  1 0 2 0 1 

3x  1 2 0 0 2 

4x  1 2 2 1 2 

5x  2 1 0 1 2 

6x  2 1 1 0 1 

7x  2 1 2 1 2 

A knowledge representing system containing the set of attributes, called condition 
attributes and the set of decision attributes, is called a decision table. The decision 
table is useful for classification. Here, a simple example of the decision table is shown 
in Table 1. 

The left side data in the column in Table 1 as shown in, 1 2 3 7{ , , ,.. , }x x x x is a set 

of instances, while the data { a, b, c, d} on the upper row, shows the set of attributes 
of the instance.  

3 Discernibility Matrix 

Skowron(1991) proposed to represent decision table in the form of a discernibility 
matrix[3,4]. This representation has many advantages, in particular it enables simple 
computation of the core, reducts other concepts[1,2,3]. The discernibility matrix is 
defined as follows. Let { , , , }T U A C D=  be a decision table, with 

1 2{ , ,.... }nU x x x= . By a discernibility matrix of T , denoted by ( )M T , which is 

n n×  matrix defined as   
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Table 2. Dicernibility matrix of the decision table in Table 1 

     1x  2x  3x  4x  5x    6x    

2x    －      

3x  b,c,d  b,c      

4x    b  b,d －    

5x  a,b,c,d a,b,c － －   

6x  － － a,b,c a,b,c,d    －  

7x   a,b a,b,d － －  c,d  c,d 

  
{ : ( ) ( )

( , ( ) ( ))} , 1,2,...
ij i j

i j

m a C a x a x

d D d x d x i j n

= ∈ ≠

∧ ∈ ≠ =
                  (1) 

, where U is the universe of discourse, C is a set of features, 

A is a subset of C  called condition attributes, and D is a set of decision ones. In 
Table 2, the dicernibility matrix of the decision table in Table 1 is shown.  

The dicernibility function is represented by taking the combination of the 
disjunction expression of the discerniblity matrix. In Table 2, the item (b,c,d) in the 
second row and the first column, implies b ∨ c ∨ｄ in the Boolean expression, which 
shows the attribute b, c and d appear together for the discrimination between instances 

1x  and 3x ［4］. Finally, these items are shown in conjunction expression. The 

reducts are derived from the dicernibility function ( )Af D  as follows, 

               ( )Af D =(b ∨ c ∨ d) ∧ b ∧ (a ∨ b ∨ c ∨ｄ) ∧ (a ∨ b) 

      ∧ (b ∨ c) ∧ (b ∨ d) ∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ d) 
∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ c ∨ d) ∧ (c ∨ d) ∧ (c ∨ d)           (2) 

The dicernibility function is reduced by Boolean formula to  

( )Af D =(b ∧ c) ∨ (b ∧ d)                               (3) 

From the above equation ( )Af D , two reducts are obtained as 

  {b, c} and  {b,d}                                 (4) 

Thus, the core of two reducts, becomes {b}. 

4 Modified Reducts – Nearest Neighbor Classification 

The reduct in Rough set, is a reduced set of attributes in information system. Then, 
the classification is expected easily and simply. The nearest neighbor algorithm[5] is a 
supervised learning algorithm that simply retains the entire training set during 
learning. During execution, a new input data is composed is compared to each 
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instance in the training set. The class of the instance that is most similar to the new 
data(using some distance function) is used as the predicted class. The nearest 
neighbor quickly(O(n)) classifies a training set of n instances[6,7].         

Table 3. Reduct {b,c}  Table 4. Reduct {b,d} 

     b   c class 
  1x     0   2   1 
  2x     0   2   1 
  3x     2   0   2 

4x     2   2   2 

5x     1   0   2 

6x     1   1   1 

7x     1   2   2 
 

b d class

1x  0 1 1 

2x  0 0 1 

3x 2 0 2 

4x  2 1 2 

5x 1 1 2 

6x 1 0 1 

7x 1 1 2 
 

It is guaranteed to learn a consistent training set(i.e. one in which there are no 
instances with the same input data(vector) and different outputs) and will not get 
stuck in local minima. Here, we have problems whether the nearest neighbor 
algorithm is applicable to the reduct in rough set theory. Experiments to check the 
nearest neighbor algorithm are performed in the following by using decision table in 
Table 1. Data by reduct {b,c} is shown in Table 3, while data by reduct {b,d} is 
shown in Table 4 in the following. 

To the data in Table 3, nearest neighbor algorithm is applied. The cross validation 

method is applied to the data. Since the data (0,2) in 1x  and 2x  in Table 3 is the 

same, these two data become to one data (0,2),which is represented by 1x .We assume 

here that data 1x  is unknown in the class. Then, data 1x  is most close to the data 

7x  of the class 2 with the Euclidean distance, 1. Thus 1x belongs to the class 2. But, 

this is contradiction, since the data was in the class 1. Next, we assume that data 3x is 

unknown in the class. Since the data 3x  is closest to the data 5x  of the class 2 with 

the distance, 1, 3x  belongs to the class 2. This is correct. Third, we assume that 5x  

is unknown in the class. Since 5x  is most close to data 3x  of the class 2 and data 

6x  of the class 1 with distance 1, respectively, 5x  will belong to the class 1 and 2 

with 50%. Similarly, the accuracy for classification by reduct {b,d} in Table 4 is 
computed. The accuracy becomes 0.58, that is 58 %.  
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4.1 Generation of Modified Reducts Based on Paulak’s Reducts 

Combination of reducts is proposed for the improvement of classification ability. 
Simultaneous occurrence of attributes is computed from reducts in the dicernibility 
matrix. Based on the attribute b in reducts {b,c} and {b,d} derived from the 
discernibility matrix in Table 2, the simultaneous occurrence attributes are counted in 
the order.  
 

{b,c,a}     {b,d,a}     {b,c,d}

     {b,c}         {b,d} 
 

Fig. 1. Generation of modified reducts 

In Fig. 1, the modified reducts {b,c,a}, {b,d,a} and {b,c,d} are created on the 
discernibility matrix, which are  occurred with reducts {b,c} and {b,d} and one more 
attribute is added. In Fig. 1, the added variable occur more than 3 times with reducts 
{b,c} and {b,d}. From the point of Pawlak`s reducts, these modified reducts include 
redundant attributes. 

As an example, values and the class of the modified reduct {b,d,a} is shown on the 
three dimensional coordinates as shown in Fig. 2 . Fig. 2 shows the instances in the 
triangle class( class 1 in Table 1) and those in the circle class( class 2 in Table 1) is 
classified separately in the nearest neighbor system. Then, the modified reduct{b,d,a} 
–NN  classifies instances correctly.  

Since the reduct {b,d}-NN is difficult to classify instances correctly, the 
classification accuracy bcomes 50%. The modified reduct { b,d,a} classifies correctly 
with accuracy 100%. This is because the values of the added attribute {a} is different 
between classes, i.e., the value of the 1 class takes 0 or 1, while that of the 2 class 
takes 2. Thus, the values of the added attribute  are useful to be different between 
classes for the classification. 

                       

Fig. 2. Representation of  modified  reduct {b,d,a}    
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Similarly, the classification accuracy by the modified reduct {b,c,d} becomes  
(4/7)=0.66, i.e., 66%, while  that by the modified reduct {b,c,a} becomes 
(5/7)=0.71,i.e, 71%. These accuracies 66% and  71% is improved in the classification 
than the two reducts {b,c} and {b,d} accuracies 50% and 58%, respectively.  

4.2 Characterization of Modified Reducts-NN 

The modified reducts-NN are characterized from the basic structure of Pawlak’s 
reducts-NN as follows for the classification. 

4.2.1  Based on Incorrectly Classified Instance, ix , in the Pawlak`s Reduct 

By adding a new attribute(variable), v , to the Pawlak’s reduct, a modified reduct is 

created. Assume  that an incorrectly classified  instance, ix is given. Then, a set of 

instances, { }is ,  are created such that the value of the added attribute is same as the 

value of  v  of the given instance. ix  .  Since the ix is incorrectly classified in the 

followed nearest neighbor(NN), there is a nearest neighbor instance, iy ,which is in 

different class against ix . Here, a set in the different class against ix is assumed to 

be{ }it , each member of which has the same value of the v . Then, we can creat a 

new set by { } { }i is t− . Next, a nearest neighbor instance , z , of the given instance 

ix , is searched, which belongs to the same class of ix . The instance, z , will be in 

{ } { }i is t− or not. Finally, we conpute the distances between ix  and member of 

{ } { }i is t− . If the instance, z , is nearest to ix , then the instance ix is correctly 

classified in modified reduct-NN. This case improves the classification accuracy. 

When the distance between the given instance ix and z  in the same class, is 

equal to the distance between the ix and one element { } { }i ist s t∈ − , which is 

different in the class, the ix belong to the either class with probability 1/2. This 

implies the ix escapes from the incorrectly classification in the modified reduct. 

When such element st exists more than two, the given ix is also incorrectly 

classified in the modified reduct. 

4.2.2  Based on Correctly Classified Instance, ix , in the Pawlak`s  Reduct 

When the value of the added attribute of the given instance ix is  same as the value  

of the nearest neighbor instance in the Pawlak’s reduct, then the instance ix is also 

classified correctly in the modified reduct.    
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4.3 Dependency Relation of Reducts and Modified Ones 

To make clear the dependency between the modified reduct and its related reducts, 
the notion of the dependency of knowledge is applied here[1,2]. In Fig.2, it is 
expected to show how much the modified reduct {b,c,d} is related to reduct {b,c} and 
{b,d}. By using Pawlak’s notation, reduct {b,c} –NN classification is represented by 
the relation as  

         { , } 3 4 1 2 6 5 7/ {{ , },{ , , },{ , }}b cU R x x x x x x x=
 
                (5) 

         { , } 3 4 1 3 6 5 7/ {{ , },{ , , },{ , }}b dU R x x x x x x x=
 
                (6) 

         { , , } 2 4 6 1 3 5 7/ . {{ , },{ },{ , , , }}b c dU Mod R x x x x x x x=              (7) 

, where  U in equation (5) is the set of all instances, { , }b cR is the reduct {b,c} 

followed by nearest neighbor relation. Then { , }/ b cU R  becomes the correctly 

classified set, 3 4{ , }x x , incorrectly classified set, 1 2 6{ , , }x x x  and the undecided 

set, 5 7{ , }x x . Similarly, the equation (6) holds in reduct {b,d} and the equation (7) in 

modified reduct {b,c,d}. The modified reduct  relation, { , , }. b c dMod R  depends in a 

degree k (0 1)k≤ ≤  from the reduct relation { , }b cR as follows, 

                { , } { , , }

1

{ ( . )}

{ }
b cR b c dcard POS Mod R

k
card U

=                    (8) 

, where { }card denotes cardinality of the set. Equation (8) is a numerical value. 

Since 
{ , } { , , }( . )

b cR b c dPOS Mod R = 5 7{ , }x x  holds, 1 2 / 7k = . Similarly, 

{ , } { , , }( . )
b dR b c dPOS Mod R = 2 4 5 7{ , , , }x x x x  holds, 2 4 / 7k = . This shows the 

reduct {b,d} effects largely than the reduct {b,c} to the modified reduct {b,c,d}. 
Similar dependency discussions are carried out on the modified reducts {b,c,a} and 
{b,d,a}. 

5 Weighted Nearest Neighbor Algorithm 

To improve the accuracy of the classification by reducts, a weighted nearest neighbor 

algorithm is introduced. The weight { }iω  for the attribute is introduced in the 

distance measure as shown in the following.  
For the training instances, the optimized weighted distances are computed as 

follows:  the distance between training instances  is defined by 

             2

1

( , ) ( )
n

r r i ri ri
i

Dist x y x yω
=

= −                          (9) 
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, where the suffix r of instances shows the r-th class in the decision table. In the case 

of the instances rx and ry to be in the same r-th class, The weight set { }iω is 

determined so as to minimize the classification errors. Since Euclidean distance 
values are changed, the classification accuracy is changed. In the case of the modified 

reduct {b,c,d}, weights bω =0.5, cω =0.8, and dω =0.4 are set. Then, the accuracy 

of the modified reduct {b,c,d} with weighting becomes 0.86, i.e., 86.4%, as shown in 
the left side black bars in Fig.3. while the gray bar shows the accuracy of modified  
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Fig. 3. Improved accuracy by modified reducts 
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Fig. 4. Accuracy comparison in  reducts-NN and modified  reducts-NN  



 Modified Reducts and Their Processing for Nearest Neighbor Classification 761 

 

reduct {b,c,d}. Similarly, modified reducts {b,c,a} and {b,d,a} with weighting show 
higher accuracy. Majority voting is carried out as the final classification among 
modified reducts-NN. Further, the accuracy of reducts-NN and modified reducts-NN 
with weighting is compared in Fig.4. Fig.4 shows that reducts-weighted nearest 
neighbor method is effective using the modified result for the classification. 

The weighting problem discussed here is generalized as follows. Among instances, 

                  ( , ) ( , )r r r sDist x y Dist x z≤                             (10) 

holds, where the instance  sz  is the different s-class other than the r-th class.  

Further, 

1
1

m

ii
ω

=
=   and 0iω ≥                           (11) 

are assumed here. The cardinality of the instances of the subset in the r-th class to the 
total number of pairs of instances  is defined as 

                {( , ) | ( , ) }r r r rcard x y Dist x y in the r th class−            (12) 

Then, the accuracy of the classification of the r-th class is defined as follows, 

   {( , ) | ( , ) }/ { }r r r r rcard x y Dist x y in the r th class card Uξ = −      (13) 

Then, the total quality of the accuracy of the classification is 

                rr
T ξ=                                   (14) 

Under the conditions of equations (10) and (11) , the maximization of the equation 

(14) is called the weight iω  optimization here. The equation (14) as the fitness func- 

tion, is maximized for the optimized weights iω  by genetic algorithm[6,8].  The 

classification ability of the  reduct, the modified reduct and the subset of the attribute 

variables is ordered in case of the weight iω  optimization as follows, 

         reductT ≤ .m reductT ≤ 1subsetT ≤ 2subsetT ……..                (15) 

,where  reductT  shows the accuracy value of the reduct weight iω  optimization 

classification, .m reductT  shows that of the modified reduct, also 1subsetT is increased 

more one attribute variable than the  modified reduct. Similarly, 2subsetT  is increased 

more one attribute variable. The reason why the equation (10) holds, is as follows. 

When ≤ in the equation (10) does not hold,  the increased weight iω  of the last 

variable is set to be 0. Thus, the accuracy ability of the classification of  the decision 

table is represented in the finite number of the weight iω  optimization, which is  

determined  from the equation (15). Thus, the ability of accuracy is stopped at the 
weighted modified reduct. 
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6 Conclusion 

This paper discusses effective classification of the reduct of  rough set  followed by 
nearest neighbor classification. Up to now, rough set characteristics are well studied. 
But, the reduct-nearest neighbor classification, which is effective in time and memory 
processing, is not discussed. In this paper, for the effective reduct-nearest neighbor 
classification, the modified reduct and weighted distance between instances, are 
newly proposed. First, it is shown that the reduct-nearest neighbor classification has 
shortcomings in the accuracy of the classification. By proposing modified reduct 
concept, an improved accuracy is shown for the classification of the instances. 
Second, the ability of the accuracy of classification is developed on the weighted 
distance. The confidence problem of the reduct-NN classification is remained as the 
future problem[6,8,9]. 
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Credit Scoring for SME Using a Manifold Supervised 
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Abstract. We propose a credit scoring algorithm based on the supervised 
ISOMAP to rate SME. By projecting the companies balance sheet data into a 
one dimensional component we obtain a smoother distribution of ratings while 
increasing the discriminatory capability of each rate in terms of the probability 
of default. The method is applied to a large dataset of French SME. 

Keywords: Credit Risk, Credit Scoring, Supervised Learning, Isomap. 

1 Introduction 

Credit risk analysis is a very important and actual topic. In some cases the total loss 
due to bankruptcies can be as high as 5% of the nominal GDP. The causes of 
bankruptcy can broadly be assigned in two categories: intrinsic failure and network 
effects. The first can be originated by anemic sales; irresponsible management; 
accumulated deficit; low capitalization (lack of working capital or very high interest 
rates); random cause; build-up of inventory; excessive business investment. The 
network effects are caused by an aftershock of another company’s bankruptcy (excess 
of bad debts), adverse macro-economic scenario or large non-enforceable accounts 
receivable [1,2]. In this work we deal with the first type of bankruptcy causes, 
although the second type is also important and still not well studied.  

In order to advice the analyst or the investor, more than detecting the bankruptcy we 
need to have a credit scorecard to rate the company in terms of how close it is from 
default or the probability of becoming bankrupt. The difficulty of computing these 
ratings have several causes, but two are paramount: 1) all algorithms are retrospective, 
i.e, they project historical data into the future and 2) the only empirical evidence we 
have to gauge the accuracy of the models is when the company becomes bankrupt, i.e. 
the labeled data from the training set is either 0 – non-bankrupt or 1 - bankrupt. The 
algorithm has to infer the real status of the company between those extremes from a 
classifier that will learn a bimodal distribution picked around 1 and 0. 

To address this problem we propose a new scoring algorithm based on semi-
supervised manifold learning: the SSA. Many applications of data classification and 
data mining deals with a large number of unlabeled examples. Supervised nonlinear 
dimensionality reduction can be used as a preprocessing step before classification. 
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The rationale here is to map the high-dimensional data space into a lower dimensional 
space where classification methods do not suffer from the curse of dimensionality. As 
the explicit mapping is not found by the algorithm some learning methodology must 
be used. Our approach uses a set of training labels in the data set to provide a better 
construction of features and improve learning. 

In this paper we address the problem of building a smooth and reliable credit 
scorecard algorithm. We want to explore the intrinsic structure of the financial data of 
companies in order to effectively compare them using a meaningful metric. Our aim 
is to improve credit scoring and classification with unlabeled examples under the 
assumption that the data resides on a low-dimensional manifold within a high 
dimensional representation space. In this case we make the most drastic 
dimensionality reduction, namely to project data onto a 1-dimensional manifold. 

This paper is organized as follows. In Section 2 we describe our dataset, Section 3 
deals with the topic of manifold learning and describe the algorithm. Section 4 
presents the results. 

2 Characterization of the Dataset 

We used a sample obtained from Diane, a database containing about 100 000 
financial statements of French SME companies [9]. The sample consists of financial 
ratios of industrial French companies, for the years of 2002 to 2007, with at least 10 
employees. From these companies, 1511 were declared bankrupted in 2007 and 2272 
presented a restructuring plan to the court for approval by the creditors. We decided 
not to distinguish these two categories as both signal companies in financial distress. 
From these dataset we build a balanced sample with 600 financial distressed firms, 
most of them small to medium size, with a number of employees from 10 to 800, 
corresponding to the year of 2007 – thus we are making bankruptcy prediction one 
year ahead.  

Our database contains many cases with missing values, especially for defaults 
companies. For this reason we sorted the default cases by the number of missing 
values and selected the examples with 10 missing values at most. A final set of 600 
default examples was obtained. In order to obtain a balanced dataset we selected 
randomly 600 non-default examples resulting in a set of 1200 examples. 

The remaining missing data was treated as follows. For the ratios of the years 2003 
and 2006 each missing value was replaced by the value of the closest available year; 
for 2004 and 2005, if values of the next and previous years were available, each 
missing value was replaced by their mean, otherwise it was replaced by the remaining 
value. In some cases there was no data available for a ratio in any of the years. In this 
very few cases the missing data was replaced by the median value of the ratio in each 
year. Finally, all ratios were logarithmized and then standardized to zero mean and 
unity variance. 

This dataset includes companies from a wide range of sectors - see for Figure 1. 
However, due to the large number of attributes available, we used several ranking 
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algorithms to select the most relevant. From the initial 30 financial ratios defined by 
COFACE and included in the Diana database, we select only the 8 most relevant, 
namely: Number of employees, Liquidity ratio, Financial Debt /Equity, Financial 
Debt/Cashflow, Cashflow/Turnover, Working Capital Needs/Turnover, Total 
Assets/Turnover and EBITDA Margin. All ratios were normalized to zero mean and 
unity variance. 

 

   
 

Fig. 1. Characterization of the dataset in terms of sectors of activity 

3 Manifold Learning 

In many real applications observational high-dimensional data can be cast into low-
dimensional manifolds embedded in low-dimensional spaces, provided a suitable 
representation procedure is found. Instead of working with points in a high-
dimensional space, classification and prediction algorithms can be easily used in these 
low-dimensional spaces sought from the embedded learning process [3, 5, 6]. 

Attempting to uncover this manifold structure in a data set is known as manifold 
learning. Manifold methods include a number of nonlinear approaches to data 
analysis that exploit the geometric properties of the manifold on which the data is 
supposed to lie. Manifold learning can be seen as an unsupervised feature extraction 
algorithm. We have previously applied it to the problem of bankruptcy prediction [4].  

Although the structure inherent in many real world domains exhibit embedded low 
dimensional structures, as for example in image data or video frames, much research 
is being preformed in other areas. 

3.1 Unsupervised Isomap 

Unsupervised learning does not incorporate domain knowledge but its useful since in 
many cases we don’t have label data. Unsupervised Isomap [3] consists of three main 
steps:  

1) Estimates which points are neighbors on the manifold M, based on the distances 
dX(i, j) between pairs of points i, j in the input space X by computing the weighted 
graph G of neighborhood relations given by the edges of weight dX(i, j).  
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2) Estimates the geodesic distances between all pairs of data points in the manifold M 
by computing the shortest path distance on the k’s nearest neighbor graph built on the 
data set.  
3) Applies classical Multi Dimensional Scaling (MDS) to the matrix of graph 
distances, constructing an embedding of the data in a d-dimensional Euclidean space 
Y that best preserves the manifolds estimated intrinsic geometry. Isomap assumes that 
there is an isometric chart that preserves distances between points. 
 
The ISOMAP algorithm: 

input: x1,… x\, k 

1. Form the k-nearest neighbour graph with edge weights jiij xxW −=:  

for neighbouring points ji xx , . 

2. Compute the shortest path distances between all pairs of points using 
Dijkstra’s or Floyd’s algorithm. Store the squares of these distances in D. 

3. Return )(: DMDSY =  
 

It is assumed that for nearby points in the high dimensional space the Euclidean 
distance is a good approximation of the geodesic distance whereas for distant points 
this may not be true. Therefore, another technique described in ISOMAP is applied. It 
consists of building a weighted graph a k’s nearest neighbours where its edges are 
weighted by the Euclidean distances between nearby data points. Then a shortest path 
computation algorithm such as, Dijkstras or Floyds, will complete the calculus of the 
remainder geodesic distances. 

3.2 The Supervised Isomap 

The supervised version of the algorithm is based on the assumption that different 
features of the data can be captured by different dissimilarity measures. The algorithm 
builds up from a dissimilarity matrix to uncover the manifold embedded in the data. 
The dissimilarity matrix D(xi, xj) between two sample points xi and xj is defined as [6]: 
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=
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 if       
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where 
σ//1 ijdea −= with dij a distance measure (in our case Euclidean), σ a 

smoothing parameter (set according to the data ’density’), d0 a constant (0≤d0≤1) and 
ci, cj are the data class labels. If dissimilarity between two samples is less than 1, 
points are in the same class, otherwise points are in different classes. The parameter d0 
allows that points in different classes to have a smaller value of dissimilarity, than 
those in the same class. In general the inter-class dissimilarity is larger than the  
intra-class dissimilarity (depending on the parameter d0) conferring a high 
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discriminative power on the method, which is very powerful for further classification. 
This approach was recently applied to our dataset with good results [4]. 

3.3 The Semi-supervised Algorithm SSA 

Since bankruptcy prediction is a high-dimensional and highly unbalanced problem 
with incomplete information, both supervised and unsupervised approaches have its 
drawbacks. Supervised manifold learning is a powerful approach. However, it does 
not incorporate all the data since we don’t have information about the real situation of 
a non-bankrupt company. Furthermore, if we use all points to train the Isomap, we 
may obtain a crispy map. 

Our objective is to build a map that smoothly relates companies; from the worst 
possible situation to the healthier one. In order to accomplish this, we need a metric 
system to effectively compare companies through their financial situation. However, 
supervised Isomap may not be suitable because it forcefully distorts the original 
structure of the input data no matter whether there is noise in the data or not and how 
much noise is in it. 

Much in the same way as other seeded semi-supervised algorithms, our approach 
uses a fraction of labeled data (seeds) to constrain the learning of the Isomap [7]. We 
consider prior information in the form of on-manifold coordinates of certain data 
points. As a first step we choose a fraction of seed points at random. We run  
the supervised Isomap to constrain the map on this subset of points. Then we run the 
unsupervised Isomap to calculate the new MDS distances that does not violate the 
membership condition imposed by the seed points. Finally, after the implicit mapping 
Y is created, we train a generalized neural network (GNN) to retrieve an explicit map 
for fast recover of results. The algorithm is schematically presented in next picture: 

 
Fig. 2. (Left) Output distributions for the Logistic regression. Red corresponds to bankrupt and 
blue to healthy companies. Arbitrary unities are used. (Right) Output distributions of the 
classifier for SSA with k = 4. The continuous lines are Gaussians fits to the healthy (blue) and 
bankrupt (red) companies. 
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Fig. 2. (continued) 
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Fig. 3. (Top) Ratings distribution with Logistic and SSA over the full dataset. (Bottom) the
corresponding probability of default (PD). 
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4 Results 

We run the SSA algorithm using k = 4 neighbors and setting the parameter d0 = 0.5. 
These parameters were optimized in our previous work [4]. We used two different 
percentages of seeds for semi-supervised algorithm: 10% and 30%. Finally the 
general regression neural network (GNNR) was trained using a Matlab code.   

Table 1. Performance comparison of the algorithms. SSA – 10 and SSA – 30 corresponds to 
using 10% and 30% of seed points, respectively 

 Precision (%) Recall (%) 
S-Isomap 87.94 86.79 
SSA – 30 85.77 84.44 
SSA – 10 84.03 83.05 

 
We test our algorithms using data from 2006 to make one year ahead prediction, 

i.e., prediction of failures in 2007. First we run the algorithm in order to determine the 
level of degradation in the accuracy of classification for not using all the labeled data 
- Table 1. We see that, even with 10% of seed points, the accuracy is not substantially 
compromised when compared with the full supervised version of Isomap - see [4]. 
From now on, we use 30% of seed points, so refer to SSA as SSA – 30. Note that our 
focus is not in the accuracy per se but to obtain a smooth and stable map to feed the 
credit score card algorithm. 

In figure 2 we present the distribution of outputs over our dataset for the Logistic 
regression. Note that the distribution is strongly bimodal with some overlap. In the 
same figure we also plot the distribution produced by our algorithm - SSA. Note that 
in both categories we obtain relatively smooth Gaussian distributions – being the 
bankrupted distribution somehow skewed. From the fits of figure 3 we can estimate 
the probability of default, defined as 

)()(
)(

)(
xgxf

xf
xPD

+
= . (2)

where f(x) is the distribution of non-bankrupt (healthy) companies and g(x) the 
distribution of distressed (bankrupted) companies for the balanced dataset. In this 
figure we also plot the total expected number of defaults occurring at a given level 
(black line): 

)()(~)())()(()( xPDxfxPDxgxfxN += . (3)

In practice the most important aspect of the classifier algorithm is to use its 
discriminatory capability to bind a credit rating scorecard and classify the companies 
in terms of risk. We have already proposed a stable rating algorithm rating which is 
more reliable than traditional approaches [10]. In this case we want to produce a 
smoother algorithm – in the sense of projecting the true distribution of companies 
ratings - even if we sacrifice the accuracy of the classifier. 
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In figure 3 we plot the distribution of ratings according to our algorithm compared 
to the widely used Logistic regression approach. Note that in this case we are using 
the full dataset according to Section 2. Rating levels were set by slicing the outputs 
into M = 7 equidistant levels. Note that the distribution of ranks is more uniform and 
the highest risk rates have a steeper decline. 

5 Conclusions 

We presented a scorecard algorithm for rating SME that can produce smoother rating 
categories without compromising the accuracy. The algorithm is based on a semi-
supervised version of the Isomap, a non-linear dimensionality reduction technique. In 
future work we want to test the stability of the algorithm over time.  
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Abstract. Macroeconomic announcements can have an influential ef-
fect on the price, and related volatility, of an object traded in financial
markets. Modeling the impact of a relevant announcement on a specific
commodity is of interest in building financial models of such objects.
The announcements may generate false hopes or correctly indicate the
ways in which the prices of objects may change. We describe a bootstrap
model which is an attempt to analyse the impact of a publicly released
oil inventory announcement on the price of oil futures contracts. A com-
parison with traditional econometric regression model is presented and
we perturb the traditional models with: (a) a dummy time series that
contains the dates on which the announcement is made, and (b) a senti-
ment time series that reflects the sentiment of the market. The sentiment
time series is generated using natural language processing techniques.

1 Introduction

The movement of prices is the result of varying market forces. These are the
so-called endogenous and exogenous variables that impact on the price of enti-
ties traded in various markets including for example equities in stock markets
and commodities in commodity exchanges. The endogenous variables include
past prices, levels of supply and demand for example. The exogenous variables
comprise of governmental policies and their impact and the timings of the an-
nouncements of such policies related to endogenous variables; increasingly the
role of affect, especially sentiment appears to play major role in determining the
values of endogenous variables. The computation of the impact of past prices on
current price, and indeed future prices, relies on building an econometric model
and using numerical analysis techniques for implementing the model. However,
the inclusion of the impact of policy announcements on prices relies on a range of
heuristics that effectively use proxies[5,3] and the same is true of sentiment[8,9].
The inclusion of market sentiment on prices requires techniques developed in
natural language processing, in information extraction and increasingly in ma-
chine learning. Sentiments are extracted from news reports and blogs written by
traders in specific markets, and thus sentiment extraction involves distributed
processing whereby data is obtained from a range of sources especially online
data such as RSS feeds.

We focus on the impact of the announcement of estimated reserves of crude
oil, in the USA, on the prices of future contracts of oil and use the analysis of
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the possible impact of the announcement on future prices. In effect, we have
developed an empirical distribution of randomness associated with price change
for a time frame around the announcement. Our estimates of the price variation,
and thus the volatility of future prices, due to the announcement appear to be
in agreement with the observed data. We compare the results of our prediction
with traditional regression analysis in three stages: pure regression analysis of
prices only, regression with prices and announcement proxy as the timing and
we introduce an evaluative sentiment series. The sentiment analysis was carried
out on a set of oil news and blogs using natural language processing and data
mining techniques[1].

Many studies have shown that macroeconomic announcements can have an
influential effect on a commodity and its volatility. There are a number of studies
that have investigated the volatility, both literal and metaphorical, in the oil
markets. Swings in crude oil prices are often accompanied by counter-swings in
the inventory of oil supplies. It has been suggested that deviation in the “normal”
or expected inventory level, determined by standard market indicators, affected
price movement in the short term[12].

The valuation of energy firms is closely related to and driven by commodity
prices. It is a consideration then to examine economic factors that can have
an impact on these firms and companies (see for example [4]). Our motivation
was to investigate the impact of the crude oil reserve announcement on the
immediate change in the price of oil future contracts and to use this analysis
to build a price estimation model incorporating the impact. This model will
perhaps help in understanding the behavior of oil traders as they react to oil
inventory announcements by using heuristics learnt over a period of years.

2 Data Set

2.1 Oil Trade: Future and Spot Prices

Oil traders use two instruments whilst trading: First, spot prices for the light
sweet crude - the so-called Brent crude oil(Symbol as BFOE) ; Second, futures
contracts for light sweet crude. The price of the front month of the light sweet
crude oil futures contract is a typical proxy for the cost of imported crude oil.
Future contracts can be exchanged between buyers and sellers for an expiration
from a minimum of 1 month to a maximum of 8 years; the most extensively
traded contract is the Prompt month contract for crude-oil prices of a special
blend of light crude oil produced in the US, called the West Texas Intermediate
(Symbol as WTI CL1)[10]1.We use a five-minute trading series (2007-2010) for
the price quoted for CL1 con-tracts. The prices at the time of the announcement,
thirty minutes before and after were noted, as well as the price returns and price
differences after the time of the announcement and used in the analysis.

1 Continuous derived contracts do not focus on a specific delivery month so much as
a relative delivery time. In this way it is possible to create a historical time series
of the price of the contracts sometime in the future by way of looking at the actual
price at the time of delivery relative to the publication date.
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2.2 Oil Inventory Announcement

The US Energy Information Administration (EA) releases a weekly report
(WPSR)[10] that contains general information and specific data about crude
oil sup-ply, production, consumer consumption and refinery utilization. Fluctu-
ations in the data within the report may reflect demand fundamentals, influence
market speculation and can have a measurable impact on the price of oil. The
identification of significant jump components in oil futures prices is undertaken
and an analysis made of the relative contribution of jumps to the realized price
change in the futures contracts price. The investigation leads on to see if signifi-
cant jumps are due to the Energy Information Administration’s (EIA) inventory
news announcement related by certain factor such as the announcement’s timing.

2.3 Sentiment Data Series

The sentiment can be found in a variety of formal and informal publications. The
formal comprises of news, specific to oil, and the latter deals with oil blogs. The
news was collected using RSS feeds. The timing of the news is gathered from the
time stamp carried in the news item.

3 Methods

3.1 Bootstrap Method and Algorithm

To monitor price adjustment due to the announcement’s effect the resulting price
change post-announcement is looked at with the dependent variable being the
time frame chosen. Previous studies [6,9] have suggested a 15-minute window.
However it is suggested that the impact is only significant up to two hours
after the release of macroeconomic information and is often drowned out in the
subsequent random fluctuation[2]. Taking p(0) as the price at the time of the
announcement, p(30) is price thirty minutes after the announcement and p(-30)
before the announcement. The price change between these times is calculated
as well as the price change across the entire hour around the announcement,
from 10.00 to 11.00, these figures are then used for analysis and as the working
data set that is modeled and used to train the system. A bootstrap method is
used to evaluate the properties of the statistical estimators without any model
assumptions [7]. The bootstrap algorithm is as follows

1. Select B independent bootstrap samples, each of size n sampled from the
empirical distribution F̂ where x∗ is not the actual observed data set x but
a random sample taken with replacement.

F̂ → x∗1, x∗2, ..., x∗B (1)

2. The bootstrap replication corresponding to each bootstrap sample, in this
case the sample mean, is found for each bootstrap sample. The function s()
is applied to x∗where b = 1,2,...,B.

θ̂∗(b) = s(x∗b) (2)
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3. From this calculation the standard error is estimated and the function men-
tioned in (2) in this case is the sample mean of the bootstrap dataset. The

confidence interval for the parameter θ̂ is found at a 95% significance level.

3.2 Sentiment Analysis

The sentiment data is analysed using a bag of words approach and the content
of the news is analysed with respect to a glossary of affect words. Typically the
glossary of aspect words may contain domain specific words with connotations
of affect; for instance, the word crude has negative connotations in an affect dic-
tionary whereas it is used in the oil domain as a product category. We have used
a general purpose affect dictionary together with a domain specific dictionary.
This approach of a hybrid dictionary allows us to look at domain specific terms
and use those terms as a filter for news items. The frequency of affect words
within a given time interval is used as a basis for the construction of an affect
time series.

3.3 Towards a Hybrid Model: Announcement Effects

The intention was to model the announcement’s influence on the price series
through empirical analysis and also observe the results from a typical regression
analysis. It is the motivation to better interpret the announcement’s effect on
price behavior and to give an estimation of the price volatility. An overview of
the intended regression model can be seen from the following equations.

p(t) =

n∑
i=1

αip(t− i) + ε (3)

p(t) =

n∑
i=1

αip(t− i) + βAnnouncement(t) + ε′ (4)

p(t) =

n∑
i=1

αip(t− i) + γSentiment+ ε′′ (5)

Where p(t) is the actual value of the series and
∑n

i=1 αip(t− i) is the expected
value with regression coefficients αi = Σp(t).p(t− i). The first regression model
consists of regressing price against itself with some lag n and using this analysis
as a bench mark for subsequent regressions. The original regression equation
(3) was performed with a time series of daily closing prices for 2011. Each of
the models analysis’ were repeated for price returns, r(t) = log[p(t)/p(t − 1)].
To analyse the effects of the oil announcement a simple linear regression model
was used but with a (dummy) variable, Announcement(t), such that Announce-
ment(t)=1, when t is the time of the announcement (e.g. t=Wednesday for our
study), else Announcement(t)=0 (Eq. 4). For incorporating the impact of senti-
ment on a given day t, the variable Sentiment(t) is the relative frequency count
of sentiment on the day normalised by the total number of words comprising all
texts published on day t (Eq. 5).
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4 Simulation Analysis

An independent program was developed, written in Java, to conduct a series
of simulation experiments supplied with price data of the one month oil future
contracts (cl1) and a schedule of the oil inventory announcements. The system
extracted the relevant prices around the time of the inventory announcement
from continuous price data. The change in price of the cl1 contracts around the
time of the announcement was found and used to train the system. The bootstrap
algorithm was implemented by the program on the supplied data and gave the
descriptive statistics used to characterise the distribution of the price changes.
The regression analysis of prices alone, with announcements and sentiment was
carried out by using Rocksteady - an affect analysis program that can compute
regressions equations (3-5); the statistical simulation program for the bootstrap
model (Eq.1) was integrated into Rocksteady. (This system was developed with
the help of the Irish Government and Treocht Ltd.)

4.1 Data Used

For the study of the impact of announcements we focused on future contracts
(2007-2011, 5 minute data) and for the hybrid study we used both spot and future
prices for the year 2011 only. We also perform he analysis on a return series also.
The sentiment affect series used in the regression analysis was derived from news
collected from 57 news sources from the general area of oil industry related news.
The period was during February to November 2011 giving 302 days. There were
13063 news stories collected comprising 8,510,428 single words or tokens; the
news flow rate was 1.8 stories per hour for the 10 month period covering the
Arab Spring.

4.2 Simulating the Bootstrap Model

The data set for each year was prepared and a sample distribution built from
this. An estimate of the standard error and confidence interval of 95percent for
the estimated value was found. The following table shows the results from the
system for the statistical estimates generated for each individual year of data
in the form of the year-end mean price change. The announcement’s effect on
prices was a function of the timing of its occurrence. The results of the impact
of the announcements and its effect are good in that the actual value of mean
price change, for each of the 4 years, was within two standard deviations of the
predicted value.

Given that returns are not serially correlated, an important test of our method
will be to see what predictions our system made of the change in the returns:
We predicted the results for four weeks in January 2010, based on a bootstrap
constructed on 5-minute prices for the year 2009 for the month of January 2010.
Price return, logarith of the ratio of prices at 1100 and 1055 hours (Table 2).
We appear to have a better agreement with our return predictions, at short time
scale, than with the price predictions at a longertime scale.
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Table 1. The estimated mean price change(x̄∗), standard error(ŝeB) and confidence
at 95% interval for each year end. The forecast is for a week ahead and the result is
compared to the actual mean price change(x̄∗).

Year x̄∗ ±95% Confidence ŝeB x̄∗

2010 0.0514 0.1452 0.0741 0.0481
2009 -0.1194 0.2473 0.1262 -0.0998
2008 -0.3323 0.3631 0.1852 -0.3176
2007 0.6211 0.7936 0.4049 0.5054

Table 2. The estimated mean price return(x̄∗), standard error(ŝeB) and confidence
at 95% interval predicted a week before the Announcement. Compared to the actual
mean price return(x̄∗).(All numbers scalled by 10000).

January2010 x̄∗ ±95% Confidence ŝeB x̄∗

6th 0.717 3.140 1.604 0.762
13th 0.431 2.840 1.447 0.473
20th 0.382 2.673 1.363 0.387
27th 0.402 2.868 1.464 0.454

4.3 Analysis of Prices and Returns Using Announcement and
Sentiment

The computations in this section relate to a daily price, announcemtns and
sentiment series covering a period of 10-month (Feb-Nov 2009). The price and
return predictions in the case of auto-regressive models are often given in terms
of the coefficient of determination (R-squared value). This coefficient determines
the amount of variability in a data set that can be explained by a regression
model: If the serial correlation in price values is a strong one, then an auto-
regressive model comprising past values of prices only should be a good model
and R-squared is approximately 1. However, if the oil market has been ’spooked’
or ’elated’ by exogenous events the the serial correlation will be weakened and
perhaps a price-regression model with announcements and sentiment effects will
explain the variability in the data set. We used our regression models on a shorter
time series (30 days) rolled or moved over the whole period (282 days), and a
longer series of 282 days (cumulative series).

4.4 Moving Window and Cumulative Series

The analysis of both prices and return over a shorter time period (30 days),
covering the whole period (282 days) using a moving window, shows that our
regression models (i) account for over 65% variability in the price data, for
both spot and futures, with announcements and sentiment data increasing R-
squared by 3% only; and, (ii) the regression models for returns, both for spot
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and future series, only account for 25-30 variability, with announcements and
sentiment increasing the coverage by 7% for the spot returns but decrease R-
squared marginally by the inclusion of exogenous variable s (Table 3).

Table 3. Shows the average R-squared value for the series for each regression model
(Equations 3,4, and 5) for price and returns for moving window. (N=30).

Price Only (a)+Announcement (a)+Sentiment)
(a) (b) (c)

Price Brent Spot 0.650 0.688 0.684
Cl1 Future 0.681 0.694 0.699

Return Brent Spot 0.250 0.320 0.320
Cl1 Future 0.315 0.300 0.292

The regression models when simulated using the whole period account for
88% variability in the spot prices and over 90% variability in the future prices.
The return series calculations show overall low R-squared (compared with price
series) but the variability coverage improves with the inclusion of announcements
and sentiment (Table 4).

Table 4. Shows the average R-squared value for the series for each regression model
(Equations 3,4, and 5) for price and returns for the whole series (N=282)

Price Only (a)+Announcement (a)+Sentiment)
(a) (b) (c)

Price Brent Spot 0.885 0.886 0.886
Cl1 Future 0.925 0.926 0.926

Return Brent Spot 0.026 0.027 0.036
Cl1 Future 0.048 0.051 0.054

5 Concluding Remarks

The empirical distribution used in computing the impact of the announcement
of strategic oil reserves in the USA predicts the direction of change in prices
correctly over a four year sample that comprised the end of a boom (2007),
recession (2008-09) and some green shoots of recovery (2010) (Tables 2 &3). Our
model, on average, tends to overestimate the price change (between 5-22%) and
underestimates the mean return (1-10%). The linear regression analysis, known
to be a poor predictor and equally worse model for computing variance [11],
performs better for longer samples of prices (and returns) than is the case for the
former, and the performance is improved marginally if we could announcements
(through a dummy variable) or include negative sentiment (through frequency
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counts). Our focus of work in the future will be to take into account the fractal
nature of oil price movement and the concomitant heteroskedastic behaviour of
the movements. We are exploring how to incorporate the output of the empirical
model of the announcements to replace the dummy variable approach we have
had. The inclusion of other dimensions of affect - affirmation or positive affect,
affects related to strength and activity, and an improved risk and compliance
vocabulary is to be added to our affect dictionaries. The support of Enterprise
Ireland (Project Faireachain, IP/2009/0595) is gratefully acknowledged together
with that of Prof C. Kearney, now at Monash University, and Mr D. Sciro, CEO
Treocht Ltd, especially for providing us with the oil data sets.
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Abstract. This article focuses on the problem how to shorten the time required 
for training and decision making by classifiers based on Support Vector 
Machines techniques. We propose the hybrid implementation of mentioned 
above algorithm which uses parallel implementation of SVM based on GPU 
programming model in a distributed computing system using MPI protocol. To 
estimate the computational efficiency of the proposed model a number of 
experiments were carried out on the basis of UCI benchmark datasets. Their 
results show that using parallel model in distributed computing environment 
can reduce computation time compared to both classical SVM used single 
processor only and to SVM implementation based on GPU.  

Keywords: distributed computing, SVM, parallel classification, GPU, MPI. 

1 Introduction 

Interest in data mining techniques is a natural phenomenon resulting from the 
enormous technological progress that has been occurring before our eyes for a few 
years. At this time the amount of generated information increases, which makes 
extraction of essential more and more difficult. The demand for better and faster 
methods of acquiring knowledge is limited by the resources of centralized computing 
units. A modern economy requires construction of new algorithms designed to use 
modern equipment more efficiently in processing huge portions of data. The structure 
of modern computing allows to replace the worn model, used on a single machine, 
with a parallel processing on a multiple computers. 

The main objectives of the work are as follows: 

• verifying whether various implementations based on the concept of parallel 
computing can speed up solving problems of multiclass classification, 

• evaluating whether a single graphics unit or network of computers with such units 
can give a positive performance growth comparing to the classic version of 
algorithm, 

• determining whether it is possible to minimize the time of computing tasks using 
modern computing systems so that it can process data in real time. 
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This study identifies opportunities for future implementation improvements. The 
content of the work is as follows. The next sections presents theoretical introduction 
to Support Vector Machines (SVM) technique of solving classification problems, 
which is the subject of analysis during the comparison of different implementations. 
The following part focuses on technical aspects of used implementations of the 
distributed implementations of SVM algorithm. Then the results of computer 
experiments are discussed. The last section concludes the paper. 

2 Support Vector Machines 

SVM is a set of related supervised learning methods, used to solve the problems of 
classification and regression. Having a set of training data in which each instance is 
assigned to one of two categories, the SVM algorithm builds a model. It tries to 
predict which category will be assigned to new examples. SVM model is simply a 
representation of projection of points in the plane. Examples of each of the categories 
are separated by empty space as broad as possible. New examples are projected on the 
same plane and are classified depending on which side of empty space they are placed 
[1, 4, 5, 9].  

Multiclass SVM algorithm tries to reduce a single multiclass problem into many 
binary classification tasks [6]. A two-class classifier is assigned to each task. The 
classifier generates function which gives large values for examples assigned correctly 
to the class and relatively low for poorly assigned ones. Two methods commonly used 
for creating binary classifiers are one-against-all and all-against-all.  

3 Implementation 

In order to examine the diversity in computing performance of the proposed hybrid 
computing model, we compare its performance with two reference implementations.  

3.1 Reference Implementation 

LibSVM [13] is the simplest implementation of the SVM algorithm. It does not 
implement advanced techniques to utilize more than one process to solve problems, 
but it provides a simple interface for its easy integration with other programs. In our 
research it serves as the reference solution. 

Herrera-Lopez et al. [8] propose the implementation of a classifier for multiclass 
SVM algorithm designed for GPU graphic cards [10] - GPUSVM. The  resources and 
the parallelization level of  the latest multi-core hardware can be successfully used on 
large-scale training of multiclass classification tasks. Despite the fact that there are 
various methods of problem-solving training part of algorithm, the authors chose the 
method of SMO (Sequential Minimal Optimization) [2]. Its popularity and ability to 
define patterns in partial data were valued at most [3, 14]. In this work we extend the 
scope of those experiments. 
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3.2 NET-GPUSVM 

Because our proposition could use Message Passing Protocol (MPI) [14], therefore 
let’s present this concept shortly. MPI is a communication protocol for programs that 
perform calculations in parallel (called parallel programming). It allows applications 
to run concurrently on a certain number of separate computers connected to the 
network. MPI programming model is based on the transmission of messages. In the 
system of such specifications, each of the parallel processing of processes 
communicating with others by sending information. Unlike the multi-threading, 
where the various threads share variables of the program, each MPI process has its 
own local set of variables,  where other processes do not have access. Therefore, the 
MPI protocol processes may be as much fragmented, as a network makes it possible. 
They may also differ from each by configuration of the unit on which they are 
running, even in terms of architecture (if application allows). 

Most programs are written using MPI in accordance with the principle of "one 
program, multiple data" (called Single Program Multiple Data - SPMD). Each 
process runs the same program, but works in another part of the data. Such processes 
usually perform a large part of the calculations on data locally available. MPI 
supports the SPMD model by allowing users to easily run the same program on many 
different machines (nodes) in a single command. At the beginning each process is 
identical, but is assigned a rank that uniquely identifies it. Rank among the MPI 
processes is an integer from the interval [0, P-1], where P is the number of processes 
running under the program. Processes can check their rank, which allows them to 
behave in different ways and send messages to other processes executing the same 
task through a number of their rank. 

We propose the NET-GPUSVM which is the distributed implementation of SVM 
based on GPUSVM. The modification is made in order to run parallel code for the 
graphic cards on multiple units connected to a network. The basic algorithm was 
transformed in such way that the tasks could be done on separate machines. These 
machines do not share memory and data. Modification of the implementation requires 
splitting dataset into independent subsets, which are used for calculations on each 
machine. Let’s present the main phases of the proposed modification. 

Disaggregating Phase. It is identical for both the training of the algorithm, and 
classification. A given  dataset used in the operation are randomly split into N subsets. 
The number of subsets is equal to the number of processes that are involved in the 
calculation. This phase is carried out in the rank 0 process (root). At that time, 
computational processes are waiting for their subset. Then the method Scatter of MPI 
library is used for distribution subsets to the corresponding processes. Function of 
scattering data between processes, working in such a way that the root sends out an 
array of elements specified as an argument between all the other nodes. The first 
element of the process goes to 0, the second to process 1, etc. Considering the fact 
that implicitly data is send to the MPI processes beginning from rank 0 (which is our 
unit of management and is not involved in the calculations), we must enrich the array 
of bogus component. Placing it at the beginning of the array, it will be sent to root to 
keep the order established by the library. 



782 K. Gajewski and M. Wozniak 

Since the beginning of the program child processes monitor the network all the 
time using the same Scatter method. As rank 0 process finishes sending data, it goes 
into the stand by mode. At that time, the other processes receive data and begin 
processing immediately. 

Data Processing Phase. This phase of training differs from testing phase. Although in 
both cases subsets of main dataset are sent to the nodes, each unit needs whole trained 
dataset for classification. It is understandable, since the classification cannot be 
carried out with only a partial result of the training. 

Therefore before processing the root is using Broadcast method to send the whole 
trained dataset to each node. After finishing the calculation of the training, all 
processes (including root) are retained by Barrier method. This is the moment of 
simple synchronization. Before proceeding to the third phase, all computing nodes 
have to complete their activities, and the managing node be kept in standby mode. 

Data Retrieval Phase. Shortly after synchronization of the system, all nodes call 
Gather method. This operation will return an array with data only to the unit 
recognized as root. The element at position i in the array corresponds to the value sent 
through the process with a given rank. 

Phase of Merging Training/Testing Dataset. In last stage of the algorithm computing 
nodes remain idle, while the main process combines the subsets of the calculated data 
in a result set.  

4 Experiments 

The main aim of the experiments was to compare computational time of the SVM 
implementations: LibSVM, GPUSVM, and NET-GPUSVM.  

4.1 Set-Up 

The same parameters were used for each algorithm, however they varied for each of 
the datasets. The data presented in the tables are derived from a single test run, 
because the specification of tested SVM algorithm does not need to conduct a greater 
number of runs for verification.  

All measurements presented in this section were performed on a machine equipped 
with dual-core processor Intel DualCore E7400 with 2.67GHz clock speed, 3 GB of 
memory and Windows 7 (64 bit) operating system. Video card that was used is a 
NVIDIA GeForce 9800 GT with 112 stream processors, each with a frequency of 
600MHz. The card has 512 MB of shared memory and memory bandwidth equal to 
57.6 GB/ s. 

The comparison of performance between generations of machines were made 
between machine described above and the computer used in the work of Herrero-
Lopez [8]. Its configuration is as follows: Quad Intel Core i7 920 with a speed-core 
2.67 GHz, 6 GB of memory and Ubuntu 9.04 (64 bit) operating system. Used video 
card: a NVIDIA Tesla C1060 with 240 stream processors, each with a frequency of 
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1.3 GHz. The card has 4 GB of dedicated memory and its bandwidth equal to 102 
GB/s. 

To carried out the experiment we developed the virtual environment that allows to 
perform calculations using the communication via the MPI interface. This 
environment is a simple cluster with a small number of nodes connected in a star 
topology network Due to the nature of the equipment on which the calculations are 
carried out (graphic cards), several virtual machines were created on a single powerful 
computer. This allows to control the delay of transmission of data packets, which is 
inherent in the exercise of distributed tasks. In case of physically existing network it 
would be hard to resemble same results. Its limited capacity is a undoubted 
disadvantage. However the impact of a key elements, which are communication 
between processes and the distribution of data, on the differences between the 
performance of individual implementations. The idea of using virtual machines has 
evolved to the form of starting a program for each process (which is the basic idea of 
a mechanism based on the MPI interface.) This allowed to eliminate the demand for 
computing power to run the operating system for each virtual machine and focus 
resources on solving problems.  

All implementations were tested on the same benchmark datasets [12]. Web was 
used to verify the accuracy of the calculation of binary classification tasks. USPS, 
Shuttle, Letter datasets were used to analyze the performance of classification 
multiclass tasks. Size of sets, their parameters used in the training and background are 
presented in Table 1. RBF kernel method was used for all sets in classification phase. 

Table 1. Description of  datasets (C, B - parameters of the RBF method) 

Dataset Background Training points 
Testing 
points 

Features Classes C Β 

Web UCI 49749 14951 300 2 64 7.8125 
Usps UCI 7291 2007 256 10 10 1/256 
Shuttle UCI 43500 14500 9 7 2048 8 
Letter UCI 15000 5000 16 26 16 12 

 
Each dataset has been processed for all configurations of machines. As already 

described in section 3 - each call, in addition to client nodes, includes one process for 
the managing node - the synchronization server, which delivers and retrieves data. 
Calculations for NET-GPUSVM were performed for the following virtual network 
configuration using MPI protocol:  

- two separate processes on one host (2P1H), 
- four separate processes on one host (4P1H), 
- one process for each of two hosts (1P2H), 
- one process for each of four hosts (1P4H). 

Beside the implementation designed for virtual nodes, we decided to evaluate the 
performance of additional configuration. It consisted of using the dataset divided  
the same way as in the case of a network-based approach. The difference is that the 
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computational steps are executed sequentially on one machine rather than sending 
partitions to hosts. This approach allows to observe the performance of calculating 
smaller portions of data. It should also give better results than a regular GPUSVM 
implementation because operations (which are among the most time-consuming tasks) 
will be performed on matrices of much smaller dimensions. In this case, the optimal 
duration of calculation will only be the result of multiplication NxT, where N is the 
number of partitions, for which they were divided into a core set of data, and T is the 
time for the task on a single data partition. The experiments were carried out for three 
(3DP) and five (5DP) partitions of data, 

4.2 Results 

The results of experiments are presented in Table 2. 

Table 2. The results of comparison of MPI-GPUSVM with GPU and LibSVM for the different 
virtual network configurations  

USPS 
Training 
time(s) 

Test 
time (s) 

Web 
Training 
time(s) 

Test 
time(s) 

 LibSVM 98,18 3,62  LibSVM 18916 75,00 
 GPUSVM 7,95 1,40  GPUSVM 944,50 17,41 

MPI 2P1H 19,54 19,54 MPI 2P1H 532,73 856,72 
 4P1H 21,82 21,82  4P1H 576,80 2229,59 
 1P2H 19,61 19,61  1P2H 526,82 18,75 
 2P4H 22,15 22,15  2P4H 547,94 118,15 

Single 3DP 3,77 3,77 Single 3DP 394,58 8,10 
 5DP 2,31 2,31  5DP 89,26 17,87 

 

Shuttle  
Training 
time(s) 

Test 
time (s) 

Letter  
Training 
time(s) 

Test 
time (s) 

 LibSVM 109,63 1,43  LibSVM 408,17 6,77 
 GPUSVM 94,14 19,20  GPUSVM 19,74 7,62 

MPI 2P1H 260,88 260,88 MPI 2P1H 136,29 7,47 
 4P1H 174,31 174,31  4P1H 102,95 6,42 
 1P2H 218,69 218,69  1P2H 1542,87 7,23 
 2P4H 174,31 174,31  2P4H 104,13 6,32 

Single 3DP 56,77 56,77 Single 3DP 36,81 8,06 
 5DP 24,86 24,86  5DP 14,09 9,62 

 
The following observations can be made on the basis of the experiments: 

• In the case of the USPS the training time and classification one are much worse in 
the case of a network solution.  

• For the  Web dataset, even though the problem is binary, it gives the best results in 
parts of training for networked machines. Calculations speed is about 1.7 times 



 Performance Evaluation of Hybrid Implementation of SVM 785 

better than the implementation GPUSVM and even 10 times more favorable for 
single machines. This means that the size of a subset of the array is inversely 
proportional to efficiency gains. In the classification stage it is opposite and 
partitioning the data gives negative results. 

• In the case of Shuttle simulates parallelism methods give a pretty good results for 
the training, but they do not keep pace with the original version of the GPUSVM 
during the test phase. 

• In the case of Letter dataset MPI-GPUSVM handles the worst (even worse than 
LibSVM) on the training part on MPI environment with fewer nodes. For best 
results, the most partitioned version of the single machines. For classification stage 
network solution gives a slight better  results than GPUSVM.  

As expected, solutions based on graphic cards were much better than reference 
algorithm - LibSVM (Shuttle dataset was an exception). Classification time for 
LibSVM was much smaller in this case. This could mean that parallelization of 
algorithm adversely affects the calculation time for small datasets (such as Shuttle). It 
could be also noticed that solutions based on MPI protocol were worse in the training 
stage for smaller tasks. This is due to delays in communication between nodes. 
Despite these delays, MPI-based solution was best for longer tasks. For the 
classification stage, our algorithm performed better than or comparable to the time 
achieved by original method (GPUSVM). 

5 Final Remarks  

The appearance of the GPU as a unit of the highly paralleled grid of processors opens 
up all sorts of opportunities for acceleration in calculations and scaling learning 
algorithms. In addition, previous attempts to speed up the SVM by parallel processors 
and solutions based on classic clusters can be successfully transferred to cheaper and 
smaller graphic units or combined multiple GPUs. In such solutions the memory 
speed is great and communication is relatively faster compared to the environment 
based solely on network connections.  

The experiments confirmed that the implementation of multiclass classifier running 
on a single unit of the GPU can lead to acceleration of the time solving problems 
compared to classical version of the algorithm. These results allowed us to reduce 
training time by order of magnitude, while maintaining the accuracy of the solution to 
the problem of classification. In case of using a specialized unit in parallel computing 
(such as Tesla) man can obtain a further increase in efficiency, reducing time to 
resolution of the problem with yet another order of magnitude. In addition, the work 
showed that even a simple virtual structure which parallelizes calculations by dividing 
and distributing the smaller subsets of data gave good acceleration for some datasets.  

The described implementation NET-GPUSVM for MPI-communicated graphic 
cards should be running on a real network structure. Then the computing power of 
GPUs working in parallel would achieve significant performance gains while solving 
problems represented by used datasets.  
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Not only algorithms such as Support Vector Machines can be adapted to modern 
programming model. Other algorithms having components susceptible to parallelism 
of calculations could also benefit from such a modification  [15]. 
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Abstract. The CT and MRI image processing is a task with high requirement of 
computation time and computation speed. The calculation process in the most 
cases consists of various steps that are inherently parallel. There is opportunity 
to use parallel programming implemented in standard computer with more than 
one core. The more efficient way is to use real parallel signal processing. The 
only hardware that allows parallel data processing is FPGA. This article deals 
about this possibility. It is shown in the application on real problem in the im-
age processing field. The first there is described the methodology of image 
processing in the application on CT (MRI) images of the head. The task is to 
count the ratio of intracranial fluid in the skull. It is important for child neurolo-
gy diagnostic. The second part deals about the FPGA and its contribution to 
solving this task in the real parallel hardware system.   

Keywords: FPGA, Image Processing, parallel process, calculation speed. 

1 Introduction 

The abnormal accumulation of cerebrospinal fluid (CSF) in the ventricles, or cavities, 
of the brain is diagnosed as hydrocephalus. This illness can cause progressive en-
largement of the head, tunnel vision, and mental disability or in very serious cases the 
death. In infants and toddlers it causes enlargement of the head in adults it leads to 
brain tissue oppression and necrosis.[1]  

The diagnosis of this disease is possible by monitoring the size of cerebral  
ventricles (see fig.1). This is made by the evaluation of that size and ratio of these 
ventricles in the skull. There is requirement to make this calculation automatically to 
we can compare the development of the ratio of intracranial fluid in the time progress. 
It is because of the automatic image processing is used. The proposed procedure al-
lows the automatic assessment of cerebral ventricular volume in CT images.  
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The FPGA (field-programmable gate array) is an integrated circuit designed to be 
configured by the designer in the hardware layer of application. FPGA contains  
programmable logic components (gates), and allows to user to build his own logic 
structure of gates. It allows making original electronic device, which is intended for a 
special application. The FPGA allows building real hardware parallel systems. It is 
because it is good for use it to solve image processing tasks.[2] 

 

Fig. 1. Cerebral ventricles size (left) normal (right) enlarged [1] 

The results presented in this article demonstrate the possibility of using FPGAs for 
image processing tasks and not only in presented application.  

2 Methods 

The designed algorithm can work with the images in DICOM and jpeg format. Even 
if the jpeg compression causes the image quality degradation – the color depth is on 
8bit it could be used in our case.[3] The intracranial fluid differs at the images well 
from other tissues. Before DICOM files were processed the information about the 
measured person and every text were extracted due to it caused misdetections in fur-
ther image processing.  

The next step was the image crop. Only the cropped area was processed in the fol-
lowing steps. This modification reduces the computation time and it avoids problems 
during further image processing. 

The edge is a place where there is a step change of brightness. The edge detection 
should be done by second derivation. This approach is very sensitive to the noise in 
the image. It was necessary to filter images. This work uses Gaussian filter, convolu-
tion mask which is defined by eq.1., where x and y are coordinates in the image and 

σ2 is the mean square deviation (in this work σ2 = 1.4).[4]  
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In the next step there was done brightness correction. Initial distribution of brightness 
in the image was adjusted by moving average method. The results see on figure 2. 
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Fig. 2. Detail of brightness correction 

The edge detection in the picture is the next step to we can recognize the intra-
cranial fluid and other tissues. The Sobel mask with the dimension 5 x 5 was used and 
it was proofed experimentally as the suitable for this task. After edge detection it is 
necessary to control the results semi - manually and it is necessary to eliminate the 
structures which are not in the field of our interest. [5] The mask for intracranial fluid 
and the rest of tissues in the skull is done. The result of these steps you can see on 
figure 3. 

 

Fig. 3. The edge detection result 

The calculation of the areas of interest is determined by the number of black points 
in the each mask. It is done by the algorithm defined in the equation 2. 
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These points are overlapping each other, when comparing the two images. This in-
formation is important for the calculation rounded. Ranking data for cerebrospinal 
fluid, as is the scheme for overlapping and overlapping area is responsible for block 
comp. The procedure is applied to all data in the series.[4] [6] 
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3 FPGA Unit 

The unit for acceleration of image processing is designed as a digital module in the 
FPGA. For this work has been used an ML403 board with a Virtex-4 FPGA. Image 
processing algorithms are generally solved by parallel methods of Digital Signal 
Processing, which use multiple adders and multipliers, so the resulting pixel is usually 
evaluated in single clock cycle.[7] The individual functional blocks are therefore de-
signed as a separate hardware blocks (see Fig.4).  

 

Fig. 4. The digital design module for image processing inside the FPGA 

This process uses a significant amount of FPGA resources, in particular hardware 
multipliers. In the Fig. 4 the images enters the FPGA in JPG format, but the JPEG 
Decoder block can be replaced for different image formats reading from any data 
source. A block RAM inside the FPGA is used as a buffer for the just processed im-
ages. The memory has sufficiently short access time and can be configured in an ap-
propriate type of organization. The image cropping and noise reduction is done before 
loading the image into the memory. The main part of the digital design is a digital 
image filtering block, which consists mainly of convolution filters and FIR filters. 
Another important block is a segmentation and edge enhancement block. 

 

Fig. 5. The parallel structure of the 3x3 image convolution filter inside the FPGA 
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Both these blocks are configurable through the controller, which communicates 
with the host system via serial link. There can be set not only filter coefficients. We 
can also choose a few different configurations of filters that can be changed by chang-
ing the internal structure. Multipliers for DSP algorithms are used as the standard  
18-bit, while adders can be created in any width of the fundamental elements of the 
FPGA logic. The method of processing data, processing speed and size of the result-
ing image is set by the controller, which is clocked with a clock signal from the  
Digital Clock Manager.  

 

  
a) b) c) 

Fig. 6. Part of the skull: a) source image b) sharpened image c) image with enhanced edges 

Processed data are stored in a VideoRAM, which is designed as a DDR SDRAM 
chips outside the FPGA. The hardware solution of the filtration allows a significant 
acceleration of the image processing. This enables real-time image inspection includ-
ing a surface evaluation of the picture segments. When configuring filter parameters 
there is used a host system, which allows to manually select the areas of evaluation 
using the mouse. Parameters to change the brightness of the image can be also set 
easily. 

Table 1. Logic utilization of the Virtex-4 FPGA 

Logic Utilization Resources 
Used Available Utilization 

Number of Slices 1528 5472 28% 

Number of Slice Flip Flops 2289 10944 21% 

Number of 4 input LUTs 2628 10944 24% 

Number of Block RAMs 32 36 89% 

 
DCM frequency synthesizer block generates a clock frequency of 150 MHz, which 

allows processing of one image at a resolution of 800x600 pixels in units of millise-
conds. Data path in Figure 1 represent buses with a width corresponding to the bit 
depth of the images. Currently, 12-bits data paths are used primarily because of the 
size of VRAM. 

4 Results  

This work has been done for Children neurology clinic of University Hospital of Os-
trava. It was tested on the set of patients, children with hydrocephalus diagnosis. The 
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set of patients included patients which were not treated only surgically. The usability 
of image processing for this task was evidence. The good example is the results of 
surgically treated patient (see Fig. 7.) 

 

Fig. 7. The image processing results before (top) and after (bottom) surgery 

5 Conclusion 

This article deals about methodology for image processing in the application for diag-
nosis of the evaluation of hydrocephalus. The method was tested by physicians and it 
was identified as an effective tool for objective evaluation of disease development. 

The using of modern hardware like FPGA for this type of tasks was described in this 
article too. It is clear, that parallel hardware using occurs to reduce the computational 
demands of processing in such complex tasks as that what was presented in this article. 
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Abstract. This paper presents a new extension of AdaBoost algorithm
based on interval-valued fuzzy sets. This extension is for the weights used
in samples of the training sets. The original weights are the real number
from the interval [0, 1]. In our approach the weights are represented by
the interval-valued fuzzy set, that is any weight has a lower and upper
membership function. The same value of lower and upper membership
function has a weight of the appropriate weak classifier. In our study we
use the boosting by the reweighting method where each weak classifier is
based on the recursive partitioning method. The described algorithm was
tested on two generation data sets and two sets from UCI repository. The
obtained results are compared with the original AdaBoost algorithm.

Keywords: AdaBoost algorithm, interval-valued fuzzy sets.

1 Introduction

Boosting is a machine learning effective method of producing a very accurate clas-
sification rule by combining a weak classifier [1]. The weak classifier is defined to
be a classifier which is only slightly correlated with the true classification i.e. it
can classify the object better than random classifier. In boosting, the weak classi-
fier is learned on various training examples sampled from the original learning set.
The sampling procedure is based on the weight of each example. In each iteration,
the weights of examples are changing. The final decision of boosting algorithm is
determined on the ensemble of classifiers derived from each iteration of the algo-
rithm. One of the fundamental problems of the development of different boosting
algorithms is choosing the weights and to define rules for an ensemble of classifiers.
In recent years, many authors presented various concepts based on the boosting
idea [2], [3], [4], [5]. There are also many studies showing the application of this
method in the medical diagnosis problem [6]. In this article we present a new ex-
tension of AdaBoost [7] algorithm based on interval-valued fuzzy sets.

Since Zadeh introduced fuzzy sets in 1965 [8], many new approaches and the-
ories treating imprecision and uncertainty have been proposed [9], [10]. Interval-
valued fuzzy sets (IVFS) were proposed as a natural extension of fuzzy sets [11].
There are fuzzy sets in which the membership degree of each element of the
fuzzy set is given by a closed subinterval of the interval [0, 1]. Various aspects of
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IVFSs have been considered for pattern recognition and decision making. In [12],
[13] applications of IVFSs in pattern recognition are presented, IVFSs were also
applied in image processing [14].

In this paper we consider a new extension of AdaBoost algorithm. This exten-
sion is for the weights used in samples of the training sets. The original weights
are the real number from the interval [0, 1]. In our approach the weights are
represented by the interval-valued fuzzy set. The same value of the lower and
upper membership function has a weight of the appropriate weak classifier used
in AdaBoost algorithm.

This paper is organized as follows: Section 2 introduces the necessary terms of
IVFSs. In section 3 AdaBoost algorithm is presented. In the next section there is
our modification of the presented algorithm. Section 4 presents the experiment
results comparing AdaBoost with our modification. Finally, some conclusions
are presented.

2 Interval-Valued Fuzzy Sets

An interval-valued fuzzy set Ā on a universe X is defined as [11]:

Ā = {〈x,MĀ(x)〉 : x ∈ X} (1)

where the function MĀ(x) : X → D[0, 1] defines the degree of membership of an
element x ∈ X to Ā. The D[0, 1] denotes the set of all closed subintervals of the
interval [0, 1].

A more practical definitions for IVFS can be given as follows:

Ā = {(x, μ(x), μ(x))| ∀x ∈ X}, (2)

where μ(x) ≤ μ(x) ≤ μ(x), μ ∈ [0, 1].
The upper μ(x) and lower μ(x) membership functions define the footprint of

uncertainty (FOU). The FOU is bounded from above by μ(x) and from below
by μ(x). The μ(x) and μ(x) are fuzzy sets, which implies that we can use fuzzy
set mathematics to characterize and work with IVFSs.

3 AdaBoost Algorithm

In the work [7] weak and strong learning algorithms were discussed. The weak
algorithms can classify the object better than random, on the other hand strong
algorithms can classify the object accurately. Schapire formulated the first algo-
rithm to ”boost” a weak classifier. The main idea in boosting is to improve the
prediction of weak learning algorithms by creating a set of weak classifiers which
is a single strong classifier. The well-known and widely applied is AdaBoost al-
gorithm. Its main steps are as follows [15]:
1. Let w1,1 = ... = w1,n = 1/n
2. For t = 1, 2, ...T do:
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a. Fit ft using weights wt,1, ..., wt,n, and compute the error et
b. Compute ct = ln((1− et)/et).
c. Update the observations weights:

wt+1,i = wt,i exp(ct, It,i)/
n∑

j=1

(wt,i exp(ct, It,i)), i = 1, ..n.

3. Output the final classifier:

ŷi = F (xi) = sign(
T∑

t=1

ctft(xi)).

Table 1. Notation of the AdaBoost algorithm

i Observation number, i = 1, ..., n.
t Stage number, t = 1, ..., T .
xi A p-dimensional vector containing the quantitative variables

of the ith observation.
yi A scalar quantity representing the class membership

of the ith observation, yi = −1, 1.
ft The weak classifier at the tth stage.
ft(xi) The class estimate of the ith observation at the tth stage.
wt,i The weight of the ith observation at the tth stage,

∑
i wt,i = 1.

It,i Indicator function, I(ft(xi) �= yi).
et The classification error at the tth stage,

∑
i wt,iIt,i.

ct The weight of ft.
sign(x) = 1 if x ≥ 0 and = −1 otherwise.

One of the main steps in the algorithm is to maintain a distribution of the
training set using the weights. Initially, all weights of the training set observations
are set equally. If an observation is incorrectly classified (at the current stage)
the weight of this observation is increased. Similarly, the correctly classified
observation receives less weight in the next step. For this reason the weak learner
is forced to focus on the ard examples from the training set in each next step of
the algorithm. In the each step of AdaBoost algorithm the best weak classifier
according to the current distribution of the observation weights is found. The
goodness of a weak classifier is measured by its error. Based on the value of this
error the ratio is calculated. The final prediction of AdaBoost algorithm is a
weighted majority vote of all weak classifiers.

4 AdaBoost Algorithm with Interval-Valued Fuzzy
Weights

As we have previously described one of the main problems of the development of
different boosting algorithms is the choice of weights. They concern the weights
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of the observation wt,i and are needed to determine the weighted error et of each
learned classifier. Without the loss of generality we can restrict wi(t) within
the interval [0, 1], where now the weight is otherwise expressed for the unity of
the determinations. Now we define the FOUet(t) as uncertainty in the value of
the classification error at the tth stage of the algorithm. The FOUet(t) should
be constant for all steps of the algorithm or can be computed for each step. From
this assumption, the weight is IVFS and can be represented as μwi

(t) and μ
wi
(t).

The proposed AdaBoost algorithm with IVF weights is named IVFw-AdaBoost.
Its main steps are as follows:

1. Enter the values: FOUet(t) t = 1, 2, ...T , and λ.
2. Let w1(1) = ... = wn(1) = 1/n.
3. For t = 1, 2, ...T do:
a. Fit ft using weights wt,1, ..., wt,n, and compute the error et.
b. Compute μet(t) = et + |FOUet(t)|/2, μet

(t) = et − |FOUet(t)|/2.
c. Compute μc(t) = ln((1− μet(t))/μet(t)), μc

(t) = ln((1− μ
et
(t))/μ

et
(t)).

d. Compute ct = λ ∗ μc(t) + (1− λ)μ
c
(t)

e. Update the observations weights:

μwi
(t+ 1) = wi(t) exp(μc(t), It,i)/

n∑
j=1

(wi(t) exp(μc(t), It,i)), i = 1, ..n,

μ
wi
(t+ 1) = wi(t) exp(μc

(t), It,i)/

n∑
j=1

(wi(t) exp(μc
(t), It,i)), i = 1, ..n.

f. Compute wi(t+ 1) = λ ∗ μwi
(t+ 1) + (1 − λ)μ

wi
(t+ 1).

4. Output the final classifier:

ŷi = F (xi) = sign(
T∑

t=1

ctft(xi)).

The parameter λ is needed for the deffuzyfication of weights. In this proposition
it is a linear combination of lower and upper membership functions. For the λ
greater than 0.5 the wrong classified observation is to get the greater weight
in comparison to the original AdaBoost algorithm. For the λ less than 0.5 the
wrong classified observation is to get the lower weight.

5 Experiments

To test IVFw-AdaBoost, we performed experiments on four data sets: the Ba-
nana set and the Highleyman set which were generated with the prtools Matlab
toolbox, and two sets from UCI repository. There are the Pima Indians Diabetes
and the Connectionist Bench (Sonar, Mines vs. Rocks) sets. Table 2 gives the
properites of the data sets which we used in experiments.
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Table 2. Properites of the data sets used in experiments

Data sets Features Classes Observations

Banana 2 2 400
Highleyman 2 2 400
Sonar 60 2 208
Pima 8 2 768

Fig. 1. The error for the Banana set

Fig. 2. The error for the Highleyman set

Fig. 3. The error for the Sonar set
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Fig. 4. The error for the Pima set

Results for the thirty iterations of the algorithm are shown in Fig. 1-4 and
the numerical values are presented in Tab. 3-4.

The results for AdaBoost algorithm are represented by solid lines. The results
for IVFw-AdaBoost algorithms with λ = 1 are represented by the thin dashed
line and with λ = 0 are represented by the thick dashed line. Three out of four
(Highleyman, Sonar and Pima) data sets obtained better results in comparison
with AdaBoost algorithm (if we take into account only the thirtieth iteration of
the algorithm). Generally, for the parameter λ = 0 we often obtain lesser value
of error compared to AdaBoost algorithm.

Table 3. The results of experiments - misclassification error for Banana and Highley-
man sets

Banana set Highleyman set
Iteration AdaBoost IVFw-AB IVFw-AB AdaBoost IVFw-AB IVFw-AB

λ = 0 λ = 1 λ = 0 λ = 1

1 0.1825 0.1825 0.1825 0.1250 0.1250 0.1250
2 0.2200 0.2500 0.2200 0.1250 0.1250 0.1250
3 0.0300 0.0525 0.0300 0.1225 0.0775 0.1225
4 0.0300 0.1825 0.0300 0.1250 0.0775 0.1225
5 0.0300 0.0350 0.0300 0.0750 0.0550 0.0725
6 0.0300 0.0500 0.0300 0.0750 0.0550 0.0700
7 0.0300 0.0375 0.0300 0.0525 0.0550 0.1250
8 0.0400 0.0500 0.0300 0.0525 0.0500 0.0525
9 0.0300 0.0325 0.0300 0.0475 0.0475 0.0700
10 0.0400 0.0375 0.0300 0.0675 0.0475 0.0475
15 0.0275 0.0375 0.0300 0.0475 0.0450 0.0475
20 0.0300 0.0200 0.0300 0.0475 0.0475 0.0475
25 0.0300 0.0200 0.0300 0.0450 0.0425 0.0475
30 0.0275 0.0275 0.0300 0.0450 0.0350 0.0475
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Table 4. The results of experiments - misclassification error for Sonar and Pima sets

Sonar set Pima set
Iteration AdaBoost IVFw-AB IVFw-AB AdaBoost IVFw-AB IVFw-AB

λ = 0 λ = 1 λ = 0 λ = 1

1 0.24038 0.24038 0.24038 0.26563 0.26563 0.26563
2 0.24038 0.24038 0.24038 0.26563 0.26563 0.26563
3 0.24519 0.21154 0.20192 0.26563 0.24219 0.26563
4 0.20192 0.21154 0.19712 0.24870 0.24870 0.26563
5 0.15385 0.17308 0.16346 0.24870 0.24219 0.26563
6 0.15865 0.16346 0.19712 0.24870 0.26432 0.26563
7 0.14904 0.13942 0.12500 0.24870 0.23568 0.26563
8 0.14423 0.14904 0.16346 0.22917 0.23307 0.26563
9 0.10577 0.08654 0.14423 0.24219 0.22786 0.26563
10 0.09135 0.12019 0.12019 0.22917 0.21745 0.26563
15 0.05769 0.08173 0.10096 0.22786 0.22917 0.26563
20 0.03365 0.03846 0.08654 0.22526 0.20443 0.26563
25 0.00962 0.01442 0.07692 0.21354 0.21484 0.26563
30 0.00962 0.00481 0.07692 0.21745 0.21615 0.26563

6 Conclusions

In this paper we presented new IVFw-AdaBoost algorithm. It is a modification
of AdaBoost algorithm where we use IVFSs. We consider the situation where the
weights are represented by IVFS. For the deffuzyfication of weights we propose
the linear combination of lower and upper membership functions of weights. In
our study we use boosting by the reweighting method where each weak classifier
is based on the recursive partitioning method. The received results for four data
sets show that thanks to the choice of the parameter lambda we can get better
results of the final classification measured by the value of the error.

In future work we can apply the FOUet(t) which can be computed on each
step. Additionally, you can check the behavior of the proposed algorithm in the
multistage classifier. In particular, you should discuss the choice of the parameter
λ in different nodes of the decision tree of the multistage classifier.
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Abstract. The optimization of two-dimensional guillotined cutting con-
sists in determining a parts arrangement to be cut from a larger piece,
maximizing the material use, but respecting the restrictions imposed
by the cutting equipment and the production flow. An optimized cut-
ting process maximizes the materials use and is an important factor for
production systems performance at glassworks industries, impacting di-
rectly in the products final cost formation and, thus, increasing the com-
pany’s competitiveness in glass market. Several studies have shown that
combinations of bio-inspired meta-heuristics, more specifically, the Ge-
netic Algorithms (GA) and Ant Colony Optimization (ACO) are efficient
techniques to solving constraint satisfaction problems and combinatorial
optimization problems. GA and ACO are bio-inspired meta-heuristics
techniques suitable for random guided solutions in problems with large
search spaces. GA are search methods inspired by the natural evolu-
tion theory, presenting good results in global searches. ACO is based
on the attraction of ants by pheromone trails while searching for food
and uses a feedback system that enables rapid convergence in good so-
lutions. The initial results from the combination of these two techniques
when compared with the results each technique individually applied are
encouraging and have presented interesting solutions to the problem of
optimizing two-dimensional guillotined cutting.

Keywords: Genetic Algorithms, Ant Colony Optimization,
Two-dimensional Cutting.

1 Introduction

The resource allocation problems have been a great impact factor on the indus-
trial production systems performance and can be found in various industrial or
production processes, such as task allocation, packaging problems in logistics
processes and material cutting processes.

Due to practical applications potential to optimize industrial processes and the
difficulties to obtain exact solutions, this problems category has been the subject
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of intenses research in the Operational Research (OR) and Artificial Intelligence
(AI).The study of these problems provides a common basis for analysis and
solution of other problems that belong to the same category [5] and, in this
context, the bio-inspired meta-heuristics techniques is being increasingly used in
solving such problems.

Genetic Algorithms (GA) and Ant Colony Optimization (ACO) techniques are
bio-inspired meta-heuristics suitable for random guided solutions in large search
spaces problems, due to difficulties of deterministic methods in such problems
types [11].

GA are nondeterministic techniques inspired by natural evolution theory and
known as robust and efficient methods of searching for irregular, multidimen-
sional and complex search spaces [10].

ACO is based on the attraction of ants by pheromone trails while searching
for food [6] and uses a feedback system that enables rapid convergence to good
solu-tions [11].

The Hybrid architectures, has been widely researched and applied in solving
combinatorial optimization problems [3], [9], [11], [13], [14], [15], [16].

Besides this introduction the paper is organized as follows: section 2 describes
the the two-dimensional cutting problem, section 3 presents the hybrid bio-
inspired meta-heuristics approach used in this research, in section 4 we discuss
the methodology, sections 5 and 6 dealing, respectively, on the initial results
from this research and the conclusions.

2 Two-Dimensional Guillotine Cutting Problem

The two-dimensional cutting is a combinatorial optimization problem which con-
sists in determining a cutting pattern of material pieces, so as to produce a set
of smaller pieces, satisfying certain constraints.

The main limitations of two-dimensional cutting process in an glass industry
are the size of the glass plates to be cut and such cuts have to be guillotined,
where possible, to maximize the plates used in the process. The Fig. 1 illustrates
two-dimensional guillotine cutting process.

The two-dimensional cutting is a complex problem, which the time required
to find a solution takes a factorial increases in relation to the increased amount
of pieces to be cut from the same plate.

With the increasing complexity, it is impractical to calculate the exact solution
(deterministic) for this problem, since the time required to solve it becomes
unacceptable to the requirements of the solution.

3 An Hybrid Bio-inspired Meta-Heuristic

The great advantage of hybrid systems is due to synergy produced by combining
a two or more techniques. This synergy reflects in obtaining a more powerful
and less disability system [14].



804 F.M. da Costa and R.J. Sassi

Fig. 1. The two-dimensional guillotine cutting

In a similar study, which combines the search capabilities of the two meta-
heuristics (GA and ACO) for solving another combinatorial optimization prob-
lem (Travelling Salesman Problem), the author uses a cooperative hybrid
approach [3], where :

1. whenever the ACO cannot leave from a local optimum point, it exports a
predetermined amount of solutions to create the initial population of GA;

2. the ACO iterations are interrupted;
3. the GA starts to find a better solution than the ACO;
4. since the AG found this solution, the ACO algorithm updates the pheromone

on that basis, reinforcing the search alternatives for the next iteration of
ACO.

This article approaches the combination of bio-inspired meta-heuristics tech-
niques, known as Genetic Algorithms and Ant Colony Optimization, to solve
the two-dimensional guillotine cutting problem. This hybrid algorithm, result-
ing from the combination of Genetic Algorithms and Ant Colony Optimization,
has been called GA + ACO.

4 The Packing Algorithm

The Assessment of GA individuals is performed with the aid of the packing
algorithm called First Fit Decreasing Width Decreasing Height (FFDWDH).
The calculation consists in fit the pieces in master blade, simulating the cutting
process and discovering the unused area (waste).

For FFDWDH algorithm implementation:

1. the pieces are sorted in decreasing order by width and height then, as can
be seen in Fig. 2.

2. then the pieces are allocated from left to rightwithin vertical stripes (columns).
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3. attempts are made to insert the part in the first available column of glass
slide, if it does not fit, then tries to insert it in the next column and so on,
until the method finds some column with sufficient space to allocate it.

4. if the piece does not fit into any existing column, then creates a new column.

Fig. 2. Pieces sorted in decreasing order by width and height, when. (adapted from
[17]).

As the parts are pre-sorted before insertion, the width of the columns is de-
termined by the first part to be inserted. Below can be seen an example of
pseudocode of FFDWDH algorithm and in Fig. 3, the outcome of algorithm
applied.

Generic pseudocode of FFDWDH algorithm.

procedure FFDWDH()

var

i,j : Real;

W : Real; {sheet width}

H : Real; {available sheet heigth}

hi : Real; {piece i heigth}

wi : Real; {piece i width}

wdlj : Real; {column j available width}

hdlj : Real; {column j available heigth}

begin

wdlj := wi;

hdlj := H;

j := 1;

for i:= 1 to n do

begin

while (wi > wdlj) or (hi > hdlj) do

begin
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j := j+1;

end;

wdlj := wdlj-wi; {include i piece in column j}

hdlj := hdlj-hi

end;

end.

Fig. 3. A example result of FFDWDH algorithm applied

5 Methodology

The development of this paper is based on the study, revision and implementa-
tion of bio-inspired computing techniques for solving combinatorial optimization
problems. It was made a literature review of two-dimensional guillotine cutting
problems derived from production systems, as well as the options for combining
Genetic Algorithms and Ant Colony Optimization.

To implement the hybrid algorithm (GA+ACO) are used the programming
languages Java and Java Script.

Are being performed several experiments using a data set of requests from
a glass industry in São Paulo city. During these experiments, the results of
hybrid algorithm (GA+ACO) are compared with the results of each individual
algorithm (GA and ACO).

6 The Initial Results of the Experiments

Experiments are still being tested several different variations in the algorithms
parameters, as the chromosomes quantity and generations number of the GA and
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the artificial ants quantity for the ACO, in order to find the best combination
for each presented data sets.

The Fig. 4 shows a processing time comparison between individual algorithms
(AG, ACO) and hybrid algorithm (AG+ACO) applied to the same data set, from
different amounts of pieces (in the hybrid algorithm, the amount of iterations
of the GA and ACO has been reduced for the half, without evidence of loss in
quality of results). The initial results from the Genetic Algorithms and Ant
Colony Optimization combination, taking as input the same data sets, present
solutions faster than those presented by the application of algorithms individu-
ally. The Fig. 5 shows the output of hybrid algorithm applied to a small data
set (32 pieces).

Fig. 4. A processing time comparison between the hybrid algorithm and individual
ones

Fig. 5. Output of the hybrid algorithm applied to a two-dimensional guillotine cutting
problem
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7 Conclusions

An optimized cutting process maximizes the materials use and is an important
factor for production systems performance at glassworks industries, impacting
directly in the products final cost formation and, thus, increasing the company’s
competitiveness in glass market.

Initial results from combination of GA+ACO are encouraging and shown
that hybrid bio-inspired meta-heuristics are efficient techniques for solving two-
dimensional guillotine cutting problems and, consequently, for resolving similar
combinatorial optimization problems.

The purpose is to continue the research by changing the parameters of the
GA+ACO and experimenting with other different ways of combination between
these algorithms, as, for exemple, using the ACO in the AG crossover process.
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port (2008)

13. Liu, B., Meng, P.: Hybrid Algorithm Combining Ant Colony Algorithm with Ge-
netic Algorithm for Continuous Domain. In: Proceedings of the 9th International
Conference for Young Computer Scientists, ICYCS, pp. 1819–1824 (2008)

14. Sassi, R.J.: Uma Arquitetura Hbrida para Descoberta de Conhecimento em Bases
de Dados: Teoria dos Rough Sets e Redes Neurais Artificiais Mapas Auto-
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Abstract. The stochastic production of renewable energy sources puts
increased demands on power grids worldwide. Neurocomputing methods
can be used for the forecast of electric energy production of renewable
resources and contribute to the reliability of energy systems. This study
compares two neurocomputing methods as predictors of a selected pho-
tovoltaic power plant in the Czech Republic that meets the real world
criterion of high output variance and relatively large installed power.

Keywords: prediction, photovoltaic power plant, neural networks,
adaptive network-based fuzzy inference systems.

1 Introduction

The ever increasing installed power output of power sources providing stochastic
supply as well as the increasing share of distributed electric power puts greater
demands on the preparation of the relevant operations and management of distri-
bution networks. The influence of each type of production units varies depending
on the type of the unit as well as on the volume of the installed power output
provided by the monitored power system.

Prediction of the production of electric power is important for the preparation
and management of distribution networks. Moreover, the results provided by
predictive models can be used as one of the controlling variables to control
off-grid power units, which use photovoltaic technology for the production of
electric power. Photovoltaic power plants offer stochastic supply of electricity
and deterministic prediction methods often do not provide sufficient accuracy.
Therefore, we shall utilize soft computing methods that are able to predict the
production of electricity within short time intervals, even for production units
offering stochastic production of electricity.

Evaluation and initial applications of methods able to predict the stochastic
production may be found in [7]. The study used for the prediction of the pro-
duction of electricity created by photovoltaic power plant fuzzy logic and fuzzy
classifiers. Artificial neural networks were used for short-term and mid-term so-
lar power prediction in [4,1]. Gaussian equations were tested and applied in [11]
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to estimate solar power output. In [10] was shown a model that relates short-
circuit current with radiation, considering the true nonlinear behavior of the
relationship between variables. A prediction method based on this relationship
and genetic programming was proposed. Statistical short-term forecasting sys-
tem for grid-connected photovoltaic plant was presented in [3]. This system was
based on combination of three modules, two numerical weather prediction mod-
els and an artificial neural network based model. Application of hybrid multilayer
feed forward neural network technique for photovoltaic power plant output esti-
mation was presented in [13]. A practical method for solar irradiance prediction
was shown in [8]. The study utilized a multilayer perceptron neural network for
a 24-hour forecast of solar irradiance based on actual values of mean daily solar
irradiance and air temperature.

The above mentioned techniques were able to predict the production of electric
power, but they are based on the optimization of prediction techniques and
procedures developed specifically for given areas or power plants. Currently,
there is no such predictive system localized or optimised for the Czech Republic.
However, localized and optimized general prediction methods may be used. To
test and verify individual prediction techniques we have selected a photovoltaic
power plant (PVPP) with capacity/power output of 1100 kWp. The PVPP was
equipped with monocrystalline silicon panels capable of using only the direct
component of solar radiation. The measured value of the supplied electrical power
and the intensity of the solar radiation are used not only to test the prediction
methods, but are also used to determine basic parameters of any photovoltaic
power plant. Figure 1a shows the power output curve for a selected period of
about five months and we can see the availability of the electrical power produced
during various meteorological / weather conditions. The shape of the curve shows
the differences in the amount of the supplied power during summer and winter
time.

Another important parameter which characterizes the operation of a photo-
voltaic power plant is the so-called capacity factor of a power plant, which is
defined as the ratio between the actual amount of generated electricity and the
amount of electric energy that would have been generated if the photovoltaic
plant supplied power continuously. Values shown in fig. 1b demonstrate a con-
siderable difference between the amount of produced electricity in July and the
amount of electricity produced in November. It is very likely that this difference
will have an impact on the error in the prediction while using different methods,
whereas it is expected that prediction methods will show larger variations for
winter period.

2 Multilayer Perceptron

Artificial neural networks (ANNs) constitute a family of computing models based
on the emulation of electrochemical processes observed in neural systems of living
organisms [6,2].
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(a) Power plant power curve (b) Capacity factor

Fig. 1. Power output curve and capacity factor

Various types of complex general-purpose artificial neural networks composed
of simple computing units - artificial neurons - have been proposed. Artificial
neurons emulate the behavior of biological neurons in terms of signal process-
ing (aggregation, thresholding, modification, propagation etc.) and information
storage (input weights, activation function parameters). A single artificial neu-
ron (perceptron) represents a non-linear mapping f : RI → R and it can be
used to solve linearly separable problems. A schematic view of a perceptron is
shown in fig. 2a. In the figure, xi represents input signal, wi input connection
weights, f(

∑
xiwi, θ) activation function and o the output signal. The percep-

tron in fig. 2a is a summation unit (i.e. it performs a weighted sum of input
signals) and it can be used to solve linearly separable problems. The percep-
tron must be set-up (trained) before it can be used to process data. The train-
ing involves setting the input connection weights wi and activation function
parameters.

An ANN is a layered network of artificial neurons with certain topology [2].
It implements a non-linear mapping fann : RI → R

K from I-dimensional in-
put space to K-dimensional output space [2]. In contrast to single perceptron,
ANN is able to solve problems that are not linearly separable and in general
to provide an approximation of a function. ANNs have been used for countless
applications in data mining, pattern recognition, data classification, control and
so fort. Multilayer perceptron is a basic type of multilayer feed-forward ANN [2]
that consists of multiple fully-connected layers of perceptrons. The MLP consists
of the input layer, one or more hidden layers, and the output layer (see fig. 2b).

The ANN training methods include supervised, unsupervised, and reinforced
learning. The well-known backpropagation (BP) algorithm is an example of su-
pervised learning method based on gradient descent optimization of network
parameters [2]. The BP training algorithm consists of a number of iterations
in which the network (that was originally randomly initialized) first processes
training patterns and computes the error for each pattern and second performs
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the backward propagation of error in which the weights are adjusted as a function
of the error signal. The training is finished when the terminating criteria (i.e. the
maximum number of iterations was reached, training error was small enough)
are met. Other parameters of the BP algorithm include the learning rate which
is the size of each learning step and momentum that controls how the network
avoids fluctuations when processing different training patterns during stochastic
learning. For more details on the MLPs and the BP algorithm see e.g. [2,6].

(a) A perceptron (b) An example of a 3-4-2-1
MLP

Fig. 2. Perceptron and multilayer perceptron (feed-forward network)

3 Adaptive Network-Based Fuzzy Inference System

ANFIS (Adaptive Network-based Fuzzy Inference System) is fuzzy inference
system which uses the design and features of multilayer feed-forward ANNs pro-
posed by Jyh-Shing Roger Jang in 1993 [5]. Fuzzy inference systems, sometimes
referred to as fuzzy rule-based systems, fuzzy models, fuzzy associative mem-
ories (FAM), or fuzzy controllers (when used as controllers), are special type
of fuzzy modeling or fuzzy identification systems, first proposed by Takagi and
Sugeno [14]. Fuzzy modeling systems have various practical applications in ap-
proximation, prediction, detection, control, inference and more [12,9]. Common
fuzzy inference systems are composed of five basic functional parts as shown
in fig. 3 [14]. The fuzzy inference system compares in the fuzzyfication step the
input variables with the membership functions on premise part to gain the fuzzy
membership values of each input. The membership values are then combined

defuzzification
interface

INPUT
- crisp -

fuzzification
interface

database rule base

knowledge base

decision-making unit
- - - fuzzy - - - - - - fuzzy - - -

OUTPUT

- crisp -

Fig. 3. Fuzzy Inference System
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on the premise part by a specific t-norm operator (minimum or multiplication).
This assigns a firing strength (weight) to each rule. For each rule is then gener-
ated the qualified output on consequent part. Finally, the qualified outputs are
combined to produce a crisp output in the defuzzyfication step.

ANFIS is a fuzzy inference systems based on an a simple multilayer feed-
forward ANN. Each node of this network applies a specific function (activation
function) on incoming signals with activation function parameters which belong
to this node. For further reference we call this type of node a flexible node.
Every such node can have a different activation function with different parame-
ters. There are also fixed nodes in the adaptive network which only transforms
incoming signals without any parameters.

ANFIS can be seen as the multilayer feed-forward ANN which satisfies the
conditions of fuzzy inference system mentioned above and is composed of five
layers [14]. Every node in the first layer is a flexible node with an arbitrary
continuous and piecewise differentiable activation function selected depending
on the data. For example, activation functions can be Gaussian type functions,
triangular function, trapezoidal function etc. The second layer is composed of
fixed nodes labeled

∏
when the input signals are multiplied (i.e. multiplication

units) or min when is taken the minimum of the input signal values. The product
or minimum of input signal values is then propagated as the output to the next
layer. The third layer consists of fixed nodes labeled N - normalization nodes.
The ith node in this layer normalizes the output of ith node in second layer
(ith fuzzy rule node firing strength) against the sum of all node outputs of layer
2. This layer is commonly called normalization layer. Fourth layer consists of
flexible nodes whose activation function parameters are tuned during the ANFIS
learning phase. The overall output of the adaptive network is computed in the
fifth layer composed of a single fixed node

∑
, which sums all incoming signals

from previous layer.
The parameter set of an adaptive network is the union of the parameter of

each adaptive (flexible) node. In order to achieve a desired input-output map-
ping, these parameters must be updated according to given training data. The
batch (off-line) learning and pattern (on-line) learning can be used to setup the
adaptive network. The batch learning procedure updates parameters after all of
input-output learning pairs have been presented and the pattern learning pro-
cedure updates adaptive node parameters after each input-output learning pair
has been proceed. ANFIS adaptive node parameters are commonly updated with
hybrid learning algorithm which compose of least square estimate method (LSE)
and back-propagation. Least square estimate algorithm is used for optimizing the
consequent parameters and back-propagation is used for optimization of premise
parameters. In many cases there is no need for hybrid learning algorithm and
only consequent parameters are updated using LSE method, and the premise
parameters are set according to training input data. For detailed information
see [5,14].
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4 Experiments

We have used a MLP and ANFIS for the estimation of power output of a photo-
volatic power plant located in the Czech Republic. We have recorded the volumes
of electrical energy produced by the PVPP and the values of solar radiation in
the same location. The values were recorded in 10 minute intervals between
November 2010 and April 2011. The data set contained after cleaning 20513
records that were divided in two halves. The first part containing 10257 records
was used as the training data set for predictor evolution. The second part con-
taining 10256 records was used as testing data set. The parameters used for the
training of the MLP and ANFIS are shown in table 1a. They were selected on
the basis of initial experiments and our past experience with the methods.

The average prediction error obtained by both methods for the training data
set and for the test data set is shown in table 1b. The training error shows how
the model managed to learn the training data and the prediction error shows
how well could the model evolved using the training data predict the power
produced by the PVPP in previously unknown period covered by the test data
set. The prediction error is around 1% of the installed power for the training
data set and around 2% for the test data set, which is a satisfactory result,
considering that only a single input variable (current solar radiation intensity),
its past values and past output forecasts were available. We can also observe that
both methods have achieved similar average prediction error for both, training
and test data set. Both methods managed to estimate the PVPP output very
well (despite imperfections in the training and test data) for some days and
less accurately for some other days. An example of good predictions is shown
in fig. 4 and an example of less accurate predictions is shown in fig. 5. Let us note
that both neurocomputing methods have provided very similar forecasts which
indicates that they have discovered in the data set similar trends and hidden
dependencies.

Table 1. Parameters

(a) MLP and ANFIS parameters

Method Parameters

MLP Training for 5000 iterations, three-layered 2-2-1 net-
work, learning rate 0.3, momentum 0.2

ANFIS Single input node, 10 fuzzy-input-membership nodes
with Gaussian functions with a,b,c parameters for
width, height and location of the function peak, 10
fuzzy rule nodes with multiplication t-norm, 10 nor-
malization nodes, 10 fuzzy output function nodes with
2 premise paremeters each, 1 Σ node. Batch LSE
learning without backpropagation.

(b) Average PVPP output
prediction error

Training Prediction
Method error (W) error (W)

MLP 10000 22033.2
ANFIS 9957.39 21323.8
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(a) Prediction by MLP
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(b) Prediction by ANFIS

Fig. 4. An example of day with good prediction
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(a) Prediction by MLP
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(b) Prediction by ANFIS

Fig. 5. An example of day with bad prediction

5 Conclusions

MLP and ANFIS were used as predictors to estimate the output of a PVPP.
An experiment with a real world photovoltaic power plant was conducted and a
models based on the data describing more than three months of the operations
of the PVPP were generated. The data contained only the information about
the intensity of solar radiation in the location of the facility. Both methods have
reached similar average prediction errors of about 2 % of the peak output of
the power plant. However, the more sophisticated ANFIS was shown to pro-
vide slightly more accurate predictions than a simple feed-forward MLP. This
is a promise for future development of custom predictors tailored to the needs
of specific PVPPs as every PVPP is unique (because of e.g. the solar panel
technology, configuration, age, location, geographical setting, and so on).
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Abstract. In hospital internment context, patients suspect to have pulmonary 
tuberculosis, especially those which have a higher transmission risk, should be 
allocated in isolation respiratory rooms in order to reduce infection risk. Due to 
high implementation costs, these rooms are only available in a restricted quanti-
ty and have to be shared with patients having other infectious diseases. Current-
ly applied criteria have been resulting in a large number of unnecessary patient 
isolations. This work proposes a decision support system based on neural net-
works to guide patient respiratory isolation. The system identifies the probabili-
ty of a patient to have pulmonary tuberculosis and was developed using medical 
records data from 290 Pulmonary TB suspect patients who were admitted to 
isolation rooms in an AIDS/TB reference hospital (IDT-HUCFF-UFRJ). Based 
on 26 clinical-radiological variables, the system achieved a sensitivity of 94% 
and specificity of 89%. This system should be validated in other settings in or-
der to confirm this high performance and its usefulness by avoiding unneces-
sary patient isolation as providing an earlier diagnosis, which may reduce the 
contamination risk. 

Keywords: Decision support systems, Artificial Neural Networks, Tuberculosis 
Diagnosis. 

1 Introduction 

Tuberculosis (TB) is one of the main infectious diseases in developing countries and 
is associated with high morbidity and mortality. The perpetuation of TB worldwide is 
mainly caused by disease transmission, which is closely linked to social inequality, 
the advent of HIV infection and population aging [1].  

One of the key factors related to the emergence of new TB cases is the time lag 
during which a patient having pulmonary tuberculosis sustains the transmission chain 
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[2]. Thus, a rapid diagnosis is mandatory to epidemic control, since it allows the start 
of anti-TB  treatment and diminishes the time during which the disease may be 
transmitted, reducing the number of possible new infected individuals [3].  

The laboratory tests most commonly used to confirm TB diagnosis are smear mi-
croscopy and mycobacterial culture. Smear microscopy has low sensitivity (40% to 
60%), especially in patients with low bacterial load in respiratory samples, in HIV-
infected ones or for those which have other immunosuppressive diseases (30%) [4]. 
Mycobacterial culture has  higher sensitivity (80% to 90%), however it takes long to 
be concluded (4 to 6 weeks), besides to be only available on reference or research 
health units in high TB burden countries. So, the development and the evaluation of 
new diagnostic methodologies are urgent.  In a recent article, Marais et al propose to 
evaluate clinical and clinical-radiological scores to pulmonary TB diagnosis on dif-
ferent epidemiological scenarios [5].  

In United States, the Centers for Disease Control and Prevention (CDC) recom-
mends that patients with suspicion of pulmonary TB, when admitted to a hospital, 
should be allocated  to respiratory isolation rooms [6]. However, this practice is only 
feasible in places with low TB incidence, since these rooms exist is a restricted num-
ber, their implementation is expensive and hospital management should also consider 
their use by patients having others pathologies. 

There is not a standard criterion used for an early identification of in-patients hav-
ing a high risk of pulmonary tuberculosis. Therefore, there is a diagnosis delay of 
smear positive TB patients and  unnecessary isolation of those with low chance of 
having the disease. Besides, atypical clinical features found in patients with specific 
diseases may postpone the diagnosis and increases the risk of intra-hospital transmis-
sion [7]. 

In the hospital complex Thoracic Diseases Institute (IDT) – Clementino Fraga Fil-
ho Hospital (HUCFF), which belongs to the Federal University of Rio de Janeiro 
(UFRJ), according to strict criteria established by the Tuberculosis Control Program 
(PCTH), just 26.6% of the patients admitted to isolation rooms have a positive TB 
diagnosis. Some predictive models have been described to optimize use of respiratory 
isolation rooms in HUCFF [8], showing that patient isolation can be reduced by one 
third without a increase in risk of nosocomial transmission. 

This work proposes a clinical-radiological score to aid the decision making task of 
respiratory isolation. The proposed system identifies the probability of a patient to 
have pulmonary TB based strictly on clinical-radiological information. The system 
employs a Multilayer Perceptron Artificial Neural Network (MLP) [9] due to its well-
known ability on solving complex problems belonging to diverse domains and was 
developed using medical records of patients attended on hospital complex IDT-
HUCFF-UFRJ.  

The major contributions of the proposed system to hospital operation are: (i) pro-
vides a quick diagnosis tool, (ii) reduces the chance of TB transmission, (iii) permits 
an earlier detection of TB and, therefore, treatment in a less advanced stage, (iii) re-
duces the number of unnecessary patient isolations, (iv) permits a better management 
of respiratory isolation rooms, (v) improves the quality of patient attendance.   
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This article is structured as follows: initially, relevant aspects to the development 
of efficient neural networks considering the problem under study are addressed. Later, 
dataset used is described. Finally, results and conclusion are presented. 

2 Neural Support to TB Diagnosis 

Neural networks [9] have been adopted in the solution of a growing number of prob-
lems belonging to diverse knowledge areas. Their ability to extract relevant informa-
tion and explore relationships (linear and non-linear) among descriptive variables to 
problem solution usually results on efficient models even in complex and high dimen-
sional data spaces.  

As neural networks do not presume any statistical assumption concerning problem 
variables, they are quite adequate to the development of models to support diagnosis, 
prognosis and therapy. Commonly, in these contexts, the number of patients having 
accessible records is restricted so as the quality of the available information is not 
adequate. Thus, these datasets may have severe statistical restrictions concerning a 
proper problem description. 

Mathematical models applied to diagnosis support have to show high accuracy due 
to influence decisions which imply on life risk. Due to the exiting statistical restric-
tions, special care must be taken in the development of these systems, especially with 
respect to the selection of problem descriptive variables as the performance assess-
ment criteria. Thus, the adoption of a methodology which properly evaluates the ge-
neralization skills of the system, so as provide a realistic estimation of its performance 
in real settings is necessary [10]. These aspects will be briefly discussed on the  
following. 

2.1 Variable Selection  

In order to develop an efficient classification system, the selection of high quality 
variables with good discriminative power is mandatory. Roughly speaking, this selec-
tion can be realized by automatic methods, guided by experts or explore both ap-
proaches [11]. Variable selection is usually both problem and dataset dependent.  

Hybrid approaches, merging expert knowledge with the use of machine learning 
techniques, are quite useful to medical applications. In this direction, statistical analy-
sis methods, heuristic procedures and computation intelligence techniques may be 
used to refine a set of variables selected by specialists, resulting in more effective and 
clinically plausible models, which easies their practical adoption. 

Considering the problem in question, 29 variables were selected by TB experts. 
This set comprises signals, symptoms, the presence of specific diseases and informa-
tion referent to clinical-radiological evaluation of the patient as follows: cough, fever, 
sweating anorexia, hemoptysis, hemoptoic, headache, face pain, sore throat, sputum, 
loss of weight, dyspnea, malnutrition, respiratory symptoms, chest pain, previous 
hospital admission, sex, previous pulmonary TB, alcoholism, chronic obstructive 
pulmonary disease, chronic kidney disease, diabetes mellitus, smoking, HIV, as the 
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presence of any following images on x-ray chest: cavitation, upper lobe or diffuse 
lesions. 

Considering this set of variables, a basic statistical analysis (heuristic selection ap-
proach) was conducted upon the dataset to refine this selection. This procedure aimed 
to exclude variables both showing low quality and which did not contribute to system 
efficiency. Thus, groups of candidate variables to be excluded were established and 
evaluated on a defined sequence. Each group was formed by variables which exclu-
sively attended the following characteristics: (i) low probability to be positive (low 
prevalence), (ii) high percentage of ignored cases and (iii) low difference on variable 
positivity between positive and negative TB patients (low odds ratio). Variables be-
longing to each group were also ranked in ascending (groups i and iii) or descending 
(group ii) order. The evaluation of variable relevance was based on MLP network 
performance assessment. One variable was excluded if this action did not impact on 
classifier performance. 

2.2 Classifier Development 

Special caution must be taken on neural network design choices, especially when the 
network is developed upon datasets showing restrictions relative to a proper problem 
description as have strict performance requirements.  

A commonly adopted procedure explored to neural network development is hold-
out [12]. This technique consists on splitting the dataset into two sets: training and 
test, the first used to obtain the model and the last to estimate their performance (a 
measure of generalization ability). For datasets with statistical restrictions, this split 
should be properly done, otherwise the model obtained may do not have an adequate 
quality (poor learning) or the estimate of its performance may be not realistic (too 
much optimistic or pessimistic). 

Aiming to define training and test sets conjugating learning and generalization 
skills, a random splitting procedure may be adopted. This procedure is extensively 
applied on statistical model production, is easy to be implemented, as usually results 
on models exhibiting good performance. Following this approach, several pairs of sets 
are formed. For each pair, patients are randomly distributed between training and test 
sets. Models are built and evaluated based on these sets. The pair of sets which exhi-
bits the highest generalization ability is selected.  

Another factor which impacts on system performance is the size of the neural net-
work, which is defined by the number of layers and neurons by each layer. Due to 
universal approximation theorem [9], three layer MLP networks are the most common 
adopted topology. In this case, only the number of hidden neuron has to be estab-
lished, since the number of input nodes and output neurons are defined with basis on 
problem variables and target vectors, respectively. The number of hidden neurons is 
directly related to network power on mapping input-output relationships, i.e. their 
ability to learn. However, an increase on this number may affect learning, due to the 
growth in number of network parameters, especially for datasets having restrictions 
on problem description. Thus, this design parameter should be defined considering the 
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parsimonious principle [13], i.e. the minimal number of neurons which maximizes 
performance should be employed.   

Neural networks are prone to overtraining phenomena [9], demanding a proper 
learning mechanism control. Early stop is usually used to control network learning. 
This procedure consists in interrupt training on the epoch for which network starts to 
loose generalization. 

Finally, the network performance is susceptible to the value of the parameters (bias 
and weights) used at the start of training procedure. This is caused by the multiple 
local minima problem [9]. Usually, in order to mitigate this effect, several models are 
produced, each one based on a random set of start parameters. The best initialization 
set is defined by the highest performance network. 

2.3 Evaluating Neural Networks 

Cross-validation procedures developed during neural network development demand 
split dataset into three sets: training, validation and test [9]. Both validation and test 
sets are used to evaluate model generalization, but on different development stages. 
While validation set is used to choose design parameters as the number of hidden 
neurons and to early stop procedure, the test set is employed to assess the perfor-
mance of the final model. For applications having datasets with small number of sam-
ples, this may be not convenient or even feasible as may result in too small sets. So, in 
these cases, data is just split in training and test sets, the last one also used for valida-
tion purposes. 

Sensitivity and specificity, which identifies the percentage of TB positive and neg-
ative patients correctly diagnosed by the system, are relevant performance attributes. 
The maximization of both indexes is desirable, but they represent conflicting interests. 
Thus, in order to evaluate model performance, the following index was adopted: 

 = ( )/2√ .  (1) 

This index was inspired on the sum-product index [14] and benefits solutions with 
balanced values of sensitivity (S) and specificity (E). 

2.4 Dataset Description 

Dataset is constituted by hospital patients suspicious of have active pulmonary tuber-
culosis which were allocated to respiratory isolation rooms. They were attended in 
hospital complex IDT/HUCFF/UFRJ, which belongs to the Brazilian National Health 
Service (SUS), during the period of March 2003 to December 2004 [7]. Patients were 
followed-up during clinical evolution for at least 60 days. For each one, a standard 
form containing demographic data, clinical symptoms and risk factors to pulmonary 
TB, as other information was filled. The sample has 290 patients whose estimated TB 
prevalence is 26.6% (77/290). 
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3 Results 

The proposed decision support system explored two-layer MLP totally connected 
networks having hyperbolic tangent as activation functions and one neuron on output 
layer. All variables, except age, were coded as -1 (absence), 0 (unknown) and +1 
(presence). Age was normalized to be inside the -1 and +1 interval, so as to have zero 
mean. Target values were +1 (positive pulmonary TB) and -1 (negative). The training 
algorithm was Resilient propagation – RPROP [15], using batch gradient estimation. 
Due to the existing imbalance between the number of positive and negative TB pa-
tients (class-imbalance), the following objective function was used during training: 

 =  (2) 

where  and  correspond to the mean square error evaluated for positive 
and negative TB patients.  

Performance assessment employed stratified hold-out approach [16], considering 
for each group of positive and negative TB patients, 80% of them to training and 20% 
to test set. In order to define the training and test set contents, 10 pairs of sets were 
produced according the random selection approach. MLP networks from 1 to 20 hid-
den neurons were built for each pair of these sets. For each network, 50 models were 
also produced, each on based on a different set of start parameters. The best overall 
network was selected according  value evaluated upon test sets. This index was 
also used in early stop procedure. 

Initially, a MLP model based on variables selected by TB experts was build (model 
M1).  In the sequence, the elimination criteria described in Section 2.1 was con-
ducted. The variables face pain, CKD and throat pain, in this order, was identified as 
satisfying group (i) criterion, for which a prevalence limit of 7% was considered. 
Additional models (M2 to M4) were developed to evaluate the exclusion of each one 
of these variables, so as a new model (M5) for which the variables hemoptoic and 
hemoptysis symptoms were fused according expert suggestion (a positive value was 
taken if any of them was positive). The number of hidden neurons, the sensitivity and 
specificity values obtained for these models are summarized in Table 1. 

Table 1. Number of hidden neurons (#), sensitivity and specificity values for the different 
models evaluated 

Models # hidden 
neurons 

Sensitivity Specificity 

M1 11 94% 79% 
M2 11 94%  84% 
M3 18 94% 81% 
M4 8 94% 86% 
M5 10 94% 89% 

 
Results show that the exclusion of face pain (model M2) resulted on a model with 

higher specificity. However, CKD variable should not to be excluded (model M3) due 
to imply on specificity reduction. Sore throat was also excluded (model M4), which 
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resulted on an increase on specificity. The fusion of hemoptoic and hemoptysis symp-
toms was benefic too, since resulted on a new increase on specificity.  

In the following, variables meeting group (ii) and (iii) criteria were identified.  
For both cases, however, the exclusion of any of these variables reduced model  
performance.  

4 Conclusion 

In this work, a decision support system based on an artificial neural network for man-
aging the respiratory isolation of patients suspicious of pulmonary TB was developed. 
One major benefit of its adoption is to provide an early and easy detection tool, which 
is extremely valuable for hospitals, prisons and hostels in high burden countries where 
there are places lacking of diagnostic resources. This system may reduce the number 
of unnecessary isolations, which provides a more effective usage of resources and 
allows significant operational cost reduction. 

Based on a set of variables selected by experts that has been refined through an 
auxiliary statistical analysis, the system reached 94% of sensitivity and 89% of speci-
ficity using 26 descriptive variables. 

As a future work, we intend to evaluate specific model production for pulmonary 
TB detection on positive and negative HIV patients.  In addition the system will be 
evaluated in terms of cost effectiveness in different sites in Brazil. 
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Abstract. The paper describes a method of ensuring the stability of the selected 
mining process (loading and haulage of copper ore) taking place under variable 
environmental conditions. Four models of a multilayer perceptron neural net-
work were built for this purpose. Travel times and the condition of transport 
roads were adopted as input parameters. The output of the network is the cycle 
time of the analysed process. On the basis of an analysis of learning errors, a 
model with two hidden layers was selected. A series of experiments was con-
ducted on the selected model. An assessment was also performed to determine 
at which values of input parameters the stability of the analysed process could 
be ensured. 

Keywords: production system, production process stability, neural networks, 
perceptron. 

1 Introduction 

A condition for efficient management of an enterprise is to ensure its predictability 
and stability. This problem is particularly important in the case of mining processes 
that occur in a variable and unpredictable rock mass environment. Considering the 
number of elements involved in the process and affecting it, an adequate control of 
the process can be ensured only through the application of intelligent methods to the 
process model. 

A problem of contemporary enterprises is not a lack of data on production 
processes, but their acquisition and processing into the information that can be then 
used for better management of a production process. Production systems are meas-
ured and monitored to a significant degree. Many organizational, process-related, 
cost-related and other data are stored every day in databases of IT systems. After 
some time, these databases contain millions of data collected from processes, which 
provide historical information concerning the course of these processes. However in 
most cases the problem consists in their proper processing and understanding. Intelli-
gent methods, such as artificial neural networks (ANN), are used for this purpose 
more and more often. 
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2 Production Process Stability 

There are many methods for building the stability of production processes. However 
all of them are associated with building a model, determining the parameters and their 
ranges, as well as with monitoring and control of parameters, if the parameters exceed 
the set range [3, 6]. Process control takes place by appropriate selection of input val-
ues so that a desired output value is obtained. 

The purpose of parameterisation of a process is its control. Selection of appropriate 
parameters, which are to be monitored, provides a basis for building and improving 
the stability of processes in the mining industry. The problem of monitoring the pa-
rameters, which determine the proper execution of a production process, is crucial for 
the operational management. Monitoring can be regarded as the most important ele-
ment in the process of control. The monitoring frequency varies and depends on the 
variability of a given parameter and its significance for the process [9]. 

From the viewpoint of the whole loading and haulage process, building the stabili-
ty will consist in determination of values of the parameters for specific states at the 
moments t , t , … , t , … , t . For example, the operation of loading the output on a 
haulage vehicle is described by the values at the moment t , while the features of the 
process at the moment t  will concern the operation of unloading the output on the 
grate. If we want a process to be stable, we must ensure the stability of its individual 
stages, and therefore the measures in specific moments of the process should ap-
proach to the specific  values from the standard.  ( )  (1)

By comparing the values of the parameters with the established standard it can be 
concluded whether the transport of the output to the grate is stable. Fig 1 shows a 
sample diagram presenting how the stability of a process is ensured by monitoring the 
parameters and comparing them with the established standard. 

 

Fig. 1. Diagram presenting how the stability of a loading and haulage process is ensured 

Optimal functioning of processes, i.e. such functioning that enables individual in-
dicators of the parameters to reach the most desired value while fulfilling all the re-
stricting conditions, is associated with defining the standard of values. The standard 
covers the range of values that will allow maintaining the stability of processes. Con-
tinuous monitoring of the parameters will allow determining an optimum standard. 
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For example, the parameter of the transported mass should be constant - both too 
small and too large mass of the transported ore can disrupt the operation of the entire 
system. Therefore, it is important to select such parameters and such ranges of their 
values that will ensure the invariability of the process and, over a longer period of 
time, also its optimisation. 

3 Possible Applications of Neural Networks in Production 
Process Modelling 

Neural networks (NN) are very popular in almost all fields of science and technology. 
They offer a new methodology for modelling complex processes and are able to re-
produce the complicated relationships between the elements without the necessity to 
build a complex mathematical model. They can be used for solving problems asso-
ciated with prediction, classification and control. 

The primary objective of modelling the dynamics of a production process is to 
identify the temporal variability of its physical quantities or states [8]. To this end, a 
time series, i.e. an ordered sequence of values of a certain variable over time, should 
be determined. A time series can have a form of a vector y(t ), y(t ), … , y(tN) . Due 
to the fact that process parameters may differ in separate phases of the process, the 
time series vector can take the form of a vector defined in N-dimensional space. Indi-
vidual components of this vector will be the states of the production process stages in 
the past, which in turn can be regarded as points in a multi-dimensional output space. 
Thus the task of analysing the temporal variability of the production process can be 
reduced to searching N-dimensional space for a certain trajectory, on which the ana-
lysed output variable of the process "moves". Therefore, a given quantity in the form 
of a time series is determined in order to predict its value in future moments. 

A unidirectional neural network can describe the regularities occurring in a time 
series and allows predicting its future values. Usually, a future value of time series  y(t 1) is predicted on the basis of the current and k past values y as well as the 
current and 'l' of past values of input variables x according to the formula [5, 8]: ( 1) = ( ( ), ( 1), … , ( ), ( ), ( 1), … , ( l), ) (2)

where f is the transformation effected by the network, while w is a set of weights. 
The method of predicting future values of a time series is schematically presented 

in Fig. 2. 
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Fig. 2. Method of transforming a time series by a unidirectional network [8] 
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After predicting the value y at the moment (t+1), this value is entered to the net-
work input and the value of the variable at the moment (t+2) is calculated. In this way 
the network can execute the dynamic model of the entire production process stage by 
stage.  

The perceptron, due to its activation function, takes only two different output val-
ues, so it can classify the signals entered at the input in the form of vectors  X =x , x , … , x T  into one of two classes. A perceptron with one input can assess 
whether the input signal is positive or negative. In the case of two inputs x and x the 
perceptron divides the plane into two parts. This division is determined by a straight 
line defined by the equation [2, 7]: = 0 (3)

where b is the value of the bias. 
For n inputs, the perceptron divides n–dimensional space of input vectors X into 

two half-spaces. They are separated by n 1-dimensional hyperplane, called a deci-
sion boundary. 

The perceptron learning algorithm is based on error correction, i.e. the change in 
the difference of weights is proportional to the magnitude of the error made by per-
ceptron. By comparing the current output value y  with the set value, d  the update of 
weights presented below is performed. The course of the perceptron learning proce-
dure looks as follows [1]: 

• if y = d , then the weights w  remain unchanged, 
• if y = 0 and d = 1, then the weights are updated according to the formula: ( 1) = ( )  (4)

where t denotes the previous period, while  t 1 - the current period, 

• if y = 1, and d = 0, then weight update is performed according to the formula: ( 1) = ( )  (5)

The weights change procedure is of an iterative character and aims at zeroing the 
error. 

4 Unidirectional Multi-layer Perceptron Network for 
Determining the Stability of the Loading and Haulage Process 

For further analysis of the problem of building the stability of a mining system, the 
process of loading and haulage was selected. This is one of the stages of the most 
important process, i.e. mining. The amount of copper ore transported to processing 
plants depends on the stability of this process. Too small amount of copper ore can 
cause downtime in the processing plant, whereas too large amount may lead to over-
filling the holding tanks or to a failure of belt conveyors. 
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The purpose of the loading and haulage process is to move the ore from the mine 
face to the grate, where the ore is crushed and discharged onto a belt conveyor. Main 
stages of this process are shown in Fig. 3. 

Haulage vehicle operator
number of haulage vehicles

Bucket loader operator,
number of bucket loaders

Loading the output 
on the haulage 

vehicle

Condition of the road,
distance from the mine face 
to the grate

Haulage vehicle operator,
number of haulage vehicles

Haulage of the 
output to the grate

Condition of the output (size   
of lumps, water accumulation)

Rock breaker operator,
number of haulage vehicles

Ore crushing

Haulage vehicle operator,
number of haulage vehicles

Return of the 
haulage vehicle to 

the mine face

Condition of the road,
distance from the grate to the mine face

 

Fig. 3. Main stages of the loading and haulage process 

1. Loading a haulage vehicle. This stage consists in loading the copper ore on a haul-
age vehicle with the use of a bucket loader. It takes place at the mine face, where 
the copper ore is mined. 

2. Haulage of the ore to the grate. The loaded haulage vehicle goes to the discharge 
point, i.e. to the grate. The transport of the ore takes place on roads, the condition 
of which may vary depending on the type of rocks making up a given road. If the 
rocks are fairly soft, the road becomes muddy over time and ruts are formed in it. 
As time goes on, the transport on such a road is becoming more and more difficult 
and therefore longer. 

3. Discharge of the ore. The haulage vehicle discharges the ore on the grate. The ore 
is then crushed by a rock breaker and goes through holes in the grate onto a belt 
conveyor. The time of operation of the rock breaker depends on the size of the 
rocks brought in and the degree of water accumulation in the ore. 

4. The haulage vehicle, after unloading on the grate, goes back to the mine face to be 
loaded again. 

The main purpose of the loading and haulage process is to provide an appropriate 
amount of the copper ore (output) to the discharge points. Disturbing factors include 
variable environmental conditions, which cause that the time of transport of the output 
and the time of return of the haulage vehicle from the grate to the mine face are very 
variable.  

In order to consider the mining process to be stable, it should deliver the estab-
lished amount of copper ore to the processing plants. Since the haulage vehicle has a 
constant and limited capacity, the amount of the ore getting to the processing plants 
depends on the number of haulage vehicles unloaded on the grate. Although the num-
ber of the haulage vehicles involved in the process can be changed, the travel time 
depends on the length and condition of the haulage road. 

Continuous monitoring and measurements are necessary to control a process, 
maintain its constancy over time and in the long term enable its optimization. The 
main factor that should be controlled in the process of the ore transportation is the real 
production value, because it is an important parameter for the whole copper mine and 
is easily measurable. 
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Fig. 4. Parameter values of process in stability state 

Control of the stability state by inspection of the real production value seems to be 
one of the most important manner of monitoring this process stability. Comparison 
the resulting value of production with the developed standard for the analysed divi-
sion will allow to assess whether the process is stable. Manoeuvring of the number of 
haulage vehicles appears to be the most obvious action.  

In order to predict the cycle time of the loading and haulage process at the set input 
values, a unidirectional perceptron neural network was built. The results of the obser-
vations and measurements of the times in the loading and haulage process were used 
as a set of learning data. In total, 60 measurements were performed in three working 
shifts. As the inputs of the neural network, there were selected parameters such as: 

 - time of the travel of a haulage vehicle to the grate,  x  - time of the return of the haulage vehicle to the mine face, and  x  - condition of the haulage road.  

Considering the safety regulations that prohibit walking on haulage roads, the data on 
the road condition were collected by obtaining information from operators of the hau-
lage vehicles. They characterized the condition of roads using the descriptions pre-
sented in Table 1. 

Table 1. Possible parameters of haulage roads and their descriptions 

good 3 - road covered with mud up to 20 cm, without ruts and with a 
small inclination angle, 

average 2 - road covered with mud up to 40 cm, with small ruts and with a 
medium inclination angle, 

poor 1 - road covered with mud with a height over 40 cm, with a large 
inclination angle. 

Other input parameters, such as the time of operation of the rock breaker, the load-
ing time, or failures of haulage vehicles, did not affect the output values of the net-
work.  

The time of one process cycle (from loading a haulage vehicle to its return to the 
mine face) was adopted as the network output. It has been assumed that the process 
will be stable if the cycle time is less than 15 minutes and greater than 10 minutes.  

If the time of a process cycle is greater than 15 minutes, then an adequate amount 
of output will not be delivered to the processing plant during one production shift. 
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Too short time of a process cycle will result in delivering too much copper ore, which 
in turn may lead to overfilling the holding tanks and blocking the belt conveyors. 

Four models of a multilayer perceptron neural network were built in total: 

Model 1 - with one hidden layer, 
Model 2 - with two hidden layers, 
Model 3 - with three hidden layers, 
Model 4 - generalized linear model. 

Values of learning errors for the tested networks are presented in Table 2. 

Table 2. Values of learning errors in the network models built 

Model 
Mean squared 

error 
Final prediction 

error 
Sum of squared 

errors 
Model 1 4.208 2.918 172.509 
Model 2 3.729 2.543 152.909 
Model 3 3.733 2.918 153.068 
Model 4 4.388 2.610 179.921 

As it appears from Table 2, the lowest learning errors were obtained in Model 2, 
i.e. a multi-layer perceptron with two hidden layers. Model 2 was therefore used for 
predictions of the cycle time in the loading and haulage process depending on the 
travel time and road conditions. Sample results of experiments on this model for the 
shortest, average and longest times of transport are shown in Table 3. 

Table 3. Results of experiments on Model 2 for the selected input data 

Test 
No. 

 
Time of travel 

to the grate 
[min.] 

 
Time of return to 

the mine face 
[min.] 

 
Condition of 
the haulage 

road 

Wy 
Time of process 

cycle [min.] 

1. 3.0 2.0 
3 8.197759607 
2 8.897754296 
1 10.05702046 

2. 4.5 3.0 
3 11.47988548 
2 14.38787992 
1 18.56142567 

3. 8.7 7.9 
3 12.59800458 
2 16.77015184 
1 21.71128117 

In the test No. 1, due to low values of the inputs x  and x , the process is stable 
only in the case of a haulage road of poor quality. This is caused by a small distance 
between the mine face and the grate, and thus a short time of transport and return even 
on a road of average quality.  

In the test No. 2, which was conducted for mean values of the transport and return 
times, the process is stable only in the case if a road of good or average quality. Aver-
age times represented the vast majority in the set of measurement data, and hence  
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it can be assumed that the road condition has a significant impact on the process  
stability. 

In the test No. 3, which was conducted for the maximum time values obtained from 
measurements, it is visible that the process can be stable only at a good condition of 
the haulage road. 

The results obtained from the neural network model allow the persons responsible 
for managing the loading and haulage process to make decisions regarding the 
process inputs so that the process is stable over a longer period of time.  
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Abstract. A challenging task in time-course microarray data analysis is
to combine the information provided by multiple time series in order to
cluster genes meaningfully. This paper proposes a novel merge method to
accomplish this goal obtaining clusters with highly correlated genes. The
main idea of the proposed method is to generate a clustering, starting
from clusterings created from different time series individually, that takes
into account the number of times each clustering assemble two genes into
the same group. Computational experiments are performed for real-world
time series microarray with the purpose of finding co-expressed genes
related to the production and growth of a certain bacteria. The results
obtained by the introduced merge method are compared with clusterings
generated by time series individually and averaged as well as interpreted
biologically.

Keywords: microarray analysis, time series, clustering, merge methods.

1 Introduction

Nowadays, microarray technology provides the possibility to measure gene ex-
pression levels of thousands of genes. Some difficulties to face with this type of
data are the cost and the high dimensionality. Microarray data can be analysed
from a static viewpoint [1, 2, 3, 4], ignoring the temporal information of time
series, or from a temporal perspective [5, 6, 7, 8]. In this paper, we focus on
temporal microarray data analysis.

A premise widely accepted when analysing microarray data is that genes show-
ing similar behaviour in their expression levels, i.e. co-expressed, are possibly
functionally related [9]. Hence, the task of clustering genes based on time series
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is extremely important. Clustering time series microarray data has been inten-
sively investigated and many algorithms have been proposed to carry out this
task without any clear overall best performing method. These methods can be
classified in point-wise distance based, feature based clustering and model based
clustering [6]. Point-wise distance methods compute the clusterings according to
an objective function based on a distance measure between gene pairs, feature
based clustering methods detect some features among the expression profiles and
model based clustering methods create models capable of describing the data.
In this paper, we engage two feature based clustering methods with the purpose
of merging their results for different time series. These clustering methods are
shape index clustering [10] and an extension of it introducing the correlation
with an output called Shape Output Clustering.

A merge method is proposed to blend clusterings created independently from
time series in order to get a new more meaningful clustering. In the first phase,
several clusterings of the same genes are produced using the shape clustering
methods based on individual time series data. In the second phase, one single
clustering is obtained by merging the groups resulted from applying the same
shape-based clustering method to different time series data. The results show
how the proposed method is able to generate more restrictive and highly cor-
related gene clusters. Moreover, this method can help in future work to over-
come the problem of detecting significant genes that promote a certain event or
variable.

The paper is structured as follows: section two describes in detail the shape-
based clustering methods; section three explains thoroughly the merge clustering
method proposed; section four discusses the experimental results obtained for
the real-world time series microarray data considered, giving also a biological
perspective of the results and section five contains the conclusions of paper.

2 Shape-Based Clustering Methods

The grouping of genes based on values from individual time series is performed
using two shape-based clustering methods: Shape-based Clustering (SC) and
Shape Output Clustering (SOC). Both methods rely on modelling the change
of expression value between consecutive time points using a shape index. The
first method engaged is described in [10] where it is used as the first step of a
clustering methodology for time series microarray data based on similar rate of
change and modulation patterns in gene expression profiles. SOC extends the
functionality of SC by further taking into account the gene correlation with the
output. The main idea of SOC is to group two genes together if they follow a
similar pattern of changes in gene expression over time and with regard to the
output.

Let S be the number of time points considered (samples available). For each
sample i, i = 1 . . . S, the value of the current time point is given by ti and the
corresponding gene expression level is denoted by xi. Let g step be the rate
of change in the gene profile calculated at each time interval as the difference
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between the two consecutive gene expression levels xi+1 and xi divided to the
difference between the time points. Similarly, the rate of change in the output
y step is computed using the value of output instead of the gene expression level.

The values of g step and y step (step for short) are used to decide how sig-
nificant is the change in gene expression level from one time point to the next
and how correlated with the change in the output at the same time interval.
This is achieved through the use of a threshold ψ which indicates the level of
acceptable difference between two consecutive values. Based on the relationship
between the step values and the threshold, g class and y class (class for short)
levels are assigned to each time interval indicating the rate of change in the
gene/output pattern. If step ∈ (−ψ, ψ), the level of change is not significant and
the gene/output category class has a ’no change’ (stable) meaning associated.
If step ≥ ψ (respectively step ≤ −ψ) then we have an increase (respectively
decrease) of the gene expression level.

Once all g class and y class values are assigned, the g index corresponding
to a gene is calculated following Eq. 1 for SC, respectively Eq. 2 for SOC (l is
the number of different categories that can be assigned to a gene).

g indexSC =
S−1∑
i=1

li ∗ g class(ti, ti+1) (1)

g indexSOC =

S−1∑
i=1

li ∗ g class(ti, ti+1) ∗ y class(ti, ti+1) (2)

Two genes are placed in the same group if they have the same g index value. In
SOC, the rate of change in the output level is allowed to directly influence the
gene shape index and, consequently, the gene clustering process. The final result
is a set groups of genes having the same g index and therefore similar shape of
change and output correlation.

3 Merging Shape-Based Clusterings

The proposed merge method combines the information provided by multiple
different time series clustered separately by either SC or SOC method. The aim is
to create a combination of all of them resulting in a more meaningful clustering.
In the context of the considered microarray problem, this merge method has
been applied to three time series but it can be generalised to any number of
time series.

Let N be the number of genes and S the number of time series in the mi-
croarray data. The input of the merge method is represented by the clusterings
created by SC/SOC. Let C be a matrix that encompasses this information: cij
is the cluster assigned to a gene gj when applying SC/SOC to the time series i
for i = 1...S, j = 1...N . The merge method computes a value denoted by vij for
each pair of genes (gi, gj) such that i < j. These values are saved in a triangular
matrix V .
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The main steps of the merge shape index clustering algorithm are as follows:

(i) Assign a value to each possible combination of two genes (all vij of V, i < j)
depending on the number of time series that group together that pair of genes
according to Eq.(3).

vij =
1

S

∑S
s=1 d(csi, csj)

d(csi, csj) =

{
1 if csi = csj
0 otherwise

(3)

(ii) Obtain the unique values of vij for all i < j in descending order, which are
denoted by α = {α1, α2, α3 . . . , αk}, so that α1 is the greater value and αk the
smallest.

(iii) Generate the merged clustering M which consists in a list of clusters,
initially empty, as outlined in the pseudocode below. The process consists in
creating first clusters of genes that were detected as co-expressed by the clus-
tering in all time series. In the second step, clusters are formed with the genes
that were detected as co-expressed by the clustering in all time series except
one and which are not formed in the previous step. This process continues iter-
atively until the last clusters formed correspond to genes that are considered to
be co-expressed only by the clustering in one time series.

Merge Clustering Procedure:
M = ∅
genesConsidered = {g1, g2, g3, ..., gN}
for each αl, l = 1...k

genesConsidered = genesConsidered−M
for each vij such that gi, gj ∈ genesConsidered

if vij >= αl

if gi /∈M and gj /∈M
create new group Mnew = {gi, gj};
add Mnew to M

elseif gi /∈M but ∃u ∈ [1, size(M)] | gj ∈Mu

Mu = Mu ∪ {gi}
elseif gj /∈M but ∃u ∈ [1, size(M)] | gi ∈Mu

Mu = Mu ∪ {gj}
elseif ∃p ∈ [1, size(M)] | gj ∈Mp and
∃q ∈ [1, size(M)] | gi ∈Mq

create new group Mnew = Mp ∪Mq

remove Mp and Mq from M
add Mnew to M

endif
endif

endfor
endfor
M0 = {g1, g2, g3, ..., gN} −M
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The result is a set of clusters of co-expressed genes denoted by M = {M1,M2,
M3, . . . ,Mm}. Every cluster has an associatedα value that created it. This α value
will provide information about the number of times that the genes of the group
were clustered together by all time series, so that the greaterα, themore correlated
the genes are. Furthermore, the merge method also generates a cluster M0 which
contains the unclustered genes considered not to be correlated with any other.

4 Computational Experiments and Results

The microarray design was performed with the software eArray 5.0 and has
provided the capacity to measure the expression of 8848 genes. Biological samples
were extracted as time series of 12 time points that belonged to three different
cell lines. The microarray dataset was preprocessed prior to applying a clustering
method and combining the clusterings using the proposed merge method.

A normalization process was performed with the limma package [11]. Median
and none background correction and Cyclic Loess normalization methods were
applied in order to determine the best input for the implemented methods. Fur-
thermore, a filtering phase with the aim of eliminating noisy genes was engaged.
Two different filters were used as follows: (i) FilterA removes those genes for
which the difference between the maximum and minimum value taken through
the samples is greater than 1.5, and (ii) FilterB removes those genes for which
difference between the maximum and minimum value taken is less than 0.75 and
its standard deviation is less than 0.25. Eventually, FilterA selected 5211 genes
and FilterB 8282 genes (out of the total 8848 genes).

The analysis of results compares the proposed method with the outcomes of
SC and SOC methods individually applied over the time series as well as applied
to the mean of the three time series.

4.1 Merge Clustering Results

To perform the experiments, the three time series (denoted by series1, series2
and series3) have been used independently to generate three different clusterings
and averaged (called Mean) to produce one single clustering. Over these data,
the SC and SOC methods are applied with threshold ψ = 0.08. SOC can use
one of the two outputs available in the considered microarray data: production
(SOC-Prod) or growth (SOC-Growth). The proposed merge method has been
applied over the clusterings created from the time series independently.

Analysing the results of the merge method, the largest number of clusters
have an associated α value of 1 and only few clusters emerged from an α = 0.333
value corresponding to genes correlated only in one of the three time series (see
Fig. 1 left). Nevertheless, if we consider the amount of genes classified within
all clusters created according to each α value, by far, the greatest number of
genes corresponds to α = 0.666 (see Fig. 1 right). Generally, the size of clusters
corresponding to α = 0.333 and α = 0.666 is high while their number is really
low. However, the remaining groups contain rather few genes compared to the



Merge Method for Shape-Based Clustering 839

Fig. 1. Number of clusters (left) and number of genes (right) obtained

size of the groups generated by each time series and mean. It should be noted
that the merge method considers very few genes as uncorrelated with other genes
(genes in M0) compared to the rest of clusterings. The lower the α value, the
more probable is to get large groups and the more different the time series, the
larger the obtained clusters. Generalizing, we can say that the proposed merge
method generates a few more clusters compared to the mean clustering results
and less than clusterings obtained by SC/SOC for individual time series.

Regarding the gene profiles, meaningful groups are obtained applying the
merge method over the considered clustering methods. A cluster of four genes
obtained by the merge method is depicted as an example in Fig. 2. As it can
be seen, the merge method groups those genes that have similar genes profiles
over time for all time series. The same four genes have been observed clustered
in FilterB-SOC-Growth-Mean but included in a larger cluster of 131 genes.

Fig. 2. Genes profiles of a cluster with four genes obtained by the merge method.
Profiles for each time series (left) and the mean of the gene values (right) are depicted.

On the other hand, Fig. 3 shows a cluster of 3 genes created by α = 0.666
where it can be clearly observed that the correlation between genes is a bit
less strict than in previous clusters created by α = 1. In this case, for FilterB-
SOC-Growth, series2 considers the three genes as uncorrelated while series1 and
series3 classify the three genes in the same group of 5 and 4 genes respectively.
Unlike the other example, the clustering over the mean of the time series con-
siders that one of the genes is not correlated with any one and the other genes
are classified in separate clusters of 2 genes each.
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Fig. 3. Genes profiles of a cluster of 3 genes obtained by the merge method. The gene
profiles of each time series (left) and the mean of the gene profiles (right) are depicted.

4.2 Biological Perspective

The method proposed has reached the final objective of clustering genes in groups
with similar expression profiles. It has been seen that production genes were
clustered with others which have similar expression and their expression profiles
follow a common pattern which is coherent with the production rate.

Moreover, it has been shown how some genes have different expression values
between the three time series. This is not a usual case in these time series because
they are well synchronized, but it is interesting to consider that some genes could
have high expression variations during time. These genes can be related to tight
regulation processes in which the expression changes are quite frequent. In order
to deal with these profiles, it has been shown how the series can be analyzed
without previous merging. In addition, this approach could be interesting for the
analysis of bad synchronized or noisy samples, in order to avoid potential errors
in the clustering calculation process.

5 Conclusions and Future Work

A clustering merge method was proposed to combine the information provided
by different time series for time-course microarray analysis. The results obtained
indicate that the merge method is able to generate valuable clusters containing
genes highly correlated with regard to all time series compared to the clustering
methods applied over the averaged or individual time series. It has been shown
how the mean of the series is unable to find any relationship between genes
despite very similar expression profiles with regard to some of the time series.

The proposed method can be useful in further analysis of time series microar-
rays for detecting important genes that promote a certain event or variable.
Because the merge method provides an indicator of the correlation between the
genes of the generated clusters, it is possible to analyze groups that have obtained
a low indicator of correlation in order to detect those genes with high expression
variations over time. This type of genes, characterized by frequent expression
changes, are not regular in synchronized time series but they are likely to be
fairly common in noisy samples. Therefore, the proposed merge method can be
employed for detecting genes related to tight regulation and for analysis of poorly
synchronized or noisy samples.
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Abstract. This multidisciplinary study presents the application of two
soft computing methods utilizing the artificial evolution of symbolic
structures – evolutionary fuzzy rules and flexible neural trees – for the
prediction of dental milling time-error, i.e. the error between real dental
milling time and forecast given by the dental milling machine. In this
study a real data set obtained by a dynamic machining center with five
axes simultaneously is analyzed to empirically test the novel system in
order to optimize the time error.

Keywords: dental milling, prediction, evolutionary algorithms, flexible
neural trees, fuzzy rules, industrial applications.

1 Introduction

Accurate scheduling and planning becomes increasingly important part of mod-
ern industrial processes. To optimize the manufacturing of products and schedule
the utilization of devices, the product manufacturing time has to be known in
advance. However, the predictions given by traditional methods and tools are of-
ten less accurate. Precise prediction of product manufacturing time is important
for industrial production planning in order to meet, industrial, technological,
and economical objectives [2,14]. The goal of a production process is to deliver
products on time and utilize the resources at maximum during production cy-
cles. Production time estimates provided either by production models (i.e. by
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auxiliary software) or human experts are often less accurate than desirable [2].
Soft computing techniques can be used for flexible and detailed modelling of
production processes [5]. The area of soft computing represents a set of vari-
ous technologies involving non-linear dynamics, computational intelligence, ideas
drawn from physics, physicology and several other computational frameworks. It
investigates, simulates and analyzes very complex issues and phenomena in or-
der to solve real-world problems: such as the failures detection in dental milling
process, which requires a multidisciplinary approach [12].

In this study, a real data set obtained by a dynamic machining center with
five axes simultaneously is analyzed by means of two soft computing techniques
to empirically test the system in order to optimize the time error.

2 Flexible Neural Tree

Flexible neural tree (FNT) [3] is a hierarchical neural network, which is automat-
ically created in order to solve given problem. Its structure is usually determined
using some adaptive mechanism and it is intended to adapt to the problem and
data under investigation [11,10,4]. Due to this property of the FNTs, it is not
necessary to setup some generic static network structure not related to the prob-
lem domain beforehand.

A general and enhanced FNT model can be used for problem solving. Based
on the predefined instruction/operator sets, a FNT model can be created and
evolved. In this approach, over-layer connections, different activation functions
for different nodes and input variables selection are allowed. The hierarchical
structure could be evolved by using genetic programming. The fine tuning of the
parameters encoded in the structure could be accomplished by using parameter
optimization algorithms. The FNT evolution used in this study combines both
approaches. Starting with random structures and corresponding parameters, it
first tries to improve the structure and then as soon as an improved structure
is found, it fine tunes its parameters. It then goes back to improving the struc-
ture again and, provided it finds a better structure, it again fine tunes the rules’
parameters. This loop continues until a satisfactory solution is found or a time
limit is reached. A tree-structural based encoding method with specific instruc-
tion set is selected for representing a FNT model in this research. The reason
for choosing the representation is that the tree can be created and evolved using
the existing or modified tree-structure-based approaches.

The fitness function maps the FNT to a scalar, real-valued fitness values that
reflect the FNT’s performances on a given task. Firstly the fitness functions
should be seen as error measures, i.e. mean square error (MSE) or root mean
square error (RMSE). A secondary non-user-defined objective for which algo-
rithm always optimizes FNTs is FNT size as measured by number of nodes.
Among FNTs with equal fitness smaller ones are always preferred. MSE and
RMSE are given by:
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MSE(i) =
1

P

P∑
j=1

(yj1 − yj2)
2, RMSE(i) =

√
MSE(i) (1)

where P is the total number of samples, yj1 and yj2 are the actual time-series
and the FNT model output of j-th sample. MSE(i) and RMSE(i) denotes the
fitness value of i-th individual.

2.1 Tree Structure and Parameter Learning

Finding an optimal or near-optimal flexible neural tree can be accomplished by
various evolutionary and bio-inspired algorithms [11,10,4]. The general learning
procedure for constructing the FNT model can be described in high level as
follows [3]:

1. Set the initial values of parameters used in the GA algorithms. Set the elitist
program as NULL and its fitness value as a biggest positive real number of
the computer at hand. Create a random initial population (flexible neural
trees and their corresponding parameters)

2. Structure optimization by genetic algorithm, in which the fitness function is
calculated by MSE or RMSE

3. If a better structure is found and no better structure is found for certain
number of generations, then go to step (4), otherwise go to step (2)

4. Parameter optimization by genetic algorithms. In this stage, the tree struc-
ture or architecture of flexible neural tree model is fixed, and it is the best
tree taken from the sorted population of trees. All of the parameters used in
the best tree formulated a parameter vector to be optimized by local search

5. If the maximum number of local search is reached, or no better parameter
vector is found for a significantly long time then go to step (6); otherwise go
to step (4);

6. If satisfactory solution is found, then the algorithm is stopped; otherwise go
to step (2).

Evolutionary methods [1] are in this study used for FNT structure optimization
as well as for activation function parameters and tree nodes weights optimiza-
tion. The selection, crossover and mutation operators used are same as those of
standard genetic programming [1]. A genetic algorithm starts with selection of
two parents from current population. The product of crossover operator can be
one or more offspring - two in this study. The mutation of offspring is performed
at the last step of genetic algorithm. After these three steps we have new off-
spring which is placed into a newly created population. The process is repeated
until desired new population is built. As soon as the new population is built,
the new population is evaluated and sorted according to the fitness function.
Selection is in the FNT evolution implemented using the weighted roulette wheel



Prediction of Dental Milling Time-Error by FNT and FR 845

algorithm and the tree structure crossover is implemented as an exchange of ran-
domly selected subtrees of parent chromosomes. The crossover of node weights
and activation function parameters is done in a similar way as in previous stud-
ies applying genetic algorithms to neural network training [6]. A variety of FNT
mutation types were used:

1. Changing one terminal node: randomly select one terminal node in the neural
tree and replace it with another terminal node.

2. Changing one function node: randomly select one function node and replace
it with a newly generated subtree.

3. Growing: select a random function node in hidden layer of the neural tree
and add newly generated subtree as a new child.

4. Pruning: randomly select a node in the neural tree and delete it in the case
the parent node has more than two child nodes.

The mutation of tree weights and activation function parameters is the same as
in the genetic algorithms for artificial neural networks [6].

3 Fuzzy Rules Evolved by Genetic Programming

Fuzzy rules (FR) [7,8,13] inspired by the area of fuzzy information retrieval
(IR) [9] and evolved by genetic programming have been shown to achieve inter-
esting results in the area of data mining and pattern analysis.

The fuzzy rules use similar data structures, basic concepts, and operations
as the fuzzy information retrieval but they can be used for the analysis (i.e.
classification, prediction) of general data. A fuzzy rule has the form of a weighted
symbolic expression roughly corresponding to an extended Boolean query in the
fuzzy IR analogy. The rule consists of weighted feature (attribute) names and
weighted aggregation operators. The evaluation of such an expression assigns
a real value from the range [0, 1] to each data record. Such a valuation can be
interpreted as an ordering or a fuzzy set over the data records. The fuzzy rule is a
symbolic expression that can be parsed into a tree structure. The tree structure
consists of nodes and leaves (i.e. terminal nodes). An example of fuzzy rule is
give below:

feature1:0.5 and:0.4 (feature2[1]:0.3 or:0.1 ([1]:0.1 and:0.2 [2]:0.3))

In the fuzzy rule syntax can be seen three types of nodes: the feature node is
defined by feature name and its weight (feature1:0.5 ) and represents a require-
ment on current value of a feature, past feature node is defined by feature name,
index of previous record, and weight (feature2[1]:0.3 ) and it is requirement on
previous value of a feature. Finally, the past output node is defined by the index
of previous output and weight ([1]:0.5 ) and represents a requirement on previous
value of the predicted output variable. Clearly, such a fuzzy rule can be used for
the analysis of both, data sets consisting of independent records and time series.

The fuzzy rules are evaluated using the formulas and equations from the area
of fuzzy IR and fuzzy sets (see e.g. [7,8,13]). The terminal node weights are
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interpreted as threshold for data feature values and operator nodes are mapped
to fuzzy set operators. The fuzzy rule predicting certain value for a given data
set is found using standard genetic programming that evolves a population of
tree representations of the rules in a supervised manner. The whole procedure is
very similar to the evolution of the FNT structure described in section 2.1 but it
differs in the choice of the fitness function which is taken from the area of fuzzy
IR. The correctness of search results in IR can be evaluated using the measures
precision P and recall R. Precision corresponds to the probability of retrieved
document to be relevant and recall can be seen as the probability of retrieving a
relevant document. Precision and recall in the extended Boolean IR model can
be defined using the Σ−count ‖A‖ [15]:

ρ(X |Y ) =

{‖X∩Y ‖
‖Y ‖ ‖Y ‖ �= 0

1 ‖Y ‖ = 0
, P = ρ(REL|RET ), R = ρ(RET |REL) (2)

where REL stands for the fuzzy set of all relevant documents, RET for the
fuzzy set of all retrieved documents, and ‖A‖ is the Σ−count, i.e. the sum of
the values of characteristic function μA for all members of the fuzzy set ‖A‖ =∑

x∈A μA(x) [15]. The F-score F is among the most used scalar combinations of
P and R:

F =
(1 + β2)PR

β2P +R
(3)

For the evolution of fuzzy rules [7,8,13] we map the prediction given for training
data set by the fuzzy rule to RET and the desired values to REL. F corresponds
to the similarity of two fuzzy sets and a fuzzy rule with high F provides good
approximation of the output value.

4 Industrial Case Study and Experiments

FNTs and FRs were evolved for the estimation of time-error in a real dental
milling process. The data was gathered by means of a Machining Milling Center
of HERMLE type-C 20 U (iTNC 530), with swivelling rotary (280 mm), with a
control system using high precision drills and bits (see fig. 1) and it was used for
the evolution of FNTs and FRs by the genetic programming. The models were
trained using an initial data set of 98 samples obtained by the dental scanner in
the manufacturing of dental pieces with different tool types (plane, toric, spher-
ical and drill). The data set contained records consisting of 8 input variables
(Tool, Radius, Revolutions, Feed rate X, Y and Z, Thickness, Initial Tempera-
ture) and 1 output variable (Time Error for manufacturing) as shown in table 1.
Time error for manufacturing is the difference between the time estimated by
the machine itself and real production time. Negative values indicate that real
time exceeds estimated time. The goal of this study was to evaluate the ability
of evolutionary evolved FNT and FR to predict the dental milling time-error
from the data. The parameters used for the evolution of the FNT and FR are
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(a) Machining/ Milling Center of
HERMLE type-C 20 U (iTNC 530)

(b) Manufactur-
ing of metal pieces

Fig. 1. Machining/ Milling Center of HERMLE type-C 20 U (iTNC 530)

Table 1. Description of variables in the data set

Variable (Units) Range of values

Type of tool Plane, toric, spherical and drill
Radius (mm.) 0.25 to 1.5
Revolutions per minute (RPM) 7,500 to 38,000
Feed rate X (mm. by minute) 0 to 3,000
Feed rate Y (mm. by minute) 0 to 3,000
Feed rate Z (mm. by minute) 50 to 2,000
Thickness (mm.) 10 to 18
Temperature (◦C) 24.1 to 31
Real time of work (s) 6 to 1,794
Time errors for manufacturing (s) -28 to -255

Table 2. FNT and FR evolution parameters

Method Parameters

FNT pop. size 100, crossover probability PC 0.8, muta-
tion probability PM 0.2, limiting number of 10 gener-
ations, fitness function RMSE, Gaussian activation
function with a, b, and weights from the range [0, 1]

FR pop. size 100, crossover probability PC 0.8, mutation
probability PM 0.2, limiting number of 1000 genera-
tions, no past feature nodes and no past output nodes
allowed, fitness function F-Score with β = 1

Table 3. Dental milling time-
error prediction accuracy

Method Prediction Prediction
error (sec) accuracy (pct)

FNT 4.52 98.00
FR 5.55 97.55

shown in table 2. They were selected on the basis of initial experiments and past
experience with the methods. Because the data set was rather small, all of it
was used to train the predictors. The average prediction error (RMSE) for both
methods on the full dental milling data set is shown in table 3. The table shows
that both methods were able to learn the trends in the data set with a similar
accuracy of 97.55 % and 98.0%. Visual illustration of the time-error prediction
by FNT and FR is shown in fig. 2 and fig. 3 respectively.
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Fig. 2. Visual results of the prediction by FNT
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Fig. 3. Visual results of the prediction by FR

5 Conclusions

This study presents initial results on the prediction of dental milling time-error
by flexible neural trees and fuzzy rules evolved by artificial evolution. Both soft
computing models were trained on a real-world data set describing the produc-
tion of a dental milling machine and their ability to adapt to the data was
compared. Both methods have shown very similar ability to predict the dental
milling time-error, the former reaching 0.45 % higher prediction accuracy.

In the future, the prediction of dentalmilling time-error by bothmethods will be
evaluated in a statistically sounder manner (e.g. by n-fold cross validation) to ob-
tain better comparison of both methods. Moreover, precise production models can
be used for further optimization of the industrial processes and device parameters.
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Abstract. The paper presents a cost-sensitive modification of the Adap-
tive Splitting and Selection (AdaSS) algorithm, which trains a combined
classifier based on a feature space partitioning. In this study the algo-
rithm considers constraints put on the cost of selected features, which
are one of the key-problems in the clinical decision support systems. The
modified version takes into consideration both the overall classification
accuracy and the cost constraints, returning balanced solution for the
problem at hand. Proposed method was evaluated on the basis of com-
puter experiments run on cost-sensitive medical benchmark datasets.

Keywords: machine learning,multiple classifier system, cost-sensitive
classification, clustering and selection, evolutionary algorithm, feature
selection.

1 Introduction

The classification systems are widely used to solve practical problems coming
from different areas of human activities. Nowadays for most of them we can
choose an appropriate classification method to make a high-quality decision.
However, its choice is usually limited by several constrains related to the clas-
sification cost. We can introduce this problem into training and exploitation of
classifiers. First, and probably the most known, criterion is the misclassification
cost which is widely discussed in the literature e.g., [2] and is the key feature
of the Bayes decision theory. It proposes to define so-called loss function which
informs about the misclassification costs between each pair of classes. According
to this theory the optimal classifier makes decisions which minimize the expecta-
tion value of the mentioned above loss function. We can find several proposition
on how to deal with it e.g., Peng et al. proposed how to create cost-sensitive
ensemble for the medical decision support system [13]. Of course the misclassi-
fication cost is important but let us note that we can find another sources that
may generate additional costs during training or exploitation of classifiers:

– cost of training which is usually high for classifiers building a structure used
during classification e.g., decision trees [1];

H. Yin et al. (Eds.): IDEAL 2012, LNCS 7435, pp. 850–857, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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– cost of testing;
– cost of decision making which usually takes into consideration the cost of

necessary feature acquisition.

The scope of this work focuses on the last type of presented cost sources. Here
cost may be measured in a given currency as a price of medical tests or time, in
case of measurements, which repetitions require significant time. Such a meaning
of cost-sensitive classification arises frequently in many fields of human activities
as an industrial production process [16], robotics [14], technological diagnosis [8]
to enumerate only a few. But this problem is most clearly visible for the medical
diagnosis [11]. As we mentioned above for the most of decision problems we
have a necessary tools at our disposal to make a high quality decision, but from
practical point of view we have to notice that situation that a physician has
unlimited budget for diagnosis can be found in TV serials, as ”House M.D.”,
only. Therefore in real cases physicians have to balance the costs of various tests
with the expected benefits. Often doctors have to make the diagnosis fast on
the basis of (low cost) features acquired form measurements that do not require
much time to conduct - because therapeutic action has to be taken without any
delay.

In this work we are focusing on the problem of how to design combined clas-
sifier which takes into consideration the cost of exploitation.

This work is the continuation of the previous works of authors on combined
classifiers [4,6,17] and cost-sensitive classifiers where they considered decision
tree training with limited budget of exploitation [12].

2 Classification Algorithm

Let us present shortly the model of the compound classifier.
We have a pool of n individual classifiers Ψ (1), ..., Ψ (n) which assign object

described by its features x = [x(1), ..., x(d)]T ∈ X to the class drawn from a
predefined set of classesM = {1, ...,M}. The l-th classifier makes the decision
independently according to:

Ψ (l)(x) = i⇔ F (l)(i, x) = max
k∈M

F (l)(k, x), (1)

where F (l)(k, x) denotes the discriminant function which supports classification
of the object x to the class k.

The pool is homogeneous i.e., all individual classifiers use the same classifi-
cation and training algorithms. Therefore, to ensure diversity of the pool each
classifier uses an unique subset of attributes drawn from X [7].

To effectively exploit the local competencies of individual classifiers, the fea-
ture space is partitioned into a set of disjoint subspaces (constituents) called
competence areas:



852 K. Jackowski, B. Krawczyk, and M. Woźniak

X =

H⋃
h=1

X̂h, ∀k, l ∈ {1, ..., H}, k �= l, X̂k ∩ X̂l = ∅. (2)

Each area is represented by an associated centroid [5]:

Ch = [c
(1)
h , c

(2)
h , ..., c

(d)
h ]T ∈ C = {C1, C2, ..., CH}. (3)

x ∈ X̂h ⇔ d(x,Ch) =
H
min
k=1

d(x,Ck), (4)

where d(a, b) is an Euclidean distance metric.
Additionally let’s define useful function member which returns the centroid

label for a given x

member(C, x) = h⇔ x ∈ X̂h, (5)

Each competence area has assigned its own area classifier Ψh(x) which is de-
voted to classifying all objects which belong to X̂h. It makes the collective de-
cision based on the weighted fusion of the discriminant functions returned by
elementary classifiers drawn from the pool. Let

∏
h denotes the set of indices of

classifiers in the pool which join the committee of Ψh(x) area classifier:

Ψh(x) = i⇔ F
(l)
h (i, x) = max

k∈M
F

(l)
h (k, x), (6)

where F
(l)
h is the common discriminant function of the h-th area classifier given

by:

F
(l)
h (k, x) =

∑
l∈∏

h

w
(l)
h (k)F (l)(k, x), (7)

where w
(l)
h (k) is the weight assigned to l-th elementary classifier and class k in

h-th area classifier. The details of the used fuser can be found in [17,18].
Aforementioned assumptions are satisfied by a compound classifier making

decision according to the following formulae:

Ψ(x) = i⇔ Ψmember(c,x)(x) = i. (8)

3 Training Algorithm

3.1 Training Criterions

Two main objectives are defined for the training algorithm:

1. maximization of the accuracy of the classification,

2. minimization of the cost of data acquisition required for classification.
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The first one is based on the commonly known criterion of frequency of correct
classifications:

Q(Ψ) =
1

K

K∑
n=1

(δ(Ψmember(C,xn)(xn), jn)), (9)

where δ denotes Kronecker’s delta. This is computed over a learning set:

LS = {(x1, j1), (x2, j2), ..., (xK , jK)}, (10)

where xi denotes observations described in the i-th object and ji denotes its
correct class label 1.

Because we would like to assure the pool diversity by the individual classifier
training on the basis of different subsets of available features, therefore let us
propose the following representation of the classifier Ψh(x):

Ah =

⎛
⎜⎜⎝
a
(1)
h (x(1)) · · · a(1)h (x(d))

...
. . .

...

a
(n)
h (x(1)) · · · a(n)h (x(d))

⎞
⎟⎟⎠ , (11)

where a
(p)
h (x(q)) = 1 if the q-th feature is used by the p-th individual classifier

used by Ψh(x), otherwise a
(p)
h (x(q)) = 0 means that mentioned above attribute

is not used by it. It allows us to formulate classification cost of the compound
classifier (8):

cost(Ψ) =

d∑
l=1

(
sgn

(
H∑

h=1

n∑
k=1

a
(k)
h (x(l))

)
cost(x(l))

)
, (12)

where cost(x(l)) denotes the acquisition cost of l-th feature. Both objectives are
included in the proposed criterion, which must be subject to a maximization
procedure:

Q̂(Ψ) =
Q(Ψ)

(1 + cost(Ψ))ω
, (13)

where ω is a parameter which control the weight of the cost criterion. It may
take values in range [0,1]. The mentioned above proposition is similar to the split
criterion used by Núñez in the cost-sensitive decision tree induction algorithm
EG2 [10].

3.2 Optimization Algorithm

The process of searching for maximum value of criterion (13) was treated as a
compound optimization problem solved by an evolutionary algorithm (EA) [9]. It

1 In our research we assume using so-called 0-1 loss function [2] but let us note that
instead of misclassification error estimator we can use the cost of misclassification
what requires a different lost function definition.
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relays on an iterative processing of a population of individuals which represents
possible solutions in the form of a chromosome consisting of three constituents:

Chromosome = [A, C,W ], (14)

where
A = [A1,A2, ...,AH ]T , (15)

The second constituent C = [C1, C2, ..., CH ]T represents centroids according to
the Eq 3.

Third constituentW = [W1,W2, ...,WH ]T consists of weights assigned to each
individual classifier and each class i.e.:

Wh =

⎛
⎜⎜⎝
w

(1)
h (1) · · · w(1)

h (M)
...

. . .
...

w
(n)
h (1) · · · w(n)

h (M)

⎞
⎟⎟⎠ . (16)

For the purpose of EA implementation A, C and W matrices are transformed
into vectors. Nonetheless, having in mind that the three constituents of the
chromosome have entirely different meaning and nature, we ensure that no data
exchange can be done between them while processing the population.

Training procedure consists of following steps:

– Initialization - procedure involving random generation of the initial popu-
lation and setting of parameters which controls the algorithm: Nc - upper
limit of algorithm cycles, Np - size of population, β - mutation probability,
γ - crossover probability, Δm - mutation range factor and V - upper limit of
algorithm iterations with falling quality (V < Nc).

– Selection and reproduction process of drawing the best individuals from
the population according to the roulette selection with elitism for further
operations.

– Mutation genetic operator which alter chromosomes of selected individuals
by adding some random noise, generated according to Gaussian Normal dis-
tribution with mean value equal to 0 and standard deviation set to Δm.
Each constituents of the chromosome is treated separately and can be af-
fected with the following probabilities:

Pa(t) = 2β
t

Nc
, Pc(t) = β

t

Nc
, Pw(t) = β − Pc(t), (17)

where t is the iteration index of the algorithm, Pa(t) is the mutation proba-
bility of the feature vector, Pc(t) is the mutation probability of the centroid
vector and Pw(t) is the mutation probability of the weight vector.

– Crossover procedure for exchanging data between the two parent individuals
according to the two-point rule.

– Protecting against overfitting procedure which cancels training process when
the accuracy of classification (controlled at each generation over a validation
data set) deteriorates.
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4 Experimental Investigations

The main objective of the experiment was to examine the behavior of the pro-
posed cost-sensitive modifications of the AdaSS algorithm and to investigate the
procedure of the cost-driven feature selection.

4.1 Set-Up

In this study medical benchmark datasets from [3] with features described by
cost values are used. Details of the datasets used in the experiments are given
in the Table 1:

Table 1. Details of datasets used in the experimental investigation

No. Name Objects Features Classes

1 Heart disease 303 13 2
2 Hepatitis 155 19 2
3 Liver disorders 345 5 2
4 Pima Indians diabetes 768 8 2

All experiments were carried out in the R environment [15]. A pool of indi-
vidual classifiers consisted of three Support Vector Machines with a polynomial
kernel and slack variables, trained with the Sequential Minimal Optimization
procedure. Their diversity was ensured by the feature selection process, em-
bedded in the optimization procedure. Additionally to avoid a situation when
optimization algorithm returns a homogeneous ensemble a setting in which more
than one classifier is trained on identical feature subspace was banned.

For the training phase following parameters have been set: H = 5, Nc = 200,
Np = 100, β = {0.7;0.3}, γ = { 0.3;0.7}, Δm = 0.2 and V = 15.

The ω parameter, responsible for weight of cost criterion, was tested with
values ω = {0.0; 0.3; 0.7; 1.0}.

4.2 Results and Discussion

The results of experiments are presented in the Figure 1. The plots show the
correlation between the maximum cost threshold and overall ensemble error,
with respect to chosen cost weight parameter ω. Experiments emphasized the
effectiveness of the proposed cost-sensitive modification of the AdaSS algorithm.
When comparing the received results with the ones presented in [12] one can
see the significant improvement in overall accuracy with the respect to the cost
criterion. In all four cases the best results were returned for ω equal to 0.3 or
0.7. But at the same time it is worth noticing that for the most cost thresholds
the differences between the ω values were not so significant.
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Fig. 1. Classification errors with the respect to the maximum classification cost for the
tested datasets

5 Conclusions

The paper dealt with cost-sensitive combined classification algorithm based on
a feature space partitioning. The cost in this paper was associated with features
selected for each of classifiers in the pool, but the misclassification cost can be
easy implemented in any form that was mentioned in the introduction of this
paper. The cost-sensitive criterion was embedded in the training procedure via
additional constituent in the optimization algorithm responsible for an evolu-
tionary feature selection. The training procedure took into consideration both
the overall classification accuracy and the cost constraints, returning a balanced
solution for the problem at hand.

We believe that the proposed method may be very useful in real-life clinical
decision support systems, in which physicians require at the same time a high
accuracy and a lowest possible diagnosis cost. Our future studies will concentrate
on increasing the diversity of the ensemble by adding a classifier model selection
to the optimization procedure and expanding our approach with a classifier
selection scheme for each of the clusters.
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