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Abstract. This paper addresses the challenge of optimizing analytic data flows 
for modern business intelligence (BI) applications. We first describe the chang-
ing nature of BI in today’s enterprises as it has evolved from batch-based pro-
cesses, in which the back-end extraction-transform-load (ETL) stage was sepa-
rate from the front-end query and analytics stages, to near real-time data flows 
that fuse the back-end and front-end stages. We describe industry trends that 
force new BI architectures, e.g., mobile and cloud computing, semi-structured 
content, event and content streams as well as different execution engine archi-
tectures. For execution engines, the consequence of “one size does not fit all” is 
that BI queries and analytic applications now require complicated information 
flows as data is moved among data engines and queries span systems. In addi-
tion, new quality of service objectives are desired that incorporate measures be-
yond performance such as freshness (latency), reliability, accuracy, and so on. 
Existing approaches that optimize data flows simply for performance on a sin-
gle system or a homogeneous cluster are insufficient. This paper describes our 
research to address the challenge of optimizing this new type of flow. We lev-
erage concepts from earlier work in federated databases, but we face a much 
larger search space due to new objectives and a larger set of operators. We de-
scribe our initial optimizer that supports multiple objectives over a single pro-
cessing engine. We then describe our research in optimizing flows for multiple 
engines and objectives and the challenges that remain. 
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1 Introduction 

Traditionally, Business Intelligence (BI) systems have been designed to support off-
line, strategic “back-office” decision making, where information requirements are 
satisfied by periodical reporting and historical queries. The typical BI architecture 
(Fig. 1) consists of a data warehouse that consolidates data from several operational 
databases and serves a variety of querying, reporting, and analytic tools. The back end 
of the architecture is a data integration pipeline for populating the data warehouse by 
periodically extracting data from distributed, often heterogeneous, sources such as 
online transaction processing (OLTP) systems; cleansing, integrating and transform-
ing the data; and loading it into the data warehouse. The traditional data integration 
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pipeline is a batch process, usually implemented by extract-transform-load (ETL) 
tools [26]. Designing and optimizing the ETL pipeline is still a challenging problem 
[e.g., 6, 21, 23]. After the data is cleansed and loaded into the data warehouse, it is 
then queried and analyzed by front-end reporting and data mining tools.  

 

Fig. 1. Traditional business intelligence architecture 

As enterprises become more automated, real-time, and data-driven, the industry is 
evolving toward Live BI systems that support on-line, “front-office” decision making 
integrated into the operational business processes of the enterprise. This imposes even 
more challenging requirements on the information pipeline. The data sources and data 
types are much more diverse: structured, unstructured, and semi-structured enterprise 
content, external data feeds, Web and Cloud-based data, sensor and other forms of 
streaming data. Faster decision making requires eliminating latency bottlenecks that 
exist in current BI architectures.  

In this new architecture, as shown in Fig. 2, the back-end integration pipeline and 
the front-end query, reporting, and analytics operations are fused into a single analyt-
ics pipeline that can be optimized end-to-end for low latency or other objectives; for 
instance, analytics operations can be executed on “in-flight” streaming data before it 
is loaded into a data warehouse. Integration into the business processes of the enter-
prise requires fault tolerance, with little or no down-time. In general, optimizing the 
end-to-end pipeline for performance alone is insufficient. New quality objectives 
entail new tradeoffs; e.g., performance, cost, latency, fault-tolerance, recoverability, 
maintainability, and so on. We refer to these as QoX objectives [22]. Instead of a “one 
size fits all” engine, there may be many choices of engine to execute different parts of 
the pipeline: column and row store DBMSs, map-reduce engines, stream processing 
engines, analytics engines. Some operations are more efficiently executed in specific 
engines, and it may be best to move the data to the engine where the operation is most 
efficiently executed (data shipping). Other operations may have multiple implementa-
tions, optimized for different engines, and it may be better to leave data in situ and 
move the operation to the data (function shipping). The ETL flows, followed by que-
rying, reporting, and analytics operations, are thus generalized to analytic data flows 
that may span multiple data sources, targets, and execution engines.   

In this paper, we describe the problem of physical design and optimization of ana-
lytic data flows for the next generation BI applications. We model such flows as data 
flow graphs, whose nodes are data sources, targets, or operations on intermediate 
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data. Given (a) a logical data flow graph, (b) optimization objectives for the flow, and 
(c) a physical infrastructure (data stores, processing engines, networks, compute nodes), 
the physical design problem is to create a graph that implements the logical flow on 
the physical infrastructure to achieve the optimization objectives.  

 

Fig. 2. Live BI system architecture 

Example Scenario. We present a simple, example scenario to illustrate our approach. 
The scenario presumes a nationwide marketing campaign is conducted that promotes 
a small set of products. At the end of the campaign, a report is required that lists 
product sales for each product in the campaign. The input to the report is a modified 
version of the Lineitem fact table of TPC-H. This table lists, for each item in a 
purchase order, the quantity sold and the unit price. We also assume a dimension table 
that lists attributes for a marketing campaign. A synopsis of the database schema is 
shown below: 

Lineitem:  orderKey, productKey, quantity, unitCost 
Orders:    orderKey, orderDate 
CmpmDim:   cmpnKey, productKey, dateBeg, dateEnd 
RptSalesByProdCmpn:  productKey, cmpnKey, sales 

The logical data flow to generate the report is shown in Fig. 3. We assume that the 
Lineitem table itself is created by periodically extracting recent line-item rows from 
OLTP databases in the various stores, taking their union, and then converting the 
production keys to surrogate keys. Similar extracts are needed for the Orders table 
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and the dimension tables, but these are not shown. We acknowledge that a real-world 
flow would be much more complicated, e.g., multiple data sources and targets, exten-
sive data cleaning, and so on. However, our purpose here is to illustrate our approach 
to optimization, so we have abstracted away many details in the flow. 

To illustrate the new demands posed by Live BI, we augment our scenario by add-
ing semi-structured content. We assume a Twitter feed is filtered for references to the 
enterprise’s products and the resulting tweets are stored in the distributed file system of 
a Map-Reduce engine such as Hadoop. We perform a sentiment analysis on those 
Twitter feeds to obtain feedback on the public reaction to the campaign products and 
add that analysis to the campaign sales report.  

 

Fig. 3. Flow for RptSalesByProdCmpn 

In this scenario, the Twitter feed includes any tweet that mentions the enterprise’s 
products, and these tweets are passed to the sentiment analysis part of the flow. The 
logical data flow for this example is in Fig. 4. The sentiment analysis computation is 
shown here as a black box (later, in Section 2, we will expand this black box to show 
details of the sentiment analysis operations). The result of sentiment analysis is, for each 
tweet, a sentiment score for each attribute of a topic. For example, a tweet might have a 
weakly positive sentiment for the quality of a printer but a strongly negative sentiment 
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for its price. To simplify, we assume a topic identifies a particular product, but in gen-
eral a topic hierarchy or lattice could be used, e.g., a tweet might reference a particular 
printer model, a class of printers, or all printers sold by the enterprise. After sentiment 
analysis, the product identifiers in the tweets are replaced by their surrogate keys.  The 
sentiment scores per tweet are then aggregated per product and time period so that they 
can be joined with the campaign sales report. In the rollup operation, the computation to 
aggregate the sentiment scores by attribute is assumed to be some user-defined function 
(defined by the marketing department) that assigns weight to the various sentiment val-
ues (e.g., the weight may depend on the influence score of the tweeter).  

 

Fig. 4. Expanded Flow for RptSAByProdCmpn 

A synopsis of the additional tables used by this expanded flow is shown below. 

Tweet:           tweetKey, tweetUser, timestamp, tweetText 

RptSAbyTwtProd:  tweetKey, timestamp, productKey, attribute, 
                 sentimentScore 

RptSAbyProdCmpn: productKey, cmpnKey, sales, attribute,  

                 sentimentScore 
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In Section 2, we describe our framework for optimizing analytic data flows. Given a 
logical data flow graph of the kind shown in Fig. 3 and Fig. 4, and a set of QoX ob-
jectives, the optimizer produces a physical data flow that is optimized against those 
objectives. The optimizer assigns fragments of the flow graph to possibly different 
engines for execution. Since the choices made by the optimizer are cost driven, we 
have to characterize the execution of the fragments on different engines with respect 
to the different quality objectives. Our approach is to use micro-benchmarks to meas-
ure the performance of different engines on the various operators that occur in the 
analytic data flows. Section 3 describes some of our work on such micro-benchmarks. 
There are many remaining challenges in developing an optimizer for analytic data 
flows. After describing related work in Section 4, we list some of these challenges in 
Section 5.  

 

Fig. 5. QoX-driven optimization 

2 Our Optimization Approach 

Our optimization approach takes as input a flow graph, a system configuration, and 
some QoX objectives and produces as output a physical flow graph that is optimized 
according to the objectives (see Fig. 5).  

The input logical data flow graph represents data sources, targets, and logical oper-
ations, together with annotations representing QoX objectives. Typical data sources 
are OLTP systems, flat files, semi-structured or unstructured repositories, sensor data, 
Web portals, and others. Typical targets are OLAP and data mining applications, de-
cision support systems, data warehouse tables, reports, dashboards, and so on. The 
flows may contain a plethora of operations such as typical relational operators (e.g., 
filter, join, aggregation), data warehouse-related operations (e.g., surrogate key  
assignment, slowly changing dimensions), data and text analytics operations (e.g., 
sentence detection, part of speech tagging), data cleansing operations (e.g., customer 
de-duplication, resolving homonyms/synonyms), and others. How to design such a 
flow from SLAs and business level objectives is itself a challenging research and 
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practical problem. Some work has been done in the past (e.g., [28]), but we do not 
elaborate further on this topic in this paper. Internally, each flow is represented as a 
directed acyclic graph that has an XML encoding in an internal language we call 
xLM.  

A flow graph may be designed (edge #1 in Fig. 5) in a flow editor which directly 
produces xLM (edge #2) or in an external engine (edge #3); e.g., an ETL flow may be 
designed in a specific ETL engine and exported in some XML form (edge #4) (most 
modern ETL engines store flow metadata and execution information in proprietary 
XML files). An xLM parser translates these files (edge #5) and imports them into the 
QoX Optimizer (edge #6). The optimizer produces an optimized flow (edge #7) that is 
displayed back on the editor (edge #8), so that the user can see –and even modify– the 
optimized flow. In addition, an optimized file is translated into requests to the target 
execution engines (edges #9), which may include relational DBMSs, ETL engines, 
custom scripts, and map-reduce engines (such as Hadoop). 

 

Fig. 6. Sentiment analysis flow graph 

In past work, we have described a complete framework for optimizing flows for a 
variety of QoX objectives such as performance and fault tolerance [6]. Our approach 
to flow optimization involves both the logical and physical levels. For example, to 
optimize the logical flow in Fig. 3 for performance, the optimizer would compare the 
two joins over Lineitem (with the order keys and the product keys) and perform the 
most selective join first. It might also eliminate the sales computation task by combin-
ing it with the rollup task. At the physical level, if the Lineitem, Orders, and 
CmpnDim tables are all stored within the same RDBMS, the optimizer might perform 
the joins and rollup in the RDBMS rather than use an ETL engine. 

To optimize the logical flow in Fig. 4 for fault tolerance, a recovery point might be 
inserted after the surrogate key generation, since sentiment analysis and surrogate key 
generation are time-consuming tasks that would have to be repeated in the event of a 
failure. As a more complicated example, suppose the combined flows of Fig. 3 and 
Fig. 4 were to be optimized for freshness. Then, it might be desirable to filter on the 
campaign dimension very early in the flow to significantly reduce the amount of use-
less data transferred. In this case, the lineitem extracts and the tweet stream could be 
filtered by campaign, product key, and date range. Note that the tweet dataset would 
then be much smaller. Hence, at the physical level, rather than storing it on the map-
reduce engine, the optimizer may choose to extract it to a single compute node where 
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the sentiment analysis could be performed faster, avoiding the higher overhead of the 
map-reduce engine. 

Additional choices involve the granularity at which operations are considered by 
the optimizer. For example, sentiment analysis can be seen as a complex operator that 
in turn is composed by a flow of lower level operators corresponding to the different 
tasks in the analysis. Fig. 6 shows a flow graph for the sentiment analysis operation 
that was represented by a single node in Fig. 3, displayed on the canvas of the Flow 
Editor.  

Treating this complex operation as a composition of other lower-level operators 
makes it possible for the optimizer to consider the possibility of executing the compo-
nent operations on different engines. In our sentiment analysis flow, there is a Nor-
malization operator (to reduce all variations of a word to a standard form) that does a 
look-up operation into a dictionary to retrieve the standard form of a given word. This 
kind of operation can be implemented in different ways: as a relational join, as a Unix 
script, as an ETL look-up operator, or as a program in Java (or some other program-
ming language). Similarly, the Sentiment Word operator looks up a word in a lexicon 
to determine if the word is an opinion word. Assuming that different implementations 
exist for these look-up operators, the issue is to determine the best execution engine 
for each operator. Other operators in the sentiment analysis flow, for instance those 
which perform shallow natural language processing (NLP) tasks (sentence detection, 
tokenization, parts-of-speech tagging, lemmatization, and complex noun phrase  
extraction), are typically implemented as functions in NLP libraries. 

2.1 QoX-Driven Optimizer 

The QoX optimizer first works on a logical data flow graph and tries to optimize it for 
the specified QoX objectives. Then, the optimized flow can be further refined, and 
specific physical choices are made. There are several ways to optimize such a flow, 
even at the logical level. The most obvious objective is to meet an execution time 
window and produce accurate and correct results. Typically, optimizing a flow for 
objectives other than performance – e.g., fault tolerance, maintainability, or recovera-
bility – might hurt performance. For example, for adding a recovery point we may 
have to pay an additional I/O cost. Thus, in general, we optimize first for performance 
and then consider strategies for other optimization objectives: adding recovery points, 
replication, and so on.  

At the physical level, the optimized logical flow is enriched with additional design 
and execution details. For example, a logical operation (such as the join on prodKey) 
may have alternative physical implementations (nested loops, sort-merge, hash join). 
A specific algorithm may have different incarnations based on the execution engine; 
e.g., surrogate key assignments can have a sequential implementation on an ETL en-
gine or a highly parallel implementation on a Hadoop engine. At this level, we need to 
specifically describe implementation details such as bindings of data sources and 
targets to data storage engines, and binding of operators to execution engines. Still, 
the physical plan should be independent of any specific execution engine. However, 
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the optimization may use specific hooks that an engine provides in order to optimize 
better for that specific engine. 

Internally, the QoX Optimizer formulates the optimization problem as a state space 
search problem. The states in this state space are flow graphs. We define an extensible 
set of transitions for producing new states. When a transition is applied to a state, a 
new, functionally equivalent, state is produced. Based on an objective function, we 
explore the state space in order to find an optimal or near optimal state. We have a set 
of algorithms to prune the state space and efficiently find an optimized flow satisfying 
a given set of objectives; i.e., an objective function.  

An example objective function can be as follows:  

OF(F, n, k,w): minimize cT(F), where time(F(n, k)) < w 

which translates to: minimize the execution cost, ‘c’, of a flow, ‘F’, such that its exe-
cution time window should be less than a specified size ‘w’ time units, its input da-
taset has a certain size, ‘n’, and a given number, ‘k’, of failures should be tolerated 
(see [23]).  

The execution cost of a flow is a function of the execution costs of its operations. 
The choice of this function depends on flow structure. For example, the execution 
cost of a linear flow (i.e., a sequence of unary operations) can be calculated as the 
sum of the costs of its operations. Similarly, the execution cost of a flow consisting of 
a number of parallel branches is governed by the execution cost of the slowest branch. 
Cost functions for each operator capture resource cost, selectivity, processing rate, 
cost of data movement, and so on. Simple formulae for the execution cost of an opera-
tion can be determined based on the number of tuples processed by the operation; e.g., 
the execution cost of an aggregator may be O(n.logn), where n is the size of the input 
dataset. More complex and accurate cost functions should involve output sizes (e.g., 
based on the operation’s selectivity), processing time (e.g., based on throughput), 
freshness, and so on. Deriving cost formulae for non-traditional operations (e.g., op-
erations on unstructured data or user-defined analytic operations) that can appear in 
analytic data flows is a challenging problem. Section 3 describes an approach based 
on micro-benchmarks for obtaining cost formulae for individual operators. However, 
the optimization process is not tied to the choice of a cost model.  

The set of state space transitions depends on the optimization strategies we want to 
support. For improving performance, an option is flow restructuring. With respect to 
the example of Fig. 3, we already mentioned pushing the most selective join early in 
the flow. Alternatively, one could consider partitioning the flow, grouping pipeline 
operations together, pushing successive operators into the same engine, moving data 
across engines or data stores, and so on. Typical transitions for improving perfor-
mance are: swap (interchange the position of two unary operations), factor-
ize/distribute (push a unary operation after/before an n-ary operation), and partition 
(add a router and a merger operations and partition the part of the flow between these 
two into a given number of branches). Example transitions for achieving fault toler-
ance are adding recovery points and replicating a part of the flow. Other transitions 
may be used as well so long as they ensure flow correctness. In [6], we described 
several heuristics for efficiently searching the state space defined by these transitions.  
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2.2 Extending the Optimizer to Multiple Engines 

Our earlier work had focused on optimizing back-end integration flows, which we 
assumed were executed primarily on a single execution engine (typically, an ETL 
engine or a relational DBMS). We are now interested in optimizing analytic data 
flows that may execute on a combination of engines (ETL engines, relational DBMSs, 
custom code, Hadoop, etc.). This requires extending the physical level of the QoX 
Optimizer.  

As an example, consider the flow depicted in Fig. 4. We can imagine three differ-
ent execution engines being used to process this flow. The tweets are loaded into a 
map-reduce engine to leverage its parallel execution capabilities for the sentiment 
analysis task. The campaign dimension and campaign sales reports are stored in an 
RDBMS and must be retrieved for processing. Imagine the remaining flow (surrogate 
key, filter, joins, rollup) being processed by an ETL engine. The optimizer might 
choose to push some filtering tasks from the ETL engine down into the RDBMS (fil-
ter on campaign) and the map-reduce engine (filter on date range). As described 
earlierr, the sentiment analysis task is itself a series of sub-tasks and so the optimizer 
may choose to move some of its sub-tasks from map-reduce to the ETL engine.  

In general, there are several engine options for executing an analytic data flow, and 
a particular task may have implementations on more than one execution engine. In 
order to automate the choice of an engine, first we need to characterize the execution 
of operations on different engines. For that, we perform an extensive set of micro-
benchmarks for a large variety of operations. 

Our use of micro-benchmarks is motivated by tools used to calibrate database que-
ry optimizers. Such tools measure the time and resource usage of various operators 
needed for query processing, such as comparing two character strings, adding two 
integers, copying a data buffer, performing random I/O, performing sequential I/O. 
The tools are run on each platform on which the database system will be deployed. 
The individual measurements are combined to estimate the cost of higher-level opera-
tions such as expression evaluation, table scans, searching a buffer, and so on. Section 
3 provides an overview of our current work on micro-benchmarks. 

Applying the micro-benchmark concept to our framework presents two challenges. 
First, our micro-benchmarks are high-level operations with parameters that create a 
large, multi-dimensional space (e.g., sort time might be affected by input cardinality, 
row width, sort key length, etc.). The benchmark cannot cover the entire parameter 
space, so point measurements must be taken. For an actual flow, it is likely that an 
operator’s parameters will not exactly match a measured benchmark. So, interpolation 
is required, but it may reduce the accuracy of the estimate. 

A second challenge is that the ultimate goal is to estimate the cost of a data flow, 
not the cost of individual operators. The operators are coupled through the data flow 
and may interact in complex ways. A method is needed to compose the micro-
benchmarks for individual operators to estimate the cost of a flow. We previously 
mentioned how the cost of a parallel flow is determined by the slowest branch. As 
another example, consider a flow of two operators, one producer and one consumer. If 
producer and consumer process data at similar rates and do not share resource, then 
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the cost of the flow is a simple linear combination. However, if they run at different 
rates, the slower operator meters the flow. Additionally, if they share resources, the 
interaction must be considered when composing the individual micro-benchmark 
results. Addressing these challenges is a current area of research. 

3 Micro-benchmarks for Performance 

As described in Section 2, the goal of the optimizer at the physical level is to decide 
on the appropriate execution engine to process fragments of a flow graph in order to 
achieve the QoX objectives for the entire flow. The optimizer considers both the stor-
age location of data (and the associated execution engine, e.g., RDBMS for tables, 
map-reduce for DFS, etc.) as well as the execution engines available for processing a 
flow graph (e.g., ETL engines, custom scripts, etc.). The optimizer may choose to 
perform data shipping, in which data is moved from the storage system of one execu-
tion engine to another, or it may choose to perform function shipping, in which a task 
is pushed down to be performed in the execution engine where the data is stored. A 
task that has multiple implementations is said to be polymorphic, and the optimizer 
must evaluate each implementation relative to the flow objectives.  

In this section, we describe how the optimizer characterizes the implementation of 
a task relative to an objective. The approach is to use micro-benchmarks to measure 
the performance of a task at various points in the parameter space. The focus here is 
just on performance but the same approach can be used for other objectives. The per-
formance curves generated from the micro-benchmarks can then be compared to 
choose the best implementation of a task for a specific flow graph configuration. In 
the first sub-section, we describe how micro-benchmarks are applied for conventional 
(ETL, relational) operators. In the second sub-section, we describe how the same 
approach can be extended for the new types of operators of Live BI. In particular, we 
show how micro-benchmarks can be used for the text analytics operators that com-
prise the sentiment analysis flow.     

3.1 Micro-benchmarks for Conventional Operators 

We study how several parameters of the flow and the system configuration affect the 
design choice. Example flow parameters to consider are: data size, number and nature 
of operations (e.g., blocking vs. non-blocking), flow and operation selectivity, QoX 
objectives such as degree of replication vs. desired fault-tolerance and freshness, input 
data size and location (e.g., if a mapping table is in a file or in the database). Example 
system configuration parameters include: network load and bandwidth, cluster size 
and resources, cluster node workload, degree of parallelism supported by the engine, 
and so on.  

Knowing how each operation behaves on different engines and under various con-
ditions, we may determine how a combination of operations behaves, and thus, we 
may decide on how to execute a flow or different segments of the flow. To illustrate 
our approach, we discuss example alternative designs for a sequence of blocking  
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operations typified by the sort operation. Due to their blocking nature, as we increase 
the number of such operations, on a single-node, the flow performance linearly de-
creases. We experimented with different parallel implementations for improving the 
performance of the flow. Candidate choices we compared are: Unix shell scripts (os-
sort), an ETL engine (etl-sort), a parallel dbms (pdb-sort), and Hadoop (hd-sort). Due 
to space considerations, we discuss the os-sort and hd-sort methods and present ex-
ample tradeoffs among os-sort, hd-sort, and pdb-sort. 

We implemented os-sort as a combination of C code and shell scripts in Unix, run-
ning directly on the operating system. First, the data file is split in equal-sized chunks 
based on the formula: file size / #nodes (any possible leftover is added to the first 
chunk). Then, each chunk is transferred to a different remote node, where it is sorted. 
Assuming we have a series of n blocking operators, each sort operator i (where i = 
1…n) sorts the i-th data field; if the number of fields is less than n, then the (n + 1)-st 
operator goes back to the first field. In doing so, we eliminate the impact of cache 
memory in our experiments. Next, the sorted data chunks are transferred back to a 
central node and merged back in a hierarchical manner. Intentionally, we tried to 
avoid pipelining as much as we could, in order to make a fair comparison with both 
the etl-sort and hd-sort, where there is no pipelining between blocking operators. In 
practice, therefore, os-sort could perform better than our results show; however, the 
trends shown in our findings do not change. hd-sort is executed as Hadoop code. We 
tested different variations namely in-house developed user-defined functions (udf), 
Pig scripts, and JAQL scripts. Although we did observe differences in terms of abso-
lute numbers, the behavior of this approach compared against the other strategies is 
not affected much. Comparing different Hadoop implementations is not amongst our 
goals; so here, we just present the generic trend (based on average numbers) and ex-
plain the functionality using only the Pig language. As an example of a series of 
blocking operators, we may write the following script in Pig:  

sf$sf = load 'lineitem.tbl.sf$sf'  

      using PigStorage('|') as (f1,f2,...,f17); 

ord1_$nd = order sf$sf by f1 parallel $nd; 

... 

ord10_$nd = order ord9_$nd by f10 parallel $nd; 

store ord$op_$nd into 'res_sf$sf_Ord$op-$nd.dat'  

      using PigStorage('|'); 

Table 1. Statistics for TPC-H lineitem 

SF 1 10 100 
Size (GBs) 0.76 7.3 75 
Rows (x106) 6.1 59.9 600 

 



58 U. Dayal et al. 

 

Fig. 7. E

The parameters used in th
lineitem datafile, the numb
example), respectively. 

For the experiments, we
We experimented with vary
ample statistics for the linei

Fig. 7 shows how Hado
sort). The left graph shows
performance is negatively a
time the data size increases 
ations executed one after th
we can use for improving H
ing the number of reduce ta
when we increase the num
single blocking operation fo

 

Fig. 8. Exe

Fig. 8 shows performanc
sort). The left and right gr
datafiles sized 0.76 GB and
of each bar (bottom part) r
green (middle) and red (up
uting and merging back, re

 
Execution of blocking operation in Hadoop 

his script, $sf, $nd, $op, stand for the scale factor of 
ber of nodes, and the number of operators (sorters in 

e used synthetic data produced using the TPC-H genera
ying data sizes using the scale factors 1, 10, and 100. 
item table are shown in Table 1. 
oop implementations behave for blocking operations (
 that as the number of blocking operations increases, fl

affected. In fact, performance becomes worst if at the sa
too. Thus, for large files, having a series of blocking op

he other becomes quite costly. One optimization heuri
Hadoop performance is to increase parallelism by incre
asks. The right graph shows how performance is impro

mber of reducers (up to a certain point) whilst executin
or a SF=100 datafile (~75GBs).  

 
ecution of blocking operation with shell scripts 

ce measures for flows executed as shell scripts in Unix (
raphs show an analysis of performance measures for t
d 75 GBs or SF=1 and SF=100, respectively. The blue p
represents the time spent on each remote node, while 
pper) part of each bar represent the time spent for dist
espectively, data on the master node. As we increase 

the 
this 

ator. 
Ex-

(hd-
flow 
ame 
per-
istic 
eas-
ved 

ng a 

(os-
two 
part 
the 

trib-
the  



 Optimization of Analytic Data Flows for Next Generation Business 59 

 

number of blocking operations each remote node has more processing to do. On the 
master node, distributing data is not affected by the number of remote nodes (each 
time we need to create the same number of chunks), while the merge time increases as 
we increase the number of blocking operations. This happens because each blocking 
operator essentially sorts data on a different field: the first on the first field and the N-
th on the N-th field. Thus, each time we have to merge on a field that is placed deeper 
in the file, and thus merge has to process more data before it reaches that field.  

Fig. 9 compares os-sort, hd-sort, and pdb-sort for executing a series of blocking 
operations (1 to 10). pdb-sort ran on a commercial parallel database engine. Starting 
from the top-left graph and going clockwise, the graphs show results of the three 
methods on small-sized (SF=1), medium-sized (SF=10), and large-sized (SF=100) 
data files. In all cases, pdb-sort is faster than os-sort and hd-sort. Hence, if our data 
resides inside the database, there is no reason to sort data outside. However, if our 
data is placed outside the database (e.g., data coming from flows running elsewhere 
like the results of hadoop operations on unstructured data) we have to take into ac-
count the cost of loading this data into our parallel database. This cost increases with 
data size and for this case, the total time (load+sort) is shown in the graphs as the 
green line (pdbL). In this scenario, there are some interesting tradeoffs. For large 
datasets and for a small number of sort operations, it might make sense to use hadoop. 
For medium sized datasets, it might worthwhile to pay the cost of loading the data 
into a database. For small datasets, if the data is not in the database, it is too expensive 
to run pdb-sort; then, it is better to sort outside either using os-sort (e.g., an ETL tool, 
custom scripts) or even hadoop (up to a certain number of sort operations).  

 

 

Fig. 9. Comparison of flow execution using Hadoop and shell scripts 
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Between os-sort and hd-sort, it seems that, for large data files and up to a certain 
number of blocking operations, it is better to use the hd implementation. After that 
number, the Hadoop reduce tasks become quite expensive and hd is not the best op-
tion any more. On the other hand, the trend changes for smaller data files. For small 
files, hd-sort is always the worst case, where for medium-sized files there is a crosso-
ver point. If we have high freshness requirements, then typically we have to process 
smaller batches. In such cases, Hadoop may become quite expensive. If we have to 
process larger batches (e.g., when we have low freshness requirements or the source 
data is updated less frequently), then Hadoop might be a very appealing solution. 

In the same way, we may perform similar micro-benchmarks for other operations. 
We also need to cover the other parameters mentioned earlier and we need to define 
and perform micro-benchmarks for other QoX objectives in addition to performance. 
Using the micro-benchmarks for optimization poses further challenges such as inter-
polation (e.g., micro-benchmark measures 1MB sort and 10MB sort, but the actual 
flow has 3MB sort) and composition (estimating the performance of segments of a 
flow given the performance of individual operations in the flow).   

3.2 Micro-benchmarks for Unconventional Operators 

For optimizing data analytic flows for performance and other objectives, we need to 
consider operations that significantly differ from traditional relational and ETL opera-
tions, such as operations used in text analytics flows. This section discusses our ap-
proach for benchmarking the operators that occur in the sentiment analysis flow of 
Fig. 4. As discussed earlier, these operators are complex and can be benchmarked at 
two levels of granularity: as a single black box operator (as shown in 4) or as a flow 
of individual operators (as shown in 6).  

To estimate cost functions for different implementations of each operator, we exe-
cute them on a set of unstructured documents of different sizes to obtain a series of 
point measurements and then apply regression to these points to learn an interpolation 
function.  

 

Fig. 10. Linear regression of execution costs 
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The initial experiments were on a single node and used dataset sizes from a few 
thousand documents up to 100,000. In all these runs, the operators of the sentiment 
analysis flow of our sample scenario exhibited a linear behavior. Thus, we used linear 
regression to approximate the data points to a line with minimum error, as the R-
squared values in Fig. 10 show. These functions can be plugged into the QoX Opti-
mizer so that it can interpolate to other values.  

Further experiments with larger datasets revealed that an important parameter that 
affects this linear behavior is memory size. The individual operators have different 
memory requirements and consequently different sensitivity to the memory size. 
There is an inflection point at which the linear behavior changes to exponential, due 
to increased paging. The inflection point at which this change in behavior occurs for a 
given operator depends on the amount of available memory. In particular, for the 
sentiment analysis operators implemented in Java, the JVM heap size determines the 
location of the inflection point, which varies from operator to operator as depicted in 
the left three charts of Fig. 11 for two example operations, tokenizer and attribute 
detection, and for the entire sentiment analysis flow. (The bottom-left chart shows the 
behavior when the entire sentiment analysis is implemented as a single, black-box 
operator in a single JVM.) However, for the same experiments ran on a 12-node 
Hadoop cluster, the behavior remained linear past the single-node inflection point 
range of 150K to 190K documents for the different operators. We went up to 30 mil-
lion documents and the behavior was still linear as shown in the two middle charts of 
Fig 12. Consequently, the overall processing time for the entire flow also remained 
linear. 

Another set of experiments focused on a performance comparison among different 
implementations: (i) a single node implementation; (ii) a distributed implementation 
on Hadoop, in which the entire sentiment analysis flow was implemented as a single 
map task that Hadoop could distribute among the nodes of the cluster; and (iii) a dis-
tributed implementation without Hadoop.  

Fig. 12 shows the results for different dataset sizes and the three different imple-
mentations. As for the conventional operators, we observe that for small datasets it is 
too costly to use Hadoop due to its startup cost. The distributed implementation with-
out using Hadoop outperforms the Hadoop implementation because we partitioned the 
data set uniformly on all 12 nodes in the cluster. The Hadoop implementation, on the 
other hand, used the default block size of 64MB, and hence used at most 3 nodes. Fig. 
13 illustrates this point. In the left chart of Fig. 13, we can distinguish two regions: 
one where the execution time of the operator grows linearly in the dataset size and the 
other, where the execution time stabilizes. For small datasets, a single partition is 
enough and consequently only one map task in one node is needed. The execution 
time of the task is proportional to the size of the partition.  However, as the datasets 
get larger, more map tasks are created to process in parallel the various partitions, and 
the execution time stabilizes, not depending any more on the dataset size. This sug-
gests that if it selects the Hadoop implementation, the optimizer will need to control 
the block size depending on the dataset size. The right graph shows that within the 
stable region, as the dataset size gets larger, more map tasks are needed to process the 
larger number of partitions.  
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Fig. 11. Execution cost inflection point sensitiveness to JVM heap size 

 

Fig. 12. Execution times for sentiment analysis operator 
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Fig. 13. Performance of sentiment analysis operator implemented in Hadoop 

4 Related Work 

To the best of our knowledge, there is no prior work on optimizing end-to-end analyt-
ic data flows, and very little work even on optimizing back-end integration flows. 
Off-the-shelf ETL engines do not support optimization of entire flows for multiple 
objectives (beyond performance). Some ETL engines provide limited optimization 
techniques such as pushdown of relational operators [10]) but it is not clear if and 
how these are tied to optimization objectives. Beyond our own QoX approach to inte-
gration flow optimization, research on ETL processes and workflows has not provid-
ed optimization results for multiple objectives. An optimization framework for busi-
ness processes focuses on one objective and uses a limited set of optimization tech-
niques [27]. Query optimization focuses on performance and considers a subset of 
operations typically encountered in our case [e.g. 9, 13, 18, 19]. Also, we want the 
optimizer to be independent of the execution engine; in fact, we want to allow the 
optimized flow to execute on more than one engine. Research on federated database 
systems has considered query optimization for multiple execution engines, but this 
work, too, was limited to traditional query operators and to performance as the only 
objective; for example, see query optimization in Garlic [8,16], Pegasus [7], and  
Multibase [5]. 

Several research projects have focused on providing high-level languages that can 
be translated to execute on a map-reduce engine (e.g., JAQL [3], Pig [15], Hive [24]). 
These languages offer opportunities for optimization. Other research efforts have 
generalized the map-reduce execution engine to create a more flexible framework that 
can process a large class of parallel-distributed data flows (e.g. Nephele [2], Dryad 
[11], CIEL [14]). Such systems typically have higher-level languages that can be 
optimized and compiled to execute on the parallel execution engine (for example, see 
PACTs in Nephele, DryadLINQ in Dryad, SCOPE [4], Skywriting in CEIL). None of 
these projects addresses data flows that span different execution engines. HadoopDB 
is one example of a hybrid system in which queries span execution engines [1]. 
HadoopDB stores persistent data in multiple PostgreSQL engines. It supports SQL-
like queries that retrieve data from PostgreSQL and process the data over Hadoop. 
However, it is not designed as a general framework over multiple engines. 
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Several benchmarks do exist, but so far, none is specifically tailored for general-
ized analytic data flows. TPC has presented a successful series of benchmarks. TPC-
DS provides source and target schemas, but the intermediate integration process is 
quite simplistic (it contains a set of insert and delete statements mostly based on rela-
tional operators) [25]. TPC-ETL is a new benchmark that TPC is currently working 
on and it seems to focus on performance, but no further information has been released 
yet. Another effort proposes an ETL benchmark focusing on modeling and perfor-
mance issues [20]. Several benchmarking and experimental efforts on map-reduce 
engines have been presented, but so far, these focus mainly on performance issues 
[e.g., 12, 17].  

5 Conclusions and Future Work 

In this paper, we have addressed the challenges in optimizing analytic data flows that 
arise in modern business intelligence applications. We observe that enterprises are 
now incorporating into their analytics workflows more than just the traditional struc-
tured data in the enterprise warehouse. They need event streams, time-series analytics, 
log file analysis, text analytics, and so on. These different types of datasets are best 
processed using specialized data engines; i.e., one size does not fit all. Consequently, 
analytic data flows will span execution engines. We sketched our previous work on 
QoX-driven optimization for back-end information integration flows, where the quali-
ty objectives include not just performance, but also freshness, fault-tolerance, reliabil-
ity, and others. This paper outlines how this approach can be extended to optimizing 
end-to-end analytic data flows over multiple execution engines. We described the 
results of initial micro-benchmarks for characterizing the performance of both con-
ventional (ETL and database) operations and unconventional (e.g., text analytic) op-
erations, when they are executed on different engines.  

Many challenges remain, and we hope to address these in future work. These in-
clude: 

– defining and implementing micro-benchmarks for additional representative op-
erations, including event and stream processing, front-end data  mining and ana-
lytic operations;  

– developing interpolation models and interaction models for estimating the cost 
of complete flows;  

– optimization strategies at the physical level for assigning segments of the flow to 
execution engines; and  

– extending the benchmarks, cost models, objective functions, and optimization 
strategies to QoX objectives other than performance.  
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