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Preface

The 5th International ICST Conference on Bio-Inspired Models of Network,
Information and Computing Systems (BIONETICS 2010) was held at Le
Meridien Cambridge Hotel, USA during December 1–3, 2010. It was jointly or-
ganized by CREATE-NET in cooperation with the ACM Special Interest Group
(SIG) on Simulation and Modeling, the ACM SIG on Genetic and Evolutionary
Computation and the ACM SIG on Computers and Society.

BIONETICS 2010 was a three-day conference emphasizing diverse disciplines
that seek the understanding of the fundamental principles and design strategies
in biological systems and leverage those understandings to build bio-inspired
systems. In order to cover diverse relevant research areas, BIONETICS 2010
featured a series of focused special tracks, including (1) Artificial Intelligence
and Software Engineering Track, co-chaired by Shih-Hsi Liu and Marjan Mernik;
(2) Artificial Life and Bio-inspired Robotics Track, co-chaired by Jian-Qin Liu
and Haruhiko Nishimura; (3) Bioinformatics Track, co-chaired by Nurit Haspel
and Amarda Shehu; (4) Bio-Inspired Machine Vision Track, co-chaired by Marc
Pomplun and Tyler Garaas; (5) Game Theory and its Applications Track, co-
chaired by Athanasios Vasilakos and Hung-Yu Wei; (6) Network-based Com-
putation Track, co-chaired by Hideaki Suzuki and Hiroyuki Ohsaki; and (7)
State-Topology Coevolution in Adaptive Networks Track, co-chaired by Hiroki
Sayama and Thilo Gross. We appreciate all the track chairs for their tremendous
efforts to organize excellent special tracks.

We received 66 regular paper submissions and accepted 26 of them. In ad-
dition, three invited papers, 28 work-in-progress papers, five demo papers and
six short papers were accepted. We appreciate Program Committee members
for their hard work in reviewing papers carefully and rigorously. With these
68 papers in total, we believe that BIONETICS 2010 delivered a high-quality,
inspiring and informative technical program.

BIONETICS 2010 had five state-of-the-art keynote speeches by internationally-
renowned researchers: Radhika Nagpal (Harvard University), Karl Lieberherr
(Northeastern University), Thilo Gross (Max Planck Institute for the Physics of
Complex Systems), Rezarta Islamaj Dogan (National Institutes of Health), Cheng
Li (Harvard School of Public Health and Dana-Farber Cancer Institute). Keynotes
were well received and discussed among the participants.

Three workshopswere co-located with BIONETICS 2010: the 1st International
Workshop on Bio-inspired Approaches to Advanced Computing and Communi-
cations (BioAdcom), organized by Ajith Abraham, K. Chandra Sekaran, Michael
Alexander and Sabu Thampi; the 1st International Workshop on Bio-inspired
Models and Technologies for Ambient Information Society (BioAmbIS), organized
by Naoki Wakamiya and Kenji Leibnitz; and the 1st International Workshop on
Evolutionary Computation and Machine Learning in Bioinformatics (BioLearn),
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organized by Kenneth De Jong, Amarda Shehu and Uday Kamath. We thank all
the workshop organizers as well as the Workshop Chair, Marc Pomplun, for their
accomplishments to bring out successful workshops.

The conference had over 130 participants from various parts of the world such
as Japan, India, China, Germany, Portugal, Austria and Netherlands as well as
the US. The logistical organization of the conference is highly commendable, and
a special acknowledgment is due to the Local Arrangement Chair, Tyler Garaas.

Special thanks go to the Steering Committee and Organizing Committee for
their help that made our job much easier and enjoyable. We also wish to thank
our sponsor, ICST, particularly Gergely Nagy, Ildiko Rezmuves and Gabriella
Magyar for their professional assistance to run the conference smoothly.

We very much look forward to another successful conference in 2011 in Europe,
and in the forthcoming years.

December 2010 Junichi Suzuki
Tadashi Nakano
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Biologically Inspired Communications
for Nanonetworks

Albert Cabellos-Aparicio Universitat Politècnica de Catalunya
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Abstract. The Artificial Immune Systems (AIS) constitute an emerg-
ing and very promising area of research that historically have been falling
within two main theoretical immunological schools of thought: those
based on Negative selection (NS) or those inspired on Danger theory
(DT). Despite their inherent strengths and well known promising re-
sults, both deployed AIS have documented difficulties on dealing with
gradual dynamic changes of self behavior through time.

In this paper we propose and describe the development of an AIS
framework for anomaly detection based on a rather different immuno-
logical theory, which is the Grossman’s Tunable Activation Thresholds
(TAT) theory for the behaviour of T-cells. The overall framework has
been tested with artificially generated stochastic data sets based on a
real world phenomena and the results thus obtained have been com-
pared with a non-evolutionary Support Vector Machine (SVM) classifier,
thus demonstrating TAT’s performance and competitiveness for anomaly
detection.

Keywords: Artificial Immune Systems, Tunable Activation Thresholds,
Pattern Recognition, Signal Processing, Support Vector Machine.

1 Introduction

The Vertebrate Immune System (IS) is a complex biological system, conceptually
structured into two main functional layers: innate and adaptive. The anomaly
detection embodied by the IS has to cope with a highly dynamic environment
where the body is constantly being exposed to external agents (pathogens). Thus,
this interaction with the environment results in a distinction between what is
benign or belong to the organism’s own healthy cells and tissues (self ) from what
is harmful and may provoke harm or even motivate a disease (non-self ). In the
majority of cases, pathogens presented to the body correspond to unseen flavours
of normal activity that do not represent any serious danger or are benign [1].

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 1–15, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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In the late 19th century, Ehrlich’s started by postulating that the IS “clas-
sifies” pathogens as normal body antigenic components (self antigens) or as
foreign abnormal chemical structures present in microorganisms (non-self anti-
gens). After all these years, immunology continues to be a very vibrant and
active open research area where no one has a definitive answer on how the IS is
able to accomplish its goals in such an efficient and effective way.

One of the mainstream theories for several years, Negative Selection (NS) [2],
assumes that cell activation thresholds have evolved to optimal values and con-
stitute an intrinsic feature of each species. In the early 90’s Matzinger described
her controversial “Danger Theory” immunological theory, which states that the
immune system is activated upon the receipt of molecular signals (danger sig-
nals) which indicate damage or stress to the host, rather than by a self-non-self
distinction as previously postulated by NS [3, 4].

The IS provides a very appealing metaphor for the development of innovative
anomaly detection systems in the form of an Artificial Immune Systems (AIS) [5].
The research in this area is based in principles, mechanisms, models and ob-
served functions of the IS behavior, together with engineering best practices and
methodologies. The most relevant AIS developed so far for anomaly detection
have been based on the NS approach [6] and on the Danger Theory (DT) [4, 7].
In spite of the results achieved, the deployment of AIS based on both theories
to solve real world problems [6, 8] did not yet met the expectations raised by
such appealing metaphors [9] [7]. Firstly, the NS approaches proved to be inap-
propriate for large data sets and have shown to have scaling problems [9, 10].
Secondly, DT approaches have not intrinsic self-tuning mechanisms and require
a great deal of expert knowledge beforehand [7, 8].

The well known best of breed AIS are all based on well reasoned immunolog-
ical metaphors. However, the lack of research into their real biological foun-
dations has led to well known criticism for biologically-inspired engineering
approaches [11,12]. As an example, consider an ideal anomaly detector. It should
be ready to act on a continuous changing environment and it should adapt it-
self throughout time to tolerate unseen and untrained forms of normal behavior,
thus discriminating ongoing not yet seen anomalies. Such immune-inspired prop-
erties that mimic this self-non-self discrimination behavior are essential for the
deployment of bio-inspired anomaly detectors within dynamic environments.

In this paper we present a generic AIS framework for anomaly detection, based
on a simplified Tunable Activation Threshold (TAT) model, strongly inspired on
Grossman’s hypothesis [13]. TAT assumes that immune cells (like T-cells) tune
their activation thresholds by dynamically updating the levels of two particular
enzymes (Kynase and Phosphatase), whose values reflect the recent temporal
history of signaling they have been receiving from the environment.

We start by defining a TAT model for T-cells (Section 2) and proceed into Sec-
tion 3 by presenting the framework and its main building blocks. This is followed
by showing and discussing the results obtained with stochastically generated,
but real world based, data sets. A comparison is made with the non-evolutionary
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classifier Support Vector Machine (SVM) (Sections 4 and 5). Finally, in Section 6
we delineate some conclusions for our work.

2 The TAT Model Adopted

The Grossman’s TAT conceptual framework hypothesizes that immune cell ac-
tivation depends on a dynamically adjusted threshold, which corresponds to the
balance between excitation and de-excitation signalling pathways [14]. The acti-
vation process is controlled by the activity of two specific enzymes that respond
to antigenic signals (S): Kinase (K) phosphorilates molecules that “excite“ the
cell and Phosphatase (P ) that dephosphorilates them, returning the cell to a
de-excitation state. The signals are delivered by a particular immune cell named
Antigen Presenting Cell (APC).

It is also assumed that T-cell activation is a switch-type response that requires
that K supersedes P , at least transiently. At each point in time, T-lymphocytes
(T-cells) interact with the peptides presented by APC and receive a stimulus that
depends on the affinity between its receptor and the peptide ligand, causing the
cell to adapt by increasing or decreasing its activation threshold. Also, the de-
excitation level is assumed to be intrinsically slow, thus allowing the outcome of
a stimulus to depend mainly on the excitation index. Thus, foreign antigens will
cause a very fast increase in the cells excitation level, whereas tissue-specific self-
ligands will induce a much slower increase excitation level. Accordingly, since the
de-excitation levels are kept above the excitation ones, it is possible to maintain
tolerance to self for extended periods of time [15]. Within this model, different
cells with different antigen-specificity end up having different activation thresh-
olds as they are exposed to different stimuli.

2.1 TAT Dynamics

We have adopted a minimal mathematical model of TAT for T-cells [16], which
is also derived from Grossman’s hypothesis. Keeping the original Grossman’s
fundamental thoughts about self regulation and cellular activation, we made the
following simplifications:

• both K and P are exposed to the same stimulus S;
• P ’s basal value (P0) is higher than K’s (K0);
• S0 is the initial value for S;
• K’s turnover rate (τK) is lower than P ’s (τP);
• K’s slope (φK) is higher than φP ’s;
• the IS’s speed of response is given by a constant value (t);

We also derived the following values:

• K0 = S0 · τK and P0 = S0 · τP;
• τK = τ · τP , with τ = τK

τP ;
• φP = φ · φK, with φ = φP

φK ;
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Fig. 1. TAT dynamics of two individual T-cells in the AIS repertoire. 1(a): the cell is
exposed to a recurrent stimuli, like tissue-specific self ligands.1(b): the cell receives an
intermittent and strong signal which leads to repeated events of activation.

Figure 1 depicts the TAT activity of two T-cells. S corresponds to a linear
increase of both K and P activities until the turnover rate is reached. T-cell
activation only occurs if K is higher than P . For a recurrent signal S, K will
be transiently higher than P and, if the signal persists P will exceed K and the
cell will become inactive. Similarly, on signaling absence, K returns to the initial
level at a faster rate than P .

2.2 Signaling Model

In such a model, at each given moment in time, the stimulation history of a T-cell
is reflected in the activity of K and P . The signal S sent by the APC to a T-cell
is a function of the affinity between the corresponding T-cell Receptor (TCR)
and the ligand times the concentration of that peptide in the APC. To give
strength to the temporal meaning of the TAT dynamics, S is calculated in a per
APC in the lifespan (LS) basis, as shown in Algorithm 1.

The values of K and P of each cell repertoire are updated linearly based
on the combined signal of all the ligands presented by each APC, as described
in Algorithm 2. The use of a linear update of such values gave simplicity to
the model, being at the same time in accordance with the Grossman’s derived
model depicted in [16]. In short, in the presence of a signal (S > 0), K and P
increase till reach its corresponding maximum values (τK and τP ). Otherwise,
they decrease gradually till the basal values (K0 = S0 · τK and P0 = S0 · τP ).
The growth and decline rates are different for both K and P , which leads to
episodes of cell activation when K becomes higher that P .

Grossman also postulated that an immunological response to an APC is usu-
ally not initiated by an individual activated cell, being instead initiated by a
population clones of activated cells. Thus, on an APC processing, an immune
response is initiated if the ratio of the population size of activated cells and
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Algorithm 1. Signalling model adopted
Input: Lpep = List of peptides presented by an APC
Input: Ltcell = T-cell Repertoire
Output: S = signal sent for each t-cell in the repertoire

1 forall the tcell in Ltcell do

2 forall the peptide in APC’s Lifespan (including those in Lpep) do
3 a = distance(peptide, tcell)
4 c = occurrences of peptide in the APC lifespan
5 S+ = Σ(c · a)
6 end

7 end

Algorithm 2. Update of K and P for a T-cell, based on a received signal
Input: S = Stimuli received by a T-cell (calculated in Algorithm 1)
Input: t = Real value corresponding to the speed of response of the system
Output: Updated values for K and P

1 if (S + S0) · τK) > K then
2 K ←MIN((S + S0) · τK,K+ = φK · t)
3 end
4 else
5 K ←MAX((S + S0) · τK,K− = φK · t)
6 end

7 if (S + S0) ∗ τP ) > P then
8 P ←MIN((S + S0) · τP, P+ = φP · t)
9 end

10 else
11 P ←MAX((S + S0) · τP, P− = φP · t)
12 end

those that were bound exceeds a threshold. This thus implies that an immune
response depends always on the decision of a group of cells (committee), instead
of an individual one [16].

3 The TAT Based Framework

A generic AIS framework can be divided into three main functional layers [5]:
a data representation (Section 3.2), an affinity measure distance between the
immune cells receptors and the peptide ligand (Section 3.2) and, finally, an
immune-inspired algorithm that maps the system components with the relevant
biological IS counterparts (Section 3.4). In what follows we describe in some
detail the core building blocks of the TAT-AIS framework, depicted in Figure 2.
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Fig. 2. Building blocks of the TAT-based AIS

Our system is composed by the following three main components: an artifi-
cial data set generator, a parameter set sensitivity analysis module and a TAT
simulator that implements the TAT model previously described, for processing
both training and testing data sets.

The adopted methodology is described as follows. Firstly, using the data set
generator we produce the training and testing data sets according to the pro-
cedure described in Section 3.2. Then we obtain a set of parameters using an
Latin Hypercube (LHC) based sampling method [17] (Section 3.3). Each one of
these parameter set is then evaluated against the training data sets in order to
obtain an optimised parameters set and a list of trained detectors (T-cells) that
are finally confronted with a group of testing data sets, in order to analyse their
behaviour and its performance compared with other competing classifiers.

3.1 The TAT Operation

The TAT simulator requires training, which is comprised by two different steps.
Firstly, we have split the training data set into two sub-data sets: one that is
used for training TAT with normal examples and the other containing a mixture
of randomly interleaved known normal and abnormal examples. We then run
the TAT simulator with the normal examples to obtain a list of self T-cells
that converge to a “P higher than K“ state. Finally we load the obtained T-cell
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repertoire and process the second sub-set. During this phase TAT creates the T-
cells responsible for the detection of abnormal patterns. The resulting repertoire
is then loaded into the system for further processing the testing data set .

3.2 Data Representation

The most relevant immunological players involved in the TAT model and suit-
able to be represented in the artificial framework are peptide ligand, TCR and
APC. Generally speaking, from a machine learning point of view, both peptide
ligand and TCR are patterns and can be represented by strings that bound to
each other by some affinity measure. APC can thus be seen as a list of char-
acters (peptides) representing a behavior (normal or abnormal). Also, APC are
ordered sequentially and tagged into two distinct classes (“Normal” or “Alert”)
for evaluation purposes.

The reason behind the development and deployment of an artificial data set
generator was two-fold. Firstly, we intended to generate simple and easy to un-
derstand artificial data sets with which we could test the model and compare the
results with other classifiers. Secondly, although being simple, we would like the
data sets to be based, as much as possible, on real world phenomena for anomaly
detection purposes. We have thus decided to use the spam Enron data sets [18]
and identify some of its main characteristics and use them for artificial data set
generation. The Enron preprocessed data sets have six personal mailboxes made
public after the Enron scandal. The ham mailboxes belong to six employees and
combinations of five spam data sets were added to the ham data, coming from
different sources [18, 19]. Table 1 describes the distribution of ham and spam
words (average values), considering all the spam and ham messages available for
each mailbox and an identical size for training and testing data sets.

Table 1. Analysis of Enron spam data sets

Data set Words Occurrences Messages Words/Msg. Weight
Ham Training 954 74497 920 78.09 1.81
Ham Testing 140 6906 1838 49.22 1.14

Spam Training 164 7098 954 43.24 1
Spam Testing 117 6114 1907 53.34 1.21

From the Table 1 it is possible to identify the average amount of words in each
example of the listed data sets (column Words/Msg), as well as the proportional
relation of each data set with the data set that has the lowest ratio of words
per message (column Weight). For instance, the ham training data set has 954
different words that appears 74497 times in the 920 messages. Thus, the average
of words per message in the ham training data set is about 78. Comparing to
the data set with the lowest ratio (spam training), the proportional relation is
1.81. To generate the artificial data sets we defined a symbol set of length 8
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for the spam training data set (the one with the lowest ratio) and built the
three remaining data sets according to these proportional weights. Thus, the
symbols sets lengths are 14 (corresponding approximately to 8 times 1.81), 9 (8
times 1.14) and 10 (8 times 1.21), respectively for ham training, ham testing and
spam testing. The Table 2 depicts the symbols sets used to generate the artificial
data sets, based on the analysis described previously.

Table 2. Alphabet used to create the peptides

Symbols Data sets Tag
a b c d e f g h i j k l m n Training,Testing Normal
A B C D E F G H I Testing Normal
1 2 3 4 5 6 7 8 Training,Testing Alert
+ - . _ : ; ? ! = $ Testing Alert

In the data sets described above, both peptide ligand and TCR are represented
by one character and an APC corresponds to a list of characters. The affinity
metric adopted to measure the distance between both peptide ligand and TCR
is the character match (one if equal and zero otherwise). This strategy seemed
appropriate to calculate the affinity between strings of just one character, which
in some way represents words of the email messages. Also, an APC tagged as
normal has all the peptides produced with symbols picked randomly from the
“Normal” alphabets symbols. On the other hand, an APC is labelled as alert if
it has at least one peptide belonging to an “Alert” alphabet symbol.

The data sets generation took into count two crucial parameters: the number
of peptide ligand (characters) per APC, which varies along the data set and the
number and time of occurrence of events for each class (“Normal” and “Alert”).
The values for these two parameters were also randomly generated for each
data set. The following main features could then be observed in the artificially
generated data sets:

• patterns representative of normal behavior appear recurrently, while abnor-
mal ones appear sporadically;

• in the testing phase new unseen patterns representative of normal behavior
start appearing recurrently;

• also in the testing phase, new unseen patterns representative of abnormal
behavior appears sporadically;

• finally, new unseen anomalies are propagated by the conjunction of both
known and unknown patterns, representative of abnormal behavior.

An example of normal and alert APC looks like the following:

apc:38:NORMAL: o d n j i m d h p k c k f l b i c l n k i a a k

apc:39:ALERT: m c 3 3 6 i g n n 6 2 h 6 b e g o j 2 8 f 1 i d 7 p h 2
7 b m a
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For the experiments detailed in Section 4 we generated APC with a maximum
of 200 peptides. The training data set is composed by 2000 APC sequentially
ordered, being the first 75% representative of normal behavior and the remaining
related to known abnormal examples. The testing data set is twice the size of
the training (4000 APC).

3.3 Parameters set Optimisation

The T-cells’ TAT dynamics is based on the parameters described on Table 3.

Table 3. Parameters set

Parameter Range Description Type
τ [0; 1] K and P turnover rate, τP

τK
Optimised

φ [0; 1] K and P slopes rate, φK
φP

Optimised

t [10; 100] Speed of adaptation and response for the IS Optimised
LS [10; 100] Number of APC in the lifespan Optimised
CS [10; 100] T-cell maximum clonal size Optimised
Ct [0.00001, 0.8] Committee threshold. Run time
i update factor to increase/decrease the T-cell CS Fixed=2

S0 Initial signal Fixed=2
CS0 Initial clonal size Fixed=2

a Affinity distance between T-cells and peptides Fixed=1

We used a hybrid approach to choose a sufficiently good performant parameter
set. Firstly, we have listed all the parameters related to the TAT dynamics
(Section 3.5) and its corresponding ranges. Then, we generated an LHC sampling
for the following parameters: τ , φ, t, LS and CS. LHC sampling is a statistical
method developed to generate a distribution of collections of parameter values
from a multidimensional distribution [17]. For our case we sampled the five
parameters into 40 equally probable intervals.

Our model is also evolutionary. So, we defined that Ct will be updated in the
testing phase by using a feedback mechanism described in Section 3.6. Ct starts
with a fixed value (Ct = 0.1) and, as long as the system is having a too high
or too low rate of alerts, this parameter increases or decreases accordingly in a
gradual way.

Finally, using the combinations calculated by the LHC sampling method and
the defined fixed parameters, we run a 10-fold training data set and then cal-
culate the average of the F1-Measure thus obtained. This measure is a score of
accuracy that considers both the precision p and the recall r, being calculated by
F1 = 2 · precision·recall

precision+recall [20].
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At the end of the 10-fold training process we obtain a good LHC’s candidate
multidimensional “square”, that corresponds to the parameters set with which
we obtained the best performance thus far. Depending on the accuracy level, the
sampling process can be recursively repeated with an even more strict hypercube,
to try to obtain an even more refined parameter set of values that can produce
better results.

3.4 General Algorithm

The algorithm 3 describes the TAT processing of each APC. It receives a list of
peptides (Lpep) and the up to date list of T-cells (Ltcell) with its corresponding
K and P values.

At each given moment, each T-cell will be stimulated with a signal that corre-
sponds to the sum of signals sent by each affinity-specific peptide. If there is not
a T-cell that bounds with a peptide, then a new one is created with the TCR
being the string representative of the peptide ligand. After processing all the
peptides of the APC, the system calculates the amount of clonal size for both
bound and active T-cell. If the ratio between both values is above a threshold
(Ct), then the system raise an alarm and increases the clonal size of all the
activated cells. Otherwise, the clonal size is decreased (Section 3.5).

3.5 Clonal Size Update Procedure

In our model the clonal size (CS) of each cell corresponds to an integer that
varies between an initial value (CS0) and a maximum (CSmax). The clonal
size update procedure in each processing phase is depicted in Table 4. We also
introduced the meaning of committee as being the clones population of cells that
bound with a certain specificity the peptides ligand presented by an APC.

In each processing phase, the decision rule is thus based on the ratio between
the cells of the committee that are activated and those that simply bond with
the peptide ligand but remains quiescent. In the training phase, the learning
procedure is supervised and the clonal size of activated T-cells (K > P ) in-
creases if the committee decided in favor to trigger a response. Otherwise, the
CS decreases. The testing phase is unsupervised and the clonal size update is
based on the APC classification made by the system in each moment. In general,
this CS update mechanism allow that sporadically activated T-cells converge to
a maximum value (CSmax) and the recurrently stimulated (but not activated)
ones may have a clonal size near CS0. For the sake of simplicity the following
assumptions was made: the increment factor is fixed, i = 2 and CS update is
made linearly (CS ± = i)

3.6 Feedback Control Mechanism

The evolutionary tuning of committee threshold is as follow: Ct starts with a
predefined value (Table 3). Then, in each APC processing, if the number of
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Algorithm 3. General TAT algorithm
Input: Ltcell = T-cell Repertoire
Input: Lpep = List of peptides presented by an APC
Input: At = Affinity Threshold
Input: Ct= Committee Threshold
Output: Classification of the artificial APC: Normal or Alert

1 Tbind = ()
2 Tactive = ()
3 CSbind = 0
4 CSactive = 0

5 forall the tcell in Ltcell do
6 S = 0
7 forall the UNIQUE(peptide) in Lpep do
8 a = distance(peptide, tcell)
9 c = occurrence of peptide ligand in the APC lifespan

10 if a >= At then
11 S+ = Σ(c · a)
12 ADD(Tbind, tcell)

13 end
14 end
15 UpdateTCell(t,S) (according to Algorithm 2)
16 end

17 forall the tcell in Tbind do
18 if K >= P then
19 ADD(Tactive, tcell)
20 end
21 end

22 CSactive = ΣClonalSize(Tactive)
23 CSbind = ΣClonalSize(Tbind)

24 Status = Normal
25 if CSactive/(CSbind+CSactive) >= Ct then
26 Status = Anomaly
27 end
28 ReportStatus()
29 UpdateClonalSize(Status) according to the procedure described on Section 3.5

triggers observed so far exceeds a preliminary threshold, then the value for Ct
is incremented. Otherwise, if there is no trigger during a long period, the Ct
decreases. The number of acceptable triggers and the values used to increase or
decrease the parameter Ct should be domain-dependent. In the experiments we
defined 10% as being an acceptable value for the alerts. We imposed that Ct
should vary between 0.00001 and 0.8 and its value depends on the observations
made to the system in run time.
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Table 4. Clonal size update process

Normal Known Alerts Testing
K>P P>K K>P P>K K>P P>K

Supervised
Tag=”NORMAL“ ↗ ↘ ↘ ↘
Tag=”ALERT“ ↗ ↘
Unsupervised
Trigger an alert ↗ ↘
Silent mode ↘ ↘

4 Experimental Evaluation and Results

Our working hypothesis is that the deployed TAT based model can be able to
recognise new unseen patterns and also to further distinguish between those that
are considered self from others included in APC related to abnormal activities
and should be identified as non-self. In order to validate our model we compared
the results obtained with a non-evolutionary SVM classifier.

For both TAT and SVM algorithms we used the following methodology. Firstly,
we trained the system with a 10-fold training data set. Then we manage to
process the testing phase with ten different data-sets. Finally we evaluate the
performance obtained by each detection algorithm.

4.1 TAT Parameters

We run the parameters optimisation methodology described in Section 3.3 and
obtained the parameters set listed on Table 5. The table shows the performance
obtained during the training phase (average of the 10-fold training processing)
considering the affinity as being the full match of each TCR with each peptide
ligand presented in the APC.

Table 5. The parameters set with the best performance during the training phase

τ φ T LS CS Ct Accuracy Precision Recall F1
0.78758 0.25646 25 99 24 0.1 0.98 1.00 0.92 0.96

4.2 Results

Table 6 depicts the results obtained with both TAT and SVM implementations.
The table clearly shows the performance obtained for accuracy, precision, recall
and F1 score for both TAT and SVM processing.
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Table 6. Results obtained with TAT and SVM processing

TAT SVM
Dataset Precision Recall F1 Precision Recall F1

1 0.98 0.75 0.85 1.0 0.72 0.84
2 0.98 0.67 0.8 1.0 0.73 0.84
3 0.99 0.75 0.85 1.0 0.75 0.85
4 0.98 0.76 0.86 1.0 0.71 0.83
5 0.99 0.78 0.87 1.0 0.73 0.85
6 0.97 0.76 0.86 1.0 0.74 0.85
7 0.96 0.85 0.9 1.0 0.72 0.84
8 1.00 0.70 0.82 1.0 0.71 0.83
9 0.98 0.72 0.83 1.0 0.67 0.80
10 0.97 0.77 0.86 1.0 0.76 0.86

Mean 0.98 0.75 0.850 1.0 0.72 0.839

5 Discussion

We have observed that TAT-AIS has interesting properties for anomaly detec-
tion, provided the following basic generic requirements are true: normal behavior
is frequent and abnormal behavior is sporadic in time. By frequent we mean a
pattern that repeatedly stimulates a set of T-Cells that through time, by the
TAT dynamics, stabilizes its enzymatic values (P > K). On the other hand, by
sporadic we mean a pattern that stimulates intermittently a set of T-Cells with
such a signal that implies its activation (K > P ).

Our aim was to validate the appropriateness of using TAT to detect new
previously unseen patterns and also to distinguish them between those that cor-
respond to unseen “normal” and “abnormal” behaviors. We have also compared
the results obtained with a non-evolutionary SVM classifier. The results show the
competitiveness of TAT when comparing it with SVM. The F1-measure varies
between 80% and 90% in TAT. In SVM the results are in the range of 80%
and 86%. In general SVM has no false positives (Precision=100%) but not all
the new alerts are correctly identified. On the other hand, TAT has some false
positives (mean of Precision is 98%) but the recall is slightly higher than the
SVM.

The performance advantage obtained with TAT-AIS is very tiny, when com-
pared with the non-evolutionary SVM classifier. However, based on these em-
pirical results, we believe that our model can compete with other approaches on
the self-non-self distinction for dynamic environments that tend to change grad-
ually throughout time their normality behavior profile. In this paper we were
not aware with the performance of the speed of classification. However, in these
experiments we observed similar execution times with both models.
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6 Conclusions

In this paper we have presented a generic TAT-based AIS framework for anomaly
detection and described its main architectural components. We have also pre-
sented some results obtained with artificially generated data sets of predefined
patterns resulting from normal and abnormal behaviors. Also, we have compared
the TAT performance with a non-evolutionary SVM classifier.

The results thus obtained with the AIS are very satisfactory, achieving a high
rate of detection and a low level of false positives on the stochastic data sets we
have produced.

We are well aware that these stochastic data sets were artificially generated
and are most certainly not completely representative of real world phenomenons
like the data sets we could obtain with email spam collections. We have however
already obtained some preliminary good results with this TAT-based framework,
applied both to more complex stochastically generated data sets [21], as well as
to network intrusions detection with real network traffic [22]. The research done
so far give us confidence on the use of TAT based AIS framework to imple-
ment behavior based anomaly detection systems, where the temporal meaning
of events is relevant, like spam and intrusion detection. The ongoing research
is now on using the model and the framework presented to process the original
Enron spam data sets and to compare its performance with the SVM classifier.
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Abstract. Molecular communication is a promising technique for mi-
crochannel systems. In this paper, various microchannel molecular
communication schemes are simulated and analyzed using information
theory, including molecular motors and Brownian motion with drift. Re-
sults suggest Brownian motion with drift can deliver excellent perfor-
mance, depending on the drift velocity.

Keywords: Molecular communication, microchannels, information
theory.

1 Introduction

Molecular communication [1] is a new field of communication where instead of
electric currents or electromagnetic waves, patterns of molecules are used to
transfer information from a source (transmitter) to a destination (receiver). In
this paper, we consider propagation media that are confined fluid environments
with small dimensions in the order of micrometers, known as a microchannel.
Molecular communication is a promising technology for passing control and in-
formation messages in microchannel and lab-on-chip systems [2].

In this paper we focus on the communication-theoretic and information-
theoretic aspects of molecular communication. Notable works in this direction
include a general formulation of molecular communication as a timing chan-
nel under Brownian motion [3,4], an analysis of information transfer rates us-
ing molecular motors[5,6], mathematical channel models for continuous diffusion
[7], and a simple model comparing the achievable information rates of passive
transport using Brownian motion to that of active transport using microtubule
filaments moving over a molecular motor track [8].

Our main contribution in this paper is to compare the mutual information
of molecular communication systems in microchannels. Mutual information is
a key parameter of a communication system, as it is the highest rate at which
information can be reliably transmitted [9]. This paper extends our previous
work in [8], with the following two novel aspects. Firstly, and more importantly,
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we focus primarily on active forms of propagation in this paper: molecular mo-
tors (which convert chemical energy directly into kinetic energy), and Brownian
motion with positive drift (which requires an external driving force to maintain
the average motion of the fluid medium). Drift was not considered in our pre-
vious work. Secondly, our analysis in this paper uses much more sophisticated
propagation models than that in our previous work. In particular, for Brownian
motion, this paper simulates three-dimensional motion (versus two-dimensional
motion in [8]), and for molecular motors, we use a more realistic model for vesicle
loading of microtubules. Thus, our results move closer to a complete quantitative
analysis of the microchannel molecular communication system.

2 Simulation Environment and Models

Our simulation environment is similar to the one in [8,10]. We use a rectangular
propagation environment (with rounded corners), consisting of a strip loading
zone and an unloading zone. Regardless of the propagation model, message-
bearing vesicles originate at the loading zone, and propagate until they arrive
at the unloading zone. If passive transport is used, information carrying vesicles
follow a Brownian motion path from the loading zone to the unloading zone. If
active transport is employed, mictotubule filaments moving over molecular motor
tracks that cover the whole environment, pick up and transport the information
carrying vesicles from the loading zone to the unloading zone. The reader is
referred to [10] for detailed explanation of this process.

For Brownian motion, we perform a three-dimensional discrete-time simula-
tion of information carrying vesicles, based on a simulation scheme from [11].
Given some initial position (x0, y0, z0) at time t = 0, for any integer k > 0,
the motion of the vesicle is given by the sequence of coordinates (xi, yi, zi) for
i = 1, 2, . . . , k. Each coordinate (xi, yi, zi) represents the position of the particle
at the end of time t = iΔt, where

xi = xi−1 + vfxΔt+Δr cos θi cosφi, (1)

yi = yi−1 + vfyΔt+Δr sin θi cosφi, (2)

zi = zi−1 + vfzΔt+Δr sinφi, (3)

where vfx , vfy , and vfz are flow velocity components in the x, y, and z direction.
Further, over each time interval of Δt, the molecule’s displacement Δr is given
by

Δr =
√
4DΔt, (4)

where D is the free diffusion coefficient. For a given molecule and fluid propaga-
tion environment, D is given by

D =
kBT

6πηRH
, (5)

where kB = 1.38 · 10−23 J/K is the Boltzman constant, T is the temperature
(in K), η is the dynamic viscosity of the fluid, and RH is the hydraulic radius
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of the molecule. We assume that D is the same throughout the medium, and
that collisions with the boundaries are elastic. In [11], values of D ranging from
1-10 μm2/s were considered realistic for signalling molecules. The angle, θi is
an independent, identically distributed (iid) random variable for all i, uniformly
distributed on [0, 2π). The angle φi is also a iid random variable, uniformly
distributed on [−π/2, π/2). Figure 1 shows a sample simulation run.
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Fig. 1. A sample Brownian movement of a vesicle in three dimensions

For molecular motors, as in [10], we assume that the microchannel is lined
with static kinesin motors, and that these motors cause microtubule filaments to
propagate along their surface. The motion of the microtubule is largely regular,
although the effects of Brownian motion cause random fluctuations. We use a
simulation scheme from [12], noting that microtubules stick to the motor-lined
surface, so a two-dimensional discrete-time simulation is sufficient. In this case,

xi = xi−1 +Δr cos θi, (6)

yi = yi−1 +Δr sin θi. (7)

In this case, the step size Δr is an iid Gaussian random variable with mean
vavgΔt and variance 2DΔt, where vavg is the average velocity of the micro-
tubule, and D is the microtubule’s diffusion coefficient. The angle θi is no longer
independent from step to step: instead, for some step-to-step angular changeΔθ,
we have that

θi = Δθ + θi−1. (8)

Now, for each step, Δθ is an iid Gaussian-distributed random variable with mean
E[Δθ] = 0 and variance Var[Δθ] = vavgΔt/Lp, where Lp is the persistence length
of the microtubule’s trajectory. In [12], these values were given as vavg = 0.85
μm/s, D = 2.0 · 10−3 μm2/s, and Lp = 111 μm. Following [12], in case of a
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collision with a boundary, we assume that the microtubule sets θi so as to follow
the boundary.

The loading and unloading mechanics are assumed to be the same as those
proposed in [10]. Initialization, loading, and unloading have certain differences
between Brownian motion and the molecular motors. We briefly outline the
differences.

For Brownian motion, the vesicles start randomly and uniformly on the (x, y)
plane of the loading zone, but z is set to the maximum vertical height (i.e., the
molecule is “dropped” onto the microchannel). Furthermore, the vesicles start
moving in Brownian motion as soon as they appear in the microchannel, so there
is no need for loading. The propagation halts (“unloading”) as soon as the vesicle
arrives at the unloading zone.

For molecular motors, the vesicles are attached to the loading zone and do not
move until they are picked up by a microtubule filament. The starting location
of the microtubule is assumed to be random and uniformly distributed across
the entire propagation area. Moreover, the initial directional angle θ0 is selected
uniformly at random from the range [0, 2π], and microtubules are assumed to
be initially unloaded.

In order to capture the loading effect of active transport, in our simulations
we divide the loading zone into a square grid, where the length of each square
in the grid is the same as the diameter of the vesicles. We then distribute vesicle
randomly and uniformly between the squares in the grid. If a microtubule enters
a square which is occupied by a vesicle, we assume the microtubule loads that
vesicle given it has an empty loading slot available. In general, we assume that
the microtubules can load multiple vesicle and the maximum number of vesicles
a microtubule can load is given by half of its length divided by the diameter
of the vesicles. For unloading we assume all the loaded vesicles are unloaded
as soon as a microtubule enters the unloading zone. Figure 2 shows a sample
trajectory with the loading and unloading mechanism.

Fig. 2. A sample trajectory of active transport. The microtubule initially starts to the
right of the unloading zone (box on the right side of the microchannel), and moves to
the left (red trajectory). It passes through the loading zone (grid with empty yellow
tiles and vesicle-bearing blue tiles) without encountering a vesicle, then passes through
again, loading a vesicle. The loaded microtubule (green trajectory) then travels toward
the unloading zone, where the trajectory terminates.
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3 Simulation Results

We consider a microchannel with a width of 20μm, a length of 60μm, and height
of 10 μm, as shown in the figure. The width of the loading strip and the unloading
strip are assumed to be 5μm each. The diameter of the information carrying
vesicles are assumed to 1μm and as the results the loading strip is divided into
squares of 1μm length forming a grid over the loading zone. In case of the
Brownian motion, the hight of the unloading zone is assumed to be 23nm since
an unloading mechanism based on ssDNAs is considered.

Throughout our simulations, we use Δt = 0.1s. For Brownian motion, that
the x axis is along the length of the microchannel, we set vy = vz = 0, and use
various values of vx. either vx = 0.3 μm/s, or zero (for comparison); we also
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Fig. 3. Mutual information versus maximum number of vesicles at loading zone for
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(MT); Brownian motion (BM); Brownian motion with flow (BM Flow, at the given
velocity).
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use D = 1 μm2/s. For molecular motors, we consider only a single microtubule
(which may transport up to five vesicles at once), using the parameters given in
Section 2. Performance should improve as the number of microtubules increases.

We use the Blahut-Arimoto algorithm to optimize the input distribution of
vesicles, which is upper bounded by the parameter Xmax. Figure 3 shows the
mutual information versus maximum number of vesicles at the loading zone for
time duration of 1000 seconds. As we can see introducing a small flow increases
the information rate of Brownian motion significantly. However, for higher values
of flow (e.g., vx = 0.3), performance declines; given our setup, this is because
the vesicle speeds past the unloading zone. Overall Brownian motion with flow
achieves a much higher information rate than both simple Brownian motion and
active transport using a single microtubule.
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Abstract. In this paper we present a tactical defense infrastructure for
mission survivability based on three core inspirations from biological sys-
tems: multi-potentiation, feedback mechanisms, and redundancy. In tac-
tical operational environments, these concepts may be realized through
a combination of capabilities that include (1) dynamic allocation of re-
sources for mission execution, (2) detection and identification of attacks
and their effects, and (3) information sharing for system adaptation. As
a proof-of-concept we introduce an extensible, multi-layer defense in-
frastructure inspired in the self-organization and resilience properties of
biological systems. Two defense strategies are considered to validate the
proposed model: a fast response consisting on rebooting a compromised
system from a reference system image; and a slower response involving
a process of identification of the attack, which then allows the node to
change its base configuration and reboot to a state that is potentially
immune to the same attack. Our experimental results show that the sec-
ond strategy improves the overall resilience of the system for ongoing
attacks after an initial exposure phase.

Keywords: Organic Computing, Biologically-Inspired Resilience, Tac-
tical Networks, Resilient Systems, Distributed Control.

1 Introduction

One of the hallmark characteristics of biological systems is their capacity to
adapt and evolve to environmental changes and competing pressures from peers
and adversaries. Self-organization and adaption happens at all levels of scale and
complexity, from intra-cellular signaling through larger scale biological systems
and social interactions between individuals and groups.

In order to adapt, systems must be able to interact with the environment
and respond to localized damages or perceived threats. In a general sense, this
goal can only be accomplished if the system is capable to sustain some level
of damage, allowing it to perceive, identify and adapt to the problem. These
are capabilities that enable biological systems’s intrinsic resilience to external
attacks and environmental conditions. Similarly, in our view, mission critical
infrastructures should be able to seamlessly absorb localized attacks with mini-
mum impact to the ongoing tasks, while isolating and responding appropriately.
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In this paper we introduce a multi-layer defense infrastructure that realize these
capabilities for a mobile tactical environment.

2 An Organic Computing Approach to Mission
Survivability

The concept of organic computing [1] has been recently introduced to repre-
sent and control a computational systems as a living organisms, capable to self-
organize, regulate and adapt in order to survive and achieve its goals.

For tactical operational settings, mission survivability is often defined as the
ability to maintain the execution of the mission, even under unexpected adverse
conditions, localized failures, or attacks. A system capable to identify local fail-
ures and block external attacks in a timely manner is thought to be capable to
maintain the execution of its mission-critical applications to their successful and
timely completion.

The problem is further complicated in tactical environments, where the lack of
a fixed coordination infrastructure, the tenuous definition of system boundaries,
and the dynamic nature of the computation and communication infrastructures
make it very difficult to rely on conditional approaches to improve system re-
silience. The security requirements for tactical operation environments are sig-
nificantly different than those normally defined for infrastructure networks [2],
requiring new approaches for system defense and mission assurance.

For such environments, the system’s defense infrastructure must be as fluid
and adaptive as the system itself.An adaptive defense infrastructure for tactical
MANETs must be able to learn from successful attacks, by quickly identifying,
localizing and isolating the attack to devise a defense at runtime, while ensuring
that overall mission requirements continue to be met.

3 Mission Survivability in Tactical Environments

In the context of this work, a mission is defined as an ordered set of tasks that
must be performed by the computational environment in a timely fashion. While
there have been several approaches for mission modeling and representation,
including standards such as Business Process Modeling Notation (BPMN) [3],
for the sake of simplicity we will choose to describe a mission simply as an array
of symbols, where each symbol represents a task and the order defines their
interdependencies.

As illustrated in Figure 1, node 1 is tasked with the mission described by the
sequence AFG, where each of the symbols represent a self-contained task for the
mission. For a tactical service oriented architecture (SOA), the orchestration of
services A, F and G must be carried out on the fly, with minimum cost and
coordination overhead, and maximum performance possible. In Figure 1, three
nodes collaborate to jointly execute the mission, each of them handling one of
the sub-tasks A, F and G.
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Fig. 1. Distributed mission execution through runtime distribution of tasks

The allocation of resources for task execution is handled by resource coordina-
tion and orchestration services. In tactical network environments, the allocation
of services must account for the unreliability of links and topology dynamics
[4]. The defense of such infrastructures, however, is not a trivial task. There are
multiple attacks at the network [5] , access control [6], physical [7] and also at
the host level. In this environment, nodes must be able to detect, isolate and
identify a problem that may affect the performance of the mission. These tasks
must be carried while maintaining mission execution with minimal disruption.

4 Defense Infrastructure for Mission Survivability

Our proposed defense infrastructure is composed of three components (Figure
2). The first component manages the dynamic allocation of resources for mission
execution. The second component is responsible for detection and identification
of the potential attack. The third component coordinates the sharing of infor-
mation about the attack, ensuring that a collective response (if appropriate)
can be enforced, and that nodes that are functionally similar to the victim can
be reconfigured to prevent a similar attack. A collective response to an attack
may include, for instance, modifications in routing weights to disfavor the use of
nodes that may have been compromised.

While simultaneously supported and coordinated, the proposed defense infras-
tructure must be loosely couple to prevent a cascade failure in the even that one
of the components becomes temporarily impaired or permanently compromised.
As conceived, the coordinated operation of all three components is necessary
to enable a comprehensive response and system resilience, each component will
also operate independently with limited performance gains, ensuring a graceful
degradation of the survivability infrastructure itself.

Automatic resource and service re-allocation in response to localized failures
is common practice in Grid environments, and has also been previously proposed
for enterprise [8] and tactical [9] environments. However, in general, a change in
allocation strategy happens only when degradation (or failure) has taken place
and the impact on the mission has been noted, there’s generally no predictive
re-allocation based on increased risk of an attack or failure, learned at runtime
from novel attacks. Our proposed approach leverages and extends such dynamic
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Fig. 2. Multi-layer approach to organic resilience

allocation strategies in the literature to enable proactive reallocation based on
online risk estimation.

In the general case, attacks are detected indirectly, through their effects on
the mission (effects-based detection),but there are related research efforts on
mission mapping [10] that can also provide a better assessment of the impact of
localized failures to the overall mission by matching the mission workflow with
resource requirements and availability.

There are then two possible defense strategies for a node that has detected
local damage. The first strategy takes significantly less time, and consists on
rebooting from a reference system image, but this strategy yields no details
about the attack. The node reboots just as vulnerable to the attack as it was
before the detection. The second strategy involves a process of identification of
the attack, which then allows the node to change its base configuration and
reboot to a state that is potentially immune to the same attack.

5 Experimentation Setup and Simulation Environment

The proposed approach was implemented and evaluated in NS3. The simulations
were executed over synthetic scenarios with random topologies and random mo-
bility models and also over scenarios based on a dataset collected from a live
exercise at the US Army National Training Center (NTC). The NTC dataset
describes a 24-hour long exercise including approximately 480 nodes between
friendlies and enemies. In addition to providing a realistic operational scenario,
the NTC dataset includes the mobility information of all participating nodes,
and has been used in other research efforts for mobility modeling.

Each scenario was executed with 20 different seeds and the results were av-
eraged out across those seeds. The metric of interest for comparing results on
similar scenarios is the percentage of completed missions at any given moment of
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the simulation. First a baseline was computed by running all the scenarios with
no attacks during the whole simulation. This baseline metric provides the upper
bound for the operational limits of the system, and it is labeled as Baseline in
the result charts. It illustrates the performance of the system (in terms of num-
ber of completed missions) under normal operations. A second baseline metric
(labeled as Baseline No Reboot) provides the lower bound for the operational
limits of the system.

In addition to a short term response (second baseline), an adaptation strategy
can be used to enhance the resilience of the system to subsequent attacks. One
strategy is to randomize the configuration of re-instantiated services and nodes.
A second approach is to provide an immunization capability that will drive the
mutations of re-instantiated servers to become resistant to previous attacks. In
our experiments, we have opted for an immunization strategy.

Fig. 3. Results for static scenario of 20 nodes

Figure 3 shows the results for the static scenario (no mobility). The results
series labeled as Identification Reboot and No Identification Reboot represent
the results for the strategies with and without immunization, respectively. In
the first case, nodes detect and identify the attack and then reboot from a
previously known safe state in order to maintain mission requirements. The
attack detection happens indirectly (through the effects of the attack) and the
identification happens by correlating the detection with the current state of the
node (represented as a short string). The process takes some time, during which
the services provided by the node are degraded.

In the second case (immunization), the node identifies a “mutation” strategy
that is likely to make it less vulnerable to the same attack. For our simulations,
the state of a node is represented by its 4-bit DNA sequence and defines how
vulnerable a node is to a given attack. The immunization process involves having
a node that has been attacked to announce its current DNA to its peers, which
will drive “similar” nodes to mutate in order to become resistant to the attack.
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A 4-bit DNA in this example represents, for instance different OS and software
combinations (Web Server and libraries) of a functional node.

In the scenario illustrate in Figure 3, the strategy involving immunization
starts with results close to the non-immunization strategy but then it improves
until getting close to the upper operational boundaries of the system. Figure 3
shows how the p-value changes across time for a t-test of difference in percentage
of completed missions for the immunization and no-immunization strategies. The
dotted line in the chart represents the p-value of 0.05, for a confidence interval
of 95%. So, approximately 300 seconds into the simulations (around 100 seconds
after the attacks start), the difference in performance between the two defense
strategies becomes statistically significant.

Figure 4 shows a different network scenario created from a subset of the
National Training Center (NTC) dataset consisting of the last 2 hours of two
relatively small areas with 28 nodes. The 2 hours of the scenario were compressed
into 1200 seconds, to have the same number of missions as for the synthetic
scenarios.

Fig. 4. Results for NTC scenario of 28 nodes

Out of the total number of nodes in the scenario, 12 nodes are selected as
attackers, and 10 of the remaining nodes are issuing missions to be executed
roughly every 2 seconds until completing 400 missions each. The missions and
the attacks have the same characteristics as for the synthetic scenarios. Like int
he previous case, the NTC scenarios were also executed with 20 different seeds
and the results were averaged out across those seeds. In this scenario the system
performance starts improving, but then it shows a small decrease. This is due
to the fact that the topology starts with a few isolated clusters and then, due
to mobility some of these clusters get connected, providing temporarily more
resources to execute missions, but later a few get disconnected again, degrading
the performance again.
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In general, as illustrated in our preliminary results, the immunization strategy
provides a gain after some initial period of time in comparison with a simply
reactive approach. The results depended on the time required for the identifi-
cation of the attack and definition of the adaptation strategy. For our tests we
estimated an arbitrary relationship of one to four. Meaning that if the time re-
quired for detecting the damage from an attack is one second, the time required
to identify the attack for immunization is four times longer. In our results, the
simple response strategy No Identification Reboot requires only the detection,
while the immunization strategy Identification Reboot requires the identification
of the event. The objective in this example is defined as the overall number of
missions executed by the system and since each mission has a time to live, it
implicitly includes the time requirements for mission execution.

It is important to note that the balance between the time required to learn and
disseminate an immunization strategy, the time required for damage detection
and the rate of attacks will play an important role on defining the appropriate
strategy (or mixture of strategies) in a more general case. While we envision
simple approaches for choosing different strategies for different operational con-
ditions, we have not yet fully evaluated these effects, which will be part of our
continued work in this topic.

6 Conclusion and Future Work

In this work we presented a defense infrastructure that loosely couples a fast-
response mission management capability with a threat isolation, identification
and mitigation capability operating, in coordination, at a slower pace.

While the infrastructure has been designed for improved mission survivability,
it is important to highlight that our approach is vulnerable to other attack
strategies, which must be managed by complementary capabilities.

As future work, we would like to explore other mission allocation approaches
that provide better online risk estimation. For example, other approaches using
distributed reinforcement learning have been used with promising results [11].

It would be also of interest to investigate the use of distributed anomaly de-
tection strategies for isolating malicious nodes and finding the root causes of the
attacks in a coordinated fashion. This type of strategies might help mitigate some
vulnerabilities of the infrastructure, like detecting a slow overall degradation of
the infrastructure.
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Abstract. Molecular communication provides a direct method for interfacing 
living cells via transmission of chemical signals. Here we report our recent 
result of developing a novel molecular communication method based on the 
cellular event called autophagy. The method currently under investigation uses 
micrometer-sized objects coated with bio-reactive molecules as information 
carrying molecules, which are selectively incorporated into and decoded within 
biological cells. This short paper briefly describes the method, experimental 
results, and theoretical model for the molecular communication method based 
on autophagy. 

Keywords: Molecular communication, biological machines, autophagy.  

1 Introduction 

A promising material to design and engineer biological machines for molecular 
communication is biological cells [1]. The biological cells are by nature capable of 
recognizing, synthesizing, and processing chemical signals, and they can be 
genetically modified to implement necessary functionality for molecular 
communication (e.g., the distance estimation protocol [2]). The approach of using 
biological cells for specific applications is often employed in synthetic biology; the 
early work includes the establishment of sender and receiver cells using genetically 
modified E. coli (a bacterium) that collectively perform programmed pattern 
formation for tissue engineering [3]. 

Our recent efforts are focused on developing a biologically compatible interface 
with eukaryotic cells. A key cellular event being studied is autophagy in which 
unwanted molecular components are detected, captured, and degraded within the cells 
[4]. The process of autophagy can be induced with chemical signals that are 
externally applied (information carrying molecules in Fig. 1), and thus it can be used 
to provide an interface between the cell and the outside environment. After the 
information carrying molecule is captured in the cell, the process of autophagy starts 
decoding the information, which for instance leads to the formation of a membrane 
around a specific area in the cell.  
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Fig. 1. Molecular communication through autophagy processes 

2 Results 

Our experiments using eukaryotic (and nonphagocytic) cells have identified the 
conditions to artificially induce autophagy processes, which have been successfully 
monitored by live cell imaging [4]. The molecular mechanisms of autophagy 
processes are now being investigated by further experiments as well as modeling and 
simulation. 
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Abstract. This paper formulates a prioritized data gathering prob-
lem in noisy wireless sensor networks (WSNs) and solves the problem
with a noise-aware evolutionary multiobjective optimization algorithm
(EMOA). Unlike existing local search heuristics, the proposed algorithm
can seek the Pareto-optimal routing structures with respect to conflict-
ing optimization objectives. Simulation results demonstrate that the pro-
posed algorithm outperforms a traditional EMOA in a noisy WSN.

Keywords: Wireless sensor networks, Data gathering protocol, Noisy
multiobjective optimization problem, Genetic algorithm.

1 Introduction

Data gathering is one of the most fundamental tasks in wireless sensor networks
(WSNs): collecting sensor data from all of, or a subset of, sensor nodes in the
network on a periodic or on-demand basis [1, 2]. It it known that a problem of
finding the optimal data gathering solution(s) is NP-complete [2]. This paper
focuses on a prioritized data gathering problem in multi-hop and semi-static
WSNs. The problem is to construct the routing structures for fixed-sized query
packets to visit a subset of nodes in the network, starting and ending at the
base station, transmit query packets through the constructed routing structures
to collect sensor data from visited nodes, and deliver collected data to the base
station. In this problem, different priorities are given to different nodes; higher
priorities indicate higher requirements for query packets to visit.

This paper describes a data gathering protocol, called DGP Boston (DGPB),
which uses source routing to seek the optimal routing structures for prioritized
data gathering in WSNs. DGPB is designed to make two key contributions.
First, DGPB seeks the Pareto-optimal routing structures with respect to mul-
tiple conflicting optimization objectives such as data yield, latency and energy
consumption. Since optimization objectives often conflict with each other in
WSNs [3], it is important to examine the optimal trade-offs (i.e., Pareto optima)
among those objectives. However, as discussed in Section 5, no existing data
gathering protocols do not study that. The second contribution of DGPB is that
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it considers noise in environmental and protocol parameters such as packet loss
rate and node priority. No existing data gathering protocols assume noise in their
parameters. (See Section 5.) This paper describes and evaluates an evolutionary
and noise-aware multiobjective optimization algorithm in DGPB.

2 Problem Statement

This paper uses the following notations to state a data gathering problem in
question. A WSN is considered as a graph G(N,L).

– N = {n0, n1, ..., nm} is a set of nodes in G, where n0 is the base station.
N ′ = N − {n0} is a set of m sensor nodes. This paper assumes semi-static
WSNs [4, 5]; nodes are stationary and |N | does not change dynamically.

– M ⊆ N ′ is a set of nodes that query packets gather data from. It is referred
as a measurement set. M is chosen manually or via techniques such as [6,7].

– L = {(ni, nj)|ni, nj ∈ N ; i �= j} is a set of links in G. A link is established
from ni to nj if ni can directly transmit a packet to nj without intermediate
nodes. Thus, nodes in G are not fully connected with L.

– rij is the packet loss rate on a link (ni, nj). Due to the asymmetric nature
of link quality, rij = pij × pji, where pij denotes the loss rate to transmit
a packet from ni to nj . tij = 1

(1−pij)×(1−pji)
is the expected number of

transmissions, including transmission retries, to successfully deliver a packet
on (ni, nj).

– GM (M,P ) ⊆ G is a graph that consists of M . P = {(ni, nj)|ni, nj ∈M ; i �=
j} is a set of paths in GM . A path is a sequence of one or more links in L. It
is established as the minimum loss rate path from ni to nj if ni can transmit
a packet to nj through a single-hop or multi-hop path. Thus, nodes in GM

are fully connected with P .
– di is a demand (or priority) assigned to ni ∈M .
– g is the number of query packets used for data gathering. Each packet can

carry a limited size S of data due to the limitation of packet size. This is a
constraint on how many nodes a packet can collect data from.

– Rq is a route that a query packet q follows to gather data through the paths
in P . It is a sequence of nodes in M , starting and ending at n0. lRq is the
number of links in Rq. TRq =

∑
n,n′∈Rq

tnn′ is the expected total number of

transmissions to route a packet in Rq. (n
′ is the next hop node of the node

n in Rq.) R = {R1, R2, ..., Rq, ..., Rg} is a route set.

A data gathering problem this paper addresses is to find a set of Pareto-optimal
route sets that minimize the following objective functions:

1. Latency: indicates the time required for data gathering. It is computed as
max {TR1 , ..., TRq , ..., TRg}.

2. Per-demand energy consumption: indicates the amount of energy consumed

to collect a unit demand. It is computed as
∑

Ri∈R TRi /∑
Ri∈R

∑
j∈Ri

dj
.

3. Per-hop packet loss rate: indicates the average packet loss rate in a route set.

It is computed as
∑

Ri∈R

∑
n,n′∈Ri

rn,n′/∑g
i=1 li , where n

′ is the next hop node
of the node n in Ri.
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3 DGP Boston

DGPB’s algorithmic structure follows NSGA-II, an existing evolutionary multi-
objective optimization algorithm [8]. Due to space limitation, this section focuses
on a set of extensions that DGPB makes on NSGA-II.

3.1 Individuals

In DGPB, each individual is a variable-length representation of packet routes as
shown in Fig. 1. It encodes the number of routes (i.e., the number of packets)
and the order of nodes visited by each packet.

Fig. 1. An Example Individual Fig. 2. Mutation Operators

3.2 Crossover and Mutation Operators

BGPB adopts partially-mapped crossover (PMX) [9] as its crossover operator. It
also uses the following eight mutation operators. (See Fig. 2 for four of them.):

– Add : randomly chooses a node from the measurement set and inserts it to a
randomly-selected place in a randomly-selected route. This operator ensures
that the inserted node is not redundant with the other nodes in the route.

– Delete: removes a randomly-selected node from a randomly-selected route.
– Exchange: randomly chooses a node in a randomly-selected route and re-

places it with a node selected from the measurement set randomly. This
operator ensures that the new node is not redundant with the other nodes
in the route.

– Swap: exchanges the positions of two randomly-selected nodes in a route,
which is also selected randomly.

– Inversion (2-OPT): randomly chooses two cut points in a randomly-selected
route and reverses the the order of nodes between the cut points.

– Partial swap: randomly selects a subsequence of nodes in each of randomly-
selected two routes, and swaps two subsequences between the two routes.
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– Merge the shortest routes : identifies the two shortest routes and appends one
of them to the other.

– Split the longest route: identifies the longest route and splits it to two routes
at a randomly-chosen point.

DGPB classifies these eight mutation operators to three categories. The first cat-
egory consists of Add, Delete and Exchange. They alter the nodes an individual
visit. The second category consists of Swap, Partial swap and 2-OPT, which al-
ter the order of nodes that an individual visits. The remaining two operators are
in the third category. They alter the number of routes that an individual have.
These three categories have the same probably to be used. In each category,
mutation operators are selected randomly.

3.3 The α-Dominance Operator

As discussed in Section 2, BGPB considers noise in its objective functions. The
noise interferes with a dominance operator, which determines dominance rela-
tionships among individuals. For example, the operator may mistakenly judge
that an inferior individual dominates an superior one. Defects in a dominance
operator significantly degrades optimization performance [10].

To address this issue, DGPB replaces NSGA-II’s classical dominance operator
with a new noise-aware operator, called the α-dominance operator. Given objec-
tive value samples of two individuals, the α-dominance operator estimates the
impacts of noise on objective values and determines whether it is statistically
confident enough to judge a dominance relationship between the two individuals.

Individual A is said to α-dominate individual B (i.e., A �α B) iif:

1. A’s and B’s samples are classifiable with the confidence level of α, and
2. C(A,B) = 1 ∧ C(B,A) < 1.

In order to examine the first condition, the α-dominance operator classifies A’s
and B’s objective value samples with Support Vector Machine, and measures a
classification error (Step 1 in an example in Fig. 3). The error (e) is computed as
the ratio of the number of miss-classified samples to the total number of samples.
For evaluating confidence level (α) in the classification error, the α-dominance
operator computes the classification error’s confidence interval: eint = e±tα,n−1σ
where tα,n−1 denotes a single-tail t-distribution with α confidence level and n−1
degrees of freedom. n denotes the total number of samples. σ is the standard
deviation of e, which is approximated as σ ∼= √

e
n . If eint is significant (i.e., if

eint does not span zero), the α-dominance operator cannot classify A’s and B’s
samples with the confidence level of α. Thus, the operator determines that A
and B do not α-dominate with each other (Step 2 in Fig. 3).

If eint is not significant (i.e., if eint spans zero), the α-dominance operator can
classify A’s and B’s samples with the confidence level of α. Thus, the operator
examines the aforementioned second condition with C-metric [11]: C(A,B) = |{b ∈
B | ∃a ∈ A : a � b}|/|B| where � denotes a classical notion of dominance [8]. A
sample a ∈ A is said to dominate a sample b ∈ B (i.e., a � b) iff a’s objective
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values are superior than, or equal to, b’s in all objectives, and a’s objective values
are superior than b’s in at least one objective. C(A,B) denotes the fraction of
B’s samples that at least one sample of A dominates. If C(A,B) = 1, all of B’s
samples are dominated by at least one sample of A. The α-dominance operator
determines A �α B if C(A,B) = 1 and C(B,A) < 1. If C(A,B) < 1 and
C(B,A) < 1, it determines neither A �α B nor B �α A. See Step 2 in Fig. 3.

Fig. 3 shows an example that determines the α-dominance relationship be-
tween two individuals, A and B, with two objectives, f1 and f2, to be minimized.
A and B have seven samples each. The first step is to classify these 14 samples
with SVM and compute eint. Suppose SVM produces a classification vector as
shown in Fig. 3. Two samples of B are miss-classified; e = 2

14 (0.143). Thus,

σ ∼=
√

0.143
14 = 0.1. Assuming α = 0.95, eint = 0.143±1.771∗0.1 = 0.143±0.1771.

Since eint spans zero, A’s and B’s samples are classifiable with the confidence
level of 95%. The second step is to compute C-metric: C(A,B) = 1 and C(B,A) =
2/14 < 1 Therefore, the α-dominance operator determines A �α B.
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Fig. 3. An Example α-Dominance Operation

4 Preliminary Simulation Evaluation

This section evaluates DGPB, through simulations, in a WSN that have noise
in packet loss rate and demand. The highest demand (100) is given to an event
reporting node. Lower demands (85, 70 and 55) are given to the nodes that are
1-hop, 2-hops and 3-hopes away from the event reporting node. These nodes and
the event reporting node are included in the measurement set M (|M | = 79).
Table 1 shows a set of parameter values used in simulations. The α-dominance
operator performs C-support vector classification with a linear kernel in its SVM.

The noise on demands follows a uniform distribution [-50,50]. The noise on
packet loss rate is given based on an empirical experimental result in [4].

Table 2 compares DGPB with NSGA-II and four combinations of existing
heuristics: nearest neighbor route construction (NN), 2-OPT local search and
Clarke-Wirght Savings algorithm (CWS). Performance metrics are the total
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Table 1. Parameter Values used in Simulations

Parameter Value Parameter Value

Observation area 200m×200m Population size 100
The number of nodes 150 Max # of generations 500
Communication range 30m Crossover rate 0.9

Base station (0,100) Mutation rate 0.4
Event reporting node (100, 100) Stopping criteria in SVM 1e−3

Max # of data stored in a packet 10 C in SVM 1
Packet loss rate on each link 0.05 # of samples in α-dominance 20

number of data transmissions as well as the three objectives described in Sec-
tion 2. The average results indicate the average of 20 simulation runs. The val-
ues in parentheses show standard deviations. Table 2 illustrates that DGPB
outperforms NSGA-II except for per-hop packet loss rate. It outperforms four
combinations of exiting heuristics in all performance metrics.

Table 2. Objective Values

Average Maximum Minimum

#Trans Obj1 Obj2 Obj3 #Trans Obj1 Obj2 Obj3 #Trans Obj1 Obj2 Obj3

NN 58.7(31.1) 12.71(2.01) 0.018(0.002) 0.371(0.017) 104.4 22.14 0.083 0.71 4.5 5.30 0.007 0.16

NN+2OPT 48.7(28.2) 12.19(1.09) 0.017(0.001) 0.277(0.016) 93.0 25.23 0.079 0.71 4.2 5.62 0.011 0.15

CWS+NN 64.2(32.4) 14.79(2.66) 0.031(0.002) 0.404(0.021) 108.8 24.65 0.084 0.83 10.5 4.36 0.014 0.20

CWS+NN

+2OPT

52.4(27.1) 13.85(2.31) 0.020(0.001) 0.375(0.018) 97.7 24.61 0.079 0.79 9.2 4.03 0.013 0.18

NSGA-II 5.18(1.54) 4.87(1.42) 0.019(0.008) 0.016(0.006) 7.92 7.92 0.004 0.057 2.26 2.26 0.013 0.001

DGPB 4.26(1.56) 3.75(1.09) 0.017(0.008) 0.052(0.002) 7.88 7.88 0.022 0.079 3.11 3.11 0.013 0.03

Obj1: Latency; Obj2: Per-demand energy consumption; Obj3: Per-hop packet loss rate

Table 3. Quality Indicators

Hyper
Volume

Scott’s
Spacing

U-
Measure

# of Non-dominated
Individuals

NSGA-II 0.53 0.381 0.72 49.2

DGPB 0.75 0.207 0.61 100

Table 3 compares the non-dominated individuals produced by NSGA-II and
DGPB. Hypervolume [11] indicates the optimality and spread of individuals in
the objective space. DGPB yields 42% greater volume than NSGA-II. Scott’s
Spacing [12] and U-measure [13] indicate the distribution of individuals in the
objective space. (A smaller value means that individuals are distributed more
evenly.) DGPB evolves individuals more evenly in the objective space than
NSGA-II. In 500 generations, DGPB evolves all 100 individuals to be non-
dominated, while NSGA-II evolves less than half of it. This means that DGPB
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maintains a stronger evolution pressure to converge individuals. As demonstrated
in Table 3, DGPB outperforms NSGA-II in all comparison metrics.

5 Related Work

This work is an extension to [14], which formulates data gathering in WSNs as a
VRP and solves it with an existing heuristic algorithm (CWS). As shown in Ta-
ble 2, DGPB outperforms CWS-based algorithms. Moreover, DGPB considers
three conflicting optimization objectives, while [14] considers energy consump-
tion as an objective and latency as a constraint. [14] does not consider prioritized
data gathering in noisy WSNs.

Meliou el al. [2] formulate data gathering as a TSP and solve it with a TSP
approximation method. They consider a single optimization objective: energy
consumption. Prioritized data gathering in noisy WSNs is out of their scope.

Several evolutionary multiobjective optimization algorithms (EMOAs) exist
to solve VRPs. Ombuki et al. [15] study an EMOA for a VRP, and Tan et
al. [16] study an EMOA for a VRP with stochastic demands. Both work assume
fully-connected graphs. Since nodes in a WSN are often not fully-connected,
DGPB reduces a WSN to a fully-connected graph with the notion of shortest
paths. DGPB considers an extra stochastic (or noisy) parameter, packet loss
rate, which Tan et al. do not.

In the field of EMOAs, several existing dominance operators consider noise in
objective functions [17,18]; however, all of them assume particular noise distribu-
tions. For example, [19–21] assume normal distributions. [22] assumes a uniform
distribution. [23, 24] assume Poisson distributions. Given a noise distribution,
each of existing noise-aware dominance operators statistically estimates each in-
dividual’s objective value by collecting its samples. In contrast, the α-dominance
operator assumes no noise distributions a priori because it is not realistic to pre-
dict and model them in WSNs. Instead of estimating each individual’s objective
values, the α-dominance operator measures the effect of noise on objective value
samples and determines whether it is confident enough to compare individuals.

6 Conclusion

This paper proposes considers WSN application required to simultaneously min-
imize latency, energy consumption and per-hop packet loss rate in a noisy en-
vironment. A noisy-aware multiobjective evolutionary algorithm, NSGA-IIA, is
proposed and applied to the problem. Evolution results show that NSGA-IIA
can find better nondominated individuals in terms of convergence and diversity.
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Abstract. In this paper we propose a new model of cell cycle simulator
which will be used to analyse checkpoint response in multicellular tumor
spheroids. Whereas most of the models are phase orientated, our model
integrates environmental parameters and checkpoint responses that are
required to control cell cycle progression. We will present in this paper
our work under progress and the different experiments to be performed
in order to validate our cell cycle simulator.

Keywords: artificial life, cell simulation, oncogenesis, cell cycle.

1 Introduction

In silico simulations could provide attractive and fruitful new perspectives for
the investigation in biological sciences. In complementarity with or when ex-
periments are technically difficult to address in vivo, virtual environments might
prove to be of tremendous interest [Sauro et al., 2006]. Such simulations are gen-
erally set up thanks to a high number of parameters. We focus here on cell cycle
simulation and our goal is to provide the biologist with control tools on a set of
representative and tunable parameters. These tools must give to the biologist a
relevant view and understanding of the simulation results. The set of parame-
ters must also offer a generic way of building different cell profiles with specific
behaviors and of setting up biologically relevant scenario.

In addition to classical 2-D monolayer cell models, our current re-
search on cell cycle control and regulation [Boutros et al., 2007] relies on
the use of an in vivo model called Multicellular Tumor Spheroids (MCTS)
[Kunz-Schughart et al., 2004]. This model recapitulates the main properties of
growth found in a tumor and reproduces most of its characteristics. These include
nutrient and hypoxia gradients that generate a regionalisation of cell prolifera-
tion, with actively dividing cells found in the outer layers, quiescent (or dormant
cells) in the intermediate zones and a necrotic core in the center. This model is
particularly relevant for pharmacological evaluation as well as for foundamental
studies on cell proliferation thanks to the recent technical advances in molecular
biology and in 3-D cell and tissue imaging [Frongia et al., 2009].

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 40–47, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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The ultimate aim of our project is to develop a cell simulator which will
reproduce in silico the spatial organisation and the proliferative behavior of
cells in a MCTS 3-D model [Hoehme and Drasdo, 2010], taking into account the
spatial and temporal organization of growth with a special emphasis on cell cycle
checkpoints. To this end we have chosen to focus on the scheduling of the cell
fate and its different states. The next section will present the concept of cell cycle
and checkpoint control; section 3 will present our model based on two elements,
activities and checkpoints. The fourth section presents the validation procedure
we want to use and section 5 will present our perspectives for the use of this
simulator and discuss some of the questions it will address.

2 Cell Cycle and Checkpoints

The cell cycle is often drawn as a circular timeline with different phases starting
in G1 and ending at mitosis when a cell divides into two daughter cells. The study
of the cell cycle by the biologists puts major emphasis on the essential role of the
checkpoints [Elledge, 1996]. The integrity of the checkpoint is essential for cell
cycle progression and for the maintenance of genomic stability. By the end of the
G1-phase, at the commitment point (R), the cell integrates environmental signals
before proceeding towards the G1/S transition. A lack of these signals will lead
the cell to enter a quiescent (G0) state. If pro-apoptotic signals are detected the
cell will undergo death, called apoptosis. Alternatively differentiation signals will
drive the cell out of cell cycle to a differentiation program. If the cell progresses
in the cell cycle, it must duplicate accurately all its internal material (DNA,
centrosome etc) and double its mass before preparing for division. Before entering
into S-Phase where DNA synthesis occurs, the cell must check for the integrity
of its genetic material. This is called the G1/S checkpoint. Providing that DNA
synthesis is completed the cell switches to G2-phase and it finishes doubling
its mass. During S-phase and G2-phase, centrosome duplication and maturation
occurs thus building the two platforms that will allow the assembly of the mitotic
spindle required for mitosis to occur. However, before proceeding from G2 to
mitosis, the cell must ensure again the integrity of its genetic material. This
is called the G2/M checkpoint. At mitosis, when cells are dividing, in order to
ensure an even segregation of the genetic material in the two daughter cells,
the mitotic checkpoint will prevent division until the chromosomes are perfectly
aligned on the equatorial plan. Any alteration in these checkpoint mechanisms
(for instance a mutation in a key regulator) leads to a genetic instability often
associated with transformation and cancer. For these reasons it is essential to
integrate checkpoints as artefacts of our simulation model.

3 Modelling Cell Behaviour

3.1 Activities and Checkpoints

The proposed cell cycle simulation model is composed of several activities which
represent specific cell behaviours and also checkpoints which are sets of pre-
conditions of advancement on the timeline. Figure 1 shows a cartography of
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the cell cycle with the localisation of each activity and checkpoint. Based on
the experience of our previous work on evolution of developmental systems
(Evo-Devo)[Chavoya and Duthen, 2008] where we used evolution strategies to
compute the sequencing of the different actions, and on the Cell2Organ model
[Cussat-Blanc et al., 2010] based on an artificial regulatory network, the control
relies here on a well known seguencing of different actions for cells. The differ-
ences observed between cells are function of different schedulings for each action.
For instance cancer cells that are found to be defective for a specific checkpoint,
such as the mitotic one, will often undergo division with uneven chromosome
segregation where normal cells would stop cycling.

Activities. The different activities are composed of an initialisation time Tmin,
a time-out Tmax and a probability of success between Tmin and Tmax :
P (succes(A)) where A is one of the designed activities . If an activity is not
successful between Tmin and Tmax the cell goes to apoptosis. These parame-
ters allow scientists to design cells with alternate behaviours.

– Initialisation: this action matches the G1-Phase of the cell cycle. All cells
starting their cycle observe this phase which culminates at the R restriction
point. During this phase, the cells have not yet been committed to prolifer-
ation, differentiation or entry into quiescence.

– DNA Synthesis: this activity matches the activity observed in the-S phase.
This activity starts when DNA integrity has been verified at the G1/S tran-
sition. During this action the cell replicates its DNA.

– Growth: this action represents the cell’s doubling of its mass. It starts at
the beginning of the S-phase and ends during the G2-phase.

– Centrosome Duplication: this action represents the duplication of the
centrosome. It occurs simultaneously with Growth accross the S and G2
phases.
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Fig. 1. Localisation of each activity and checkpoint on the cell cycle timeline. Red boxes
represent checkpoints with iM being the intra-mitotic one; blue boxes are activities
that could be executed during the associated checkpoint; in black with arrows are
represented the different activities executed during the cell cycle; the purple circle is
the commitment point and the green box represents the three exiting points.



A Checkpoint-Orientated Cell Cycle Model 43

– Mitosis: it is the last action of the cell cycle requiring prior checking of
genomic activity at the G2/M transition. Mitosis occurs, if all pre-conditions
are met, in the final stages of the cycle and ends with the beginning of the two
new cycles of the daughter cells. Completion of mitosis requires chromosome
alignement at the equatorial plan (mitotic checkpoint).

– Differentiation: it represents one of the exit points of the cell cycle. If
specific conditions are available the cell will differentiate.

– Quiescence: also called G0-Phase, this state is an active survey loop for
when environmental factors are insufficient for the cell to proliferate. The
quiescent cells are able to return to the cell cycle at anytime if the conditions
for growth are met.

– Apoptosis: it represents cellular death. Apoptosis happens if apoptotic fac-
tors or signals are delivered to the cell or if the cell spends too much time in a
specific arrest situation during cell cycle. This activity has neither temporal
flags nor probability of success. We assumed that apoptosis always succeeds
instantaneously.

– DNA Repair: this action is executed if the cell detects lesions on its DNA
before starting its replication or before mitosis. This activity is a recovery
function allowing the cell to repair its DNA and to advance in its cycle
instead of dying of damaged DNA.

Checkpoints. The other important elements of our model are the checkpoints.
The checkpoints are composed of a list of activities along with the preconditions
of their activation. If several activities are activated at the same time the cell
executes them simultaneously. The different preconditions that we set at the
checkpoints are boolean flags representing an internal state of the cell or the
disponibility of environmental factors. The following list presents the different
checkpoint of the cell cycle :

– The G1/S checkpoint: here the cell checks its DNA for lesions. If lesions
are found, the cell repairs them else it starts DNA Synthesis, Growth and
centrosome cycle.

– The G2/M checkpoint: to pass through this checkpoint the cell must have
replicated its DNA, duplicated its centrosome and doubled its mass.

– The intra-mitotic checkpoint: to pass this checkpoint and to divide into
two daughter cells, the cell needs to have aligned its chromosomes on the
mitotic plan and placed centrosomes on the mitotic spindle poles.

The following list shows the different preconditions that we defined for the cell
cycle and what they express when their value is true.

– C(f) expresses that the environmental concentration of f factors is greater
than the pre-defined threshold, f could represent glucose, oxygen, growth
factors, differentiation factors or proapoptotic factors,

– Fc is the contact forces that inform the cell of its neighbouring environment,
– Contact Inhibition indicates that the cell does not have enough place to

divide,
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– Mass X2 expresses that the cell has doubled its mass,
– Centrosome X2 expresses that the cell has duplicated its centrosome,
– DNA X2 informs that the cell has replicated its DNA,
– DNA Ok tells that the DNA does not present lesions,
– Mitotic plan expresses that the chromosomes are correctly aligned on the

equatorial plan and that the centrosomes are on opposit poles.

This is an open list and some preconditions could be added to design more
specific behaviours. As an example we also use a dNTP Carency flag which
allows an inhibition of DNA replication. Cells can be blocked in a particular
action if required conditions to pass through the checkpoint are not fulfilled. If
a cell stays blocked at a checkpoint until the timeout of one or several actions it
dies.

3.2 The Scheduling Policy

A naturally growing population of cells presents heterogeneous characteristics.
Because of the variability of the duration of each cell cycle phase, two cells born
at the same time will not divide simultaneously even if environmental conditions
are equivalent. This property is also observed in in vitro cultures. In these cul-
tures, the use of pharmacological compounds allows the synchronisation of cells,
blocking them at a checkpoint. The need to understand temporal behaviour of
cells is at the heart of cancer research and a simulator must offer a new way
of investigating this problematic. For this purpose we wish to avoid using fixed
handcoded parameters for the duration of the cell cycle. On the one hand, we
want the evolution of the model to determine the duration of the cycle as func-
tion of the environment’s evolution. On the other hand we need to fix some limits
to avoid excessively abnormal behaviour. Keeping this goal in mind we propose
the use of a set of temporal flags fixed by the designer.

The flags, as presented in the previous section, consist of a minimal time for
each activity, a time out to avoid infinite processes and the probability of suc-
cess between Tmin and Tmax. This probability of success offers the simulation
guarantees of heterogeneity throughout its cell population. This heterogeneity
is one of the strengths of our model. It should normally prevent the emergence
of computational artifacts like synchronisation or phasing. On a biological level
it should offer us the means to build cellular synchronisation thanks to virtual
molecular activity. In the same way this heterogeneity offers the simulation a
biological relevance by not considering cells as homogeneous agents. To increase
this heterogeneity and to stay as close as possible to what is observed in vivo, we
also add noise to each temporal flag. Applied to the population these noises are
expressed as a gaussian repartition centered on the flag value for each parameter.

4 Software Architecture

Our simulator is implemented using C++ language. Figure 2 shows a simpli-
fied class diagram of the simulator. GUI and functional core are executed on
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two different threads which communicate thanks to Qt 4.4 signals/slots frame-
work. This architecture allows to launch offscreen simulation. Future extension
should need more computational ressources and offscreen simulations will be
necessary to use parallelization on computer grid or supercomputer. Actually
cells are executed sequentially with random sort between each top to simulate
multithreaded execution. With its graphical interface our simulator offers to the
user the possibilty to change simulation parameters in real time.
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Fig. 2. Simplified class diagram of the simulator

5 Ongoing Validation Procedure

The validation of the model and of the scheduling policy will be done in a two
steps process. First, we will implement a 2-D prototype to validate the cell cyle
model with simple experiments. There are in vivo experiments in 2-D monolayer
cultures that we could simulate to analyse our model response. This section
shows what these experiments will be.
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Our 2-D prototype will be validated by evaluating the convergence of simu-
lation and well known biological results on different scenarii. We will validate
individual and collective cell behaviour using in silico experiments that are re-
produced in vivo. This validation will be done through proliferation experiments
with and without environmental constraints. A good match between in vivo and
in silico simulations would offer us the opportunity to build new simulations.
These simulations would allow the investigation of biological theories presently
unworkable in in vivo experimentation.

For example we will use the following validation experiments : cell cycle syn-
chronisation through a lack of environmental factors (arrest in G0); cell cycle
synchronisation using a procedure known as double thymidine block (arrest at
G1/S); application of a compound targeting the assembly of the microtubules
(arrest at mitosis); etc ...

6 Future Prospects

In this section we describe a set of experiments we will perform on the 3D simula-
tor. All these experiments will be conducted at the same time on in vivo spheroid
models to compare obtained results and increase the simulation’s modalities. In
a cross-talk logic between in vivo and in silico experiments, these simulations
will be used to help the biologists to analyse experimental data along with the
study of the efficiency of different mechanisms. The simulations may also lead
us to formulate new hypothesis which would need the use of in vivo experiences
to validate in silico results. To study checkpoint alteration we will introduce
virtual mutation of the checkpoint machineries and analyse their consequences
on the proliferative behaviour in unconstraints condition and under genotoxic
stress or chimiotherapeutic treatment. Another kind of experiment that could
be perform is a coevolution between two kinds of cells : a minority of mutant
cells with damaged checkpoints and a population of normal cells.

These kind of experiments will then be extended to the study of the cells’
response to different kinds of environmental signals. We will also study the pro-
liferation, in basal conditions, of the occurence of a hypoxia gradient. One of
the future extensions of our simulator will be a vascularisation module for the
3-D simulation by using the introduction of virtual neo-vessels. Finally, we will
investigate the therapeutical response of cells exposed to external agent target-
ting the proliferation mechanisms implemented in the model. Many questions
might be addressed such as the interest of a specific combination of therapeuti-
cal approaches. We will also address specific issues related to the association of a
genotoxic agent and an abrogator of the G2/M checkpoint : are the consequences
the same in 2-D and 3-D cultures ? Which cells are damaged ? What is their
location ? What are the implications on the tumoral growth ?

7 Conclusion

We have briefly presented in this paper the design of a cell development simulator
based on an accurate modeling of the cell cycle temporality. The interest of that
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kind of numerical model is to provide the biologist with tools which permits to
do cross-over between in silico and in vivo experiments.

Currently, our 2-D model is almost ready for the 2-D experimentation pre-
sented in section 4. We have already performed a number of experiments to test
the good sequencing of the different activities and the checkpoints’ responses in
simple situations. These tests have been made on a single cell plugged into a
virtual benchmark simulating its neighbourhood and its environmental condi-
tions. Few elements are still under development but the 2-D simulator is near
completion for proliferative simulation.
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Abstract. Cloud computing is becoming an interesting alternative as
a flexible and affordable on-demand environment for deploying custom
applications in the form of services. This work proposes a bio-inspired,
self-organizing solution to support the allocation and deallocation of vir-
tual machines and the deployment of services on virtual machines in a
cloud infrastructure. The goal is twofold: to meet the service level agree-
ments and to minimize the number of required virtual machines.
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1 Introduction

Cloud computing is a distributed computing paradigm with the objective of
leveraging economies of scale in order to offer on-demand, flexible virtual re-
sources. The advantage of running applications in a cloud environment is the
fact that their execution is charged for the amount of resources actually used,
thus reducing the cost of the initial investment and allowing applications to scale
up and down in response to changing computational requirements.

A list of obstacles to the massive adoption of cloud computing was identified
by [3]. The top two obstacles are particularly relevant for our work. The first
one is that specific adaptation has to be provided at the application level in
order to allow services to scale with the traffic demand; the second one is that
services are usually bound to a single cloud provider since there are no lead-
ing interoperable standards yet. Moreover, typical solutions are centralized and
thus unsuitable in contexts characterized by high dynamism, a high number of
applications instances, and constraints that require fast decisions.

The SOS Cloud project aims to provide robust and scalable solutions for ser-
vice deployment and resource provisioning in a cloud infrastructure. The goal is
twofold: to meet the service level agreements (SLA) and to minimize the required
cloud resources (i.e., virtual machines). To meet both quality and functional
goals we borrow inspiration from the self-organizing systems in nature (e.g., ant
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colonies, flocks of birds, school of fish) which benefit from built-in robustness
and scalability and their goals emerge from the interactions among a myriad of
individuals. With this idea in mind, in our approach each virtual machine will
be instrumented with an autonomic layer that, through cooperation, will make
decisions whether to instantiate new nodes or remove existing ones, deploy ser-
vices on nodes, and route requests. Same as in biological self-organizing system,
the global goals of the system are expected to emerge from local actions.

Existing bio-inspired contributions [1], [2], [6] are limited to the dynamic de-
ployment of a set of services in a cluster with a fixed number of physical servers.
Consequently, their systems cannot accommodate high traffic demands due to
the limited amount of physical resources. Our work targets cloud environments
and aims to provide a self-organizing algorithm that, not only allocates nodes
to services, but also dynamically adjusts the number of nodes to accommodate
high fluctuations in the request rate.

The remaining of this paper is organized as follows. Section 2 describes the
context of this work as well as our assumptions and notations. Section 3 proposes
a self-organizing solution to this problem while some preliminary simulation
results are described in Section 4. Finally, Section 5 concludes the paper.

2 Context

The context of our problem involves four different actors and it is depicted in
Figure 1: (i) cloud providers offer their computing infrastructures under the In-
frastructure as a Service (IaaS) paradigm, (ii) service providers develop services
to be deployed in the cloud and give the SLA that should be respected, (iii) the
cloud broker deploys the services owned by many service providers on virtual
machines rented from the cloud providers, finally (iv) clients access the services
under the Software as a Service (SaaS) paradigm. Basically, the cloud broker
is a company that offers Service Optimization as a Service (SOaaS) to service
providers. Our long term goal is to develop a solution that allows the broker to
rely on several cloud providers. However, this is outside the scope of this paper
where only one cloud provider is considered.

For simplicity, we assume stateless, computation-intensive services without
any form of composition; each service offers exactly one operation. Services are
deployed within virtual computing environments (e.g., Amazon EC2 virtual ma-
chines). We will use the symbols s for a certain service, S for the set of deployed
services and |S| to denote the number of deployed services belonging to the set
S. Specifically, for a service s we assume that SLA consists of two thresholds: the
maximum response time for each request Rs, and the maximum rejection rate
P s (number of rejected requests per time unit). A service request is considered
rejected whenever it is not satisfied within Rs time units; in this case the request
is discarded before the processing. The estimated processing time for service s
is denoted with Ds. Either this value is given at deployment time by the ser-
vice provider or it is computed at runtime. Finally, the number of requests for a
service per time unit is called request rate and denoted with λs.
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Fig. 1. Context of the SOS Cloud project

Each service may be deployed on several nodes. In this situation, we say that
an instance of that service is running on each of these nodes. The cloud broker
targets services with high request rates for which dozens of service instances are
usually required. We assume that all nodes provided by the cloud infrastructure
are homogeneous (e.g., same hardware capabilities) and that any service can
run on any node. In the following, the symbol n will be used to denote a certain
node. For security reasons (the services belong to different organizations) only
one service is deployed on a node at a time.

3 A Self-organizing Solution

The cloud broker needs a system capable of continuously adjusting the number
of nodes, the number of instances of each service, and the allocation of service
instances to nodes in order to satisfy the SLA of each service and to minimize
the number of nodes. Building such kind of systems that monitor and manage
themselves according to certain objectives represents the goal of autonomic com-
puting. As highlighted in our previous work [4], engineering robust and scalable
autonomic systems continues to remain challenging. This is because many au-
tonomic architectures employ a central manager that acts as a single point of
failure and becomes a scalability bottleneck for large systems.

An approach to design robust and scalable large systems is to take inspira-
tion from the self-organizing systems in nature like ant colonies. These systems
are highly decentralized and their global goals emerge from the local interac-
tions among a myriad of individuals. In our past work [5], we argued that self-
organization can be successfully applied to build robust and scalable autonomic
systems. We also observed that the systems composed of a high number of iden-
tical components are particularly suitable for being designed in a self-organizing
manner. The broker’s autonomic system exhibits this characteristic as it is com-
posed of a large number of homogeneous nodes. Therefore, instead of having
one or a few components that manage the whole system, we provide each node
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with an autonomic layer that applies local changes. The nodes self-organize and
their autonomic layers collaborate to perform local optimization. The emerging
global solution is usually not the optimal one, but the high robustness and scala-
bility of the architecture pay the trade-off. In this section, we briefly describe the
architecture and the self-organizing algorithm of the broker’s autonomic system.

Like ants, our nodes have only a local view of the overall system. In other
words, each node knows about and communicates with a limited number of
other nodes in the system (called from now on the neighbors of that node). The
nodes form |S| + 1 overlays: one overlay for each service and a system overlay
which connects all nodes. Consequently, each node is simultaneously part of
its service overlay and the system overlay. For example, Figure 2 depicts the
overlays of a system consisting of two services (named s1 and s2 ) deployed on
nine nodes. The number of neighbors of each node in an overlay is the same and
is called the degree of the overlay. As described below, the service overlays are
needed for request routing and node provisioning while the system overlay is used
only for service switching (i.e., the current offered service of a node is changed
with another one without restarting the virtual machine). In the following, by
neighborhood of a node we refer to the set composed of the node itself and its
neighbors in a given overlay. As a node is part of two overlays, it is also part of
two neighborhoods: service neighborhood and system neighborhood.

Fig. 2. Example of system and service overlays

From the architectural perspective, a node runs a service and is instrumented
with an autonomic layer that executes three decentralized mechanisms: service
optimization, overlays management, and request routing. Service optimization is
the most important function of the autonomic layer. To fulfill it, the autonomic
layer uses a feedback loop with three main activities: monitoring, analysis and
decision, and execution. The autonomic layer stores performance data for the
current node and for its neighbors in the service and system overlays. This data
is then periodically analyzed and a decision is made whether a modification is
needed. There are three possible modifications: allocate a new node in the cloud,
remove the current node from the cloud, and change the service of the current
node. In the following, the three feedback loop activities are described.

The autonomic layer monitors two parameters: the CPU utilization Ln and
the number of rejected requests Pn. The CPU utilization is computed as the
percentage of the number of requests processed by the application server in a
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time frame (called monitoring time frame) out of the total number of requests
that could have been processed by the application server in the monitoring time
frame (computed at its turn based on the estimated service processing time
Ds). The number of rejected requests is computed over the same time frame.
The autonomic layer also maintains one management table for each overlay.
Thus, for each neighbor in one overlay, the management table of that overlay
stores an entry with the following information: data needed to communicate with
that neighbor (e.g., IP address and port number), CPU utilization, number of
rejected requests, and the last update time. The purpose of the management
tables is twofold: to maintain the overlays topology and to store performance
data of neighboring nodes. In order to keep the management tables updated we
use a gossip protocol based on T-Man [7]. More specifically, we customized T-
Man in two ways. First, in order to increase the stability of the topology, when
updating a management table we try to keep many of the existing neighbors.
Second, we make sure that a new node is inserted in the service neighborhood
of the node that decided to create it.

The autonomic layer needs a way to figure out how well the service neigh-
borhood is performing with respect to the goals of the system. For doing that,
a common practice in autonomic computing is to define a utility function that
realizes a trade off among goals. The first goal of our system is to respect SLA,
that is to minimize the number of rejected requests. In order for this goal to be
measurable we define a reward function USLA that associates a numeric reward
to each node based on the maximum allowed number of rejected requests defined
in the SLA and the monitored number of rejected requests.

The second goal is to minimize the number of nodes. As a rule, the more
efficiently the hardware resources of each node are utilized the less nodes are
required. In this paper we assume that services are computation-intensive and
focus on optimizing only one resource, namely the CPU. Normally, the minimum
number of nodes is achieved when the CPU of all or most of the nodes is fully
utilized. However, it is not a good practice to keep the nodes overloaded because,
in case of a sudden increase in the request rate, the system would reject many
requests before the autonomic layer has the chance to allocate new nodes. There-
fore, we define a desired CPU loading Ldes and a reward function UCPU that
associates a numeric reward to a node based on how close the current loading
is from the desired loading. We say that a node is lightly utilized if the current
loading is lower than the desired loading. Otherwise, it is heavily utilized.

The utility function can be further defined as a weighted average of the reward
functions as shown in equation (1).

U(n) = wSLA · USLA(n) + wCPU · UCPU (n), where wSLA + wCPU = 1 (1)

The utility can be computed not only at node level, but also for a neighborhood
or even for the entire system as the average utility of all nodes in that neighbor-
hood or system, respectively. However, optimizing the utility of a large system
at the global level is usually an inefficient solution that may prevent the system
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from responding to traffic fluctuations in a timely manner. Therefore, we opted
for a self-organizing algorithm where each node makes those decisions (i.e., add a
new node, change its service or remove itself) that maximize the average utility
of its service and system neighborhoods. To avoid conflicts, a dynamic and de-
centralized election algorithm allows only one member of a service neighborhood
to execute changes at a time. In other words, while a node is effecting a change
its service neighbors are forbidden to also execute changes.

Depending on the level of node utilization, a different algorithm is used for the
analysis, decision, and execution activities of the autonomic layer. Thus, if the
node is heavily utilized, the current average utility of the service neighborhood
is compared with the predicted utility in the situation that a new node is added.
If the predicted utility is higher, then a new node is allocated in the cloud. The
prediction algorithm assumes that the new node will work at desired loading
and will take over an equal amount of traffic from each existing neighbor.

The autonomic layer of a lightly utilized node estimates the utility of the
neighborhood in the case the current node is removed. The estimation is done
based on the assumption that the traffic processed by the removed node is equally
distributed to its service neighbors. Here, by amount of traffic we mean the sum
of processed and rejected requests. If the estimated utility is higher than the
current utility, then, before removing itself, the node tries to switch to another
service. The service switching mechanism works in the following way: for each
service that is being run by its system neighbors, the autonomic layer estimates
the utility of the system neighborhood in the event it would switch to that
service. The node switches to the service that maximizes the predicted system
neighborhood utility. But, if all predicted utilities are lower than the current
utility, the node is deallocated from the cloud.

For request routing we use the simple algorithm proposed by [1]. First of
all, we assume that the requests for a service are randomly distributed to the
nodes of that service overlay. Then, once a request arrives at a node, based on the
current loading and the estimated time to process the request Ds, the autonomic
layer decides whether the SLA’s maximum response time P s can be met. If it
can, then the node schedules the request on its internal queue. Otherwise, the
request is forwarded to the least loaded neighbor in the service overlay. Finally,
a request is rejected if there is no chance to handle it in the required time even
by an unloaded node because of the time lost in the routing process.

4 Preliminary Results

A custom simulator was implemented in Java. The decentralized functions of
each node (service optimization, request routing, and topology maintenance)
are carried out by a couple of threads. A custom, asynchronous, message-based
mechanism is used for implementing the inter-node communication. The simple
utility function used in the simulator is shown in equations (2), (3), and (4). In
equation (3), the definition of USLA uses the constant C to provide a dominant
penalty in the situation the current number of rejected requests becomes higher
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than the double of the maximum allowed number of rejected requests. Other
parameters of the simulator include the monitoring time frame (10 seconds) and
the desired CPU loading (Ldes = 80%). The analysis is done every 0.5 seconds
and both system and service overlay degrees are set to 10.

U(n) =
USLA(n) + UCPU (n)

2
(2)

USLA(n) =

{
P s−Pn

P s

C

if Pn < 2 · P s

otherwise
(3)

UCPU (n) =

{
Ln

Ldes

100−Ln

100−Ldes

if Ln < Ldes

otherwise
(4)

Our preliminary tests addressed the provisioning of nodes as the effectiveness of
a self-organizing service selection was proved by [1]. A simple test configuration
of one client and one service deployed on one node was instantiated and the
client was instructed to progressively send more requests. Figure 3 shows the
variations of the system average utility as a response to traffic bursts. Thus, the
client began by sending 500 requests per minute at a constant rate while a node
at desired loading can process 96 requests per minute. The system responded
by adding 4 new nodes, which raised the utility over 90. After 20 seconds, the
request rate was increased to 2500 requests per minute. The number of nodes
reached 25. Finally, after 60 seconds from the beginning, the request rate was
set to 5000 requests per minute. As the end, 52 nodes were count.

Fig. 3. System average utility (normalized between −100 and +100)

In conclusion, it was observed that the system is stable at constant request
rates. When a traffic burst occurs, the utility initially drops, but quickly recovers
after the allocation of new nodes. It is important to be aware that the decision
of adding a new node can be made by any existing node. Moreover, while an
existing node is adding a new node, its service neighbors are locked in the sense
that they are not allowed to add other nodes.
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5 Conclusion

In this paper, we have proposed an innovative self-organizing approach for service
deployment and resource provisioning in a cloud infrastructure. The additional
benefit of our approach, compared to other existing approaches, is the fact that
we take advantage of the “elasticity” of the cloud in the sense that new resources
may be allocated and deallocated to help services respect contractual SLAs. The
proposed solution has been simulated and the preliminary results have shown
that, after a transitory, services comply with their SLAs and the number of cloud
nodes is comparable to the one obtained in the optimal solution (i.e., the solution
that maximizes the utility function). Future work will include more precise and
accurate simulations as well as a complete description of the architecture and
algorithms of our system.
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Abstract. Chitin is biocompatible and biodegradable, with antimicrobial activity 
and low immunogenicity, and the second most abundant biopolymer after cellulose. 
It is one of the necessary components of the formation of nacre/shell. So harnessing 
behavior of chitin not only would lead to mimics of these structures but also to 
potential applications in academic research and industry. A peptide induces a unique 
chitin-based gel formation. Then, in the presence of CaCO3 a flexible structure was 
obtained. This structure and complex has many potential applications for different 
applications such as development of bioinspired instruments, or complexes, 
nanotechnology etc. It is early step toward mimicking the structure of nacre/shell.  

Keywords: Bioinspired, nanotechnology, mimicking, nacre/shell, peptide, chitin. 

1 Introduction 

Chitin is biocompatible and biodegradable, with antimicrobial activity and low 
immunogenicity, and the second most abundant biopolymer after cellulose. It is one 
of the necessary components of the formation of nacre/shell [1], [3]. So harnessing 
behavior of chitin not only would lead to mimics of these structures but also to 
potential applications in academic research and industry [2].  

2 Method 

2.1 Phage displaying peptide that can bind specifically to chitin was obtained by 
affinity selection from a phage display combinatorial peptide library. The selected 
peptide was chemically synthesized, dissolved in water and a 0.7 mM solution was 
prepared. Chito-hexose was prepared at 5 mM for gel-formation analysis. Peptide and 
chitohexose, 100 µl each, were mixed and incubated at room temperature for 2 hrs 
before sampling for transmission electron microscopy (TEM) analysis, and at 42 ̊C for 
15 hrs for scanning electron microscopy (SEM) analysis, respectively. 

2.2 Then, a 0.7 mM aqueous solution of the selected peptide was prepared. 100 µL of 
5 mg/mL CaCO3 was added to 100 µl of 5 mM chitohexose followed by addition of 
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100 µl of the synthesized peptide solution. This mixture was incubated at 42 ̊C with 
shaking (350 rpm) for 15 hrs. The formed material was washed and used for scanning 
electron microscopy (SEM) photography. 

3 Results 

3.1 The selected 12-amino acid peptide contains charged residues. It could induce a 
unique pattern of gel-formation as shown in Figures 1 and 2. 

  
Fig. 1. TEM photographs of peptide-chitohexaose vs control, after 2 hrs incubation at room 
temperature. Left: Control (contains only chitohexamer), right: peptide-chitohexose. 

3.2 Then, a rubber-like material was obtained (Fig 3 and 4). The peptide itself is 12 
residues long with charged residues at both ends and hydrophobic residues through 
the middle part.  

 
Fig. 2. SEM photographs after 15 hrs incubation at 42 ̊C. Left: Control contains only 
chitohexose vs Right: Chitohexose with the peptide. 

In the presence of chitin alone CaCO3 forms rosette-like aggregates (Figure 3 Left), 
a form which is lost in the presence of the peptide (Figure 3 Right). 

 
Fig. 3. SEM photographs after 15 hrs incubation at 42 ̊C with shaking (350 rpm). Left: CaCO3-
chitohexamer; Right: CaCO3-chitohexamer-peptide. 
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Fig. 4. SEM photographs of, Left (A), Figure 3B at higher magnification and, right (B), crystals 
of CaCO3 formed in the presence of the peptide 

4 Discussions and Conclusion 

4.1.  Results indicate that a specific chitin binding peptide obtained from applying 
phage display technology can induce a unique chitin-based gel formation. After 
incubating a 1:7 molar ratio of peptide and chitohexose at 42 ̊C for 15 hrs, a porous 
structure with nano-size holes could be formed. These results suggest that a short 
charged peptide is able to bind to chitohexose and change its behavior toward a well-
ordered shape.  

4.2. This structure (Figs. 3 and 4) shows high flexibility with rubber-like 
characteristics. CaCO3 forms typical rhombohedral crystals, which may indicate that 
the peptide interrupts the interaction between chitin and CaCO3 crystals allowing 
them to grow differently. The results of this research have potential applications in 
several fields such as bio-nanotechnology, drug delivery, implantable devices, etc. 
More research needs to be done to answer the following questions; how can 
mineralization be harnessed in nano- and/or micro-level, or basically, how to direct 
the spatiotemporal deposition of macromolecules in solution to produce structures 
with different functions for different applications such as development of bioinspired 
instruments, or complexes.  
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Abstract. A novel non-von Neumann computational model named “Algorithmi-
cally Transitive Network” (ATN) is presented. The ATN is a data-flow network
composed of operation nodes and data edges. The calculation is propelled with
node firing and token creation on the edges. After it finishes, teaching values
are given to the answer nodes and an energy function is evaluated, which causes
backward propagation of differential coefficients with respect to token variables
or node parameters. The network’s topological alteration takes place based on
these calculation/learning processes, and as a result, the algorithm of the network
is refined. The basic scheme of the model is explained, and some experimental
results on symbolic regression problems are presented.

Keywords: data-flow network, learning, neural network, back-propagation,
artificial chemistry.

1 Introduction

For a long time, network and computation have been in a close relationship with each
other in several disciplines of information sciences. Back in the 1970s to 1980s, the
‘data-flow computer’ (DFC) [18] was studied in many institutes in the world in the hope
that parallel algorithms represented by the ‘data-flow network’ might remedy the ‘bottle-
neck’ problem which a von Neumann computer suffers from. Today, the DFC is neither
a commercial-based computer nor a hot research topic, partly because the DFC’s algo-
rithm expressed as a network is difficult for a human to design or maintain. A network
is a very natural way to represent a computational algorithm, but to utilize the data-flow
network, we might have to incorporate an additional function to maintain programs.

Another famous research approach on network-based computation is ‘artificial neu-
ral networks’ [3]. Unlike the data-flow network, an artificial neural network consists
of nodes with (quasi-)homogeneous functions modeled by McCulloch-Pitts [11] or
Hodgkin-Huxley [4]. An algorithm obtained through learning is indirectly and distribut-
edly coded in the weight vectors for synapses. For this reason, it is hard or impossible
for a human to analyze an established algorithm in the artificial neural network.

Though most models for the artificial neural network are primarily focused on the
cellular activities in the brain, a natural neuron is, of course, made up of a huge
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number of biomolecules from a nanoscopic point of view. These molecules govern all
of the activities in a cell, which makes a cell behave dynamically on signal transmission
processes. To make a more realistic model for the neurons, it might be better to im-
plement molecular agents (agents with active functions) in artificial neurons and make
them move around the neural network, giving rise to a functional change in the neurons.

One such network-based computational model with molecular agents is ‘Modified
Network Artificial Chemistry’ invented by Suzuki [21]. In association with this model,
Suzuki [21] proposed a paradigm of ‘program-flow computing’, wherein programs
(agents) move from node to node, bringing different functions to CPUs (nodes). This is
also closely related to ‘active network’ [26] proposed in the 1990s in the area of com-
puter network. The active network enables a router (node) to have various functions by
delivering packets (agents) with encapsulated programs.

Based upon these studies, very recently, the authors presented a new concept for
computation and learning, named “Algorithmically Transitive Network (ATN)”
[22,23,24]. The distinctive features of the ATN are summarized as:

– A program is represented by a ‘data-flow network’ whose nodes execute arith-
metic/logic operations and edges transmit data, like the DFC.

– After the calculation, triggered from the teaching signals, the network transmits
data backward and revises network parameters, like the artificial neural network.

– The network topology (algorithm) can be modified/improved through execution of
movable agents’ programs.

The ATN’s learning process is primarily done by the famous ‘back-propagation’ (BP)
learning. Since its first proposal by Werbos and Rumelhart et al. [15,16,27], the BP has
been successfully applied to a number of real world problems and has been one of the
most widely-used learning algorithms among the artificial neural network researchers
[17]. Like the BP in the artificial neural network, the BP in the ATN uses the steepest
descent method to revise network parameters. A similar idea was also mentioned by
Kumazawa [9] who considered the possibility of using the BP to train an ‘operation
network’. In both the operation network and the ATN, the node operations transmit
signals from inputs to outputs so directly that the learning coefficient should be adjusted
more minutely in the ATN than in the artificial neural network. The paper presents a
formula for the learning coefficient, as well.

The ATN’s basic concepts [22,23] and an initial experimental result [24] were briefly
given in the previous reports. Following these works, this paper presents the full de-
scription of the model’s framework and experimental results to reveal the performance
of the ATN on a class of symbolic regression problems. In the following, Section 2
explains detailed design of the model, and Section 3 presents the experimental results.
In Section 4, concluding remarks and discussion on the model’s meanings and future
possibility are given.

2 Method

2.1 Data-Flow Network

As in the DFC, the ATN’s nodes read the input ‘tokens’ on their incoming edges, fire,
and create the output tokens on their outgoing edges during calculation. This constructs
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Fig. 1. (a) Higher language program of a simple conditional branch, (b) data-flow network (ATN),
and (c) fire-token pedigree produced by the calculation. The variable name s represents the
graph’s input (sensor) signal, and the a represents the graph’s output (answer) value. The pedi-
gree’s top ancestor is the initial fire at the ‘B’ node, and its last descendants are firings at the ‘E’
node or nodes with no outgoing edge. In (b), arithmetic edges are expressed as the solid arrows,
and regulating ones are expressed as the broken arrows.

a ‘fire-token pedigree’ whose nodes (tokens) represent variables or mathematical ex-
pressions in the original program, and whose hyper-edges (firings) represent arith-
metic/logical operations used to create the tokens. An example of these relationships
is shown in Fig. 1. As explained below, the pedigree is used for the BP learning. The
node operations used in this paper are listed in Table 1.

2.2 Simulation Procedure

An ATN simulation proceeds as follows:

Step (1) [Initialization]. Create an initial network randomly or through the transfor-
mation of a higher language program. (More arguments on this matter are given in
Section 4.)

Step (2) [Calculation]. Substitute new sensor value(s) for the s node’s v(s) and make
the Begin node fire. Repeat a forward propagation (FP)’s time step operation that
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Table 1. Node operations

Name
Oper.
code

Input
num.

Arith.
/Regu.

X R

Begin B 0 R − 1
End E 1(a) R − −

Negative n 1(a) A −x0 r0
Inverse i 1(a) A 1/x0 r0

Add + 2+ A
∑

xi min(ri)

Multiply ∗ 2+ A
∏

xi min(ri)

Subtract − 2 A x0 − x1 min(r0, r1)

Divide / 2 A x0/x1 min(r0, r1)

Less than < 2 R − R0 = σ ·min(r0, r1)
R1 = (1− σ) ·min(r0, r1)

Greater than > 2 R − R0 = (1− σ) ·min(r0, r1)
R1 = σ ·min(r0, r1)

Equal to == 2 R − R0 = (1− δ) ·min(r0, r1)
R1 = δ ·min(r0, r1)

Not equal to ! = 2 R − R0 = δ ·min(r0, r1)
R1 = (1− δ) ·min(r0, r1)

Logical AND A 2+ R − min(ri)

Logical OR O 2+ R − max(ri)

Logical NOT N 1(a) R − 1− r0
Gate g 2 A x0 min(r0, r1)

Merge m 1(a) A x r

Arith. constant c 1(a) A v r

Regul. constant C 1(a) R − R0 = u, R1 = 1− u

The operations are classified as asynchronous (E, n, i, N, m, c, and C) or synchronous (the
others). ‘(a)’ in the third column represents ‘asynchronous’. An asynchronous node fires every
time a token is created on any incoming edge, whereas a synchronous node fires only when the
tokens are created on all the incoming edges. ‘2+’ in the third column means that the node
can have two or more incoming edges. σ ≡ sig(κβr(x0 − x1)) where sig(z) ≡ 1

1+exp(−z)
,

and δ ≡ delta(κβr(x0 − x1)) where delta(z) ≡ 4sig(z)sig(−z). Note that all the X and R’s
functions have differentiable formulas. The variables v (for c), u (for C), and βr (for judging
operations <, >, ==, and ! =) are the node parameters adjusted by the learning. The inverse
temperature coefficient κ is a predefined constant.

makes nodes fire, until there is no node able to fire. Calculate the final answer of
the network.

Step (3) [Learning]. Calculate partial differential coefficients in tokens on the a’s out-
going edges (the last descendant tokens in the pedigree). Repeat the BP’s time step
operation that ‘extinguishes’ the firings, until the firing on the Begin node is extin-
guished. Calculate the learning coefficient η and revise node parameters.

Step (4) [Topological Reformation]. Conduct the agents’ graph modifying operations.
Move agents to the next nodes/edges if required.
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m

Fig. 2. The FP’s unit process in the data-flow network: firing of a ‘+’ node

Step (5) [Supplying Agents]. Randomly choose nodes and supply agents to them at
some constant rates.

Step (6) [Termination or Recursion]. If a certain termination condition is satisfied,
stop the simulation. Otherwise, go to Step (2).

2.3 Calculation by the Forward Propagation (FP)

In the current implementation, each token has a real value vector (x, r) delimited by
−∞ < x < ∞ and 0 ≤ r ≤ 1, where x is the arithmetic value for the calculation, and
r is the regulating value that represents the probability of the token itself existing in the
network. When a node fires, the output vector (X,R) is calculated from the operand
vector(s) (xi, ri)s of the input token(s) using the functions in Table 1. For example, if a
‘+’ node fires, it calculates X =

∑
i xi = x0 + x1 and R = mini(ri) = min{r0, r1},

and creates tokens with (X,R) on all the outgoing edges (Fig. 2).
To make the network learnable, the ATN’s judgment nodes (such as ‘<’) give a

‘fuzzy’ result. See the formulas forR0 andR1 in Table 1. If x0 is much smaller than x1

in a ‘<’ node for example, we get R0 = 0 and R1 = 1, hence, we create a token only
on the outgoing edge with label ‘T’ (we ‘kill’ the token on the ‘F’ edge). If x0 is similar
to x1, on the other hand, we have both positive R0 and R1, hence, we create tokens on
both outgoing edges with labels ‘T’ and ‘F’.

This fuzzy judgment reproduces tokens in judgment nodes, and in general, after the
FP, an a node has two or more firings whose child tokens have vector (xj , rj)s, where
j is the firing number at the a node. With these, we calculate the resultant answer value
as

a =

∑
j xjrj∑
j rj

. (1)

2.4 Learning by the Backward Propagation (BP)

The ATN’s learning is conducted by propagating differential coefficients vector
(Dx, Dr) from child tokens to parent tokens in the token-fire pedigree. This begins
with the calculatin of the energy function

E =
1

2
(t− a)2 + μ

(
1−

∑
j

rj

)2

+ ν
∑
j

r2j (1− rj)
2 (2)
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Fig. 3. The BP’s unit processes in the fire-token pedigree: extinguishing of (b) a ‘+’ fire and (c)
a ‘c’ fire

at the a node. Here, t is a teaching signal given from the outside, a is a value calcu-
lated from Eq. (1), and μ and ν are predefined constants. Again, the summation for j is
taken for all the firings at the a node. The μ- and ν-terms are the ‘penalty’ terms added
in order to make the sum of {rj} be one and make each rj close to zero or one, re-
spectively. By partially differentiating Eq. (2), we can calculate differential coefficients
vector (Dxj , Drj) = ( ∂E

∂xj
, ∂E
∂rj

) of the a node’s output tokens. (Through this paper,
D� signifies the energy function E’s partial differential coefficients with respect to �.)

Once (DX , DR) is obtained for all the child tokens of a firing (here, (Dx, Dr) is
expressed as (DX , DR) to indicate that it is for a child token), the firing is extinguished
and the parent tokens’ (Dxi , Dri) is calculated with

Dxi =
∑

children

(
DX

∂X

∂xi
+DR

∂R

∂xi

)
, (3a)

Dri =
∑

children

(
DX

∂X

∂ri
+DR

∂R

∂ri

)
. (3b)

∂X
∂xi

, ∂R
∂xi

, ∂X
∂ri

, and ∂R
∂ri

are calculated from Table 1. The summation ‘
∑

children’ is taken
for all the child tokens of the fire (Fig. 3(a)).

Specifically, when a firing is extinguished at a node with parameter {v}, {u}, or
{βr} (which are all expressed as {z} hereafter), we also calculate the partial differential
coefficient of E with respect to z using

Dz =
∑

children

(
DX

∂X

∂z
+DR

∂R

∂z

)
(4)

(Figure 3(b)). ∂X
∂z and ∂R

∂z are also calculated from Table 1. The chain rule (differenti-
ation rule for the composite function) ensures that Dz evaluated from Eq. (4) gives the
partial derivatives of the original energy function E [3].

After Dz is obtained at all of the c, C, and judging firings, we finally revise the node
parameters using the steepest descent method as:

z → z − η
∂E

∂z
= z − ηDz. (5)
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Here, with a predefined constant η1p, we require that the revision by a one-pass propa-
gation (a pair of the FP and BP) make E become 1− η1p times the former value as:

(1− η1p) · E({z}) = E

({
z − η

∂E

∂z

})

 E({z})− η
∑
z

(
∂E

∂z

)2

... η =
η1p ·E∑

z

(
∂E

∂z

)2 . (6)

The linear approximation of the Taylor expansion ofE({z})was used. The convergence
of the parameter learning by Eq. (5) is ensured by Eq. (6).

2.5 Topological Reformation

The topological reformation of an ATN is conducted by agent operations listed up
in Fig. 4. A CON (constantification) agent changes the node operation into c or C
(Fig. 4(a)), a DIV (division) divides a constant node into two (Fig. 4(b)), a BRG (bridge)
constructs a bridge between an edge and a node (Fig. 4(c)), a MKV makes a new vari-
able node (Fig. 4(d)), a MGT merges two adjacent addition/multiplication operations
(tuples) (Fig. 4(e)), and a MGN merges two or more constant operand nodes within
an addition/multiplication operation (Fig. 4(f)). Among these, CON, MGT, and MGN
simplify (reduce the node/edge numbers of) the graph, whereas the others complexify
the graph.

Though not shown in Fig. 4, the seventh agent WAR rewires the background ‘wa’
edges which are compared to ‘van der Waals’ bonds known as the weakest interaction
between bio-molecules [19,20,21]. Some agent operations except for CON and DIV are
concerned with two or more nodes. One way to do such inter-node operations is that
an agent moves through the network and collects information by themselves, but in the
current implementation, most agents stay at nodes and gather information through ‘wa’
edges created by the WAR agents which move around the network in lieu of them.

In what follows, we take CON, DIV, and BRG and explain their detailed operations.
A CON agent usually stays at a variable node. During the stay, it observes (x, r)

of the firings created at the node, and if the value does not change for a long time,
it changes the node operation into c or C depending on whether the node operation
is arithmetic or regulating. At the same time, the incoming edges of the node are cut
except for an edge with the minimum sum of the past r values which is conserved to
make the node ‘firable’.

A DIV agent usually stays at an arithmetic/regulating constant node with two or more
outgoing edges. It observes (Dx, Dr) of firings at the node for a long time, and if they
contradict each other, divides the node into two. After this division, v (or u) of the
divided nodes are able to learn toward different directions.

A BRG agent usually stays at an edge. It randomly chooses a neighboring node ‘a’
and constructs a bridge between the current edge and node ‘a’ as shown in Fig. 4(c).
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Fig. 4. Graph modifying operations by agents

Three nodes with the operations *, +, and c (with v = 0.0) are newly created for the
bridge. Since a ∗ 0.0 + b = b, this modification does not change the calculation result;
however, after this operation, differential coefficients propagated to the newly created
c node gradually changes v, which makes node ‘a’ affect the calculation result.

Through all the graph reformation processes, the current implementation prohibits a
‘loop’ from being created in the ATN. The future possibility of loosening this constraint
is discussed in Section 4.
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Fig. 5. (a) Initial ATN and (b) final ATN (after 80, 033 time steps) obtained for a regres-
sion problem for the one-variable quadratic function (Eq. (7a)). The graphs are drawn with
a commercial software named aiSee [1]. The final ATN produces the a value with a cubic
function a = 0.965 + (0.169s) + (−0.00548 + 2.57s) + ((−0.00548 + 2.57s)(−0.948 +
(0.817(−0.00548+2.57s))+(2.90(−0.785+((−0.00548+2.57s)(0.149+(0.00374∗2.90)+
(0.0270(−0.00548+2.57s)))))))). The result was obtained from a one-minute simiulation run.

3 Experiments

To demonstrate the ATN’s basic capability to explore algorithms, here we apply the
ATN to some symbolic regression problems. The simulation constants are taken to be:
μ = 1.0, ν = 1.0, βr-init = 0.3 (βr’s initial value), κ = 100.0, η1p = 0.5, Ntgt = 300
(target node number), Mwa-tgt = 5.0 (wa edge’s target degree per node), λ = 1.0
(mean free path for rewiring wa edges; a wa edge is joined to a closer node with a
smaller this value [20]), TxrUcCON = 20 (number of passes until a node is judged to
be constant), rdiff-ngl = 1.0 × 10−4 (threshold of r under which tokens are killed), and
TwatchStblty = 10 (number of passes until DIV decides to split a node). The simulation
program is implemented in Java and is run on a standard desktop computer with Intel
Duo processor (1.86GHz).

3.1 Polynomial Functions

We prepare one-variable quadratic, cubic, and quartic functions

t = 1− 6s+ 10s2 (7a)

t = −0.5 + 11s− 35s2 + 28s3 (7b)

t = 0.2 + 35s− 175s2 + 300s3 − 160s4 (7c)

within the domain 0 ≤ s ≤ 1 as targets, and examine the ATN’s learnability.
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Fig. 6. The s-a (sensor-answer) and s-t (sensor-teach) plots for the run in Fig.5

Figures 5 and 6 show a representative result for the quadratic function. In this experi-
ment, we start from a handmade 6-node ATN that represents a linear function a = 0−s
(see Fig. 5(a)), then after 80,000 time steps (about 800 passes), we obtain a 39-node
158-agent network (Fig. 5(b)). Figure 6 shows the change of the s-a (sensor-answer)
plot during this run. We can see from this figure that the final function of the ATN
almost perfectly agrees with the target function within the domain. Results for ten dif-
ferent runs plotted in Fig. 7 show that nine out of ten runs succeed in finding desirable
functions for this regression problem.

Using the same method, we also tested the ATN’s learnability with the cubic and
quartic functions (Eqs. (7b) and (7c)). The representative results are shown in Fig. 8.
For both functions, we tested hundred runs and ten runs with different random num-
ber sequences and found that 60% and 80% runs succeeded in creating the desirable
functions, respectively.

3.2 Fraction Function

Next we apply the ATN to symbolic regression of a ‘fraction’ function defined as

t =
11− 62s+ 88s2

6.5− 32s+ 40s2
(8)

within the domain 0 ≤ s ≤ 1.
We tested ten runs using different random number sequences, but all the runs failed to

create solution networks that produce the desirable answer for this much more difficult
function. Figure 9 shows a representative result.
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Fig. 7. s-a and s-t plots obtained for a regression problem for the one-variable quadratic function
(Eq. (7a)). Out of ten different runs that use the same parameter setting, nine runs find desirable
results (only the run with Seed = 4 fails). Note that the s is given only within the domain
0 ≤ s ≤ 1.
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Fig. 8. The s-a and s-t plots for representative runs for the (a) cubic function (Eq. (7b)) and (b)
quartic function (Eq. (7c))

Fig. 9. The s-a and s-t plots for a representative run for the fraction function (Eq. (8))

3.3 Conditional Branch

Finally, we take a conditional branch and conduct a preliminary experiment. We set a
teaching function

if s > 0.6, t = 1− s
else t = 4s+ 1

(9)
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Fig. 10. s-a and s-t plots obtained for a conditional branch problem (Eq. (9))

within the domain 0 ≤ s ≤ 1. We hand-design the initial ATN whose topology directly
represents Eq. (9) but whose network parameters are different from the target values,
and examine the ATN’s capability of adjusting the parameters towards the desirable
values. No agents for topological reformation are supplied.

Figure 10 shows a representative result. We can see from this figure that the ATN
is able to optimize not only the threshold value but also the branch’s fuzziness para-
meter βr.

4 Discussion

A novel computing and learning model, algorithmically transitive network (ATN), was
proposed. The ATN is represented by a data-flow network used to describe an algorithm
of the data-flow computer (DFC). After the calculation by the forward propagation, the
ATN propagates differential coefficients backward and adjusts node parameters with
the steepest descent method. Moreover, based on the information obtained from this
learning, the ATN modifies topological structure of the network through the agent op-
erations, leading to the renovation of the network’s algorithm. The model was success-
fully applied to a few simple symbolic regression problems, but the limitation of the
learning capability was also found with more complex functions. Revising the model’s
framework and improving the ATN’s learnability remains a future research subject.

4.1 Supervised Learning in Computation

As another auto-programming tool that represents algorithms by a network, we have
Genetic Programming (GP) proposed by Koza [6,7,8]. Though the original GP used
only a program graph with tree topology, but such research as PADO [25], Cartesian
GP [12,13], and GNP [10] adopted networks with free topology and have extended
the GP’s domain. In addition, some researchers have also incorporated reinforcement
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learning in the GP: node parameters were adjusted by Q-learning [5,2,10] or by the
multiple linear regression analysis [14]. The ATN, on the other hand, combines the
GP-like program graphs with the artificial neural network and enables more powerful
supervised learning in computation.

4.2 Translation from Programming Language

Though the ATN experiments presented in this paper start from a small random/hand-
made network, if we were able to develop a tool to translate a higher language pro-
gram (written in C, Java, or whatever) into the ATN, the presented method would be
used to improve/optimize programs designed by the humans. Of course, a usual higher
language program includes a number of different control flows not tested in this paper:
loop, subroutine, and so on. Translating a program with these elements into the ATN
and revising it with the presented method are one of the problems to be tackled in the
future.
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Abstract. Pandemic influenza A (H1N1) has spread rapidly across the
globe. In the event of pandemic influenza A (H1N1), decision-makers
are required to act in the face of substantial uncertainties. Simulation
models can be used to project the effectiveness of mitigation strategies.
Since nature is very complex, the perfect model that explains it will
be complex too. Membrane system (P system) can be a perfect model
modelling ecological system. This paper briefly describes stochastic mem-
brane systems for modelling spread of pandemic influenza A (H1N1) in
an isolated geographical region. The model is based on a discrete and
stochastic modelling framework in the area of Membrane Computing.
This model can be a useful tool for the prediction of infectious diseases
within predefined areas, and the evaluation of intervention strategies.

Keywords: pandemic influenza A (H1N1), pandemic spread modelling,
stochastic membrane systems, membrane computing.

1 Introduction

Cases of pandemic influenza A (H1N1) were first reported in Mexico in April
2009 in [1]. Subsequently, the virus spread rapidly across the United States and
Canada, and then became a global concern [2]. The influenza A (H1N1) virus
is highly transmissible. Urgent implementation of measures against pandemic
influenza A (H1N1) is required. Modelling the spread and control of pandemic
influenza A (H1N1) can help to predict the spread tendency of pandemic in-
fluenza A (H1N1), thus help to choose the effective measures to control the
pandemic.

The application of mathematical modelling to the spread of epidemics was
initiated by Daniel Bernoulli’s work on the effect of cowpox inoculation on the
spread of smallpox. Classical epidemic modeling was built on differential equa-
tions. These models revealed the threshold nature of epidemics and explained
herd immunity, where the immunity of a subpopulation can stifle epidemics’ out-
breaks to protect the entire herd. But such models are ill-suited to capture the
direct contacts between individuals and complex virus spreading social networks.

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 74–81, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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P systems, or membrane systems, were introduced in [3] as a class of uncon-
ventional computing devices of distributed, parallel and nondeterministic type,
inspired by the compartmental structure and the functioning of living cells. P
systems are based on a hierarchical structure of nested membranes, inspired by
the structure of living cells. Each region can contain objects, mimicking the pres-
ence of molecules, proteins, etc. in the compartments of living cells. Moreover,
each region has an associated set of multiset rewriting rules. These rules are
motivated by chemical reactions that occur inside the regions of living cells. We
can refer to [3,13] for details on Membrane Computing.

Although most research in P systems concentrates on the computational
power of the devices involved, lately they have been used to model biological
phenomena within the framework of computational systems biology. In this case
P systems are not used as a computing paradigm, but rather as a formalism for
describing the behavior of the system to be modelled. In this respect, several
P systems models have been proposed to describe oscillatory systems [4], signal
transduction [5], gene regulation control [6] and quorum sensing [7]. These mod-
els differ in the type of the rewriting rules, membrane structure and the strategy
applied to run the rules in the compartments defined by membranes.

Recently, P systems have been applied in modelling complex systems. In par-
ticular, P systems are used to model cellular processes and biochemical or cellular
systems to analyze the complex behaviors [8,9]. They are feasible also for the
investigation of biological systems at a higher scale order, such as the ecological
systems, where the interactions between individuals are analyzed [10].

As P systems are inspired from the structure and functioning of the living cell,
it is natural to consider them as modelling tools for biological systems, within the
framework of systems biology, being an alternative to more classical approaches
like ordinary differential equations (ODEs) and to some recent approaches like
Petri nets and π-calculus.

Simulating natural phenomena using membrane systems can keep the most
important natural factors and overcome some limitations of classical mathemati-
cal models. The complex social networks and interaction between individuals can
be expressed by the complex structure and rules of membranes. There are enor-
mous cells and chemical substances even in a limited space. Chemical substances
in membrane are natural agents, and they quite differ from cyber agents where
chemical reactions inside membrane systems are obedient to the nature’s law.
What is more, the chemical reactions in membrane systems are highly parallel.
In this respect, using membrane systems to model the spread of pandemic may
be more advantageous than classical mathematical modelling such as ordinary
differential equations modelling.

Modelling pandemics with P systems is a novel way to use the concept of
agent-based model to model pandemics spreading. P systems show their power
of modelling and investigating ecological systems. Modelling pandemics with
P systems can capture the direct contacts between individuals and complex
virus spreading social networks. It also overcomes the shortcomings of classical
mathematical modelling.
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2 Objectives

We extend the stochastic modelling framework of dynamic probabilistic P (DPP)
systems, initially introduced in [9]. The goal is to construct a model of dynamic
probabilistic P systems to simulate and investigate the spread and control of
pandemic influenza A (H1N1) in an isolated geographical region.

3 Modelling Framework

Dynamical probabilistic P systems are membrane systems where probabilities are
associated with the rules, and such values vary during the evolution of the system
according to a prescribed strategy. Each membrane identifies a region, delimited
by it (if any) immediately inside it. The number of membranes in a membrane
structure is called the degree of the P system. The number of hierarchical levels
in a membrane structure is called the depth of the P system. The whole space
outside the skin membrane is called the environment. Different from the DPP
systems introduced in [10], the probabilities are given instead of been evaluated
in our model and our construct of DPP systems is a little different from construct
in [10]. More details about DPP systems and examples of simulated systems can
be found in [12].

Definition 1. A dynamical probabilistic P system of degree n is a construct

Π = (O, μ,M0, . . . ,Mn−1, R0, . . . , Rn−1, I) where:

• O is an alphabet, and its elements are called objects.
• μ is a membrane structure consisting of n membranes labeled with the num-

bers 0, . . . , n− 1. The skin membrane is labelled with 0.
• Mi, i = 0, . . . , n− 1, is the initial multiset over O inside membrane i.
• Ri, i = 0, . . . , n−1, is a finite set of evolution rules associated with membrane

i. An evolution rule is of the form r : u
P−→ v, where u is a multiset over O, v is

a string over O× ({here, out} ∪ {inj|1 ≤ j ≤ n− 1}) and P ∈ IR+ is a constant
between 0 and 1 associated with the rule.

• I ⊆ {0, . . . , n− 1} is the set of labels of the analyzed regions.

A DPP system works as follows: A fixed initial configuration of Π is given
according to the simulation design, hence it consists of the multisets initially
present inside the membrane structure, rules and corresponding probability of
each rule.

At each step of the evolution, all applicable rules are simultaneously applied
and all occurrences of the lefthand sides of the rules are consumed. We assume
that the system evolves according to a universal clock, that is, all membranes
and the application of all rules are synchronized. The applied rules are chosen
according to the probability values assigned to them; the rules with the high-
est normalized probability value will be more frequently tossed. If some rules
compete for objects and have the same probability values, then objects are non-
deterministically assigned to them.



Modelling to Contain Influenza H1N1 77

4 Method

Based on the framework of dynamical probabilistic P systems, a model is con-
structed to reveal and simulate the spread and control of pandemic influenza
A (H1N1) in an isolated geographical region. It is believed that the model and
parameters are based on reasonable estimates of what could happen, and these
results are assisting the planning of a response.

Membranes can be agents representing different regions in our socity. For
example, we can make some membranes represent schools and some represent
workplaces and others represent households, etc. The different substances in and
out of membranes can be agents representing different individuals (susceptible,
infected, recovered) in our society. The activities of human beings can be modeled
by some regulated application rules of substances. The quantity of regions and
people can be enormously large because of the large quantity of membranes and
substances. The model can be described as Fig. 1.

Fig. 1. Membrane system modelling spread of pandemic

The rectangle regions mean the hierarchical membranes. The shapes with
different colors represent different individuals in each region: the black circles
represent the susceptible individuals; the red squares represent the infected indi-
viduals; the green triangles means the recovered individuals. The arrows in the
model describe the movements of individuals between different regions.

Based on [11], some assumptions about the spread of pandemic influenza A
(H1N1) are made to construct the dynamical probabilistic P system model:

1. Each infected individual is equally infectious, and the infectiousness of an
infected individual remains changeless during the course of symptomatic
period.

2. The virulence of the pandemic influenza A (H1N1) virus remains changeless
during the course of spreading.
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3. The immunity and susceptibility of each individual is identical regardless of
his/her age.

4. Recovered individuals get immunized and are excluded from the infection.
The death incidents which are insignificant compared to the whole popula-
tion in reality are ignored.

The scheme of DPP systems model for simulation of pandemic influenza A
(H1N1) is:

Π = (O, μ,M0,M1,M2,M3, . . . ,Mn−1, R0, R1, R2, R3, . . . , Rn−1, I) where:

• O = {S, I, R} . S, I, R stand for a susceptible, a infected and a recovered
individual respectively.

• μ = [[ ]1[ ]2[ ]3 . . . [ ]n−1]0.
• M0 = λ (λ means no objects), M1,M2,M3, . . . ,Mn−1 contains different

numbers of S, I, R respectively, which means the initial population in each region.
• R0 = λ (λ means no rules), R1, R2, R3, . . . , Rn−1 contains different rules

respectively reflecting the transmission and control of pandemic influenza A
(H1N1).

• I = {1, 2, 3, . . . , n− 1} indicates the analyzed regions.

In modeling the spread and control of pandemic influenza A (H1N1), the mem-
brane system model can incorporate the underlying mechanism of transmission
and recovery dynamics and can be able to account for experimental data in
a number of cases. In this regime, a probabilistic description must be used.
Schematically, the stochastic infection and recovery dynamics is given by

SI
α−→ (II, here),

I
β−→ (R, here).

The first reaction reflects the fact that an encounter of an infected individual
with a susceptible results in two infecteds at a probability α; the second indicates
that an infected individual gets recovered at a probability β.

The stochastic movement dynamics is given by

S
γ−→ (S, inj |1 ≤ j ≤ n− 1),

I
δ−→ (I, inj |1 ≤ j ≤ n− 1),

R
θ−→ (R, inj|1 ≤ j ≤ n− 1).

The three rules reflect the fact that a susceptible, a infected and a recovered
individual moves into one region at probabilities γ, δ, and θ respectively.

We assume that a global clock exists, marking the time for the whole system
(for all cells of the system); that is, all application of all the substance rules
are synchronized. The rules are also applied in a maximal consistent parallelism;
that is, all those rules must be applied simultaneously in a maximal way.
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5 Future Work

In the next step, the specific DPP systems modelling spread and control of
pandemic influenza A (H1N1) should be constructed. The social places can be
categorized into five categories: school, household, workplace, community and
quarantine. The model is depicted in Fig. 2. In the model, both free movement
(depicted with green arrows) and forced quarantine (depicted with red arrows)
are considered.

In a future work, transmission probabilities and realistic interactions between
people through which transmissions arise should be also investigated. Once we
get the real sample data of the spread of pandemic influenza A (H1N1), we can
build the initial model according to the sample data, and set the related rules and
probabilities. Then the model is modified until it can reveal the real situation
of pandemic’s spread. The simulation can run thousands of times to forecast
the spread of pandemic influenza A (H1N1). Moreover, different measures to be
implemented can be simulated in the model so that the impact of these measures
can be correctly estimated.

Before we construct the model, it is necessary to perform simulations of the
model. We will perform simulations by means of a dedicated program written
in Matlab language. In the simulations, the stochastic and parallel application
of the rules is done by splitting each parallel step into several sequential sub-
steps. Each single parallel step is separated into three stages: in the first one, a
random number (between 0 and 1) generator is used to generate a probability.
The probability generated is compared with the given probability of the specific
rule. If the probability generated is less than the given one, the rule associated
with the probability will be applied. Otherwise, the rule will not be applied in
this step. So the rule is chosen to be applied according to the comparing result; in

Fig. 2. Social networks of pandemic influenza A (H1N1) spreading
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the second one, rule is applied to correspondingly consume the objects appearing
in its left-hand side; in the third one, the multisets are updated using a stored
trace of the rules previously tossed. Each stage starts only when the previous
one has been applied to all the membranes in the DPP system, and the same
process is repeated for all evolution steps. A detailed description of the way the
simulation algorithm works and of its complexity can be found in [12].

6 Conclusions

Simulation of pandemic’s spread using membrane systems is a novel way to fore-
cast the spread of pandemic. Membrane system is a natural tool with a lot of
advantages like the large quantity, the high parallelism and the natural behavior
based on rules. As pandemic influenza A (H1N1) progresses, and new health chal-
lenges emerge, such novel agent-based model will show tremendous advantages
in simulation. Once the model is considered to be experimentally validated, it is
possible to provide hypotheses about the possible spread of pandemic influenza
A (H1N1).
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Abstract. “Algorithmically Transitive Network” (ATN) is a novel computational
model based on a data-flow network, consisting of the following operations: a
forward propagation propelled with node firing and token creation, a backward
propagation caused by evaluating differential coefficients, and a topological alter-
ation taken place by autonomous agents. In the research of the ATN, a simulation
run on some parallel processing scheme is essential. As a flexible and power-
ful implementation scheme, the paper employs a P2P based distributed platform,
and describes the mechanisms for simulation and P2P deployment of the ATN.
The implemented platform has the following three features: flexible allocation
of ATN nodes to the physical resources, unified description of communication
between nodes, and several methods to realize high parallelism. The proposed
scheme is also helpful to verify applicability of the employed P2P system.

Keywords: peer-to-peer network, framework system, data-flow architecture,
agents, oneway RPC.

1 Introduction

“Algorithmically Transitive Network” (ATN) [1] [2] is a novel computational model
based on the data-flow network [3]. The ATN consists of operations of the bi-directional
propagation of ‘tokens’, a forward propagation (FP) which advances calculation ahead
using ‘firings’ of nodes, and a backward propagation (BP) which evaluates calculation
to the opposite direction of the flow of tokens in the FP.

As in the data-flow network, the ATN’s nodes read the input tokens on their incom-
ing edges, fire, and create the output tokens on their outgoing edges during calcula-
tion. This constructs a ‘fire-token pedigree’ whose nodes (tokens) represent variables
or mathematical expressions, and whose hyper-edges (firings) represent arithmetic/log-
ical operations used to create the tokens. An example of these relationships is shown in
Fig. 1. The BP, which is propelled on the pedigree, finally modifies parameters of the
ATN at some nodes, whose statistical data is used to change the network topology by
functional agents distributed in the network. The aim of the ATN research is in making
the data-flow network itself learn through these operations and explore novel algorithms
automatically.

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 82–91, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Fig. 1. (a) Higher language program of a simple conditional branch, (b) data-flow network (ATN),
and (c) fire-token pedigree produced by the calculation. The variable name s represents the
graph’s input (sensor) signal, and the a represents the graph’s output (answer) value. The pedi-
gree’s top ancestor is the initial fire at the ‘B’ node, and its last descendants are firings at the ‘E’
node or nodes with no outgoing edge. In (b), arithmetic edges are expressed as the solid arrows,
and regulating ones are expressed as the broken arrows.

Of course, an implementation and an experiment of the ATN can be conducted on
a single core computer; however, in order to precisely evaluate the ATN’s ability to
explore algorithms, implementation to parallel computers, such as a PC cluster with
sufficient calculation resources, is essential. Although now in many cases, MPI [4] is
used as a programming tool for a parallel computer, here we propose building the ATN
on a P2P platform system named “PIAX” [5]. There are three advantages for taking
this approach. First, a PIAX’s higher level library provides an efficient programming
environment for software developers as well as the software’s flexibility. Second, the
ATN which uses the data-flow network for the base of calculation has high affinity
with a P2P network, requiring the minimal communication cost between CPU cores.
This will be also enhanced by the trait of the PIAX able to use threads efficiently and
utilize the core resources for the maximum. Third, the P2P library enables the ATN to
be deployed to the open network environment in the world.
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Fig. 2. Modular structure of ATN-P2P

In the research of the ATN, what kind of agents should be prepared and what kind
of topology changing rules should be made are important research agenda. To inquire
about these issues, we have to try many agent designs with repeating each evaluation
and verification. Moreover, to confirm the ATN’s high parallelism and functionality as
a distributed system, it is also necessary to check about the performance of the ATN
implemented onto an actual P2P network. The P2P-based platform system we have
developed (“ATN-P2P”) not only supports the research of the ATN from these points
of view but also clarifies the outcome of or difficulty in deploying the ATN to a P2P
network. Subsequent chapters describe the design and implementation of ATN-P2P,
focusing on mechanisms for the ATN simulation platform and P2P deployment.

2 Basic Design of ATN-P2P

2.1 Framework and Modularity

The ATN-P2P has a form of a ‘framework system’ so that an ATN researcher can try
and implement an idea freely. The researcher can change, add and delete the following
functions without caring about the system behavior of the topology change of the ATN
and the detailed flows of tokens in the FP and the BP.

– Insertion and deletion of a node, and the change of an operation defined in a node.
– Change of calculation of differential coefficients and teaching signals.
– Insertion and deletion of an agent, and the change in behavior of an agent.

In addition to implementing a new function, it should be checked how the added func-
tion is operating inside and how the variables changes. Although these are the basic
functions of a simulator, change of a request occurs in several phases of research. To
meet this, we took a modular design approach which separates a visualization function,
etc., from the essential computation of the ATN. The modular structure of ATN-P2P is
shown in the Fig. 2.

The central box named ‘ATN framework’ is the framework system, a core module
which executes the ATN computation. The above functions, i.e., the insertion and dele-
tion of a node or the change in behavior of an agent and so on, are implemented on this
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framework. The left visualizer module is a controller of the ATN framework, which has
the function of visualizing the graphical data returned from the ATN framework. The
ATN framework has an API to control from outside. It is possible to control the ATN
framework from not only visualizer module but also from a script and to make it deploy
as a web server. On the other hand, it has a plug-in structure for gathering such informa-
tion as the output in the gnuplot form of each pass state of the ATN, the variable values
that nodes have for processing statistically, and fine motions in the processes of the FP
and the BP, and the operations of agents. Although the visualizer module was imple-
mented as a controller form, the data for visualization can also be collected using this
plug-in function. This framework design and the modularity enhance the extendibil-
ity of the system and the independency of computation logic in the ATN, helping a
researcher concentrate on the research of the mechanism of the ATN itself.

2.2 Requirement for P2P Deployment

In general, when we apply the P2P framework to some system, we have to consider the
folowing issues which might become primary obstacles to the deployment:

1. Existence of shared resources.
2. Synchronicity over two or more nodes.
3. Consistency between nodes.

The existence of shared resources becomes a factor which disturbs the decentralization
of processing. When a node is decentralized in the ATN, access from all of the nodes is
focused on the shared resources, and there is a bottleneck in the performance.

In a platform including a higher-level manager that looks down at the whole network,
synchronicity over two or more nodes is easily implemented; and yet, this is not the case
in a distributed system. Simulation of the ATN requires repeated operations of the FP,
the BP, and agents as one cycle (called pass), and for this reason, each distributed node
needs to detect the completion of each pass.

The consistency between nodes becomes a problem, for example, when a change
of the topology of the ATN is simultaneously made by two or more agents and the
consistency of topology is no longer guaranteed. It may also happen that the a partial
separation of the network occasionally occurs and the token flows of the data flow
network are stopped.

3 Mechanisms for the P2P Platform Simulating the ATN

3.1 Flexible Resource Allocation

Since, through the repetition of passes, the ATN changes its topology dynamically and
the number of nodes tends to increase with time, we cannot assign one node to one
machine when performing the ATN on the machines of fixed number. To get around this
problem, the ATN-P2P assigns the ATN nodes to the physical resources dynamically by
dividing the node set into some groups and allocating them to the machines. One group
is treated as a process, and the number of processes is taken to be changeable during the
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Fig. 3. Node allocations and communication patterns in the ATN-P2P

run. Furthermore, communication between processes is performed using IP addresses,
irrelevant of whether it is inside or outside a machine. This makes a process boundary
equivalent to a machine boundary, and assures the flexibile assignment of the processes
to the machines.

Basically, we can choose arbitrarily a way for the grouping of nodes in the ATN into
processes on the equipped distributed machines. For example, when the whole ATN is
assigned to one process without a grouping, the ATN-P2P functions as a single simula-
tor. When nodes are grouped one by one and each process is assigned to a machine, the
ATN-P2P operates as an actual P2P network. The grouping into a process and commu-
nication of nodes are more concretely shown in the Fig. 3.

Since the ATN-P2P is implemented in Java, a process here is a JVM (Java VM)
process. There exists one object called ‘ATNMgr’ on a JVM process. The ATNMgr
manages all the nodes assigned to the process by conducting the following tasks.

– Insertion and deletion of a node and management of topology information including
edges.

– Cooperation with ATNMgr(s) on other processes.
– Communication with external applications and specifying its API.

An ATNPeer is a Java object which represents a node. An outgoing edge from the
node is also assigned to this ATNPeer. Communication between the ATNMgr and AT-
NPeer(s) is performed as follows.

– Communication between ATNPeer(s) within the same process as the ATNMgr is
performed by a normal method call.

– Communication of ATNMgr(s) between different processes uses a remote proce-
dure call (RPC).

– Communication of ATNPeer(s) uses a RPC with no returning value (called ‘Oneway
RPC’).
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Fig. 4. Relationship of objects in ATNPeer. A 128-bit unique ID is used for the reference to
Node, Edge, and Fire objects which exist in a different ATNPeer. The ATNPeer has the ID same
as the Node has.

As the data-flow network used in the ATN communicate only between an adjacent node
pair, so an ATNPeer exchanges such information as tokens only with its partners (ad-
jacent ATNPeers). Moreover, in communication between ATNPeers, a communication
partner’s ATNPeer does not know whether the sender exists in the same JVM process.
The Oneway RPC, described in the Section 4.2, is a mechanism that enables the one
way message transmission in a RPC form.

The ATNMgr performs the insertion and deletion of nodes within the JVM process.
It is important to decide which process of which machine the newly generated node
should be assigned to. At present, the generated node is assigned to the same process as
that which the parent node belongs to; however, we are able to allow an ATNPeer to mi-
grate to another JVM process to secure good load balance between JVM processes. The
problem for making rearrangement of the ATNPeers is to be solved by the cooperation
of ATNMgr(s).

3.2 Object Assignment in ATNPeer

The internal structure of an ATNPeer is shown in the Fig. 4. The ATNPeer has the
assigned Node object, outgoing Edge objects and Agent objects on each Node or Edge
object, and Fire and Token objects generated at the time of the FP. The information on
the incoming edge is also needed by the ATNPeer, but this information is made available
via the reference to an Edge object which another ATNPeer holds. During the FP, if the
Token objects used as the conditions for firing are prepared in the the queuing elements
in the incoming Edge objects, the node fires, which causes the creation of a Fire object
the ATNPeer.
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3.3 Unified Description for Message Sending

In order for the ATN nodes to be allocated flexibly to physical resources, it is desirable
that the communication between nodes might be expressed in a program uniformly
regardless of the way of the grouping of the nodes or the assignment of the processes to
the machines. The guiding principle for this unified description is:

– Eliminate a bidirectional communication.
– Always use a remote communication protocol.
– Specify the destination node with the ID.

According to the data flow model which the ATN has, we basically consider one way
message transmission. The scheme of communication is unified into description sup-
posing remote communication for both within-a-process and between-processes com-
munication. In order to improve the performance of local communication, when the
communication locality is detected, a prepared optimization procedure is always con-
ducted. For the references to objects in another ATNPeer, the IDs are used as described
in Section 3.2. This avoids the disturbance of the communication after the rearrange-
ment takes place and the communication address (IP address etc.) of the ATNPeer
changes. The above-mentioned guiding principle is realized by the Oneway RPC de-
scribed in Section 4.2.

3.4 Concurrency Control of ATN

The realization of effective parallelism and concurrency is a central theme in the re-
search of the ATN. In case of the ATN-P2P, the following two step approaches are
taken.

Division of the Processes to Two or More Machines. Higher parallelism is achieved
by dividing a node set into the processes on multi-core machines or processes on dif-
ferent machines.

Event Driven Process. Unit operations in the ATN node are classified into the firing in
the FP, fire extinguishing in the BP, or operations by the agents. Since all these processes
are triggered by external events and none of them use a CPU stably, we do not assign a
thread to a node permanently but assign a thread to the generated event. This achieves
high level concurrency in a simulation.

4 Implementation

4.1 Distinctive Feature of PIAX Transport

In the implementing of ATN-P2P, the function which the transport layer of PIAX has
for the realization of the unified description of communication between nodes and the
concurrency using an event driven model was used.
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PIAX is a platform system for the mobile agent which operates on a P2P network. It
has a framework for the nodes which constitute a P2P network in order to communicate
not using physical addresses like IP addresses but using global unique IDs. This is called
the ‘ID/Locator separation’ and it is prepared as a communication mechanism for a P2P
network (or an overlay network) in the transport layer of PIAX [6].

Regarding the high level concurrency, PIAX has a mechanism for making nodes of
tens of thousands of scales perform on one JVM. This is because the transport layer of
PIAX is implemented as the event driven model. The feature utilized by ATN-P2P is as
follows.

– Since the thread is not assigned to the node, even if it works, the nodes of tens of
thousands of scales don’t generate consumption of the thread.

– Make concurrent processing generated by event using a thread. Since many threads
are assigned to CPU resources by JVM adaptively, they can utilize a multi-core for
the maximum.

– Avoid the overhead of thread generation by thread pooling. Furthermore, the drain-
ing of thread assignment of the concurrent processing, which takes place explo-
sively by giving thread pool restriction can be prevented by setting an upper limit
on the thread pool.

4.2 Oneway RPC

For the unified description of the communication described in Section 3.3, a RPC for
the one way call, named ‘Oneway RPC’, was implemented using the RPC function of
PIAX. Although the Oneway RPC has the same call form as a RPC, since it is the one
way call, neither a return value nor the exceptions which are thrown at the receiver side
is returned to a caller. And since a caller does not wait for the completion of processing
of the RPC, the Oneway RPC call is completed immediately.

The example of coding of the Oneway RPC is shown in the List 1.1. In this ex-
ample, in an ATNPeer, in order to add outgoing edge newly, the addIncomingEdge
method which adds an incoming edge of the ATNPeer is called. As preparation for
treating the ATNPeer linked as a remote object, the stub of the RPC is generated by
a getOnewayStub method and an addIncomingEdge method is called out as a method
which the stub has. In the usual stub generation, although the IP address of a remote ob-
ject is needed, the mechanism of the ID/Locator separation which PIAX has is utilized
here so that the ID can be specified.

List 1.1. A sample code of Oneway RPC

1 public void addEdge(...) {
2 ...
3 try {
4 ATNPeerIf stub = (ATNPeerIf) getOnewayStub(dstPeerId);
5 stub.addIncomingEdge(incomingIx, getId(), edge.getId());
6 } catch (UndeclaredThrowableException e) {
7 ...
8 }
9 }
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4.3 Mobility of Agents

An agent mobility is a function which should be supported in the ATN. Through ATN-
P2P, the agent mobility is realized using the Oneway RPC. The internal state of an
Agent object is sent to the ATNPeer on the destination side using the Oneway RPC, an
Agent with the same ID is generated, the internal state of the original Agent is set, and
then the mobility of an agent is realized. The following method is an example which
moves Agent ag to the Node whose ID is dstPeerId.

void moveAgent(PeerId dstPeerId, Agent ag);

5 Conclusion

5.1 Related Work

In the research of the data-flow network, DataRush [8] which is a simulator with the
framework which can be defined by a user, a language called Stella [9] aiming at the
visualization of a data flow model, and so on have been developed. And in the area
studying P2P networks, there is also a system like p2psim [10] for carrying out the
simulation of the operation of many nodes. Thus, tools for carrying out the simulation
of the network by each area of research exist. Like ATN-P2P, a function required for a
simulation can be treated integratively, and as far as the authors know, , a tool deployable
as a distributed system like an actual P2P network does not exist.

Fig. 5. Example screenshot of the visualizer of ATN
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5.2 Current Status and Future Work

Currently, the basic design of ATN-P2P has been completed and ATN-P2P is in the
stage where the implementation of the foundation of a framework ended, and it cooper-
ates with a visualizer. Fig. 5 shows the screen sample of the visualizer which is actually
in operation.

In the future, a brush up of the framework, fulfillment of the plug-in function, and
research and development on the function which allocates nodes to physical resources
adaptively using cooperation of ATNMgr(s) are subjects to be tackled.
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Abstract. Formalism for analyses of biological systems specified by pro-
cess algebras is proposed. Biologically motivated it combines several se-
curity notions and approaches. It allows us to formalize such properties
of biological systems as diagnosability, detection ability and a presence
of biological intruders and pathological changes. Resulting properties
can be viewed as complementary to security ones. Moreover, these cor-
responding security properties are generalizations of several traditional
ones and can detect security holes otherwise undetected.

Keywords: information flow, opacity, nested attackers, diagnosability.

1 Introduction

Biological systems are frequent inspirations for computational models of differ-
ent nature (Neural network, P Systems, Calculus of Looping Sequences etc).
Moreover, there are additional connections between biology and informatics. In-
spirations and motivations from one area can be useful and fruitful in another
area and vice versa. Among them an important role plays relationship of security
of computational systems and such properties of biological systems as imunity,
resistance, diagnosability and so on. The aim of this paper is to propose a formal-
ism for analyses of biological systems specified by process algebras which enables
us to define such properties as detection ability, diagnosability of presence of var-
ious biological intruders as viruses or pathological changes. These properties can
be viewed as complementary ones to security properties. Hence, we also obtain
rather general security properties which generalize several traditional ones.

The presented approach combines several ideas emerged from security theory
as well as from modeling of biological systems. As regards security, we exploit
an idea of an absence of information flow between public and private system’s
behaviour (see [GM82]). This concept has been many times exploited in various
formalism. In security property called Non-Deductibility on Composition (NDC)
it is assumed that system’s actions are divided to private and public ones. An
information flow between these two kinds of actions is expressed in the following
way: a system has NDC property if for every high level user A (i.e. capable to
perform only private i.e. high level actions), the low level view of the behaviour
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(seeing only public i.e. low level actions) of P is not modified (in terms of weak
trace equivalence) by the presence of A. In our approach we exploit an idea of
intruders taken form NDC. Moreover we will consider several intruders which
are differently nested inside a system (as it was done in [GMM10, Gru03]). This
approach seems to be more suitable for investigation of biological systems.

The information flow will be formalized by opacity (see [BKR04]). Opacity
again seems to be more suitable for biological systems since it can capture more
complex information flow then just the flow between occurrences of private and
public actions. Opacity has been also exploited for analyses of biological systems.
By means of opacity a diagnosability (as a complementary concept to security)
for P Systems (see [BGMM10]) has been defined. Note that opacity was already
exploited for definitions of security properties for process algebras (see [Gru07]).
Combining these two approaches we propose the formalism for analyses of bio-
logical systems which are specified by means of process algebras. As a side affect
we obtain very general and strong security properties. We show that in general
the proposed properties are undecidable but become decidable for some special
cases. We consider this work as a preliminary step. Later on we plan to study
some special settings and classes of systems and intruders for which the proposed
properties can be checked in realistic time by software tools.

2 Context Process Algebra

In this section we define our working formalism - contexts process algebra (CPA).
It is based on Milner’s CCS (see [Mil89]) which is extended by placeholders to
specify processes contexts. To define the language CPA, we first assume a set
of atomic action symbols A not containing symbols τ , and such that for every
a ∈ A there exists a ∈ A and a = a. We define Act = A ∪ {τ}. We assume
that a, b, . . . range over A and x, y, . . . range over Act. Assume the signature
Σ =

⋃
n∈{0,1,2}Σn, where

Σ0 = {Nil}
Σ1 = {x. | x ∈ Act} ∪ {[S] | S is a relabeling function}

∪{\M |M ⊆ A}
Σ2 = {|,+}

with the agreement to write unary action operators in prefix form, the unary
operators [S], \M in postfix form, and the rest of operators in infix form. Re-
labeling functions, S : Act → Act are such that S(a) = S(ā) for a ∈ A, and
S(τ) = τ .

The set of TPA terms over the signature Σ is defined by the following BNF
notation:

P ::= X | A | op(P1, P2, . . . Pn) | μXP
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where X ∈ V ar, V ar is a set of process variables, A ∈ PH , PH is a set of
process place holders, P, P1, . . . Pn are CPA terms, μX− is the binding construct,
op ∈ Σ. The set of CPA processes consists of closed CPA terms. The set of CCS
processes consists of CPA processes without place holders.

Let P be a CPA process with (all) placeholders A1, . . . ,An. We will indicate
this by P [A1, . . . ,An]. CCS process obtained from from P [A1, . . . ,An] by re-
placing placeholders Ai by CCS processes Ai will be indicated by P [A1/A1, . . . ,
An/An]. Note that Nil will be often omitted from processes descriptions and
hence, for example, instead of a.b.Nil we will write just a.b. A structural op-
erational semantics for CPA terms is given by means of labeled transition sys-
tems (see [Mil89]). For s = x1.x2. . . . .xn, xi ∈ Act we write P

s→ instead of

P
x1→x2→ . . .

xn→ and we say that s is a trace of P . The set of all traces of P will
be denoted by Tr(P ). By ε we will denote the empty sequence of actions, by

Succ(P ) we will denote the set of all successors of P and Sort(P ) = {x|P s.x−→
for some s ∈ Act� and x �= τ}. If the set Succ(P ) is finite we say that P is
finite state. In the later we will use the weak trace equivalence (denoted ≈w)
and bisimulation (denoted ∼) (see [Mil89]).

Let us have a system described by CCS process P . Suppose that there are
places in the system where an intruder or intruders can be put. We indicate those
places by place holders and the resulting CPA process will be called its opening.
The opening of process can be defined on syntactical or semantical level. For
simplicity we will use the later one.

Definition 1. Let P be a CCS process. Opening of P is any CPA process
Q[A1, . . . ,An] such that P ∼ Q[A1/Nil, . . . ,An/Nil].

3 Diagnosable Intruders

The first inspiration for our work is the security property Non-Deducibility on
Composition (NDC for short, see in [FGM03]). Suppose that all actions are
divided in two groups, namely public (low level) actions L and private (high
level) actions H i.e. A = L ∪H,L ∩H = ∅. Then process P has property NDC
if for every high level user A, the low level view of the behaviour of P is not
modified (in terms of weak trace equivalence) by the presence of A. The idea of
NDC can be formulated in such a way that it is required that (P |A)\H ≈w P \H
for every A,Sort(A) ⊆ H ∪ {τ}. Hence, in the case of NDC, only one attacker
is considered and it communicates with the system on the top most level (non-
nested attacker) and the system with and without the attacker are compared on
level of weak traces (see Fig 1).

Our formalism of context process algebra allows us to model several intruders
which can be nested arbitrary inside the system . In style of NDC it would be re-
quired that P\H ≈w P ′[A1/A1, . . . ,An/An]\H for every opening P ′[A1, . . . ,An]
of process P and every Ai, Sort(Ai) ⊆ H ∪ {τ}, 1 ≤ i ≤ n (see Fig. 2). Let us
call such the property Nested Non-Deducibility (NND, for short).
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P | A P?≈w

Fig. 1. Non-nested attacker

Example 1. In general we have NND ⊆ NDC since clearly NDC is a special
case of NND property. Let P = l1.Nil + (h.l2.Nil) \H It is easy to check that
P ∈ NDC but P �∈ NND. Hence we have that NND ⊂ NDC.

Security property NND would be appropriate in case that an attacker can place
several auxiliary processes inside the system in such a way that they can cause
some information flow between private and public actions. But since for biological
systems division of actions to two static groups (one type of actions cannot be
observed and another one is always observed) is not appropriate. Hence instead
of Non-Deducibility on Composition we will exploit more general concept opacity
(see [BKR04]). First we define observation function on sequences from Act�. The
observation function is any function O : Act� → Θ� where Θ is a non-empty set
of elements called observables. In [BKR04] observable functions are divided to
static/dynamic/orwellian/m-orwellian ones. In the case of the static observation
function each action is observed independently from its context. In the case of
the dynamic observation function an observation of an action depends on the
previous ones, in the case of the orwellian and m-orwellian observation function
an observation of an action depends on the all and on m previous actions in
the sequence, respectively. The static observation function is the special case
of m-orwellian one for m = 1. Note that from the practical point of view the
m-orwellian observation functions are the most interesting ones. An observation
expresses what an observer - eavesdropper can see from a system behaviour and
we will alternatively use both the terms (observation - observer) with the same
meaning.

Now suppose that we have some security property. This might be an execution
of one or more classified actions, an execution of actions in a particular classified
order which should be kept hidden, etc. Suppose that this property is expressed
by predicate φ over process traces. We would like to know whether an observer
can deduce the validity of the property φ just by observing sequences of actions
from Act� performed by given process. The observer cannot deduce the validity
of φ for P if for every trace w of P such that φ(w) holds, there exists trace w′

such that ¬φ(w′) and the traces cannot be distinguished by an observer (see Fig.
3). We formalize this concept by opacity.

Definition 2 (Opacity). Given process P , a predicate φ over Act� is opaque
w.r.t. the observation function O if for every sequence w, w ∈ Tr(P ) such that
φ(w) holds and O(w) �= ε, there exists a sequence w′, w′ ∈ Tr(P ) such that
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P ′

A2

A3

A1

P?≈w

Fig. 2. Nested attacker

P Observer O
�

�

�

�YES

?
=

NO

w′,¬φ(w′)

w, φ(w)

Fig. 3. Opacity observer

¬φ(w′) holds and O(w) = O(w′). The set of processes for which the predicate φ

is opaque with respect to O will be denoted by OpφO.

Now we are ready to define diagnosability of several nested intruders. In a sense
it is complementary property with respect to opacity.

Definition 3 (Diagnosable intruders). Given CPA process P [A1, . . . ,An]
and a set V, V = {A1, . . . , An} of CCS processes called intruders. We say that
the intruders V are diagnosable by a predicate φ over Act� and by the observation
function O if P [A1/A1, . . . ,An/An]) �∈ OpφO.

Diagnosability of intruders assumes that we know possible holes (place holders
in our formalism) for the intruders in a system specification (as CPA term) and
a set of intruders. This is not always the case and hence we define diagnosability
for CCS processes.

Definition 4 (Strongly diagnosable intruders). Given CCS process P and
a set V, V = {A1, . . . , An} of CCS processes called intruders. We say that the
intruders V are strongly diagnosable by a predicate φ over Act� and by the
observation function O if for every opening every P ′ which is opening of P it
holds P ′[A1/A1, . . . ,An/An]) �∈ OpφO.

Strong diagnosability of intruders assumes that we know a set of intruders what
is again not always the case. Hence we define diagnosability for unknown set of
intruders.

Definition 5 (Strong diagnosability for processes). Given CCS process
P and the observation function O. We say that P is strongly diagnosable by a
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predicate φ over Act� if there exists a set V such that V is strongly diagnosable
by φ and O.

The above mentioned properties have different strengths as regards diagnosabil-
ity as well as their complements have different strengths as security properties.
The later is expressed formally in the following theorem but a similar theorem
would hold also for diagnosability properties.

Theorem 1. Let SDP⊂ denotes the subset of CCS processes which have not
strong diagnosability property, NND and NDC denote process with Nested Non-
Deducibility and Non-Deductibility on Composition property, respectively. Then
the following holds:

SDP⊂ ⊂ NND ⊂ NDC

Let SDI⊂ and DI⊂ denote CCS processes which have not Strongly diagnosable
intruders and Diagnosable intruders properties, respectively. Then the following
holds:

SDP⊂ ⊂ SDI⊂ ⊂ DI⊂.

Proof. Sketch. Let as consider static observation function which maps all private
actions and τ action to ε. For such observation function we get an observer corre-
sponding to NDC observer. To check the rest of inclusion is quit straightforward
as well is to show that they are proper.

The previous theorem can be illustrated by simple Venn diagram (see Fig. 4). As
regards decidability even the weakest of the diagnosable properties is in general
undecidable.

Theorem 2. Intruders diagnosability is undecidable.

Proof. Sketch. The proof is based on the fact that opacity is undecidable for CCS
processes (see [Gru07]). We can find process P , its opening, obesrvation function
and a set of intruders in such a way that diagnosability opacity is undecidable.

Clearly from Theorem 2 we have the following corollary. Similar property can
be formulated also for NDC a NND.

Corollary. Strong diagnosability for intruders and for processes is undecidable.

Now we will examine situations when the above mentioned properties are decid-
able. One possibility is to limit strength of a corresponding predicate.

Definition 6. Let as define predicate φ over traces to be set defined if there
exists a set D,D ⊂ Act such that φ(w) holds if w contains an element from D.

In fact, set defined predicates can detect an occurrence of private action what is
the main concern of traditional security properties. For such predicates strong
diagnosability of intruders becomes decidable under some special conditions.
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Fig. 4. Properties Hierarchy

Theorem 3. Strong diagnosability of intruders is decidable for finite state pro-
cess and observation functions O such that O(x) �= ε and O(x1. . . . .xn) =
O(x1). . . . .O(xn) for every x, xi ∈ Act (i.e. static observation function which
cannot hide anything completely) and for set defined predicates.

Proof. Main idea. There is only a finite number of non-bisimilar openings and
since the predicate is set defined and observations cannot hide any action com-
pletely we can try all possible traces.

4 Conclusions

We have defined the formalism for analyzes of biological systems specified by
process algebras. Properties as (strongly) diagnosable intruders and strong diag-
nosability for processes can be also seen as complementary properties to security
ones. In fact, to all of them correspond some (either specific or rather general)
security properties. Moreover, many already known and studied security prop-
erties can be seen as their special cases (for example NDC and NND).

All these properties assume attacks (changes of behaviour) based on a nested
presence of cooperating or non-cooperating intruders (viruses, degenerated or
mutated parts and so on). This would naturally correspond to malicious software
components (software viruses, Trojan horses and so on) embedded to systems.

As regards decidability properties, as one way how to extend the result from
Theorem 3, we could consider the most powerful attackers (see [FGM03]) or a
technique of Generalized Unwinding (see [BFPR03]). To get decidability prop-
erties one can also limit power of diagnoser/attacker by restricting observation
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function. Moreover, another direction of research might by to study different be-
haviour of P [A1/A1, . . . ,An/An]) with respect to P [A1/Nil, . . . ,An/Nil]). This
approach would be closer to NND but it can be father developed by opacity
techniques.
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Abstract. Overlay networks use computational powers available at the edges of 
the Internet to provide large-scale computing and networking environments. In 
this paper, we consider market-oriented overlay networks in which peers trade 
resources and services through a common currency. From the perspective of 
market economics, the dynamics and convergence of resource prices in such 
networks is investigated by simulation and mathematical modeling, and the 
results are briefly reported in this short paper. 

Keywords: Overlay networks, resource markets, mobile agents, peer-to-peer 
networks.  

1 Introduction 

Our model of market-oriented overlay networks consists of three types of peers: (1) 
service agents that implement specific network services, (2) resource platforms that 
provide execution environments and supporting facilities for service agents, and (3) 
users that use services provided by service agents. In this model, peers trade resources 
and services by exchanging a common currency. For example, a peer (a platform) 
provides its resources to a service agent and receives the price from the service agent; 
the peer later uses the earnings to buy services available in the network. 

When rationally designed, resource or service providing peers set prices for own 
resources/services to maximize their monetary income. As in financial markets, high 
rates of inflation or deflation of resources and services could disrupt the market and 
are not preferable, whereas it is in general a challenging task to maintain stable prices 
without central authority. This paper reports our recent results obtained from 
simulation and analytical studies to understand price dynamics in such networks. 

2 Results 

A variant of our previously published models [1][2] was used to simulate price 
dynamics in peer-to-peer resource markets. The conditions satisfied at Nash 
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Equilibria that lead to long-term price stability were mathematically analyzed and 
identified. Figure 1 shows representative results from our simulation and analytical 
studies, demonstrating that the theoretical results correspond well with the simulation 
results at steady-states. Further simulation and analysis are currently being conducted 
to understand the price dynamics in dynamic network environments.  

 

Fig. 1. Resource price dynamics investigated through simulation and theoretical studies. The 
vertical axis represents the average resource prices in the network of platforms, and the 
horizontal axis a model parameter that determines the agent behavior (see [2]). Typical network 
topologies are assumed, including ring, regular, full mesh, and star topologies. For each 
network, the dashed line represents the simulation results, and the solid line the theoretical 
ones.  
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Abstract. This paper proposes a novel dataflow architecture called DFNET
(DataFlow architecture on the interNET), which realizes a scalable dynamic
dataflow computer on a packet switching network. A vast amount of research on
dataflow computers has been extensively performed during, in particular, 1970s
and 1980s as a promising approach for realizing very high-speed computers.
In spite of the large amount of expectations, success of dataflow computer re-
searches is quite limited. The objective of this paper is to present the concept of
a scalable and extensible dataflow architecture on a packet switching network,
which utilizes the abundant resources of a large-scale computer network. In this
paper, we introduce the concept of DFNET (DataFlow architecture on the in-
terNET). DFNET is composed of configuration and control methodologies of
routers in a packet switching network. The key of DFNET is that a packet switch-
ing network is utilized not for end-to-end communication but for dataflow com-
puting. Because of desirable properties of a packet switching network, DFNET
has high scalability in terms of the dataflow program size and high robustness
against failures.

1 Introduction

Dataflow computer is computer architecture, which is significantly different from the
conventional von Neumann architecture. In dataflow computers, computing is driven
not by the program counter but by data themselves [1,2]. Dataflow computer is expected
to solve the performance bottleneck of the von Neumann architecture with massively
parallel program execution. A vast amount of research on dataflow computers has been
extensively performed during, in particular, 1970s and 1980s as a promising approach
for realizing very high-speed computers [1,2]. In von Neumann computers, which are
also referred as control flow systems, every instruction pointed by the program counter
is sequentially fetched by a processor for execution. On the contrary, dataflow comput-
ers have no program counter. In dataflow computers, operations are fired immediately
when all required data (i.e., operands) are available.

In what follows, a classical data-driven dataflow model proposed by Dennis et al. [3]
is briefly explained. In dataflow computers, a program to be executed is represented as
a directed graph (dataflow program), which is composed of nodes (i.e., data and func-
tions) and arcs (i.e., data flows) (Fig. 1). Several tokens, each of which holds datum to
be processed, are transferred on arcs connecting nodes. Data in those tokens are updated
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at every node. A node without input arcs generates a datum; i.e., a token containing the
datum is created and it is then transferred to the downstream node. A node with one or
more input arcs receives tokens from upstream nodes. Once all tokens are received, the
node performs a predefined operation for data contained in tokens. A token containing
the result is created and it is then transferred to the downstream node. There are two
types of arcs: data arc and control arc. The data arc carries tokens with arbitrary datum
whereas the control arc does token with a Boolean value.

source node
(generates data value n)

function node
(applies function f to inputs)

n f

data arc
(allows for multiple copies

of data values)

control arc
(allows for multiple copies

of boolean values)

Fig. 1. Primitive nodes in Dennis’s notation [3]

In 1970s and 1980s, the main concern of dataflow computer researches was pri-
marily to build a much faster computer than the conventional von Neumann comput-
ers. A number of dataflow architectures and prototype systems have been published
(see [1] and references therein). The key for realizing a very fast dataflow computer is
in efficient parallel processing of program execution. In the literature, there exist sev-
eral approaches for accelerating parallel processing of program execution. The classical
dataflow architecture proposed by Dennis et al. is classified as static dataflow architec-
ture or equivalently single-token-per-arc architecture [1,2]. In static dataflow architec-
ture, only a single token can be transferred through an arc. Static dataflow architecture
therefore limits the parallelism of program execution; i.e., loops and recursions must
be performed sequentially. Inefficient parallelism of static dataflow architecture results
in significantly slow program execution. Dynamic dataflow architecture extends static
dataflow architecture to allow multiple tokens on an arc by, for example, adding a tag to
every token or replicating a subgraph of the dataflow program [1,2]. Dynamic dataflow
architecture therefore enables simultaneous execution of loops and recursions, which
significantly accelerates the program execution. Several dynamic dataflow systems have
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been proposed and studied in the literature [1,2], in which either the tag format or the
replication method of a dataflow subgraph is different.

In spite of the large amount of expectations, success of dataflow computer researches
is quite limited. Dataflow computers were originally expected as a new computer ar-
chitecture, which hopefully excelled the limitation of the conventional von Neumann
architecture. The von Neumann architecture, however, has been continuously improved
with several technological innovations such as the advancement and enhancement of
semiconductor technologies. Researches on the von Neumann architecture have suc-
cessfully caught up with the growing demand of computing resources. On the other
hand, researches on dataflow computers have faced a difficulty. For instance, software
development environment for dataflow programs has not been fully matured. Program-
ming languages for dataflow programs are generally designed based on a single static
assignment paradigm, which considerably limits the freedom of software development.
Also parallel compilers for dataflow programs is not easy to develop, so that users of
dataflow computers are little benefited from massively parallel program execution.

In this paper, we propose a novel dataflow architecture called DFNET (DataFlow
architecture on the interNET), which realizes a scalable dynamic dataflow computer on
a packet switching network. Note that the objective of this paper is not to present yet
another architecture for realizing a high-speed dataflow computer. Instead, this paper
aims to present the concept of a scalable and extensible dataflow architecture on a
very large-scale packet switching network. A packet switching networks such as the
Internet is best-effort. Namely, QoS (Quality of Service) such as the speed and the
delay of data transfer is not guaranteed. Conversely, packet switching network achieves
efficient utilization of networking resources by scarifying the communication quality.
It is therefore not desirable to build a dataflow computer on a packet switching network
if one needs a very high-speed dataflow computer. We believe that a packet switching
network such as the Internet, which has been exponentially expanding both in speed
and size, should be a viable platform for realizing a (not so fast but) very large-scale
dataflow computer.

DFNET is composed of configuration and control methodologies of routers in a
packet switching network. A packet switching network has high scalability in terms
of the network size (i.e., the number of routers and links) as well as high robustness
against router and/or link failures. The key of DFNET is that a packet switching net-
work is utilized not for end-to-end communication but for dataflow computing. Because
of desirable properties of a packet switching network, DFNET has high scalability in
terms of the dataflow program size and high robustness against failures. Also, utiliza-
tion of the dynamic routing mechanism and network virtualization technologies realize
a highly flexible and extensible dataflow computer.

Note that this paper only covers the concept and high-level view on building blocks
of DFNET. In other words, several practical issues such as implementation, deploy-
ment, security, and software development environment are not covered. The core of
DFNET assumptions is that the underlying network is a packet switching network. Al-
though detailed discussion on DFNET implementation is beyond the scope of this pa-
per, it should be worth considering possible DFNET implementations. DFNET might be
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implemented, for instance, either as an extension to IP routers [4], an application-level
overlay network [5], or an application for active networking architecture [6].

The organization of this paper is as follows. Section 2 presents the overview of
DFNET (DataFlow architecture on the interNET). We also explain four building blocks
of DFNET: token communication mechanism, token synchronization mechanism, data
processing mechanism, and token routing mechanism. Finally, Section 3 concludes this
paper and discusses future works.

2 DFNET (DataFlow architecture on the interNET)

2.1 Overview

We first introduce the overview of DFNET (DataFlow architecture on the interNET),
which is a novel architecture for realizing a scalable and dynamic dataflow computer
on a packet switching network.

DFNET is essentially one of token-based dynamic dataflow architectures. DFNET
builds a dataflow computer on a packet switching network, which is composed of sev-
eral routers and links.
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Fig. 2. DFNET (DataFlow architecture on the interNET) overview; in DFNET, a dataflow pro-
gram is directly mapped to a packet switching network

In DFNET, a dataflow program is directly mapped to a packet switching network.
Tokens, nodes, and arcs in a dataflow program are mapped to packets, routers, and
virtual links in a packet switching network. A set of nodes in a dataflow program are
assigned to a router in a packet switching network. A token in a dataflow program is
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encapsulated in a packet, and packets containing tokens are transferred between routers.
The key of DFNET is that a packet switching network is utilized not for end-to-end
communication but for dataflow computing.

In conventional dataflow architecture, such as MIT’s Dynamic Architecture [7] and
Manchester Architecture [8], separate PEs (Processing Elements) are in charge of data
processing. Multiple PEs are therefore interconnected through a communication net-
work. On the contrary, routers in DFNET performs both data processing and com-
munication. In other words, PEs of a dataflow computer are embedded in the router.
Integration of data processing and communication in a router greatly simplifies the ar-
chitecture. It also enables direct mapping of a dataflow program onto a packet switching
network. In DFNET, a dataflow program to be executed is split into multiple subgraphs,
each of which is assigned to a router. In the followings, we will explain the case of one-
to-one mapping of a node in the dataflow program to a router in the packet switching
network. The case of many-to-one mapping can be easily realized by utilizing loopback
interfaces in a router (i.e., by transferring a token within the router).

DFNET has four building blocks: token communication mechanism, token synchro-
nization mechanism, data processing mechanism, and token routing mechanism.

2.2 Token Communication Mechanism

In DFNET, token communication from an upstream node to a downstream node in a
dataflow program is realized by encapsulating a token in a packet and transferring the
token between routers (see Fig. 3). Specifically, the address of a router, to which the
downstream node is assigned, is written in the destination address field of the packet
header. Also the token containing datum and tag is stored in the payload of the packet.

In a packet switching network, the destination address field of the packet header
usually stores the address of a destination host for realizing end-to-end communication.
On the contrary, DFNET stores the address of the next router in the destination address
filed of the packet header. Namely, the packet switching network is utilized not for
end-to-end communication between hosts but for hop-by-hop communication among
routers.
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src = ...
dst = I2 header

payload
(token)

data = ...
flow ID = ...

packet

router
(node)

router
(node)

interface

I2
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Fig. 3. DFNET token communication mechanism; token communication from an upstream node
to a downstream node in a dataflow program is realized by encapsulating a token in a packet and
transferring the token between routers
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2.3 Token Synchronization Mechanism

In dataflow computers, a node is fired immediately when tokens from all input arcs are
available. DFNET uses a flow table at a router for token synchronization (see Fig. 4);
i.e., every token is assigned a globally unique identifier called flow ID, and a router
maintains availability of tokens by updating records corresponding to their flow ID’s.

For token synchronization at a router, every token is assigned a unique flow ID. A
record of the flow table corresponding to the flow ID represents token count (i.e., the
number of tokens received) and firing condition (i.e., the number of token required for
firing). The flow ID, token count, and firing condition are determined from the dataflow
program.

When a router receives a packet, the router searches the flow table for the flow ID
specified in the payload of the packet. The router then increments the token count of the
record in the flow table. If the token count is equal to the firing condition of the record,
the router is fired; i.e., the data processing mechanism is invoked and the token count is
set to zero.

2.4 Data Processing Mechanism

In DFNET, capability of PEs are embedded in a router; i.e., data processing is performed
at the router. Data processing at the router can be realized either by utilizing internal
computing resource in the router or providing external computing resource outside of
the router (see Fig. 5).

In the case of internal computing resource, an operation for tokens is determined by
the synchronization mechanism. One of internal PEs performs the specified operation,
and the result is sent to the token routing mechanism, which will be explained below.
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Fig. 4. DFNET token synchronization mechanism; every token is assigned a globally unique iden-
tifier called flow ID, and a router maintains availability of tokens by updating records correspond-
ing to their flow ID’s
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by utilizing internal computing resource (internal PEs) or providing external computing resource
(external PEs)
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Fig. 6. DFNET token routing mechanism; DFNET utilizes a routing table in the router for deter-
mining the next-hop router, to which the downstream node in the dataflow program is assigned

Also in the case of external computing resource, an operation for tokens is deter-
mined by the synchronization mechanism. One of external PEs receives data and type
of operations, and the result is sent to the token routing mechanism.

Note that both internal and external PEs can be used according to the type of data
processing. For instance, for simple and/or realtime operations, internal PEs would be
appropriate. On the other hand, for complex and non-realtime operations, external PEs
would be appropriate. Introduction of external PEs slightly complicates the router archi-
tecture while the flexibility and expandability of the dataflow computer can be realized.
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2.5 Token Routing Mechanism

DFNET utilizes a routing table in the router for determining the next-hop router, to
which the downstream node in the dataflow program is assigned (see Fig. 6).

Each record of the routing table is a triplet of input interface, flow ID, and output
interface. Based on the input interface of an arriving token and the flow ID written in
the token, the router determines the output interface from the corresponding record of
the routing table. If multiple output interfaces are found, the router replicates the token,
and sends those tokens through all output interfaces.

Each record of the routing table is directly determined from the dataflow program.
Note that change of the dataflow program during program execution can be easily real-
ized by dynamically modifying the routing table.

3 Conclusion

In this paper, we have proposed a novel dataflow architecture called DFNET (DataFlow
architecture on the interNET), which realized a scalable dynamic dataflow computer on
a packet switching network. The objective of this paper was not to present yet another
architecture for realizing a high-speed dataflow computer. Instead, this paper aimed
to present the concept of a scalable and extensible dataflow architecture on a very
large-scale packet switching network. DFNET is composed of configuration and con-
trol methodologies for routers in a packet switching network. In this paper, we have
explained four building blocks of DFNET: token communication mechanism, token
synchronization mechanism, data processing mechanism, and token routing mecha-
nism. Because of desirable properties of a packet switching network, DFNET has high
scalability in terms of the dataflow program size and high robustness against failures.

Our future work includes architectural comparison of DFNET with other dynamic
dataflow architectures, designing router architecture for DFNET, qualitative and quanti-
tative performance analysis of DFNET, and experiments with prototype implementation
of DFNET.

Moreover, extension of DFNET to support several types of different computing mod-
els than dynamic dataflow architecture would be of great importance. In [9,10,11], we
have proposed ATN (Algorithmically Transitive Network), which is a self-organizing
dynamic dataflow network with a learning mechanism. ATN adopts a BP (Back Prop-
agation) learning mechanism similar to that of neural networks. DFNET has been ini-
tially designed as an execution environment for ATN. We should note, in particular, that
such a BP-based learning mechanism can be easily implemented with the token routing
mechanism in DFNET.
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Abstract. Smart grid is an electric power network which enables an ef-
fective use of electric power in a highly parallel distributed manner. We
have first formulated the basic equations for the smart grid by inspiring
from the mechanisms in biological organism, and controled the power-
flow dynamically in the smart grid by monitoring an objective function,
which reflects the power-flow and the constraint imposing on the power
nodes. To validate the operation of the smart grid, we performed several
simulation experiments: which include the operations of a conventional
power network, a microgrid (comprises eight power nodes), and a smart
grid (comprises three microgrids integrated into the conventional power
network) both in synchronous and asynchronous manners for the opera-
tion of power nodes. Furthermore, even for the case of power failure such
as outage, power recovery can be automatically achieved through bypass
connections similar to synaptic interconnections in a dynamic function
of brain. This kind of flexible function in the smart grid makes it possible
to promote the introduction of renewable energy, such as solar energy,
wind energy, and biomass energy rather than fossil energy.

Keywords: smart grid, dynamic control, highly distributed asynchro-
nous system, synaptic connection, brain function.

1 Introduction

Smart grid is an intelligent power network which recently attracted a lot of at-
tention because it enables many things to positively affect the environment on
the Earth[3]-[13]. Fig.1 shows the evolution from a conventional power network
(a) to a smart grid with microgrids (b)[5]. The conventional power network is
generally a commercial network which includes power plants, power generators,
and power networks connected to demand sites. This network is very reliable
and robust against a small accident in a local area. In reality, there were no
experiences of outage except for a large-scale disaster in Japan. On the other
hand, from the viewpoint of an efficient use of energy on the demand side, as a
simultaneous use of electric and thermal energy increases an integrated power-
efficiency, i.e, reducing energy costs for users on the demand side, many on-site
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distributed power supplies have already been introduced in the neighborhood of
the demand sites. Furthermore, very recently, from the viewpoint of prevention
against the global warming, the power plant systems based on renewable energy
such as solar energy, wind energy, and biomass energy have been introduced.
This situation is shown in Fig.1(b). In this figure, many power supplies includ-
ing batteries or storages, and demand sides are distributed in the microgrid
power networks and integrated into the conventional power network through the
transformer and distribution substations as a whole power system. There are
many pro-and-cons on the introduction of smart grid: for examples, it is not ob-
servable nor controllable from the conventional power networks, an increase of
demand on the power efficiency on the demand sides, and the balance between
them should be adjusted. However, we should plan to complimentarily promote
the symbiosis between the smart grid and the conventional power network for
the future of the Earth.

The microgrid basically comprises (a)power (both electric and thermal) sup-
plies, (b)power storage equipments, (c)power network, (d) a control system based
on IT (Information Technology), and (e)power demand. The big difference be-
tween the commercial power network and smart grid is the application of thermal
energy, and the existence of power storages, especially batteries. As the number
of demand sites in the microgrid is small, and the fluctuation in power supply
becomes large, the power-flow control should be adequately operated in real-
time. Also, as the power supply itself is unstable due to the climate change in
the case of natural energy such as solar energy and wind energy, it is always
necessary to improve the energy supply. The previous studies, e.g., the paper[10]
overviews several areas of computational intelligence techniques in the smart
grid of the future. The paper[12] claimed computational intelligence for smart
grid without showing any concrete methods, and the paper[13] focused on the
automatic electiric load detection. The paper[11] proposed a domestic energy
management methodology for optimizing efficiency in smart grid. In this paper,
we will show a dynamic control method of power-flow in microgrids and then
integrate them into a public (infrastructural) power network using simulation
experiments including a power failure such as outage. Even in such an unusual
situation, we will show that automatic recovery of power supply will be achieved
through bypass connections.

These kinds of situations for the smart grid to dynamically adapt to a chang-
ing environment would remind us of the corresponding biological functions in
several hierarchical levels, which include: (1)a gene regulatory network for the
metabolism of a cell[1] in the micro-level for responding to the demand in micro-
grid. (2)each power node could be regarded as each neuron in a brain network[2],
and the change of synaptic plasticity between neurons would correspond to the
switching of power supply between the power nodes. (3)If we regard each micro-
grid as each cell in a biological creature, some microgrids would form a multi-cell
creature, and the smart grid would form an eco-system in the macro-level whose
network architecture would always adapt to a dynamically changing environ-
ment. (4)the evolution of life would correspond to the evolution of smart grid[5],



Biologically Inspired Modeling of Smart Grid 113

where each power node (usually alive and sometimes dead) seems to behave like
each agent or individual in a macroscopic eco-system.

The above mentioned analogical inspiration would lead us to design the arch-
tectures and analyse the functions of a smart grid in the later sections.

Fig. 1. Evolution of smart grid power network[5]

2 Microgrid Power Network

2.1 Basic Power-Flow Equations

The basic equations for the microgrid power network shown in Fig.2 are defined
as follows. This network architecture can adapt to any situation in the microgrid
without loss of generality.

Bj(t) =
∑
i

wij(t)Pi(t) +
∑
j′
wj′j(t)Bj′ (t), (1)

Bj′ (t) =
∑
i

wij′ (t)Pi(t), (2)

Qk(t) =
∑
j

wjk(t)Bj(t) +
∑
i

wik(t)Pi(t) +
∑
j′
wj′k(t)Bj′ (t), (3)

where, Bj(t) is the power in the jth battery or storage node, and Bj′(t) is the

power in the j′th battery or storage node which interconnects with Bj(t). Pi(t) is
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Fig. 2. Model of microgrid power network

the power in the ith power plant. The interconnection wij(t) between the nodes
Pi(t) and Bj(t) represents the power-flow ratio between 0 and 1 for the two
nodes. Qk(t) is the power at the kth demand node. The interconnection wjk(t)
represents the power-flow ratio for nodes Bj(t) and Qk(t).

2.2 Objective Function

The nonlinear and time-varing objective function R(t) to be minimized can be
defined as follows:

R(t) ≡ P0(t) + λH∗
p (t) + μH∗

v (t) + νH∗
e (t) + ξH∗

s (t), (4)
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Fig. 3. Constraint function Hp(t) for power plant
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where λ, μ, ν, and ξ are constants, and P0(t) is the total of each fuel cost f(Pi(t))
in each power plant, approximated as a quadratic function of Pi(t):

P0(t) ≡
∑
i

f(Pi(t)) =
∑
i

(ai + biPi(t) + ciP
2
i (t)),

where, ai, bi, ci are positive constants. H
∗
p (t) is defined as a function concerning

the power plants P , where Hp(Pi(t)) is a function that should satisfy the positive
power generation constraint at the power plant, as shown in Fig.3.

H∗
p (t) ≡

∑
i

Hp(Pi(t)) =
∑
i

Pi(t)
−αp , αp = const.

H∗
v (t) is the combinational function of the constraint functions HB(t), HB′(t)

and HQ(t). Functions HB(t), HB′(t) and HQ(t) should satisfy the capacity and
demand, respectively, in the battery or storage B and demand Q.

H∗
v (t) ≡

∑
j

HB(Bj(t);B
max
j , Bmin

j ) +
∑
j

HB′(Bj′ (t);B
max
j′ , Bmin

j′ )

+
∑
k

HQ(Qk(t);Q
max
k , Qmin

k ).

These functions are well-shaped functions, as shown in Fig.4, and they determine
the upper and lower limits of power capacity as shown below:

HB(t) ≡αBexp{−βB/(Bj(t)− γB)
2},

where,αB = const., βB = 3(Bmax
j −Bmin

j )2/8, γB = (Bmin
j +Bmax

j )/2,

HQ(t) ≡αQexp{−βB/(Qk(t)− γB)
2},

where, αQ = constant. βB and γB are determined if two flection points in the
above-mentioned functions correspond to the minimum Bmin

j and maximum
Bmax

j values of Bj(t).
Next, we define an edge-constraint function H∗

e (t) as follows:

H∗
e (t) ≡

∑
i

He(Wi(t)) +
∑
j

He(Wj(t)) +
∑
j′

He(Wj′(t)),

where,

0 ≤ Wi(t) =
∑
j

wij(t) ≤ 1, 0 ≤ Wj(t) =
∑
k

wjk(t) ≤ 1, 0 ≤ Wj′(t) =
∑
k

wj′k(t) ≤ 1,

0 ≤ wij(t) = cijxij(t) ≤ 1, 0 ≤ wjk(t) = cjkxjk(t) ≤ 1, 0 ≤ wj′k(t) = cj′kxj′k(t) ≤ 1,

0 ≤ cij ,cjk, cj′k ≤ 1, 0 ≤ xij(t), xjk(t), xj′k(t) ≤ 1,
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where, the edge constraint function He(Wi) is defined as a well-shaped function
as shown in Fig.5; whose mathematical forms are as follows:

He(Wi(t)) ≡αe(Wi(t))exp{−βe/(Wi(t)− γe)
4},

αe(x(t)) =4(x(t)− 0.5)2 + 2, βe = 0.05, γe = 0.5.

He(Wi(t)) is the function used to satisfy the condition that the total power limits
the total flow produced by the power plant Pi(t), as shown in Fig.5. Similarly,
He(Wj(t)) is used to satisfy the condition that the total power limits the total
flow produced by the battery or storage Bj(t), and so on.

Next, we define the switching function H∗
s (t) as shown in Fig.6, which rep-

resents the tendency toward two different switching modes, i.e., ON(0) and
OFF(1), as follows:

H∗
s (t) ≡

∑
i

∑
j

αs(xij(t))exp[−βs/{x2ij(t)(1 − xij(t))
2}]

+
∑
j

∑
k

αs(xjk(t))exp[−βs/{x2jk(t)(1 − xjk(t))
2}]

+
∑
i

∑
k

αs(xik(t))exp[−βs/{x2ik(t)(1− xik(t))
2}]

+
∑
i

∑
j′
αs(xij′ (t))exp[−βs/{x2ij′ (t)(1 − xij′ (t))

2}]

+
∑
j′

∑
j

αs(xj′j(t))exp[−βs/{x2j′j(t)(1− xj′j(t))
2}]

+
∑
j′

∑
k

αs(xj′k(t))exp[−βs/{x2j′k(t)(1 − xj′k(t))
2}],

where,αs(x) = 4(x− 0.5)2 + 2, βs = const.,

0 ≤ wij(t) = cijxij(t) ≤ 1, 0 ≤ wjk(t) = cjkxjk(t) ≤ 1,

0 < cij , cjk ≤ 1, 0 ≤ xij(t), xjk(t) ≤ 1, etc.,

where cij is the coefficient of power-flow from node i to node j, and xij(t)
represents the switching value between the power nodes i and j.

The change in power ΔPi(t) is calculated by

ΔPi(t) = −η ∂R(t)
∂Pi(t)

= −η{∂P0(t)

∂Pi(t)
+ λ

∂H∗
p (t)

∂Pi(t)
+ μ

∂H∗
v (t)

∂Pi(t)
}, (5)
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where,

∂P0(t)

∂Pi(t)
= bi + 2ciPi(t),

∂H∗
p (t)

∂Pi(t)
= −αpPi(t)

−αp−1, αp = const.,

∂H∗
v (t)

∂Pi(t)
=
∂H∗

B(t)

∂Pi(t)
+
∂H∗

B′(t)

∂Pi(t)
+
∂H∗

Q(t)

∂Pi(t)
,

∂H∗
B(t)

∂Pi(t)
=

∑
j

∂HB(t)

∂Bj(t)
{∂Bj(t)

∂Pi(t)
+
∑
j′

∂Bj(t)

∂Bj′(t)

∂Bj′(t)

∂Pi(t)
}

= δj(t)(wij(t) +
∑
j′
wj′j(t)wij′ (t)), δj(t) ≡ ∂HB(t)

∂Bj(t)
,

∂H∗
Q(t)

∂Pi(t)
=

∑
k

∂HQ(t)

∂Qk(t)
{∂Qk(t)

∂Pi(t)
+
∑
j

∂Qk(t)

∂Bj(t)
(
∂Bj(t)

∂Pi(t)
+
∑
j′

∂Bj(t)

∂Bj′(t)

∂Bj′(t)

∂Pi(t)
)

+
∑
j′

∂Qk(t)

∂Bj′(t)

∂Bj′(t)

∂Pi(t)
}

=
∑
k

δk(t){wik(t) +
∑
j

wjk(t)(wij(t) +
∑
j′
wj′j(t)wij′ (t)) +

∑
j′
wj′k(t)wij′ (t)},

where, δk(t) ≡ ∂HQ(t)

∂Qk(t)
.

Next, the change in the switching values Δxjk(t) can be calculated as follows:

Δxjk(t) =− η
∂R(t)

∂xjk(t)
= −η{μ∂HQ(t)

∂Qk(t)
Bj(t)cjk + ν

∂He(Wj(t))

∂Wj(t)
cjk + ξ

∂H∗
s (t)

∂xjk(t)
}

=− η{μδkBj(t)cjk + ν
∂He(Wj(t))

∂Wj(t)
cjk + ξ

∂H∗
s (t)

∂xjk(t)
},

Δxik(t) =− η
∂R(t)

∂xik(t)
= −η{μδkPi(t)cik + ν

∂He(Wi(t))

∂Wi(t)
cik + ξ

∂H∗
s (t)

∂xik(t)
},

Δxij(t) =− η
∂R(t)

∂xij(t)
= −η{μδ∗jPi(t)cij + ν

∂He(Wi(t))

∂Wi(t)
cij + ξ

∂H∗
s (t)

∂xij(t)
},

(6)

where,

δ∗j (t) ≡ δj(t) +
∑
k

δk(t)wjk(t), δj(t) ≡ ∂HB(t)

∂Bj(t)
, δk(t) ≡ ∂HQ(t)

∂Qk(t)
.

2.3 Dynamic Operation of Power-Flow Control

These power nodes and the switching values can be operated in a synchronous or
asynchronous manner, where the synchronous operation means all power nodes
(Pi(t), Bj(t), Bj′ (t) and Qk(t)) and the switching values xij(t) etc. are operated
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at the same time, and on the other hand, the asynchronous operation means
these power nodes and the switching values are operated at any time.

The procedure for the synchronous updating of the values Pi(t), xjk(t) and
xij(t) as follows:
(1) Randomly set the initial values of ∀i,j xij(t) between 0 and 1.
(2) Calculate the value of the objective function R(t) using Eq.(4) during the
forward propagation of power.
(3) Using Eq.(6), calculate the values of ∀i,j Δxij(t). Then, update the values
of xij(t) using the following equations:

xij(t+ 1) =xij(t) +Δxij(t).

(4) Using Eq.(5), update ∀i Pi(t) according to the following equation:

Pi(t+ 1) = Pi(t) +ΔPi(t).

(5) Check the termination criterion.
When the changes in power ∀i ΔPi(t) and the switching values ∀i,j Δxij(t)
become stable, stop the calculation. Else, go to (2).

In the smart grid power network described in this section, it is critical that
the changes in power ΔPi(t) and switching values Δxij(t) be updated in an
asynchronous manner. This is because the smart grid is a highly decentral-
ized, parallel, distributed, autonomous communication and processing system in
which all functions of the power nodes (Pi(t), Bj(t), Qk(t)) and interconnections
(xij(t)) should be operated in an asynchronous manner.

2.4 Smart Grid Integrated into Conventional Power Network

We constructed a smart grid model which integrates some mincrogrids shown
in Fig.2 into a conventional power network. This architecture is shown in Fig.7,
where the conventional power network serves power energy from the power plant
(shown as No.1) through several transformer substations (shown as No.2-6) to
some distribution power stations (shown as No.7,8,9). In this model, each mi-
crogrid has eight power nodes which include one distribution station, four bat-
teries or storages, and three demand nodes. The distribution station distributes
power from the conventional power network to the batteries/storages and de-
mand nodes through the interconnections between the nodes. This archtecture
is hierarchical and somewhat robust because even if some interconnections are
broken, the other interconnections could serve power energy to the power nodes
with a bypass connection. We will show some computer-simulation experimental
results supposing this kinds of situations.

3 Simulation Experiments

3.1 Experiments for MicroGrid

We performed simulation experiments both in a synchronous and an asyn-
chronous manner under the following initial conditions: setting parameters λ
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Fig. 7. Model of smart grid integrated into power network

= μ = ν = ξ = 1 for the weight of penalty, and ai = bi = ci = 1 for simplicity in
the objective function R(t). Bmin = 0.2, Bmax = 0.8, Qmin = 0.2, and Qmax =
0.8. The power values for the transformer or distribution substation (or battery)
Bj(t) and the demand Qk(t) are normalized, and their values, in principle, are
between 0 and 1. Other miscellaneous parameters are set as follows: αp = 0.5,
αB = αQ =4.0, βe = 0.05, γe = 0.5, η0 = 0.01, and cij = cjk = cik = cj′j = cj′k
= cij′ = 1.0.

The architecture of the microgrid power network is shown in Fig.2; as an
example, one power plant Pi(t), four batteries Bj(t), and three sites of demand
Qk(t) are shown in this figure. We only show the results in an asynchronous
manner below due to the limited space.

When an accident occurred at the 2500th time-step at the interconnection
wik(t) in the microgrid, and power could not be supplied from the power plant
node Pi(t) directly, as shown in Fig.10, the power supply for the demand node
Qk(t) decreased instantaneously at the 2500th time-step, as shown in Fig.9,
and the power supply Pi(t) fluctuated slightly, as shown in Fig.8. However,
except wik(t), the weights increased to recover the power supply through bypass
connections such as wij(t), wjk(t), wij′ (t), and wj′k(t), as shown in Fig.10. Even
in this case, the objective function R(t) showed a small fluctuation, and then,
converged to a stable state, as shown in Fig.11.



Biologically Inspired Modeling of Smart Grid 121

0 1000 2000 3000 4000 5000
t

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0
x1

Fig. 8. Change in power Pi(t) in the microgrid during a failure in an asynchronous
manner

0 1000 2000 3000 4000 5000
t

0.2

0.4

0.6

0.8

1.0
x7

Fig. 9. Change in power at demand node Qk(t) in the microgrid during a failure in an
asynchronous manner

3.2 Experiments for Smart Grid Integrated into Conventional
Power Network

We performed simulation experiments for the architecture shown in Fig.7 both
in a synchronous and an asynchronous manner under the following initial condi-
tions: setting parameters λ = μ = ν =1.4, ξ = 1.0 for the weights of penalty, and
ai = bi = ci = 1 for simplicity in the objective function R(t). Bmin = 0.2, Bmax

= 0.8, Qmin = 0.2, Qmax = 0.8. The power values for the transformer or distri-
bution substation (or battery) Bj(t) and the demand Qk(t) are normalized, and
their values, in principle, are between 0 and 1. Other miscellaneous parameters
are set as follows: αp = 0.22, αB = αQ =4.0, βe = 0.05, γe = 0.5, βs = 0.15, η0
= 0.01. We will only show the computer-simulation experimental results in an



122 H. Sawai, H. Suzuki, and H. Ohsaki

0 1000 2000 3000 4000 5000
t

0.2

0.4

0.6

0.8

1.0
w1,�

Fig. 10. Change of transmission weights wij(t) in the microgrid with a failure of wik

in an asynchronous manner
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Fig. 11. Change in objective function R(t) in the microgrid during a failure in an
asynchronous manner

asunchronous manner because this manner reflects a real-world situation than
the synchronous manner does.

Change in power Pi(t) at power plant node, the battery node Bj(t) (e.g.,
No.17 node), the transmission weights wij(t), and the objective function R(t)
are shown in Figs.12, 13, 14 and 15, respectively.

The power Pi(t) increased rapidly and reached a stable value of 3.8 at the
900th time-step. The power of the battery node Bj(t) (for example, No.17 node)
increased gradually to satisfy the minimum demand value of Bj(t) (=Bmin

j )
mostly. All the transmission weights wij(t), wjk(t), and wik(t) between the power
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Fig. 12. Change in power Pi(t) during a failure in an asynchronous manner
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Fig. 13. Change in power at battery node Bj(t) (e.g., No.17) during a failure in an
asynchronous manner

nodes reached stable values in the range 0.0-0.25. The objective function value
R(t) decreased smoothly to a stable value of 150. Similarly, as in the previous
subsection, when an accident occurred at the 3000th time-step at the intercon-
nection wij(t) (the interconnection between No.8 and No.17), which is shown in
Fig.14, and power could not be supplied from the power node directly. However,
power could be supplied through bypass connections such as No.8 to No.18 and
No.18 to No.17 nodes. Even in this case, the power did not fluctuate so much as
shown in Fig.13, and the objective function R(t) decreased as shown in Fig.15.
This situation shows a robust feature of the smart grid shown in Fig.7.



124 H. Sawai, H. Suzuki, and H. Ohsaki

0 1000 2000 3000 4000 5000
t

0.2

0.4

0.6

0.8

1.0
w8,�

Fig. 14. Change in transmission weights wij(t) during a failure of wik in an asyn-
chronous manner
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Fig. 15. Change in objective function R(t) during a failure in an asynchronous manner

4 Discussions

We considered a smart grid and formulated the power-flow control equations
when several constraints were imposed on the power plants, transformers or
distribution substations, batteries/storages, and the demands. In general, the
objective function is nonlinear and time-varying; The first term of the objective
function R(t) is a total fuel cost P0(t) which is a nonlinear term with the increase
of power. The second term is H∗

p (t) which is a penalty term for not decreasing
the power Pi(t) to zero. The third term is a constraint function which satisfies
the capacity and demand in the transformer or distribution substation, and
the demand, respectively. These constraint functions can be basically defined
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as “well-shaped” functions shown in Figs. 4 and 5. The switching function can
be defined as the function shown in Fig.6 where the switching value tends to
0(OFF) or 1(ON) as the minimum value of the function.

The minimum demand always changes with time because the demand becomes
high during daytime and less at midnight. Under these conditions, the demand
Dk(t) is approximately represented by

Dk(t) =aksin(ωkt+ θk) + bk, ak = (εQmax
k −Qmin

k )/2,

bk =(εQmax
k +Qmin

k )/2, ε = 0.8,

where ak is the amplitude, θk is the phase of the kth demand node, bk is an offset
with an appropriate allowance of 20% for the maximum value Qmax

k . When
the demand Dk(t) changes over time, the power-flow will change so that the
objective function R(t) is minimized. The smart grid can adapt to this changing
environment by changing the power Pi(t) as well as the switching values xij(t)
between all i and j nodes operating in a highly dicentralized, parallel distributed,
asynchronous and autonomous manner. This is one of the great advantageous
features for the smart grid because even if the number of power nodes increases
or changes for adapting the increasing demand or the changing environment, it
is unnecessary to increase the computational power for the dynamic control due
to this remarkable feature.

If the battery node Bj(t) belongs to the power-plant site Pi(t) and the battery
node Bj′(t) belongs to the demand site Qk(t), as shown in Fig.2, the connection
wj′j(t) can be regarded as the power-supply cable connecting Bj′ (t) to Bj(t)
when Bj(t) has to be charged.

If the battery or demand node lacks sufficient capacity to receive power from
the power plants and other batteries, the maximum capacity Bmax

j of the battery
node and Qmax

k of the demand node can be changed using the following equation:

ΔBmax
j = −η ∂R(t)

∂Bmax
j

= −η(μ∂HB(t)

∂Bmax
j

),

where,

∂HB(t)

∂Bmax
j

=− αBexp{−βB/(Bj(t)− γB)
2}

×3(Bmax
j −Bmin

j )/{4(Bj(t)− γB)
2}

×[1 + (Bmax
j −Bmin

j )/{2(Bj(t)− γB)}],

Therefore, the maximum capacity Bmax
j can be changed as follows:

Bmax
j = Bmax

j +ΔBmax
j ,

Similarly, the value of Qmax
k in the demand node can be changed as,

Qmax
k = Qmax

k +ΔQmax
k ,
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where,

ΔQmax
k =− η

∂R(t)

∂Qmax
k

= −η(μ∂HQ(t)

∂Qmax
k

)

∂HQ(t)

∂Qmax
k

=− αQexp{−β/(Qk(t)− γQ)
2}

×3(Qmax
k −Dk)/{4(Qk(t)− γQ)

2}
×[1 + (Qmax

k −Dk)/{2(Qk(t)− γQ)}].
One possible way of responding to an increase in demand is to increase the
capacity of power plants; however, it is very expensive to construct another
power plant to meet the increased demand. On the other hand, increasing the
maximum capacity of the battery and demand nodes and increasing the number
of battery nodes in the smart grid are cost-effective ways to satisfy the increased
demand. Furthermore, in the smart grid, the topology of the network can be
changed by changing the switching values xij(t), xik(t) and xjk(t) to 0(OFF) or
1(ON) corresponding to the cables wij(t), wik(t) and wjk(t), respectively. This
flexible function enables rapid adaptation to sudden changes in environment,
such as outages due to power failures and disruptions during a disaster; this
adaptation enables recovery by switching and connecting a dead node to an alive
node. This is a robust feature of the smart grid that can adapt to a changing
environment and promote the use of renewable energy rather than fossil energy.
For this purpose, the formulation presented in this paper can be used to monitor
the changing power balance in the smart grid when new power nodes are added
by necessity.

The smart grid, which is a highly decentralized, distributed, parallel commu-
nication and processing system, will be realized in the near future. In this grid,
a multi-agent system in which the information on switching values xij(t), xik(t)
and xjk(t) will be embedded in communication packets will be important; these
communication packets will serve as mobile agents and can be exchanged be-
tween the nodes in an asynchronous manner during communication. This situa-
tion will be realized by extending the smart grid from a local area to a societal,
a national, an international, and a global network step-by-step as in the case of
the Internet.

Furthermore, we can also extend this dynamic flow-control method in the
smart grid for other fields such as logistics, dynamic resource (other than power)
assignment and management, and network-flow control; for example, to extend it
to logistics, the power nodes Pi(t), Bj(t) and Qk(t) can be regarded as suppliers,
depots or substations, and consumers, respectively; and the interconnections
wij(t) can be regarded as transportation efficiency (i.e., inverse of cost).

5 Conclusions

Smart grid is a promising, highly distributed power network for promoting an
effective use of natural energy by integrating it into the commercial power
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networks. Inspiring from the dynamic features of biological creatures (e.g., a
gene-regulatory network in the micro-level, function of brain in the meso-level,
and behavior of agents in an ecosystem, etc.) we modeled an architecture of the
smart grid by integrating a conventional power network and some microgrids
into it, and then, defined the basic equations and operated the dynamic power-
flow control through the defined objective function (Note that this is a nonlinear
and time-varying function in general) imposing constraint (represented by the
well-shaped constraint functions) on each power capacity.

To validate the model and behavior of the smart grid, we performed several
simulation experiments including a power failure such as outage, both in a syn-
chronous and asynchronous manner of operation. As a consequence, we found
that the dynamic power-flow control was successfully achieved even for the case
of the power failure both in the two manners.

Furthermore, the dynamic control method is applicable to other control prob-
lems such as dynamic resource assignment and management except power, logis-
tics, network-flow control, dynamic control of traffic-flow such as railways and com-
munication packets using the similar objective and constraint functions defined in
this paper because there is inevitable constraint imposing on limited resources.
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Abstract. We investigate the use of biologically inspired routing heuris-
tics in the field of inter-domain routing in sensor networks. Instead of
relying on classical topology control techniques for routing in sensor
networks, the use of geographical coordinates has been investigated for
self-organized and fully distributed message forwarding. However, the
identification of the nodes’ positions is either expensive in terms of nec-
essary equipment or message exchange. Therefore, the use of virtual co-
ordinates has been investigated in this domain. The key advantage is
that these virtual identifiers can also be used for data management sim-
ilar as in a Distributed Hash Table (DHT). It is, however, extremely
challenging to provide routing functionality between multiple indepen-
dent networks or network domains. In previous work, we developed the
Virtual Cord Protocol (VCP) that provides all the means for creating
and maintaining such virtual identifiers and that is even able to route
between neighboring network domains. This paper extends VCP by pro-
viding a generalized inter-domain routing framework using Ant Colony
Optimization (ACO) for optimizing routes between multiple network do-
mains. In extensive simulations, we evaluated this routing bio-inspired
heuristic. The obtained results clearly demonstrate that ACO is very
efficient even in highly mobile scenarios.

Keywords: Inter-domain routing, virtual cord protocol, ant colony
optimization, sensor networks.

1 Introduction

Several classes of different routing techniques have been investigated in the
field or sensor networks. The key objective is to cope with heterogeneity of
nodes, dynamics of the environment, and, most importantly, the limited available
energy resources [1]. Early approaches mainly focused on establishing routing
tables similar to routing protocols studied in the field of Mobile Ad Hoc Net-
works (MANETs). However, it turned out that the inherent protocol overhead
for topology control is not adequate to operate sensor networks for a longer
lifetime [8]. Therefore, stateless approaches have been investigated such as geo-
routing, where the content is represented by geographic coordinates of the des-
tination. In this case, all nodes have geographic position identifiers (learned for
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Fig. 1. Schematic representation of partially connected sensor network domains

example from GPS). Such position-based routing solutions inherently improve
the situation as simple greedy routing towards the destination can be used. How-
ever, such approaches only work well if the network is dense, as routing holes
cause geographic routing to rely on inefficient face routing methods. Addition-
ally, GPS is required for all the nodes have to be able to precisely obtain their
geographic locations, and a Geo Location Service (GLS) is necessary to find the
destination coordinates [16]. Recently, a number of improvements to overcome
geo-routing holes have been proposed. One idea is to “re-arrange” the nodes’
positions appropriately to prevent routing holes [15].

A conceptually more innovative concept is to rely on virtual coordinates
only and to create an overlay network that connects the nodes and guides the
search. Protocols like Virtual Cord Protocol (VCP) [3] and Virtual Ring Rout-
ing (VRR) [4] build their own coordinate system, which is completely indepen-
dent of the geographic node positions. Furthermore, the virtual node positions
can be used as IDs in a Distributed Hash Table (DHT) to efficiently store and
retrieve data. Current work on virtual coordinate based approaches focuses on
two aspects: The provided quality of service, which is mainly an issue of optimiz-
ing the delivery ratio or even providing guarantees [18,19], and the reliability of
the system as a whole, using data replication and other redundancy increasing
techniques [2]. Such solutions are inherently self-organizing and scale extremely
well even for large-scale networks [10].

Many scenarios can be envisioned in which multiple (virtual coordinate based)
networks have to be established and maintained separately, yet with a strong de-
mand to support routing among these different networks in case of connectivity.
The problem is illustrated in Figure 1. As shown in Figure 1a, multiple network
domains may be operated by protocols such as VCP, even though communi-
cation between the domains also becomes necessary. As depicted in Figure 1b,
the connectivity between such domains might not be constantly available, e.g.
domains move according to a group mobility model [22]. However, we assume
that the network integrity (in terms of an ordered overlay) for a single domain
is almost always ensured. Whenever two networks get into each other’s physical
radio communication range, data can be exchanged between the domains. A key
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Fig. 2. Topology changes at domain level: domain I splits and gets re-located

challenge is to provide inter-domain routing between different local networks
because the virtual coordinates are usually managed locally in each domain.

Inter-domain routing in MANETs has been first discussed in [5]. Four challeng-
ing issues have been identified: addressing, membership management, handling
domain-level topology changes, and routing between the networks. As Internet-
based protocols have been considered, the addressing and membership manage-
ment basically targeted the IP address assignment procedure and the resulting
routing problems. A cluster-based solution for inter-domain routing in MANETs
has been described in [21]. Here, especially the issue of domain-level topology
changes has been addressed. Using bloom filters, the effort for necessary topology
updates was greatly reduced. Figure 2 outlines some of the most typical problems.
At a macroscopic level, domain management techniques must be developed tak-
ing care of splitting and merging domains, and of domain-wide topology changes.
On a microscopic level, different nodes will have to provide gateway function-
ality as soon as physical connection is available. The inter-domain routing is
responsible for establishing adequate paths.

Motivated by this work, we investigated the issue of inter-domain routing for
virtual coordinate based routing protocols, in particular focusing on our VCP
approach [12,13]. We were able to show that inter-domain routing in virtual co-
ordinate environments can be established exploiting available DHT-based data
management operations. Inter-domain routing between neighboring domains be-
comes feasible with only marginal overhead.

In this paper, we extend this previous work introducing a generalized routing
framework for inter-domain routing in virtual coordinate based networks using
bio-inspired techniques. We show how to establish topology information on a
macroscopic domain level as well as on a microscopic gateway level. Furthermore,
we used a routing heuristic based on Ant Colony Optimization (ACO) [9] to op-
timize both the macroscopic and the microscopic behavior even in very dynamic
environments. The development of such self-organizing algorithms strongly de-
pends on an optimal calibration of the system parameter [11]. Thus, we first
investigated the configuration of the ACO algorithm using empirical studies. Us-
ing these results, we performed a detailed performance analysis of the developed
ACO heuristics based inter-domain routing scheme. The results clearly indicate
that the developed algorithm is extremely stable and robust to topology changes.
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2 Virtual Cord Protocol

The Virtual Cord Protocol (VCP) has been developed for efficient routing and
data management in sensor networks. In previous work, we demonstrated that
VCP outperforms MANET-based solutions as well as other virtual coordinate-
based protocols such as VRR [2,3]. We continued this research by studying inter-
domain routing between multiple VCP domains [12, 13]. In the following, after
briefly outlining the concepts of VCP, we present our generalized inter-domain
routing framework.

2.1 VCP Cord Management

The main idea is to arrange all the nodes in the network in form of a virtual
cord. The topology of this cord must not be “optimal” in any sense, because
routing is organized by exploiting information about the physical neighbors for
greedy forwarding. Nevertheless, the cord ensures the availability of at least one
path between any two nodes in the network for guaranteed delivery. The cord is
established using periodic HELLO messages. Besides the assigned virtual address,
these messages carry all relevant information including the physical and the
virtual neighbors. Based on received HELLO messages (at least one is required)
in the last HELLO interval, a new node can determine its position in the cord. A
cord is formed according to a number of simple rules. Basically, new nodes either
join at one end of the cord, or get integrated if at least two other nodes that
are virtual neighbors in the cord are detected. A special rule is applied if the
node has connectivity to a non-end node but not to its virtual neighbors. Then,
a virtual position is generated at the discovered potential neighbor that is close
to its virtual coordinate. This address allows the new to join between the real
and the virtual position in the cord, i.e. to extend the cord without disrupting
it. An application-dependent hash function is used for associating data items to
nodes; thus, both pushing to a node and pulling data from a node are supported.
The same mechanism can also be used for service discovery.

2.2 Basic Inter-domain Routing

The basic inter-domain routing solution for VCP relies on unique domain iden-
tifiers. This can be performed in VCP during the cord setup phase by assigning
this ID to the start node. The periodically exchanged HELLOmessages also contain
the domain ID, thus, joining nodes also received this domain identifier. Further-
more, if two networks are getting into each other’s communication range, a node
receiving HELLO messages from another domain automatically becomes a gateway
node. It then stores this information into the local DHT by hashing the identifier
of the router towards the neighboring network. If the gateway no longer receives
HELLO messages from the detected neighbor, it removes the gateway information
from the DHT. The basic procedure is depicted in Figure 3 (G and R denoting
gateway and router nodes, respectively).
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Fig. 4. VCP routing within a domain and between neighboring domains

Direct communication between two nodes in arbitrary domains requires global
topology information, i.e. the gateway information needs to be distributed into
all VCP domains. VCP’s greedy routing is only used within a domain (Figure 4a).

Inter-domain routing can be supported using the available router nodes, i.e.
nodes storing information about neighboring domains [12]. Figure 4b outlines
such a scenario. An indirection to the router node is used together with source
routing on domain level. However, no transit domains are supported yet.

2.3 Extended Inter-domain Routing Framework

In order to develop a generalized inter-domain routing framework VCP, we had
to define several roles, which need to be executed by the network nodes:

– Gateway nodes are responsible for detecting neighboring domains, storing
this information in the local DHT, and to provide forwarding capabilities to
remote domains.

– Router nodes represent a virtual function storing all available gateways to
a particular domain. They basically provide all the inter-domain routing
functionality using indirections as known from peer-to-peer routing.

– Moderator nodes maintain, update, and exchange domain tables with mod-
erators in remote domains. Thus, they are responsible for creating all the
relevant domain-level topology information.

Figure 5 depicts the setup of routing information. After detecting neighboring
domains using the HELLO mechanism, the gateway node forwards this information
to a local router node responsible for the detected domain, i.e. a node storing
information for the associated hash entry. If the local routing table changes, this
information is further forwarded to the moderator node, and, via the basic VCP
inter-domain routing also to moderators in the neighboring domains.
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Based on the established routing information, messages can be routed within a
domain using the standard VCP greedy routing techniques, between neighboring
domains relying on the indirection via the router node, and now, even between
arbitrary domains exploiting the knowledge provided by the moderator nodes.
Figure 6 outlines the message forwarding over a transit domain. In the source do-
main, a router node (RIII) has been created by the moderator. Thus, a message
towards domain III is first routed to RIII. The indirection points towards an ade-
quate transit domain (here, domain II), to which the message is forwarded using
an appropriate gateway node. From within domain II, the message is forwarded
as described for inter-domain routing between neighboring domains.

3 ACO-Based Routing Heuristic

Organizing inter-domain routing between arbitrary domains in an optimized way
has a high complexity: First, the routing tables, i.e. the inter-domain network
topology needs to be updated and maintained in order to ensure stable topol-
ogy information and loop-free routes. This requires an extremely high amount
of network traffic for topology control if dynamics and mobile nodes are consid-
ered. Secondly, the complexity of the routing tables and the paths that need to
be calculated might be too high for use on embedded sensor nodes. Therefore,
classical routing algorithms cannot be used, even on domain level. Basically, two
problems need to be solved as illustrated in Figure 7:

– First, the inter-domain routing needs to be organized, i.e. the path between
source and destination domains. This represents a macroscopic view to the
routing problem. For example, as shown in Figure 7a, two possible routes
exist between domains I and VII.

– Secondly, microscopic level problems need to be solved, i.e. which particular
gateway node should be used for routing between two connected domains.
This problem is outlined in Figure 7b.
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associated with inter-domain routing

In this paper, we propose a routing heuristic based on ACO that is able to cope
with these two problems while ensuring a high degree of robustness to topology
changes. Also, the selected solution is rather accurate, i.e. selected routes are
close the theoretical shortest path. In the following, we outline the ACO based
routing heuristic.

3.1 ACO

Ant Colony Optimization (ACO) is a biologically inspired technique simulating
the foraging process of social insects [9, 14]. ACO uses a graph G(N,E), N
denoting the nodes and E undirected edges, respectively. Two nodes i, j ∈ N
are neighbors if (i, j) ∈ E. Each edge Eij is annotated with some cost. A path
is a sequence of nodes and edges between a source and a destination node. The
objective of ACO is to find a path between source and destination with minimal
costs.

During initialization, each edge (i, j) ∈ E in the graph G is associated with
some initial pheromone level (weight) τij :

τij ← τ0, ∀(ij) ∈ E (1)

A complete iteration of the ACO algorithm consists of three steps:

1. Stepwise probabilistic solution
Setting up a path is based on stepwise estimation for each edge (i, j) accord-
ing to Equation 2. Here, N k

i depicts the neighborhood of the k-ths ant at
node i.

pkij =

⎧⎨
⎩

ταij∑
l∈Nk

i
ταil

j ∈ N k
i

0 j /∈ N k
i

(2)
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2. Deterministic pheromone update

After finding a solution, the ant returns. On this path, loops are eliminated
by checking whether a path includes the same node twice. Furthermore, the
returning ant updates the pheromone level for all edges (i, j) on the path.
The new pheromone concentration is calculated according to Equation 3.

τij ← τij +Δτk (3)

3. Pheromone evaporation

In order to make the algorithm robust even in case oh high dynamics in
the topology, the pheromone needs to be evaporated over time for all the
edges. Basically, the pheromone level is decremented over time by some value
ρ ∈ (0, 1] as shown in Equation 4.

τij ← (1 − ρ) · τij , ∀(ij) ∈ E (4)

The algorithm converges if a solution reaches some certain quality level or if no
more changes are performed.

ACO has already been successfully applied to several problems in networking.
Most importantly, early approaches to routing need to be named such as the
AntNet [6] proposal. Here, ACO has been used to set up probabilistic routing
tables for standard Internet routing. This work has been directly used in the
AntHocNet [7] algorithm, which has been designed for use in MANET environ-
ments, thus, in very dynamic networks with rapidly changing network topologies.
It turned out that ACO was perfectly able to handle these dynamics.

Hierarchical solutions relying on a combination of ACO and table-driven rout-
ing on a higher layer have been investigated for example in the HopNet ap-
proach [20]. In this paper, we use a similar scheme but using ACO on the higher
(domain) level. As a further step, even combined routing and task allocation in
mobile sensor networks has been investigated [17]. In this work, not only rout-
ing in mobile networks has been considered but also the distribution of multiple
tasks to sensor nodes generating network traffic with different profiles (bursty,
constant but high traffic volume, etc.). Obviously, ACO seems to be a perfect
candidate for handling dynamics in the network topology with low overhead.

3.2 Optimized Inter-domain Routing

In order to apply ACO to the problem of inter-domain routing in virtual coor-
dinate based networks, we need to construct a graph, define a solution for the
pheromone update, and find appropriate parameters for this update. We inter-
pret the entire network as graph G and each VCP domain as a node k ∈ G. For
each available gateway between two domains, we draw an edge (i, j) ∈ E connect-
ing the domains i and j. Thus, different to the classical ACO, we allow multiple
edges between nodes. The resulting algorithm follows the ACO principles:
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Fig. 8. Estimation of ACO-based routing heuristics

1. Set up a probabilistic route, estimate resulting costs;
2. Prune routing loops, update the costs for each gateway such that the prob-

ability to chose the best gateway reflects the estimated costs;
3. Update the costs while the algorithm is running to incorporate dynamic

topology changes.

ACO is thus used to weight the used gateways in order to find a shortest (cost
minimal) path between two domains. In the scope of this paper, we use the
hop count as a routing metric to derive the costs for each gateway. Topology
control and minimal cost routing is performed using artificial ants transmitted
between the VCP routing domains. This technique is very robust to changes in
the network topology. Domains that become connected to the network can be
quickly integrated using such explorer ants. Removing a domain because no more
gateways are available leads to a short period of inconsistent routing (which is
typical for ACO-based heuristics). However, as the costs decrease quickly, this
has no influence on active parts of the network.

Figure 8 shows a sequence diagram outlining the stepwise creation of a solu-
tion as well as the update of the costs for the gateway nodes. After receiving the
ACO TIMER signal, the moderator of a domain initiates the setup of paths to each
reachable domain. Thus, it sends CONSTRUCT PATH to the router nodes responsible
for the respective destination domains. In order to cope with the dynamic topol-
ogy at domain level, the CONSTRUCT PATH messages can limit the maximum costs
and the maximum number of hops.

When a message arrives at the destination router, the path is cleaned up
and an UPDATE PHEROMONE message is sent back to the destination using source
routing along the stored nodes. The pheromone value τG represents the cost
of each gateway entry in the routing table. After receiving an UPDATE PHEROMONE,
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Table 1. ACO parameter selection

Parameter Values

tACO 1
ρ 0.05, 0.1, 0.5, 0.75
tEvaporate 0.2, 0.5, 1.0
Δτ 0.2, 0.5, 1.0

the cost value of the gateway is updated according to Equation 5. The initial
cost value is a small value τ0, K represents the path costs.

τG ← τG +Δτ, with Δτ =
C

1 +K
, C = const (5)

The use of path costs in the pheromone update as some nice properties [9]: The
quality of a solution is increased, a good solution can already be found using only
a few explorer ants, and the quality of the solution becomes almost independent
of the parameter α in Equation 2. Thus, the cost of a gateway in the routing
table is directly proportional to the length of the entire path to the destination
domain.

The evaporation process runs in parallel with the cost update. The parameter
ρ influences the speed and quality of the routing convergence. For ρ = 0, no
convergence is to be expected and for large ρ, the algorithm quickly converges to
suboptimal solutions. Furthermore, the degree of mobility needs to be considered
for identifying an optimal value for ρ.

We analyzed all the ACO parameters using some initial simulations. More
details on the simulation framework and the used parameters are discussed in
Section 4. In this initial simulation, we used a network consisting of four domains
of nine nodes. We calculated the optimal paths offline using the Dijkstra shortest
path algorithm. All the analyzed parameters are listed in Table 1.

The parameter tACO depicts the time between the periodic evaluations of the
routing table. The evaporation factor ρ describes the evaporation speed. The
delay between two evaporations is defined by tEvaporate. We further analyzed
the impact of C indirectly represented by Δτ .

As selected quality metrics, we analyzed the success rate, path length, and the
difference between the discovered paths to the shortest path. Table 1 also shows
the best parameters for our scenario (printed in bold) w.r.t. the selected quality
metrics. We used these parameters for the performance evaluation in Section 4.
Please note that if completely different scenarios are to analyzed, the parameter
selection needs to be repeated.

4 Simulation Results

We investigated the feasibility and the performance of the inter-domain routing
concept for VCP in several simulation scenarios. We used our implementation of
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Table 2. Simulation parameters

Input Parameter Value

Number of Nodes 10+10, 100+100, 40
Speed fixed, 1m s−1, 3m s−1, 6m s−1

Query period 1 s−1

Initialization time 100 s

mac.bitrate 2Mbit s−1

mac.broadcastBackoff 31 slots
mac.maxQueueSize 14 packets

mac.rtsCts false

VCP for the simulation tool OMNeT++ to analyze the behavior of the dynamic
gateway configuration and the performance of the inter-domain routing using
indirections. The basic simulation parameters are summarized in Table 2. We
simulated VCP over IEEE 802.11b wireless LAN.

In a first set of simulation experiments, we validated and compared the en-
hanced inter-domain routing algorithm for VCP to previous results obtained
for inter-domain routing between neighboring domains [12]. We first used two
networks consisting of 10 nodes each. We allow an initial setup time of 100 s to
establish two VCP networks, one for each group. Within this time, a node in
the mobile network creates and inserts data items in this VCP domain. After
the initialization, the mobile group moves towards the stationary group. After
some time, the first nodes get into the radio range of the other group and they
start to set up gateway information, and to exchange data packets. The simu-
lation time has been chosen such that for the slow 1m s−1 scenario the mobile
domain completely passes the stationary domain. At higher speeds, multiple of
such connections occur. In the second scenario, we used network 100 instead of
10 nodes in both networks to evaluate the impact of a larger number of gateway
nodes and longer communication paths.

We evaluated a number of measures such as the available gateways, success
rate, communication delays, and path length. All the results clearly show the fea-
sibility of ACO to quickly find adequate routes in this simple setup. Exemplary,
we analyzed the path length between source and destination nodes located in
opposite domains. Figure 9 shows the simulation results for a sample run in form
of a time series plot (we selected speeds of 1m s−1, 3m s−1, and 6m s−1 accord-
ing to the experimental setup in [21]). As can be seen, after both domains are
getting into radio communication range, more and more gateways become avail-
able, resulting in decreasing path lengths. When both domains start to depart
again, the path lengths are increasing due to the reduced number of gateway
nodes. All the other metrics behave as expected from the earlier experiments
without ACO optimization. All the other results (data not shown) validate the
simple routing behavior.

In a second set of experiments, we evaluated the capabilities of the extended
inter-domain routing framework using ACO for inter-domain routing including
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Fig. 9. Distribution of the path length for the two domain scenario
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(c) Time series plot of selected paths

Fig. 10. Distribution of the path length in the multi-network scenario

transit domains. We therefore created a setup including 10 VCP domains, 9 being
stationary arranged in form of a rectangle and one network domain being mobile,
moving close to the border of the rectangle. Thus, the inter-domain routing
framework had to keep track with a rather high degree of system dynamics, i.e.
topology changes on domain level due to mobility.

As can be seen in Figure 10, the discovered paths have been quite stable
even though the network topology continuously changed on domain level. ACO
very quickly reacted on these changes and enforced the use of alternate paths.
Figure 10a shows the path stretch, i.e. the distance of discovered paths from the
theoretical shortest path. On average, roughly a factor two has to be considered,
which is extremely promising for fully self-organizing routing protocols in highly
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Fig. 11. Query delay and success rate in the multi-network scenario

dynamic environments. Figures 10b and 10c show further statistics (statistical
distribution, selected time series plots) of the path length for different speeds of
the mobile domain.

We finally evaluated the query delay and the success rate for the multi-network
scenario. As shown in Figure 11a, the transmission delay decreases with increas-
ing dynamics, i.e. higher speeds of the mobile network domain. This effect was
expected as the ACO algorithm needs some time to reinforce the use of alternate
paths by updating the associated pheromone level. The setup for 6m s−1 shows
reduced delays, which is due to the scenario setting. The used MAC protocol
tried to resent packets and the mobile domain returned to its previous position
before the MAC layer gave up. The same effect can be seen in the plot of the
success rate in Figure 11b. The success rate drops for increasing speed from a
median of about 90% in the stationary case to 80% for the mobile 3m s−1 case.
However, for 6m s−1 example, the success rate increases again to more than
90%.

5 Conclusion and Further Challenging Issues

We studied the capabilities of a bio-inspired routing heuristic, the Ant Colony
Optimization approach, for inter-domain routing in virtual coordinate-based net-
work environments. We first established a generalized routing framework that is
able to maintain information about inter-connected domains. In particular, the
framework provides a microscopic view on gateways directly connecting neigh-
boring domains and a macroscopic view on the high-level domain topology. Using
indirections, routes can be established between arbitrary nodes in any domain.
The ACO-based routing heuristic provides means for routing well suited even
in networks with significant dynamics, i.e. established and broken connections
between multiple domains due to node movements. According to our simulation
results, the involved overhead is rather small and the obtained route information
are close to shortest path solutions (which could only be calculated theoretically,
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because complete topology information cannot be centrally collected in such
dynamic environments).

Open issues to be studied include the scalability of the approach w.r.t. the sup-
ported number of connected network domains. Furthermore, domain splitting is
not yet considered. Split detection can be supported based on the neighborhood
management. The main problem is to distinguish between a node failure and a
domain split.

Acknowledgments. This work was partially supported by BaCaTec (project
“support for inter-domain routing and data replication in virtual coordinate
based networks”).
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Abstract. This paper aims at understanding the coevolutionary dy-
namics of game strategies, game structures and network structures of
interactions. As a first approach, we constructed a coevolutionary model
of game strategies and network modification strategies, in which indi-
viduals can evolve the game structure by developing new strategies that
expand the existing payoff properties of Prisoner’s Dilemma (PD) and
Symmetric Coordination (SC). Evolutionary experiments showed that
the dynamically evolving network brought about the emergence of an
adaptive and mutually coordinating network from an isolated and defec-
tive population through a shift from a PD to a SC-type game structure,
which bootstrapped the subsequent occurrence of adaptive coevolution-
ary cycles based mainly on a PD-type game structure.

Keywords: Coevolution, evolutionary game, network structures, Pris-
oner’s Dilemma, Symmetric Coordination, artificial life.

1 Introduction

Dynamics of mutual interactions between network topologies and states of the
nodes are attracting much attention in various scientific and engineering fields
[1, 2]. In evolutionary game theory, the spatial locality of interaction and repro-
duction has been regarded as a key factor for evolution of cooperation [4–6].
The evolution of strategies in evolving network structures is currently being in-
vestigated extensively [3]. This is because cooperative behaviors and network
structures can coevolve by affecting their evolutionary dynamics mutually in
real world situations – both physical and biological. This attention is also due
to the recent interest in complex network structures in social relationships [8,9].

Zimmerman and Eguiluz constructed a model in which the neighboring net-
work structure of an individual can be changed according to the results of games
with neighbors, in addition to the evolution of the Prisoner’s Dilemma (PD)
strategies [10]. They adopted a simple rule that the links between mutually de-
fected individuals were rewired with other randomly selected individuals. They
found that the emergence of the cooperative leader who had the largest pay-
off in the cluster of cooperative agents brought about the global cooperation.
Pacheco et al. assumed a situation termed “active linking processes,” in which

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 143–154, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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there are different birth and death rates of links based on a combination of
the strategies [11]. An important finding is that the effect of rapid evolution
of the network structure could be interpreted as a transformation of the payoff
matrix in an existing game. They also discussed it in the context of repeated
games [12]. Tanimoto recently discussed a relationship between assortativity by
degree of the evolved network and emerging cooperation in PD, showing that the
weak (or strong) dilemma makes the assortativity of emerging networks positive
(or negative) [13].

These studies were all based on the strong assumption that while every agent
may have its own strategy for modifying its neighboring network, they all adopt
the same fixed rule for rewiring. From this viewpoint, we constructed an evolu-
tionary model in which each individual not only has a strategy for PD to play
with its neighboring members on the network, but also has its own strategy for
changing its neighboring structure of the network [14]. The behavior of this sys-
tem was complex. We observed coevolutionary cycles of cooperating behaviors
and the network structures, reflecting the dynamic aspect of the emergence and
collapse of cooperative networks in a real world (see [14] for detailed analyses).

In this study, we focus on the evolution of game structures as another essential
property of a real human society. Previous studies mainly discussed the evolution
of strategies in the context of a unique 2 × 2 game such as PD or Snow Drift.
However, in addition to choosing a strategy from the existing ones, it is also
possible to evolve or expand the game structure by developing another new
strategy of which the relationship with the existing ones reflects the existing
game structure or constraint. For example, in a standard PD, agents may devise
new strategies which bring about more beneficial cooperation, but they may
also be exploited more heavily by existing strategies, due to some environmental
constraints.

Our purpose is to clarify the coevolutionary dynamics of game structures and
network structures of interactions. As a first approach, we expanded an evolu-
tionary model of our previous work [14] to a version of a game, in which indi-
viduals can evolve the game structure by developing new strategies that expand
the existing properties of Prisoner’s Dilemma (PD) and Symmetric Coordination
(SC). By starting experiments from the initial population of the minimal set of
strategies, we discuss whether and how game strategies, game structures, and
their network structures can coevolve by comparing the cases with and without
evolution of network structures.

2 Expandable PD/SC Game

We assumed a game, termed an Expandable PD/SC game, in which individuals
can evolve the game structure by developing new strategies that expand the
existing properties of Prisoner’s Dilemma (PD) and Symmetric Coordination
(SC).

In this model, we start the population with a minimal set of strategies. Let us
call them strategy 1 and 2. There is a PD-type game structure between them.
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A new strategy can be developed from its adjacent strategies. For example, a new
strategy, let us call it strategy 3, could be developed from the strategy 2 in the
initial population. This expands the size of the payoff matrix, and another PD-
type structure with expanded payoffs appears between the new strategy 3 and
its adjacent strategy 2. At the same time, a SC-type structure appears between
the new strategy 3 and its distant strategy 0. Similarly, a new PD structure
appears between the strategy x and x+ 1 if a strategy x+ 1 is developed from
existing strategies, and there appear SC structures between these new strategies
and other distant strategies. Through this process, individuals can increase the
size of the matrix indefinitely by developing an indefinite number of integer
strategies. However, for simplicity, we limit its maximum value to M , which is
large enough for discussion.

This situation could be interpreted as a kind of innovative evolution of decision
making processes, technologies and so on, if we regard the difference in the
strategy number also reflects the qualitative difference between such options or
methods. Strategy x + 1 can be interpreted as an improvement of the existing
strategy x, and may have a conflict (PD) with it because they tend to share
some social or physical resources. The succeeding strategy x + 2 is a further
improvement but more different from the strategy x, and tends to have less
conflict (SC) with strategy x. However, it can be exploited by the existing option
x+ 1.

Specifically, let us assume that the maximum strategy value in the cur-
rent population is m. In this case, each individual can take an integer value
(1, 2, · · · ,m). If individuals A and B take strategies sA and sB respectively, the
set of payoff values for these individuals pA and pB are determined by the fol-
lowing equation:

(pA, pB) =

⎧⎪⎪⎨
⎪⎪⎩

(sA, sA) = (sB, sB) if sA = sB,
(−S × sB, T × sA) if sA − sB = 1,
(T × sA,−S × sB) if sB − sA = 1,

(0, 0) otherwise.

(1)

Table 1 shows an example payoff matrix of Expandable PD/SC game when
T = 1.1, S = 0.3 and M = 5. The properties of this matrix are summarized as
follows:

– There is a structure of the PD game between two adjacent strategies. The
strategy with a higher number can be interpreted as a cooperator, and the
lower one can be interpreted as a defector in the context of a standard two-
person prisoner’s dilemma game. The parameter T determines the relative
benefit of successful defection to that of mutual cooperation that is the same
as the higher strategy value. The parameter S determines the relative cost
of being exploited to the benefit of mutual defection that is the same as the
lower strategy value.

– There is a structure of the SC game between two distant strategies. The
individuals can obtain the payoff that is the same as their own strategy value
only when they have the same strategy. Otherwise, their payoff becomes 0.
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Table 1. An example payoff matrix of Expandable PD/SC game when M=5. Note
that this payoff matrix is a snapshot during evolution of game structure when the
maximum strategy value is 5. This matrix evolves its size gradually according to the
invention of a new strategy.

���������player
opponent

1 2 3 4 5

1 (1, 1) (2.2, −0.3) (0, 0) (0, 0) (0, 0)
2 (−0.3, 2.2) (2, 2) (3.3, −0.6) (0, 0) (0, 0)
3 (0, 0) (−0.6, 3.3) (3, 3) (4.4, −0.9) (0, 0)
4 (0, 0) (0, 0) (−0.9, 4.4) (4, 4) (5.5, −1.2)
5 (0, 0) (0, 0) (0, 0) (−1.2, 5.5) (5, 5)

(player’s score, opponent’s score)

T > 1, S > 0

– It is beneficial for the whole population to share the higher numbered strat-
egy. At the same time, the degree of these payoff properties increases as
the strategy values increase because of the increase in the absolute values of
payoffs.

By using this expandable matrix, we can discuss how the evolution of game
structure can affect the coevolution of game strategies and network structures.

3 Model

We constructed a coevolutionary model of strategies for the Expandable PD/SC
game and network structures described above. This is basically based on our
previous work on coevolution of strategies for Prisoner’s Dilemma and network
structures [14].

A population of N individuals are represented as nodes in the network and
each (non directional) link between the two nodes represents that a mixed game
will be conducted between the two individuals. Each individual has the infor-
mation of four genes: ggs, gna, gns and gnd. ggs(= 1, 2, · · ·M) directly encodes a
strategy for the game. A set of gna, gns and gnd (0 or 1 respectively) represents
the strategy for modifying its neighboring network structure as illustrated in
Table 2.

Each step consists of the three phases defined as follows:

1. Each individual plays Expandable PD/SC games using ggs against all neigh-
boring (directly connected) individuals respectively, and obtains payoffs. At
the same time, for each game, a fixed value σ is subtracted from the ob-
tained payoff. σ is a constant which decides the relative difference in the
payoff between the individual who played a game and the individual who
did not play. The total payoff obtained in all participating games is taken as
the fitness of each individual.
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Table 2. A set of genetic information for network modification

�����gene
value

0 1

gna does nothing creates a new link with a randomly selected
individual

gns does nothing removes all links with the individuals with
the same action

gnd does nothing removes all links with the individuals with
the different action

2. For each individual, if there are any neighboring individuals whose fitness is
higher than that of the individual itself, the genetic information of the focal
individual is replaced by that of the neighboring individual with the highest
fitness. If there are more than one individual whose fitness tie as the highest
among neighbors, an individual is selected randomly from them. Then, for
each gene in all individuals, mutation occur with a small probability. E.g.,
for ggs, a mutation occurs with probability pmg. Such a mutation adds a
randomly selected value from {-1, 1} to the current value of ggs. If a generated
value exceeds its domain, another mutation is operated on the original value
again. As for gna, gns and gnd, a mutation may occur with probability pmn,
and inverts the corresponding genetic value. Note that the strategy of an
isolated individual cannot be replaced by other strategies, but a mutation
can occur. All updates of the genetic information occur at the same time.

3. Each individual modifies its neighboring network structure by using the re-
sults of games in phase 1 and its current network-modifying strategies. If
gns = 1, the individual removes all links with the individuals whose action is
the same as that of the individual itself. If gnd = 1, the individual removes
all links with the individuals whose action is different from that of the indi-
vidual itself. In addition, if gna = 1, the individual creates a new link with a
randomly selected individual who was not connected with itself in phase 1.

This is repeated for G times.

4 Results

We conducted experiments using the following parameters: N = 1000, M = 20,
pmg = pmn = 0.02 andG=5000.We adopted the condition for the payoff T = 1.1,
S = 0.3 and σ = 1.5. The initial population was generated with initial values
of ggs that were randomly decided from 1 and 2; the genetic values of gna, gns
and gnd were randomly assigned from {0, 1}. We adopted this initial condition
to see whether and how dynamic evolutionary process can emerge from a simple
and the least adaptive situation of Prisoner’s Dilemma through the coevolution
of game strategies, game structures and network structures.
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Fig. 1. The evolution of the average value of game strategies during initial 100 steps
on regular networks with the degree D=2, 4, 10, 20 or 50
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Fig. 2. The evolution of the average value of game strategies during initial 100 steps
on random networks with the average degree D=2, 4, 10, 20 or 50

4.1 Experiments with Fixed Network Structures

First, we conducted experiments with fixed network structures. In these cases, we
omitted the phase 2 in each step, so that the network structure was notmodified by
the individuals’ network modification strategies through time steps. We adopted
the following fixed structures: 1) one-dimensional regular networks in which each
individual was connected withD (= 2, 4, 10, 20 or 50) neighboring individuals, 2)
a random network with the average degree D (= 2, 4, 10, 20 or 50).

Fig. 1 shows typical examples of the evolution of the average value of game
strategy through the initial 100 steps in cases of regular networks. The horizontal
axis represents the step, and each line shows the average value of game strategy
with the corresponding value of D. We see from this figure that the average
strategy decreased very quickly from around 1.5, and converged to 1.0 in all
cases. This means that adaptive populations did not emerge from the initial
population of a PD-type game structure on regular networks. This seems to be
due to the relatively high temptation to defect and small “sucker’s payoff”. We
also see that the smaller D was, the slower the game strategy decreased. This
is expected because that the higher spatial locality of small D values tended to
retard the invasion by the defect-like strategy 1.

Random fixed network evolved similar to the cases of regular networks; the
average strategy quickly decreased to 1.0 within 100 steps in the all cases of
random networks, as shown in Fig 2.

As a whole, we can say that the population with fixed networks could not
evolve adaptive relationship at all.
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Fig. 3. An example evolutionary process of the average value of game strategies and
the average degree over 5000 steps
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4.2 Experiments with Coevolving Game Strategies and Network
Structures

We conducted experiments with coevolving game strategies and network struc-
tures. We adopted the same parameters as the ones used in the previous section,
and also adopted a random network with the average degree 2 as an initial net-
work. Fig. 3 shows an example evolution of the average value of game strategies
and the average degree over G = 5000 steps. Note that we observed the qualita-
tively similar phenomenon in every trial with this experimental condition. Con-
trary to the previous experiments, the average game strategy sometimes rapidly
increased from around 1.0 and kept high value for several hundred steps, with
a high average degree. Fig. 4 shows the evolution of the proportion of the game
structures played between different game strategies in this experiment. The dis-
tribution of the game structures (PD and SC) between different strategies was
calculated for each step. The value in Fig. 4 shows the proportion of games with
SC structures among all games between different strategies. We see that it was
basically small, which means that the games between different strategies were
basically PD games. At the same time, we can also see that the proportion of SC
games did increased rapidly for several times, together with the rapid increase in
the average strategy shown in Fig. 3. Fig. 5 shows the evolution of the average
values of network modification strategies in the same experiment. Adaptive pop-
ulation was seen to emerge when both network modification strategies and game
strategies could evolve. These results clearly show that the evolution of the game
and network structures contributed to the emergence of adaptive relationships
between individuals.
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Fig. 5. An example evolutionary process of the average values of network modification
strategies

Detailed exploration of one example will help to understand the dynamics of
evolution by focusing on the trajectory of the population on the two indices in
Fig. 3, as is shown in Fig. 6. The cyclic evolutionary process of these indices is
evident; each cycle was traversed basically in a counterclockwise manner. Fig.
7 illustrates a schematic image of evolutionary trajectory, although there were
large fluctuations and exceptional moves in the trajectory. There were 6 evolu-
tionary transitions in each cycle, in which can be summarized as follows:

(i) As observed around the 500th step in Fig. 3, the population sometimes
stayed on the stable state in which both indices kept nearly the smallest. In
this state, the population consisted of a large number of individuals with
genes (ggsgnagnsgnd) = (1110). They removed links with the same game
strategy and connected to a randomly selected individual at each step.
Because most of the individuals shared the same game strategy 1, they
were repeating the rewiring process with randomly selected conspecifics
every step. Thus, the network was sparsely and dynamically connected in
this state. This state was stable in the sense that a mutant individual with
the strategy 2 could not grow their clusters because of the high “sucker’s
payoff” and the high participation cost σ.

(ii) The dynamic property of the network in (i) sometimes created tiny clusters
of individuals such as (3101) or (4101), and enabled them to invade into
the population as observed at around the 650th step. Because their game
strategy 3 or 4 played SC-type games with the game strategy 1, they could
not be exploited by the dominant individuals. In addition, they maintained
their links with the same strategies while removed the links with different
strategies, and they also created a link with a random individual. This
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Fig. 6. An example evolutionary trajectory of the average value of game strategies and
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network modifying process enabled them to coordinate with each other
and not to be exploited by the existing strategies. As a result, they could
occupy the population quickly due to the mutual benefit of the change in
the game structure and their adaptive network modification.

(iii) After such individuals occupied the population, they continued to increase
their fitness by increasing their degree because of their high benefit of suc-
cessful coordination. This gradually made the whole population highly con-
nected. We also observed that gnd gradually evolved from 1 to 0, which
means that the individuals came to keep the links with different strategies.
It reflects that keeping and increasing the degree was adaptive during this
process. It is interesting that the population could keep both high average
value of game strategies and high average degree, which is beneficial con-
dition for the whole population but never observed in the cases without
network evolution.

(iv) However, the increase in the average degree changed the global property of
population. When the average degree became sufficiently large, the smaller
numbered game strategy than that of the dominant strategy by 1 quickly
occupied the population, as observed at around the 800th step. They did
not change the highly connected network structure, because they could suc-
cessfully exploit the dominant strategy by using PD-type game structures
in a relatively well-mixed population. This process occurred several times
until the most population was occupied by the game strategy 1.
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Fig. 7. A schematic image of evolutionary trajectory. Each arrow with the number
corresponds to each evolutionary transition explained in the text. Each 4-length gene
string (ggsgnagnsgnd) also represents the dominant genetic information at the corre-
sponding state of the population on this graph.

(v) When the most population was occupied by the game strategy 1, it be-
came adaptive not to play a game. This is because that their net payoff
from a game with each other was −0.5 (= 1.0− σ). It is smaller than the
one when there was no game between individuals (0.0). Thus, the indi-
viduals (1110) that removed the links with the same dominant strategy
but kept the ones with the different strategy began to occupy the popula-
tion. This caused the rapid decrease in the average degree, which enabled
the remaining small clusters of the individuals (2101) that killed the links
with different strategies to grow again due to their cooperative benefit of a
PD-type game structure. As a result, the population often repeated cycles
composed of transitions (iii)-(iv)-(v), as observed at the 800-1200th step.
This mechanism was basically similar to the ones observed in [14], but each
cycle occurred in shorter time scale, which seems to be due to the relatively
high mutation rates.

In addition, we sometimes observed the evolution of the higher numbered
game strategy 3 or 4 through this process, as observed at around the 2100th
or 2500th step (v’ in Fig. 7). Although this seems to be due to the sim-
ilar mechanism to the one in the transition (ii), it is interesting that the
cyclic evolution facilitated the occurrence of these adaptive evolutionary
transitions through the shift from a PD-type game structure to SC-types.

Clearly, these cyclic behaviors brought about more adaptive benefit for the
whole population than the one in the least adaptive state observed in cases
of fixed networks.

(vi) However, the whole population was sometimes completely occupied by the
game strategy 1 during (iv) or (v), which made the population converge
to (i).
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As a whole, we can say that an emergence of a mutually coordinating network
from an isolated and defective population through a shift from a PD to a SC-
type game structure brought about the subsequent maintenance of adaptive
coevolutionary cycles mainly based on a PD-type game structure.

5 Conclusion

We discussed whether and how game strategies and structures can coevolve with
their network structures of interactions. As a first step, we conducted evolution-
ary experiments in which individuals can evolve the game structure by devel-
oping new strategies that expand the existing properties of Prisoner’s Dilemma
(PD) and Symmetric Coordination (SC), in addition to be able to modify their
neighboring structure of network.

Evolutionary experiments based on an individual-based model in which the
game strategy and the network modification strategy coevolve clearly showed
that the dynamically evolving network brought about the emergence of an adap-
tive and mutually coordinating network from an isolated and defective popula-
tion through a shift from a PD to a SC-type game structure, which bootstrapped
the subsequent occurrence of adaptive coevolutionary cycles based mainly on a
PD-type game structure. It should be emphasized that this process was not
observed at all in experiments with several fixed networks, which implies that
this kind of complex interactions among game strategies, game structures and
network structures could be an important factor for maintenance of adaptive
behaviors in a real human society.

Future work includes detailed analyses on the effects of parameters on the
behaviors of the population, and experiments based on different kinds of game-
theoretical situations.

References

1. Gross, T., Blasius, B.: Adaptive Coevolutionary Networks: A Review. Journal of
Royal Society Interface 5(20), 259–271 (2008)

2. Gross, T., Sayama, H. (eds.): Adaptive Networks: Theory, Models and Applica-
tions. Springer (2009)

3. Perc, M., Szoinoki, A.: Coevolutionary Games - A Mini Review. Biosystems 99(2),
109–125 (2010)

4. Axelrod, R.: The Evolution of Cooperation. Basic Books, New York (1984)
5. Nowak, M.A., May, R.M.: Evolutionary Games and Spatial Chaos. Nature 359,

826–829 (1992)
6. Suzuki, R., Arita, T.: Evolution of Cooperation on Different Combinations of Inter-

action and Replacement Networks with Various Intensity of Selection. International
Journal of Bio-Inspired Computation 3(3), 151–158 (2011)

7. Watts, D.J., Strogatz, S.H.: Collective Dynamics of ‘Small-world’ Networks. Na-
ture 393, 440–442 (1998)

8. Barabási, A.L., Albert, R.: Emergence of Scaling in Random Networks. Science 286,
509–512 (1999)



154 R. Suzuki and T. Arita

9. Watts, D.J.: Small Worlds: The Dynamics of Networks between Order and Ran-
domness. Princeton University Press, Princeton (1999)

10. Zimmermann, M.G., Eguiluz, V.M.: Cooperation, Social Networks, and The Emer-
gence of Leadership in A Prisoner’s Dilemma with Adaptive Local Interactions.
Physical Revew E 72, 056118 (2005)

11. Pacheco, J.M., Traulsen, A., Nowak, M.A.: Coevolution of Strategy and Structure
in Complex Networks with Dynamical Linking. Physical Review Letter 97, 258103
(2006)

12. Pacheco, J.M., Traulsen, A., Ohtsuki, H., Nowak, M.A.: Repeated Games and
Direct Reciprocity under Active Linking. Journal of Theoretical Biology 250, 723–
731 (2008)

13. Tanimoto, J.: The Effect of Assortativity by Degree on Emerging Cooperation in
A 2 × 2 Dilemma Game Played on An Evolutionary Network. Physica A 389(16),
3325–3335 (2010)

14. Suzuki, R., Kato, M., Arita, T.: Cyclic Coevolution of Cooperative Behaviors and
Network Structures. Physical Review E 77(2), 021911 (2008)



J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 155–162, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Reconstructing History of Social Network Evolution 
Using Web Search Engines 

Jin Akaishi1,6, Hiroki Sayama1,2,3,4, Shelley D. Dionne1,4,5, Xiujian Chen1,5,  

Alka Gupta1,4,5, Chanyu Hao1,4,5, Andra Serban1,4,5,  

Benjamin James Bush1,3, Hadassah J. Head1,3, and Francis J. Yammarino1,4,5 

1 Collective Dynamics of Complex Systems Research Group 
2 Department of Bioengineering 

3 Department of Systems Science and Industrial Engineering 
4 Center for Leadership Studies 

5 School of Management 
Binghamton University, State University of New York 
P.O. Box 6000, Binghamton, NY 13902-6000, USA 

6 Kumamoto National College of Technology 
2627 Hirayamashinmachi, Yatsushiro, Kumamoto, Japan 

{jakaishi,sayama,sdionne,xichen,agupta1,chao2,aserban1, 
bbush2,hhead1,fjyammo}@binghamton.edu 

Abstract. We propose a simple web search engine based method for collecting 
approximated historical data of temporally changing social adaptive networks, 
which are rather difficult to obtain experimentally in conventional research 
methods. In the proposed method, a search query string is combined with 
additional keywords that specify inclusion/exclusion of specific years to limit 
the search results to a particular time point. Using the proposed method, we 
reconstructed the temporal evolution of a social network from 2005 to 2009 of 
93 individuals who are important in the US economy. We measured centralities 
of those individuals for every year and found several illustrative cases where 
the temporal change of centrality of an individual correctly captured the actual 
events that are related to him/her over this time period. These results indicate 
the effectiveness of the proposed method. Limitations and future directions of 
research are discussed. 

Keywords: Social networks, adaptive networks, network evolution, centrality, 
data collection, web search engines.  

1 Introduction 

The importance of temporal dynamics of network topology and their coupling with 
node/link state dynamics has been increasingly recognized in network science 
communities [1,2]. However, it is generally difficult to experimentally obtain large-
scale data of real-world social network evolution over time [3,4]. The exceptions to 
this are some well-studied electronic data sets, such as citations in scientific 
publications and friendship networks in social media (e.g., Facebook and YouTube), 
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which have been causing a concentration of network analysis research on these 
limited sets of networks. 

Recently, Lee et al. [5] proposed a new web search engine based data collection 
method by which a researcher can easily reconstruct social networks of any kind by 
simply using the number of Google search results (hits) for two names as the link 
weight between them. They demonstrated the effectiveness of this method by 
applying it to the social network reconstruction for the 109th US Senate members. 
They also considered the temporal change of this network over several months in late 
2006. However, the network “snapshot” data had to be acquired during the time 
period under investigation, so that the entire data collection process required that data 
be taken over the course of several months. A remaining open question is how one 
could use web searches to reconstruct the history of social network evolution 
retrospectively. 

We propose a similar web search engine based method for collecting approximated 
historical data of temporarily changing social adaptive networks by adding to a search 
query string other keywords that specify the inclusion/exclusion of specific years to 
limit the search results to a particular time point. For example, one can selectively 
search for results that are most likely relevant only to year 2006 by adding “2006”, “-
2007”, “-2008”, “-2009” and “-2010” to the search query string. We implemented a 
prototype of this data collection method using the Google AJAX Search API, and 
applied it to the reconstruction of network history from 2005 to 2009 for 93 
individuals who are important in the US economy and industries. In this Work-In-
Progress paper, we report the procedure of the proposed method and preliminary 
results obtained using it, as well as its limitations and future directions of research. 

2 Method 

The data collection method we propose takes as an input a list of keywords to be 
searched. Keywords can be of any kind, but in what follows, we focus on the names 
of the people we wish to include in our social network reconstruction. To each name 
we add some additional personally indefinable information (in this case, the person’s 
affiliation). This helps reduce some of the errors associated with the fact that many 
people often share the same name. 

Search queries are generated from this list as follows: 

1. Two entries (corresponding to 2 people) are chosen from the list described 
above. 

2. A year is chosen (e.g., 2007). The search query will be designed to examine 
the nature of the relationship that existed between the two people during the 
chosen year. 

3. To eliminate the influence of search results corresponding to documents 
created in years after the chosen year, we compose a series of partial search 
queries which exclude the unwanted years. This is done in Google by placing  
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a negative symbol directly to the left of the unwanted year. That is, if the 
chosen year is 2007, then the partial search queries -2008, -2009, and -2010 
must be included in the search query. Since documents often discuss events 
which occurred in previous years, we did not add keywords to exclude years 
prior to the chosen year. 

4. Our completed search query is composed by putting together the elements 
described in steps 1, 2 and 3. For example, to examine the relationship that 
existed between Warren Buffet and Alan Greenspan in 2007, we used the 
following search query: 
 
“Alan Greenspan” “Federal Reserve” “Warren Buffett” “Berkshire 
Hathaway” “2007” -2008 -2009 -2010 

 
Search queries were generated for all possible pairs from the list of people under 
study for every year. Each search query was then used to perform a search using the 
Google AJAX Search API. The code was implemented in Java. The number of search 
results obtained from each search was recorded and used as the weight, w, of the 
corresponding link of the social network in that year. Note that link weights in this 
social network are symmetric. To capture the potential asymmetry in social 
relationships, we calculate the asymmetric weight, ŵ , of each directed link between 
keywords i and j at year t as follows: 


≠

=
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tkiw

tjiw
tjiw
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For simplicity, we will henceforth refer to “directed networks,” “directed links,” and 
“directed weights” simply as “networks”, “links,” and “weights,” respectively. 

3 Preliminary Results 

We conducted a preliminary experiment to test the proposed method. We made a list 
of 93 people who have played major roles in the US economy recently. Using this list, 
we constructed a social network for each year from 2005 to 2009 as described in 
section 2. We chose these years in order to observe relational changes surrounding the 
2008 economic crisis. Data collection was done using a single laptop over 15 hours. 

These 93 individuals are high profile business leaders that were either leading 
Fortune 100 companies or under intense media scrutiny during the 2008-09 recession. 
The companies covered in our paper span several major industry sectors essential for 
the US economy, such as financial services, insurance, banking, investment, retails, 
technology, and defense contracting. All sectors were heavily affected by the 
slumping economy, primarily the financial sector in the middle of the housing market 
downturn and stock market collapse. 
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Fig. 1. (a), (c), (e), (g) and (i): Network visualizations corresponding to the data obtained for 
the years 2005, 2006, 2007, 2008 and 2009, respectively. Dotted lines indicate weak 
connections. Solid lines indicate strong connections. All the network visualizations use the 
same node positions. (b), (d), (f), (h) and (j): Maximum spanning trees which are created based 
on the same data as digraphs. Symbols on the each graph show the positions of 5 individuals of 
interest: Squares, triangles, circles, stars and dimonds indicate Warren Buffett, Timothy 
Geithner, Alan Greenspan, Lloyd Blankfein and Henry Paulson, respectively. 

Figures 1 and 2 illustrate the results of the experiment. Figure 1 (a), (c), (e), (g) and 
(i) are the network visualizations corresponding to the data obtained for the years 
2005, 2006, 2007, 2008 and 2009, respectively. Dotted lines indicate weak 
connections, e.g. links whose weights are between 0.1 and 0.2. Solid lines indicate 
strong connections, e.g. links whose weights are greater than 0.2. The same node 
positions are used in all network visualizations so that the changes in link structure 
will be visible. Figure 1 (b), (d), (f), (h) and (j) are maximum spanning trees which 

(h) 2008 (g) 2008 

(j) 2009 (i) 2009 
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are created based on the same data as the network visualizations. Symbols in the 
figures show the positions of 5 individuals of interest: Squares, triangles, circles, stars 
and dimonds indicate Warren Buffett, Timothy Geithner, Alan Greenspan, Lloyd 
Blankfein and Henry Paulson, respectively. 

 

Fig. 2. Betweenness centralities of 5 individuals of interest from 2005 to 2009 

Figure 2 shows temporal changes in betweenness centrality of the 5 well known 
individuals from 2005 to 2009. The betweenness centrality in Fig. 2 is normalized for 
comparison so that the sum of the betweenness centralities of all nodes is 1. These 
plots correctly reflect several actual events that happened in the US ecomony. A 
straightforward example is that the centrality of Alan Greenspan, who was the 
chairman of the Federal Reserve until 2006, drastically decreased over time. In 
contrast, the centrality of Timothy Geithner, who became the US Treasury Secretary 
in 2009, increased in 2009. 

An interesting observation on the relationship between Lloyd Blankfein, CEO of 
Goldman Sachs, and Henry Paulson, US Treasury Secretary and former CEO of 
Goldman Sachs, is that their closeness in this social network varies from time to time. 
Their closeness in 2006 (Fig. 1 (d)) is apparently because Blankfein took Paulson’s 
position as Goldman Sachs CEO in that year. They were apart in the following year 
(Fig. 1 (f)), but again came close to each other in 2008 when the economic crisis 
occurred (Fig. 1(h)). Although it was not widely known, Goldman Sachs was AIG’s 
largest trading partner in 2008 [6]. When Blankfein noticed that AIG was having 
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severe liquidity problems, he called Paulson for help [7]. The U.K. Guardian reported 
this as follows [8]: 

“Paulson’s office calendar at the Treasury, obtained by the New York Times 
through a Freedom of Information request, revealed that he spoke to Blankfein 
two dozen times during the September week when the Treasury bailed out AIG. 
That was “far more frequently” than Paulson talked to any other Wall Street 
executive.” 

Our network visualization for 2008 correctly captures this strong relationship between 
Blankfein and Paulson. 

These correspondences between the history of those individuals and the changes 
observed in the figures suggest that our method is capable, to some extent, of 
illuminating changes that have occurred in real-world social networks. 

4 Conclusion 

In this paper, we have proposed a new method for acquiring historical social network 
data retrospectively using web search engines. Data were collected by recording the 
number of Google search results yielded by carefully crafted search queries. To test our 
proposed method, we conducted a preliminary experiment in which we reconstructed a 
social network of 93 important figures in the US economy. Five annual snapshots of the 
network evolution were generated for years ranging from 2005 to 2009. Temporal 
changes in network topology and node centrality measure reflected several real-world 
events, such as shifts of power/influence and temporary formation of strong 
relationships. These results demonstrate the potential of our proposed method for 
examining changes that have occurred in real-world social networks. 

Our method has several limitations. First, our method relies solely on simple 
Google searches using heuristically crafted search queries, and therefore its validity is 
yet to be fully examined and established. Additional filtering using more contextual 
information may help improve the quality of search results. Our method also has a 
computational limitation, since the number of search queries required to construct a 
social network grows quadratically as the number of keywords increases. Yet another 
limitation is the error in search results. Multiple attempts of an identical Google 
search query sometimes produce very different results: the number of search hits 
might vary in orders of magnitude. In order to minimize this type of error, we need to 
collect data multiple times (e.g., using multiple PCs) and aggregate them. 

In future studies, we plan to conduct a more rigorous validation of our data 
collection method and to develop more advanced temporal filtering techniques using 
textual contents of the documents returned by web search engines. 
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Abstract. It has been shown [7,16] that feedforward Boolean networks
can learn to perform specific simple tasks and generalize well if only a
subset of the learning examples is provided for learning. Here, we extend
this body of work and show experimentally that random Boolean net-
works (RBNs), where both the interconnections and the Boolean transfer
functions are chosen at random initially, can be evolved by using a state-
topology evolution to solve simple tasks. We measure the learning and
generalization performance, investigate the influence of the average node
connectivity K, the system size N , and introduce a new measure that
allows to better describe the network’s learning and generalization be-
havior. Our results show that networks with higher average connectivity
K (supercritical) achieve higher memorization and partial generalization.
However, near critical connectivity, the networks show a higher perfect
generalization on the even-odd task.

1 Introduction

Pattern recognition is a task primates are generally very good at while machines
are not so much. Examples are the recognition of human faces or the recogni-
tion of handwritten characters. The scientific disciplines of machine learning and
computational learning theory have taken on the challenge of pattern recogni-
tion since the early days of modern computer science. A wide variety of very
sophisticated and powerful algorithms and tools currently exist [5]. In this paper
we are going back to some of the roots and address the challenge of learning with
networks of simple Boolean logic gates. To the best of our knowledge, Alan Tur-
ing was the first person to explore the possibility of learning with simple NAND
gates in his long forgotten 1948 paper, which was published much later [21, 25].
One of the earliest attempts to classify patterns by machine came from Olivier
Selfridge [19,20] in 1958. Later, many have explored random logical nets made up
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from Boolean or threshold (McCulloch-Pitts) neurons: [1–4, 18]. Martland [15]
showed that it is possible to predict the activity of a boolean network with ran-
domly connected inputs, if the characteristics of the boolean neurons can be
described probabilistically. In a second paper [14], Martland illustrated how the
boolean networks are used to store and retrieve patterns and even pattern se-
quences auto-associatively. Seminal contributions on random Boolean networks
came from Stuart Kauffman [9–11] and Weisbuch [26, 27].

In 1987, Patarnello and Carnevali [6,16] used simulated annealing and in 1989
also genetic algorithms [17] as a global stochastic optimization technique to train
feedforward Boolean networks to solve computational tasks. They showed that
such networks can indeed be trained to recognize and generalize patterns. Broeck
and Kawai [7] also investigated the learning process in feedforward Boolean
networks and discovered their amazing ability to generalize.

In 2007, Teuscher et al. [22] presented preliminary results that true RBNs, i.e.,
Boolean networks with recurrent connections, can also be trained to learn and
generalize computational tasks. They further hypothesized that the performance
is best around the critical connectivity K = 2.

In the current paper, we extend and generalize Patarnello and Carnevali’s re-
sults to random Boolean networks (RBNs) and use genetic algorithms to evolve
both the network topology and the node transfer functions to solve a simple
task. Our work is mainly motivated by the application of RBNs in the context
of emerging nanoscale electronics [23]. Such networks are particularly appealing
for that application because of their simplicity. However, what is lacking is a
solid approach that allows to train such systems for performing specific opera-
tions. Similar ideas have been explored with none-RBN building blocks by Tour
et al. [24] and by Lawson and Wolpert [12]. One of the broader goals we have
is to systematically explore the relationship between generalization and learning
(or memorization) as a function of the system size, the connectivity K, the size
of the input space, the size of the training sample, and the type of the problem to
be solved. In the current paper, we restrict ourselves to look at the influence of
the system size N and of connectivity K on the learning and generalization ca-
pabilities. In the case of emerging electronics, such as for example self-assembled
nanowire networks use to compute simple functions, we are interested to find
the smallest network with the lowest connectivity that can learn how to solve
the task with the least number of patterns presented.

2 Random Boolean Networks

A random Boolean network (RBN) [9–11] is a discrete dynamical system com-
posed of N nodes, also called automata, elements or cells. Each automaton is a
Boolean variable with two possible states: {0, 1}, and the dynamics is such that

F : {0, 1}N �→ {0, 1}N , (1)

where F = (f1, ..., fi, ..., fN ), and each fi is represented by a look-up table of
Ki inputs randomly chosen from the set of N nodes. Initially, Ki neighbors and
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a look-up table are assigned to each node at random. Note that Ki (i.e., the
fan-in) can refer to the exact or to the average number of incoming connections
per node. In this paper we use K to refer to the average connectivity.

A node state σt
i ∈ {0, 1} is updated using its corresponding Boolean function:

σt+1
i = fi(σ

t
i1 , σ

t
i2 , ..., σ

t
iKi

). (2)

These Boolean functions are commonly represented by look-up tables (LUTs),
which associate a 1-bit output (the node’s future state) to each possible K-bit
input configuration. The table’s out-column is called the rule of the node. Note
that even though the LUTs of a RBN map well on an FPGA or other memory-
based architectures, the random interconnect in general does not.

We randomly initialize the states of the nodes (initial condition of the RBN).
The nodes are updated synchronously using their corresponding Boolean func-
tions. Other updating schemes exist, see for example [8] for an overview. Syn-
chronous random Boolean networks as introduced by Kauffman are commonly
called NK networks or models.
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Fig. 1. Illustration of an 18-node RBN with 3 input nodes (node IDs 1, 2, and 3,
colored in blue) and 1 output node (node ID 18, colored in red). The average connec-
tivity is K = 2.5. The node rules are commonly represented by lookup-tables (LUTs),
which associate a 1-bit output (the node’s future state) to each possible K-bit input
configuration. The table’s out-column is commonly called the rule of the node.

The “classical” RBN is a closed system without explicit inputs and outputs.
In order to solve tasks that involve inputs and outputs, we modify the classical
model and add I input nodes and designate O nodes as output nodes. The input
nodes have no logical function and simply serve to distribute the input signals to
any number of nodes in the network. On the other hand, the output nodes are
just like any other network node, i.e., with a Boolean transfer function, except
that their state can be read from outside the network. Figure 1 shows an 18-node
RBN with 3 input nodes and 1 output node.
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3 Experimental Setup

We use genetic algorithms (GAs) to train the RBNs to solve the even-odd, the
mapping task, and the bitwise AND task. The even-odd task consists of deter-
mining if an l−bit input has an even or an odd number of 1s in the input. If
the number of 1s is an odd number, the output of the network must be 1, 0
otherwise. This task is admittedly rather trivial if one allows for counting the
number of 1s. Also, if enough links are assigned to a single RBN node, the task
can be solved with a single node since all the combinations can be enumerated in
the look-up table. However, we are not interested to find such trivial solutions,
instead, we look for networks that are able to generalize well if only a subset
of the input patterns is presented during the training phase. In Section 5 we
also use the bitwise AND task, which does exactly what its name suggests, i.e.,
form the logical AND operation bit by bit with two l−bit inputs and one l−bit
output. The mapping task is used in Section 6 and consists of a l−bit input and
an l−bit output. The output must have the same number of l−bits as the input,
but not necessarily in the same order. Throughout the rest of the paper, we use
I to refer to the total number of input bits to the network. For example, the
bitwise AND for two 3-bit inputs is a problem with I = 6 inputs.

To apply GAs, we encode the network into a bit-stream that consists of both
the network’s adjacency matrix and the Boolean transfer functions for each
node. The genetic operators consist of the standard mutation and one-point
crossover operators that are applied to the genotypes in the network population.
We further define a fitness function f and a generalization function g. For an
input space M ′ of size m′ and an input sample M of size m we write: EM =
1
m

∑
j∈M d(j) with f = 1 − EM , where d(j) is the Hamming distance between

the network output for the jth input in the random sample from the input space
and the expected network output for that input. Similarly, we write: EM ′ =
1
n

∑
j∈M ′ d(j) with g = 1 − EM ′ , where d(i) is the Hamming distance between

the network output for the ith input from the entire input space and the expected
network output for that input.

The simple genetic algorithm we use is as following:

1. Create a random initial population of S networks.
2. Evaluate the performance of the networks on a random sample of the input

space.
3. Apply the genetic operators to obtain a new population.
4. Continue with steps 2 and 3 until at least one of the networks achieves a

perfect fitness or after Gmax generations are reached.

To optimize feedforward networks (see Section 5), we have to make sure that the
mutation and crossover operators do not violate the feedforward topology of the
network. We add an order attribute to each node on the network and the nodes
accept connections only from lower order nodes.

Since RBNs have recurrent connections, their rich dynamics need to be taken
into account when solving tasks, and in particular interpreting output signals.
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Their finite and deterministic behavior guarantees that a network will fall into
a (periodic or fixed point) attractor after a finite number of steps. The transient
length depends on the network’s average connectivity K and the network size
N [11]. For our simulations, we run the networks long enough until they reach an
attractor. Based on [11], we run our networks (with k < 5) for 2N time steps to
reach an attractor. However, due to potentially ambiguous outputs on periodic
attractors, we further calculate the average activation of the output nodes over a
number of time steps equal to the size N of the network and consider the activity
level as 1 if at least half of the time the output is 1, otherwise the activity will
be 0. A similar technique was used successfully in [21].

4 Training and Network Performance Definitions

Patarnello and Carnevali [16] introduced the notion of learning probability as a
way of describing the learning and generalization capability of their feedforward
networks. They defined the learning probability as the probability of the training
process yielding a network with perfect generalization, given that the training
achieves perfect fitness on a sample of the input space.

The learning probability is expressed as a function of the fraction of the input
space, s = m

m′ , used during the training. To calculate this measure in a robust
way, we run the training process r times and store both the fitness f and the
generalization g values. We define the learning probability as a function of s,

δ(s) = Pr(g = 1|f = 1) = α′(s)
α(s) , where α(s) = Pr(f = 1) is the probability of

achieving a perfect fitness after training, i.e., f = 1, and where α′(s) = Pr(g = 1)
is the probability of obtaining a perfect fitness in generalization, g = 1. In
the following sections, we will define new measures to evaluate the network
performance more effectively.

One can say that the probabilistic measures, such as the learning probability
described above, only focus on the perfect cases and hence describe the perfor-
mance of the training process rather than the effect of the training on the network
performance. Thus, we define the mean training score as β(s) = 1

r

∑
r ffinal and

the mean generalization score as β′(s) = 1
r

∑
r gfinal, where ffinal and gfinal are

the training fitness and the generalization fitness of the best networks respec-
tively at the end of training.

To compare the overall network performance for different training sample
sizes, we introduce a cumulative measure for all four measures as defined above.
The cumulative measure is obtained by a simple trapezoidal integration [28]
to calculate the area under the curve for the learning probability, the perfect
training likelihood, the mean generalization score, and mean training score.

5 Learning in Feedforward Boolean Networks

The goal of this first experiment was to simply replicate Patarnello and
Carnevali’s [17] results with feedforward Boolean networks. Figure 2 shows the
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learning probability of such networks on the even-odd (RIGHT) and the bitwise
AND task (LEFT) forK = 2 networks. We observe that as the size I of the input
space increases, the training process requires a smaller number of training exam-
ples to achieve a perfect learning probability. For I = 3, some of the networks can
solve a significant number of patterns without training because the task is too
easy. We have initially determined the GA parameters (see figure legends), such
as the mutation rate and the maximum number of generations experimentally,
depending on how quickly we achieved perfect fitness on average. We have found
the GA to be very robust against parameter variations for our tasks. These result
shown in Figure 2 directly confirm Patarnello and Carnevali’s [17] experiments.
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Fig. 2. LEFT: The learning probability of feedforward networks on the bitwise AND
task for different input sizes I . s = m

m′ is the fraction of the input space used in training.
As I increases, the learning process requires a smaller fraction of the input space during
the training to achieve a perfect learning probability. RIGHT: The learning probability
of feedforward networks on the even-odd task for various input sizes I . As I increases,
the learning process requires a smaller fraction of the input space during the training
to achieve a perfect learning probability. For I = 3, some of the networks can correctly
classify a significant number of patterns without training because the task is too easy.
For both plots: N = 50, K = 2, Gmax = 3000, initial population size = 50, crossover
rate = 0.6, mutation rate = 0.3. The GA was repeated over 700 runs.

6 Learning in RBNs

Next, we trained recurrent RBNs for the even-odd and the mapping tasks. Figure
3 (LEFT) shows the learning probability of the networks on the even-odd task
with different input sizes I. While the problem size increases exponentially with
I, we observe that despite this state-space explosion, a higher number of inputs
I requires a smaller fraction of the input space for training the networks to
achieve a high learning probability. Figure 3 (RIGHT) shows the same behavior
for the mapping task, however, since the task is more difficult, we observe a worse
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generalization behavior. Also, compared to Figure 2, we observe in both cases
that the generalization for recurrent networks is not as good as for feedforward
Boolean networks. In fact, for the studied input sizes, none of the networks
reaches a learning probability of 1 without training it on all the patterns.
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Fig. 3. LEFT: The learning probability of RBNs on the even-odd task for different
problem sizes: I = 3, 4, 5, 7. With increasing I , the training process requires a smaller
fraction of input space in order to reach a higher learning probability. N = 20, Gmax =
500, init. population = 50, crossover rate = 0.7, mutation rate = 0.0. We calculate the
data over 400 runs for all Is. RIGHT: The learning probability of RBNs on the mapping
task for I = 3, 4, 5. We observe the same behavior, but the networks generalize even
worse because the task is more difficult. N = 40, same GA parameters.

To investigate the effect of the average connectivity K on the learning proba-
bility, we repeat the even-odd task for networks with K ∈ {1.0, 1.5, 2.0, 2.5, 3.0}.
The network size was held constant at N = 20. In order to describe the training
performance, we defined the perfect training likelihood measure α(s) as the prob-
ability for the algorithm to be able to train the network with the given fraction
(s) of the input space (see section 4 for definition).

Considering the perfect training likelihood, the results in Figure 4 (RIGHT)
show that for networks with subcritical connectivity K < 2, the patterns are
harder to learn than with supercritical connectivity K > 2. Close to the “edge
of chaos”, i.e., for K = 2 and K = 2.5, we see an interesting behavior: for sample
sizes above 40% of the patterns, the perfect training likelihood increases again.
This transition may be related to the changes in information capacity of the
network at K = 2 and needs further investigation with different tasks.

The significant difference between the learning probability and the perfect
training likelihood for s < 0.5 in Figure 4 is due to the small sample size. It is
thus very easy for the network to solve the task correctly, but over all r runs
of the experiment, there is no network that can generalize successfully despite
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achieving a perfect training score. Also, according to the definitions in Section 4,
it is not surprising that for a fraction s = 1 of the input space, i.e., all patterns
are presented, the learning probability and the perfect training likelihood are
different. Out of r runs, the GA did not find perfect networks for the task for all
example, but if the networks solve the training inputs perfectly, they will also
generalize perfectly because in this case, the training sample input includes all
possible patterns.
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Fig. 4. LEFT: The learning probability of networks with size N = 15 and K ∈
{1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.5, 5.0} for the even-odd task of size I = 5. Networks with
connectivity K = 1.5, 2, 2.5 have a higher learning probability. RIGHT: The perfect
training likelihood for the same networks and the same task. As the training sample
size increases, subcritical connectivity networks are not able to correctly classify all
training patterns, while for K ≥ 2, correctly classifying them is easier.

7 Mean Generalization and Training Score

Figure 5 shows the learning probability (LEFT) and the perfect training likeli-
hood (RIGHT) measured as Patarnello and Carnevali did, i.e., they only counted
the number of networks with perfect generalization scores (see Section 4). Thus,
if a network generalizes only 90% of the patterns, it is not counted in their score.
That means that the probabilistic measures of performance that we used so far
have the drawback of describing the fitness landscape of the space of possible
networks rather than the performance of a particular network, which we are
more interested in. To address this issue, we introduce a new way of measur-
ing both the learning and the generalization capability. We define both of these
measures as the average of the generalization and learning fitness over r runs
(see section 4).

Figure 6 shows the generalization (LEFT) and the training score (RIGHT)
with this new measure. As opposed to Carnevali and Patarnello’s work, where
higher K led to a lower learning probability, our results with the new measures
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for higher K lead to a higher performance with a better generalization and
training score. Our measures therefore better represent the performance of the
networks with regards to a given task because they also include networks that
can partially solve the task.
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Fig. 5. Learning probability (LEFT) and perfect training likelihood (RIGHT). I =
3, N = 15, even-odd task. Compared to the learning probability for I = 5, there is
not much difference between the learning probability of networks with various K for
I = 3 because of the small input space. However, the perfect training likelihood still
increases with K. K ranges from 1.0 to 4.9 with 0.1 increments.

8 Cumulative Measures

In all the previous generalization figures, the question arises which networks are
“better” than others, in particular if they do not reach a maximal generalization
score when less than 100% of the patterns are presented. This behavior can be
observed in Figure 4 (LEFT) for the even-odd task.

Figure 7 shows the cumulative learning probability (LEFT) and the cumulative
training likelihood (RIGHT) determined by integrating numerically (see Section 4
for definitions) the area under the curves of Figure 5. Figure 7 (LEFT) shows that
K has no effect on the generalization and that the generalization capability is
very low. Figure 7 (RIGHT) shows that higher K increases the chance of perfect
training, i.e., the network can be trained to memorize all training patterns.
Each cluster of connectivities in Figure 5 (RIGHT) corresponds to a “step” in
the curves of Figure 7 (RIGHT).

Figure 8 shows the cumulative generalization score (LEFT) and the cumulative
training score (RIGHT) based on the new measure as introduced in Section 7.
We have used the even-odd task for two input sizes, I = 3 and I = 5. We
observe that K has now a significant effect on the generalization score. The
higher K, the better the generalization. Moreover, different intervals of K result
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Fig. 6. The new generalization (LEFT) and training score (RIGHT), which better
reflects the performance of the networks with regards to a given task. I = 3, N = 15,
even-odd task. K ranges from 1.0 to 4.9 with 0.1 increments.
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Fig. 7. LEFT: Cumulative learning probability. RIGHT: Cumulative training likeli-
hood. Each data point in this figure corresponds to the area under the curves shown in
Figure 5. N = 15 in both figures, even-odd task. As one can see, perfect memorization
is more likely with higher K, but perfect generalization is more likely for near-critical
connectivity 1.5 ≤ K ≤ 3. The cumulative learning probability and the perfect train-
ing likelihood represent the area under the learning probability and perfect training
likelihood curves respectively (see Figure 4 and 5, and Section 4).

in a step-wise generalization score increase. Figure 8 (RIGHT) shows that the
cumulative training score for higher K increases the chance of perfect training,
i.e., the network can be trained to memorize all training patterns. Also, the
higher the input size I, the better the generalization, which was already observed
by Patarnello and Carnevali (see also Section 5).
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In summary, we have seen so far that according to our new measures, higher
K networks both generalize and memorize better, but they achieve perfect gen-
eralization less often. The picture is a bit more complicated, however. Our data
also shows that for networks around K = 1.5, there are more networks in the
space of all possible networks that can generalize perfectly. For K > 1.5, the
networks have a higher generalization score on average, but there is a lower
number of networks with perfect generalization. That is because the fraction of
networks with perfect generalization is too small with respect to the space of all
the networks. For K < 1.5, the networks are hard to train, but if we manage to
do so, they also generalize well.
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Fig. 8. LEFT: Cumulative generalization score. RIGHT: Cumulative training score.
N = 15 in both figures, even-odd task, I = 3 and I = 5. As one can see, both the net-
work’s generalization and the memorization capacity increase with K. The cumulative
generalization and training score represent the area under the mean generalization and
training score curves respectively (see Figure 6 and Section 4).

Figure 9 shows the complete cumulative learning probability (LEFT) and
cumulative training likelihood (RIGHT) landscapes as a function of K and N .
We observe that according to these measures, neither the system size nor the
connectivity affects the learning probability. Also, the networks have a very low
learning probability, as seen in Figure 7. That means that the performance of
the training method does not depend on the system size and the connectivity
and confirms our hypothesis that Carnevali and Patarnello’s measure is more
about the method than the network’s performance.

Finally, Figure 10 shows the same data as presented in Figure 9 but with
our own score measures. For both the cumulative generalization score and the
cumulative training score, the network size N has no effect on the generalization
and the training, at least for this task. However, we see that for the cumulative
generalization score, the higher K, the higher the generalization score. The same
applies to the cumulative training score. This contrasts what we have seen in
Figure 9.
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Fig. 9. LEFT: Cumulative learning probability. RIGHT: Cumulative training likeli-
hood. Even-odd task.
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Fig. 10. LEFT: Cumulative generalization score. RIGHT: Cumulative training score.
Even-odd task.

9 Discussion

We have seen that Patarnello and Carnevali’s measure quantifies the fitness
landscape of the networks rather than the network’s performance. Our newly
defined measures applied to RBNs have shown that higher K networks both
generalize and memorize better. However, our results suggest that for large input
spaces and for for K < 1.5 and K > 3 networks, the space of the possible
networks changes in a way that makes it difficult to find perfect networks (see
Figures 4 and 5). On the other hand, for 1.5 ≤ K < 3, finding the perfect
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networks is significantly easier. This is a direct result of the change in the number
of possible networks and the number of networks that realize a particular task
as a function of K.

In [13], Lizier et al. investigated information theoretical aspects of phase tran-
sitions in RBNs and concluded that subcritical networks (K < 2) are more suit-
able for computational tasks that require more of an information storage, while
supercritical networks (K > 2) are more suitable for computations that require
more of an information transfer. The networks at critical connectivity (K = 2)
showed a balance between information transfer and information storage. This
finding is purely information theoretic and does neither consider input and out-
puts nor actual computational tasks. In our case, solving the tasks depends on
the stable network states and their interpretations. The results in Lizier et al.
do not apply directly to the performance of our networks, but we believe there
is a way to link the findings in future work. Compared to Lizier et al., our ex-
periments show that supercritical networks do a better job at both memorizing
and generalizing. However, from the point of view of the learning probability,
we also observe that for networks with 1.5 ≤ K < 3, we are more likely to find
perfect networks for our specific computational tasks.

10 Conclusion

In this paper we empirically showed that random Boolean networks can be
evolved to solve simple computational tasks. We have investigated the learn-
ing and generalization capabilities of such networks as a function of the system
size N , the average connectivity K, problem size I, and the task. As feedforward
Boolean networks, RBNs can learn simple tasks, however, their generalization ca-
pabilities are not as extraordinary as for feedforward Boolean networks. We have
seen that the learning probability measure used by Patarnello and Carnevali [16]
was of limited use and have thus introduced new measures, which better describe
what the networks are doing during the training and generalization phase. The
results presented in this paper are invariant of the training parameters and are
intrinsic to both the learning capability of dynamical automata networks and
the complexity of the computational task. Future work will focus on the under-
standing of the Boolean function space, in particular on the function bias.
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Abstract. The evolution of cooperation has been gathering increasing attention 
during the last decades. Most of the times, cooperative behavior involves more 
than two individuals, and the N-person Prisoner’s Dilemma, which is the most 
studied generalized social dilemma in this context, not always manages to 
capture those situations that often occur to humans. In such cases, the N-person 
Snowdrift Game (NSG) often provides an adequate alternative. Here we show, 
making use of the NSG, how spatial populations affect the average levels of 
cooperation, when compared with the results obtained under conventional 
evolutionary game theory, that is, for well-mixed populations.  

Keywords: Cooperation, Evolution, Evolutionary Game Theory, Diversity. 

1 Introduction 

Cooperation is on the basis of some of the major transitions in evolution [1]. Genes 
cooperate to form cells, which in turn cooperate to form multi-cellular organisms; 
individuals cooperate to form groups and societies, and human culture is a 
cooperative process. To understand how cooperative behavior emerges and evolves is 
therefore a quest which has received growing attention during the last decades, and to 
which Evolutionary Game Theory (EGT) [2, 3] has been able to provide fundamental 
insights [2-15]. One-shot, symmetric 2-person games are the traditional approach 
adopted to investigate the emergence and evolution of cooperation; however, one 
cannot ignore that many real-life situations are actually associated with collective 
action based on joint decisions made by groups involving more than 2 individuals. 
There are many examples, in our everyday life and throughout our history, where 
instances of N-person games are, or have been, at stake. The effort to protect the 
Earth’s environment, on which every single “player” has to make a choice whether to 
adopt a more conscious behavior or not; the sharing of common resources among 
different countries; the participation in open source projects; the payment of taxes and  
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social welfare; etc…, the examples abound. Furthermore, and very commonly, 
performing a given task which is beneficial to an entire group requires the cooperation 
of several individuals of that group, who often share the workload required to perform 
that task. In this case, the N-person generalization of the so-called Snowdrift Game 
provides suitable description [16]. 

In its 2-person version, two individuals are driving on a road which gets blocked 
by a snowdrift. To proceed with their journey home, the snow must be removed, and 
this removal may or may not be done: if no one shovels, no one gets home; if the two 
drivers cooperate and shovel, both get home, each one sharing the workload of 
shovelling the snow. If only one driver decides to shovel, both get home despite one 
driver incurring the entire cost of snow shovelling. If we define the benefit of getting 
home as b and the cost of removing the snow as c, then if both drivers cooperate and 
shovel, each gets b – c/2. If both defect, no one gets anything (or goes home) – 0. If 
one cooperates and the other defects, the Cooperator (C) gets b – c whereas the 
Defector (D) gets b. Assuming, as usual, that the benefit is greater than the cost (i.e., 
b>c) , we get a payoff ranking characteristic of a chicken, hawk-dove or snowdrift 
dilemma [2, 17, 18]. The N-person generalization of this dilemma is immediate. In 
keeping with the previous example, we can imagine that the snowdrift occurs at a 
cross-road where N drivers meet. Again, all want to go home (getting all the same 
benefit b), but perhaps not all are willing to shovel. If all shovel, then each gets b – 
c/N. But if only k > 0 individuals cooperate, each gets b – c/k while those who defect 
get home without shoveling (and hence get b). 

Our goal on this paper is to understand the impact of the structure of the population 
on the outcome of cooperation on a simple model of the N-person Snowdrift Game. In 
the framework of EGT, populations are conventionally modelled as infinite and well-
mixed (each and every individual is equally likely to interact with everyone else). We 
will explore the consequences of each of these assumptions, and ultimately show how 
structured populations generally lead to higher levels of cooperation at low costs, 
inhibiting cooperation at high costs, raising new and exciting questions.  

This work is organized as follows: on sections 2 and 3 we explain in further detail the 
model at study and some background on this topic regarding well-mixed populations, 
respectively; and on section 4 we present the results obtained for structured populations. 
Finally on section 5 we discuss the results obtained and highlight some future lines of 
study. 

2 The Model 

As referred to above, two types of strategies are considered: Cooperators (C, 
individuals that are willing to pay a certain cost so that the benefit is obtained) and 
Defectors (D, who do not contribute at all). The payoffs are as follows [19]: 
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where k is the number of cooperators  in the group of N individuals including the one 
concerned, c is the cost, and b is the benefit obtained by each individual of the group, 
regardless of her strategy, when the task is performed, with b>c (throughout the 
manuscript, we take b = 1). From this definition one concludes that a single cooperator 
is able to afford the benefit. This is the simplest case, on which we will be focusing on 
this work; interesting results also arise when more than one cooperator is necessary to 
be able to attain the benefit - that is, a higher threshold is introduced [16]. 

3 Background on Well-Mixed Populations 

Well-mixed populations (the so-called mean-field approximation in Physics) 
constitute the simplest approach possible to this problem, for which analytical results 
can be obtained. The individual fitness of an individual is the result of averaging over 
all possible groups of size N; as a consequence, all cooperators have the same fitness, 
the same happening with all defectors. Evolution is implemented by means of the 
replicator equation [3], 
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where x stands for the fraction of Cs on the population, and fC(x) and fD(x) correspond 
to the average fitness of Cs and Ds for that x, respectively. Strategies’ evolution 
follows the gradient of natural selection determined by the relative fitness difference.  

At this point, a distinction has to be made, between infinite and finite populations. 
In infinite populations the sampling is binomial, and consequently the average fitness 
of cooperators and defectors in the population is, respectively, given by 
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Solving (2) for the steady state 0=x  on the N-person Snowdrift Game, one obtains 
[19] 
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which can be solved numerically for arbitrary N, leading to the results shown in 
Figure 1. It shows us that smaller groups are more advantageous for cooperation, 
since the equilibrium abundance of cooperators decreases with increasing group size 
N and decreasing benefit-cost ratio c/b. 

 

Fig. 1. Fraction of cooperators x* at the stable equilibrium, as a function of c/b, for different 
group sizes, in infinite well-mixed populations. One observes that the bigger the group, the 
smaller the equilibrium fraction of cooperators, for the same ratio c/b. 

However, the infinite assumption is one that certainly is not compatible with the 
real world. EGT on a finite population (of size Z) introduces some modifications: the 
fraction of cooperators is no longer a continuous variable, but varying in steps of 1/Z; 
and sampling of individuals is no longer binomial, following now a hypergeometric 
distribution: 
 

 
 

(5) 

Following the conventional approach, we compute the fraction of cooperators in the 
population after a transient period of evolutionary dynamics of the population. The 
fitness of individual i is given by the accumulated payoff resulting from all the games 
in which she participates. Strategy evolution is implemented via the pairwise 
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comparison rule [20-22]: in each time-step, an individual (A) is selected at random 
from the population to revise her strategy, comparing her accumulated payoff with 
one of her neighbors (B) also randomly chosen. Individual A adopts the strategy of B 
with a probability given by the ubiquitous Fermi expression from statistical physics 

 

1)( ]1[ −−−+= AB ffep β  (6) 

 
where fA and fB are the fitness of individuals A and B respectively, and β , which in 

physics corresponds to an inverse temperature, denotes here the intensity of selection. 
For 1<<β  selection is weak, and in the limit on infinite populations (that is, ∞→Z ), 

one recovers the replicator equation. Increasing β  increases the intensity of selection, 

reaching pure imitation dynamics whenever 1>>β .   

When one performs evolutions on large yet finite well-mixed populations, the 
agreement is, as expected, almost perfect. Only small discrepancies can be observed 
for the higher and lower values of c/b, due to the finiteness of the population. This 
effect disappears once sufficiently big populations are considered (on this type of 
processes, for Z = 104 convergence to the infinite population case is excellent). 

One can also define the probability to increase and to decrease the number k of 
cooperators in the population by one, at each time-step:       
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The first term relates to the probability of selecting a cooperator, the second one to the 
probability of selecting a defector, and the last to the take-over probability, taking into 
account the average payoffs of cooperators and defectors for that specific k. For 
arbitrary β , the quantity corresponding to the right hand side of the replicator 

equation, which specifies the gradient of selection, is given by 
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The right-hand side of g(k) is similar to the replicator equation, only that the pairwise 
comparison leads to the appearance of the hyperbolic tangent of the fitness difference, 
instead of the fitness difference. This has implications in the characteristic 
evolutionary times, which now depend on β , but not in what concerns the roots of 

g(k). Also, adoption of this specific social learning hypothesis, combined with the 
finite population size, means that internal equilibria are no longer possible: the 
evolutionary dynamics will only stop whenever the system reaches one of the two 
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absorbing states, full cooperation or full defection. Hence, the sign of g(k), which 
indicates the direction of selection, is important in that it may strongly influence the 
evolutionary time required to reach any of the absorbing states. 

For well-mixed populations, calculating g(k) is generally straightforward, as every 
C will have the same fitness, the same happening with every D. In structured 
populations this property no longer holds, and the task of computing g(k) becomes 
considerably harder. Here we shall compute T+(k) and T-(k) at a mean-field level, that 
is, we compute the average frequency of transitions increasing (and decreasing) the 
number of cooperators for each random configuration with k cooperators.  

4 NSG on Structured Populations 

Real world populations have yet additional degrees of complexity. For instance, 
individuals do not potentially interact with everyone else in the population, but only 
with a limited number of neighbors. Graph theory constitutes a natural and very 
convenient framework to describe population structure: individuals are placed on the 
vertices of a graph, whose edges define the existence of interaction between them. 

In network structured populations, each individual has z social ties, which means 
her payoff is determined by the z + 1 games she participates in: the one centered on 
herself, and also those centered on her neighbors [14], as depicted on Figure 2.  

 

Fig. 2. In this example, the focal individual (largest sphere) has z = 3 social ties, and therefore 
her payoff is determined by the participation on the game centered on herself (grey dashed line) 
and the games centered on her neighbors (grey shaded shapes), in a total of 4 games 
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On this work we will focus on homogeneous networks, and particularly on regular 
ones. On the other hand, a regular network can be understood as some form of spatial 
organization, leading to a process known as “spatial reciprocity”.  

Figure 3 shows the gradient of selection defined in equation (8) for some values of 
the ratio c/b, as well as the comparison between the coexistence points obtained in 
this way and those corresponding to infinite, well-mixed populations.  

 

Fig. 3. A. Gradients of selection g(k) for NSG on a regular network for some values of the ratio 
c/b. B. Comparison of the coexistence points (full circles) obtained in A (depicted by full 
squares) with those associated with well-mixed populations (dashed line). Parameters: 
Z=1000, z=4, b=1.0, 0.1=β  
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Unlike what happens in the infinite population case, now the mean-field gradients 
show the occurrence of internal coexistence-like points up to c/b = 0.3. One observes 
that these points differ significantly from the analytical results previously obtained, 
suggesting that the evolutionary dynamics of the NSG under spatial reciprocity differs 
significantly from that in infinite, well-mixed populations. For c/b > 0.3, the gradient 
is always negative, showing that, at a mean-field level, cooperators do not stand a 
chance. 

The fact that the calculations of the gradients are mean-field in nature points to the 
qualitative nature of these results. Therefore, one might expect that, qualitatively, 
cooperators will stand a chance for c/b < 0.3, whereas beyond this regime defectors 
will win the evolutionary race.  

Figure 4 shows the evolution of cooperation under spatial reciprocity for the NSG.  

 

Fig. 4. Average level of cooperation, as a function of c/b, under spatial reciprocity for NSG, for 
group size N = 5 (depicted by solid circles), compared with the correspondent result for well-
mixed populations. One observes that cooperation in favored for low values of the cost, being 
inhibited for large values. Parameters: Z=1000, z=4, b=1.0, 0.1=β  

Similar to what has been obtained for the 2-person SG [18] cooperation is favoured 
for low values of the cost while it is inhibited for large values. The solid circles were 
obtained by averaging over 2000 generations, after a transient period of 105 
generations, and each circle corresponds to an average over 103 runs.  These results, 
in turn, are qualitatively similar to those one obtains by plotting the fraction of times 
the population converges to full cooperation for a given value of the cost-to-benefit 
ratio (not shown).  

In order to understand better the origin of this result, we focus on a particular value 
of c/b < 0.30, and follow the time evolution of the fraction of cooperators, starting 
from two different initial conditions – above and below the coexistence point xcoexistence 
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obtained for the same value of c/b in the infinite, well-mixed case (dashed line in 
Figure 3b). 

In Figure 5 we start from a population of 1% and 70% of cooperators respectively, 
randomly distributed in the network, and allow the system to evolve 105 time-steps. In 
all our simulations we adopted asynchronous update in populations of size 103 and 
connectivity z = 4; each dot corresponds to an average over 1000 runs (as stated, we 
set b = 1 in all simulations, such that the only game parameter is the ratio c/b).  

 

Fig. 5. A. Fraction of cooperators (x) as a function of time steps, starting above xcoexistence (70% 
of cooperators) and below it (1% of cooperators). B. 

DDCCx φφ  , ,  and 
CDφ as a function of time, 

starting from 70% of cooperators, for regular networks. Parameters: Z=1000, z=4, b=1.0, 
c=0.15, 0.1=β  

Figure 5A shows that, although the final outcome is the same (the population is 
heading to the absorbing state of full cooperation), the dynamic behavior observed 
throughout evolution is quite different. While for x < xcoexistence the fraction of 
cooperators increases right from the start, for x > xcoexistence it starts by first decreasing, 
increasing only after a considerable amount of generations. What is the mechanism 
responsible for the decrease of the number of cooperators? To answer this question, 
let us define the fraction of links between individuals playing strategies i and j as: 
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where 2Zz  is the total number of links of the network and i and j is either C or D. 

Figure 5B shows the average time evolution of these quantities when starting with 
a fraction of cooperators x > xcoexistence, along with the above defined quantities. 
Analysis of these results shows that isolated cooperators are the ones specifically 
being eliminated, i.e., cooperators and defectors on the population organize 
themselves increasingly more in an assorted manner – individuals that adopt a certain 
strategy are not isolated but organized in such a way that have at least one neighbor 
following the same strategy. This is corroborated by the several curves shown: 

CCφ  

increases slightly, accompanied by a sudden decrease of 
CDφ  , representing the self-

organization of cooperators and defectors; the maximum “saturation value” reached 
by 

DDφ  corresponds to the moment in which cooperators are less represented in the 

population. For these values of c/b, regular structures can, therefore, be favorable for 
cooperation under the NSG, potentiating the self-organization of the population 
towards the full cooperation absorbing state. 

As c/b> 0.3, cooperators no longer resist the increased capacity of assortation 
exhibited by defectors, and indeed in the majority of cases the population evolves into 
full defection.   

5 Discussion 

The present study puts in evidence the impact of regular structures on the evolution of 
cooperation making use of a model of collective cooperation based on the N-person 
SG. We have shown that, below a critical cost-to-benefit ratio, regular networks 
facilitate cooperation, by enhancing the self-organization of the population regarding 
the distribution of strategies. This capacity of self-organization of cooperators breaks-
down as one surpasses this critical cost-to-benefit ratio, which we have shown can be 
qualitatively associated with the mean-field value of the gradient of selection 
numerically computed for the structured population.  
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Abstract. This paper investigates a bio-inspired framework, iNet-
EGT/C, to build adaptive, cooperative and stable network applications.
In this framework, each application is designed as a decentralized set of
agents, each of which provides a functional service and possesses bio-
logical behaviors such as migration, replication and death. iNet-EGT/C
implements an adaptive behavior selection mechanism for agents. Its
selection process is modeled as a series of evolutionary games among be-
haviors. iNet-EGT/C allows agents to seek to operate at evolutionarily
stable equilibria and adapt to dynamic networks by invoking evolutionar-
ily stable behaviors. It is theoretically proved that each behavior selection
process retains stability (i.e., reachability to at least one evolutionarily
stable equilibrium). iNet-EGT/C leverages the notion of coalitions for
agents to select behaviors as coalitional decisions in a cooperative man-
ner rather than individual decisions in a selfish manner. This cooperative
behavior selection accelerates agents’ adaptation speed by up to 78%.

Keywords: Evolutionary game theory, Adaptive and cooperative net-
work applications, Stability in adaptive networking.

1 Introduction

Large-scale network applications such as data center applications and cloud com-
puting applications are required to autonomously adapt to dynamic changes in
network conditions such as workload and resource availability [1]. To address this
requirement, this paper investigates a bio-inspired framework for autonomous
adaptive network applications. In the framework, each application is designed as
a decentralized group of software agents. This is analogous to a bee colony (an
application) consisting of multiple bees (agents). Each agent implements a func-
tional service (e.g., web service) and follows biological behaviors such as migra-
tion, replication and death. This paper focuses on an adaptive behavior selection
mechanism for agents, called iNet-EGT/C (iNet-EGT, coalitional edition). It is
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designed after immunological antigen-antibody reaction, which produces antibod-
ies specific to antigens (e.g., viruses) for eliminating them. iNet-EGT/C models a
set of network conditions (e.g., workload and resource availability) as an antigen
and models an agent behavior as an antibody. Each agent contains iNet-EGT/C
as its behavior selection mechanism (or its immune system). iNet-EGT/C allows
each agent to autonomously sense its surrounding network conditions (an anti-
gen) and select a behavior (an antibody) suitable for the sensed conditions. For
example, agents may invoke the replication behavior at the network hosts that
accept a large number of user requests for their services. This leads to the adap-
tation of agent availability. As a result, agents can improve their throughput.
Also, agents may invoke the migration behavior to move toward the network
hosts that receive a large number of user requests for their services. This leads
to the adaptation of agent locations; agents can improve their response time.

In iNet-EGT/C, antigen-antibody reaction (i.e., behavior selection) process
is modeled with evolutionary game theory. Each agent contains a set (or popu-
lation) of behaviors. In the population, randomly-selected two behaviors play a
game. The game distinguishes a winning behavior and a losing behavior based on
their payoffs, which indicate the likelihood for the behaviors to adapt an agent
to the current network conditions. The winner replicates itself and increases its
share in the population. The loser disappears in the population. This way, the
population state (i.e., behavior distribution in the population) changes as a se-
ries of games are repeatedly performed. iNet-EGT/C theoretically proves that
the population state converges to an evolutionarily stable equilibrium. It is the
state that, regardless of the initial population state, the population always con-
verges to. In that state, no other behaviors except a dominant behavior, called
an evolutionarily stable behavior, can dominate the population. Thanks to this
property, iNet-EGT/C allows each agent to seek to operate at equilibria by in-
voking evolutionarily stable behaviors as rational and adaptive decisions.

iNet-EGT/C leverages the notion of coalitions to compute payoffs. A coalition
is a group of agents that reside on neighboring hosts. Each agent computes the
payoffs for its behaviors based on (1) its surrounding network conditions and (2)
the behaviors that agents in its coalition intend to invoke. This way, agents seek
evolutionarily stable behaviors as coalitional decisions in a cooperative man-
ner rather than individual decisions in a selfish manner. This coalitional payoff
computation is designed to accelerate the adaptation speed of agents.

This paper describes the design of iNet-EGT/C and evaluates it through
theoretical and simulation studies. Both studies verify that iNet-EGT/C allows
agents to seek to operate at evolutionarily stable equilibria and adapt to dynamic
networks. The notion of coalitions accelerates agents’ adaptation speed by 78%.

2 Related Work

iNet-EGT/C extends its predecessors: iNet [2] and iNet-EGT [3]. It shares the
same goal with them; bio-inspired adaptive behavior selection However, they are
different in their approaches to the goal. iNet takes a stochastic approach with
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a genetic algorithm; it does not guarantee stability (i.e., reachability to at least
one equilibrium) in behavior selection. iNet-EGT takes an evolutionary game
theoretic approach; however, it does not consider the notion of agent coalitions.

Game theoretic approaches have been studied for several aspects in networks;
for example, job allocation [4], security [5–7] and routing [8, 9]. They seek ra-
tional networking strategies in static networks, but do not consider adaptation
in dynamic networks. [9] does not guarantee stability in its strategic decision
making. None of [4–9] considers the notion of coalitions in games.

[10, 11] leverage evolutionary game theory for adaptive routing in dynamic
networks. Unlike [10,11], iNet-EGT/C performs the mutation operation to better
adapt to future changes in network conditions. Moreover, iNet-EGT/C considers
the notion of agent coalitions, which is beyond the scope of [10, 11].

[12–16] study behavior selection mechanisms for agent-based systems. [12,
13] propose rule-based mechanisms, which are similar to iNet-EGT/C in that
they implement deterministic behavior selection. However, unlike [12, 13], iNet-
EGT/C guarantees stability in behavior selection. Moreover, in general, it main-
tains lower time complexity in behavior selection (O(k) where k denotes the num-
ber of games) than rule-based mechanisms (O(MlogM) where M denotes the
number of behavior types). [14–16] propose non-deterministic behavior selection
with stochastic algorithms. Due to their stochastic processes, they fail to retain
stability; they often search inconsistent solutions under the same problem set-
ting (or the same set of network conditions) in different runs/trials. In contrast,
iNet-EGT/C considers determinism in behavior selection to retain stability.

3 Preliminaries: Evolutionary Game Theory

In a conventional game, the objective of a player is to choose a strategy that max-
imizes its payoff. In contrast, evolutionary games are played repeatedly by players
randomly drawn from a population [17]. This section overviews key elements in
evolutionary games: evolutionarily stable strategies and replicator dynamics.

3.1 Evolutionarily Stable Strategies (ESS)

Suppose all players in the initial population are programmed to play a certain (in-
cumbent) strategy k. Then, let a small population share of players, x ∈ (0, 1), mu-
tate and play a different (mutant) strategy �. When a player is drawn for a game,
the probabilities that its opponent plays k and � are 1 − x and x, respectively.
Thus, the expected payoffs for the player to play k and � are U(k, x�+(1− x)k)
and U(�, x�+ (1 − x)k), respectively.

Definition 1. A strategy k is called evolutionarily stable if, for every strategy
� �= k, a certain x̄ ∈ (0, 1) exists, such that the inequality

U(k, x� + (1− x)k) > U(�, x�+ (1− x)k) (1)

holds for all x ∈ (0, x̄).
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If the payoff function is linear, Equation 1 derives

(1 − x)U(k, k) + xU(k, �) > (1 − x)U(�, k) + xU(�, �) (2)

If x is close to zero, Equation 2 yields either

U(k, k) > U(�, k), or U(k, k) = U(�, k) and U(k, �) > U(�, �) (3)

This indicates that a player associated with the strategy k gains a higher payoff
than the ones associated with the other strategies. Thus, no players can benefit
by changing their strategies from k to the others. This means an ESS is a solution
on a Nash equilibrium. An ESS is a strategy that cannot be invaded by any
alternative (mutant) strategies that have small population shares.

3.2 Replicator Dynamics

The replicator dynamics describes how population shares associated with differ-
ent strategies evolve over time [18]. Let λk(t) ≥ 0 be the number of players that
plays the strategy k ∈ K, where K is the set of available strategies. The total

population of players is given by λ(t) =
∑|K|

k=1 λk(t). Let xk(t) = λk(t)/λ(t) be
the population share of players that play k at time t. The population state is
defined by x(t) = [x1(t), · · · , xk(t), · · · , xK(t)]. Given x, the expected payoff of
playing k is denoted by U(k,x). The population’s average payoff, which is same
as the payoff of a player drawn randomly from the population, is denoted by

U(x,x) =
∑|K|

k=1 xk · U(k,x). In the replicator dynamics, the dynamics of the
population share xk is described as follows. ẋk is the time derivative of xk.

ẋk = xk · [U(k,x)− U(x,x)] (4)

This equation states players increase (or decrease) their population shares when
their payoffs are higher (or lower) than the population’s average payoff.

Theorem 1. If a strategy k is strictly dominated, then xk(t)t→∞ → 0.

A strategy is said to be strictly dominant if its payoff is strictly higher than any
opponent strategies. As its population share grows, it dominates the population
over time. Conversely, a strategy is said to be strictly dominated if its payoff
is lower than that of a strictly dominant strategy. Thus, strictly dominated
strategies disappear in the population over time.

There is a close connection between Nash equilibria and the steady states of
the replicator dynamics, in which the population shares do not change over time.
Since no players change their strategies on Nash equilibria, every Nash equilib-
rium is a steady state of the replicator dynamics. As described in Section 3.1, an
ESS is a solution on a Nash equilibrium. Thus, an ESS is a solution at a steady
state of the replicator dynamics. In other words, an ESS is the strictly dominant
strategy in the population on a steady state.

In iNet-EGT/C, an agent maintains a population of its behaviors. In a single
behavior selection process, behaviors are randomly drawn from the population
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to play games repeatedly until the population reaches a steady state. Then,
iNet-EGT/C allows each agent to identify a strictly dominant behavior in the
population and invoke it as an evolutionarily stable behavior (or ESS).

4 iNet-EGT/C

The immune system is an adaptive defense mechanism that regulates the body
against dynamic environmental changes such as antigen invasions. Through a
number of interactions among antibodies, the immune system evokes antigen-
antibody reaction to produce antibodies specific to detected antigens. In each
interaction, an antibody stimulates or suppresses another one according to its
affinity to an antigen. A stimulated antibody replicates itself and increases its
population. Conversely, a suppressed one dies and decreases its population. This
way, the population of specific antibodies rapidly increases following the recog-
nition of an antigen and decreases again after eliminating the antigen. Adaptive
immune response is an emergent product of interactions among antibodies.

iNet-EGT/C is designed after antigen-antibody reaction. Each agent contains
iNet-EGT/C as its own behavior selection mechanism (or as its own immune sys-
tem). An antigen is modeled as a set of network conditions: C = {c1, c2, · · · , cL}
where L denotes the number of network conditions that each agent senses on a
host. This paper considers three network conditions (L = 3):

– Queue length: The number of user requests in a request queue, which each
host operates to store incoming user requests until they are processed by the
agents running on the same host.

– Workload change rate: The rate of workload change per a unit time. Work-
load is computed as the number of incoming user requests per minute given
to the agents running on the same host.

– Resource utilization: Memory consumption, in percentage, by the agents run-
ning on the same host.

An antibody is modeled as an agent behavior. B = {b1, b2, · · · , bM} denotes a
set of available behavior types. This paper considers four types (M = 4):

– Migration: Agents may migrate from one platform to another.

– Replication: Agents may make a copy of themselves. A replicated (child)
agent is placed on the host that its parent agent resides on.

– Death: Agents may die and disappear in the network. When an agent dies,
its underlying host releases the resources (e.g. memory space) it consumes.

– Do-nothing: Agents may choose to do nothing.

Each agent maintains a population (P ) of behaviors, each of which is of a certain
behavior type. The population’s size is given by N =

∑
b∈B nb where nb denotes

the number of behaviors of the behavior type b ∈ B.
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4.1 Evolutionary Games in iNet-EGT/C

An interaction (stimulation or suppression) between antibodies is modeled as an
evolutionary game between behaviors. Listing 1 shows how iNet-EGT/C allows
each agent to select/invoke a specific behavior under a given set of network
conditions through a series of evolutionary games.

The population P is initialized with initializePopulation() (Line 2). Ini-
tially, all behavior types have the equal population share. (nb∈B is equal for
every b.) randomlySelect() draw two behaviors randomly from the population
(Line 6), and performGame() distinguishes them to a winning one and a losing
one according to their payoffs, which indicate the likelihood for the behaviors
to adapt an agent to the current network conditions (Line 8). The notion of
payoffs is modeled after the notion of affinity in the immune system. The loser
behavior is suppressed and disappears in the population. The winner behavior
is stimulated and replicated to increase its population share (Line 9). It is also
mutated at the probability of pm (Lines 10 and 11).

A behavior whose population share is the largest is called a current major
behavior. An agent invokes the current major behavior when its population
share (xb) exceeds a threshold (ts) (Lines 15 and 16). Similar to the immune
system, the behavior selection in iNet-EGT/C is designed as an emergent prod-
uct of games (interactions) among behaviors (antibodies).

1 f u n c t i o n s e l e c tB e h a v i o r ( )
2 P ← i n i t i a l i z e P o p u l a t i o n (N )
3 wh i l e true do
4 W ← ∅
5 f o r i ← 1 to |P |/2 do
6 {behavior1, behavior2} ← r andomlySe l e c t (P )
7 P ← P \ {behavior1, behavior2}
8 winner ← performGame (behavior1 , behavior2 )
9 replica ← r e p l i c a t e (winner )

10 i f random ( ) ≤ pm then
11 replica ← mutate (replica )
12 W ← W ∪winner ∪ replica
13 end f o r
14 P ← W
15 i f ∃b where b ∈ P and xb> ts then
16 r e tu r n b
17 end i f
18 end wh i l e
19 end f u n c t i o n
20
21 f u n c t i o n performGame (behavior1, behavior2 )
22 C ← getNetwo rkCond i t i on s ( )
23 O ← g e tCu r r en tMa j o rBeh av i o r s ( )
24 p1 ← |{behavior1,R}| − rank (behavior1 , O , C )
25 p2 ← |{behavior1,R}| − rank (behavior2 , O , C )
26 i f p1 > p2 then r e tu r n behavior1
27 e l s e i f p1 < p2 then r e tu r n behavior2
28 e l s e r e tu r n r andomlySe l ec t ({behavior1, behavior2})
29 end f u n c t i o n

Listing 1. Pseudocode of Behavior Selection
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4.2 Coalitional Payoff Functions

In order to compute the payoffs of an agent’s behaviors, iNet-EGT/C considers
the agent’s coalition, which consists of the agents running on the local host and
direct neighbor hosts. Equation 5 shows the coalitional payoff function Fi(b) for
the behavior type b of agent i under a set of network conditions C.

Fi(b) = |{b, O}| − rank(b, O,C) (5)

O = {o1, o2, · · · , oq} denotes a set of current major behaviors of the other agents
in the same coalition. (q indicates the number of those agents.) See also Line 22
to 25 in Listing 1.

The function rank() in Equation 5 compares b and O (i.e., q+ 1 behaviors in
total) with respect to domination factors and yields b’s domination rank. The
domination ranking is a ranking scheme that considers the Pareto optimality
among multiple factors (or objectives) [19]. A behavior b ∈ B is said to dominate
a behavior b′ ∈ B if b’s factor values are better than, or equal to, b′’s in all
domination factors, and b’s factor values are better than b′’s in at least one
domination factors. This paper considers three domination factors:

– Queue length

– Resource utilization

– Load balancing: The variance of queue lengths in the local and neighboring
hosts

A behavior b’s factor values are computed as the network conditions in the case
where agent i invokes b and the other agents in its coalition invokes O.

Figure 1 shows an example that illustrates how to use the proposed coali-
tional payoff functions. In this example, four agents (a, b, c and d) runs on a
host. (For simplicity, this example ignores neighbor nodes.) Agent b’s current
major behavior is migration (M). c’s and d’s are death (D) and replication (R),
respectively. Thus, agent a’s payoff functions (Fa(R), Fa(M), Fa(N) and Fa(D))
are formulated for its four behaviors, as shown in Figure 1.

Figure 2 depicts an example domination ranking among agent a’s four be-
haviors. In a three dimensional space whose axises represent domination factors,
each behavior is plotted based on its factor values. (In this space, the smaller
factor values, the better.) For example, R’s factor values are computed as the
network conditions in the case where agent a invokes the replication behavior
and the other three agents invoke their current major behaviors.
R dominates all the other behaviors; it is given a rank value of 1. D dominates

N , but does not dominate M . However, D is superior to M in two factors, and
M is superior in one factor. Thus, D andM are given the rank values of 2 and 3,
respectively. N is given a rank value of 4. Given rank values, Fa(R) = 4− 1 = 3,
Fa(D) = 4− 2 = 2, Fa(M) = 4− 3 = 1, and Fa(D) = 4− 4 = 0.
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Fig. 1. Example Payoff Functions

Fig. 2. An Example Domination Ranking

5 Stability Analysis

This section theoretically analyzes the stability of cooperative behavior selection
in iNet-EGT/C. More specifically, this theoretical analysis is intended to prove
that the population states of all agents in the same coalition converge to evolu-
tionarily stable equilibria. The proof consists of three steps: (1) designing a set
of differential equations that describe the dynamics of the population state, (2)
proving a cooperative behavior selection process has equilibria, and (3) proving
the the equilibria are asymptotically (or evolutionarily) stable. The proof uses
the following terminology and variables.

– X(i)(t) = {x(i)1 (t), x
(i)
2 (t), · · · , x(i)M (t)} denotes the population state of agent

i at time t, where xb =
nb

N is the population share of b ∈ B (
∑

b xb = 1).

– F
(i)
b denotes the coalitional payoff of b ∈ B in agent i.
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– pbk = xb · φ(Fb − Fk) denotes the probability that a behavior of b ∈ B
replicates itself by winning a game against a behavior of k ∈ B. φ(Fb − Fk)
is the conditional probability that the fitness value of b is higher than that
of k.

The dynamics of b’s population share is described as follows.

ẋb =
∑

k∈B,k �=b

{xk · pbk − xb · pkb} = xb

∑
k∈B,k �=b

xk{φ(Fb − Fk)− φ(Fk − Fb)}

= xb

∑
k∈B,k �=b

xk · cbk where cbk = φ(Fb − Fk)− φ(Fk − Fb)) (6)

Note that, if k is strictly dominated, xk(t)t→∞ → 0. (See Theorem 1.)

Theorem 2. The population state of an agent converges to an equilibrium.

Proof. It is true that, given the design of fitness functions (Figure 1), differ-
ent behavior types have different fitness values under the same set of network
conditions. In other words, given a particular set of network conditions, a be-
havior type becomes strictly dominant. Assume that F1 > F2 > · · · > FM , and
by Theorem 1, the population state converges to an equilibrium: X(t)t→∞ =
{x1(t), x2(t), · · · , xM (t)}t→∞ → {1, 0, · · · , 0}.
Theorem 3. The equilibrium found in Theorem 2 is asymptotically stable.

Proof. At an equilibrium where X = {1, 0, · · · , 0}, Equation 6 can be downsized
by substituting x1 = 1− x2 − · · · − xM .

żb = zb[cb1(1− zb) +

M∑
i=2,i�=b

zi · cbi] where b = 2, ..., M (7)

Z(t) = {z2(t), z3(t), · · · , zM (t)} denotes the downsized population state. Given
Theorem 1, Z(t) converges to an equilibrium: Z(t)t→∞ = Zeq = {0, 0, · · · , 0}.

If all Eigenvalues of the Jaccobian matrix of Z(t) has negative Real parts, Zeq

is asymptotically stable. The Jaccobian matrix J ’s elements are:

Jbk =

[
∂żb
∂zk

]
|Z=Zeq

=

[
∂zb[cb1(1− zb) +

∑M
i=2,i�=b zi · cbi]

∂zk

]
|Z=Zeq

(8)

where b, k = 2, ...,M

Therefore, J is given as follows, where c21, c31, · · · , cM1 are J ’s Eigenvalues.

J =

⎡
⎢⎣

c21 0 · · · 0
0 c31 · · · 0

.

.

.
.
.
.

. . .
.
.
.

0 0 · · · cM1

⎤
⎥⎦ (9)

cb1 = −φ(F1 − Fb) < 0 for every b; therefore, Zeq is asymptotically stable.
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6 Simulation Evaluation

This section evaluates iNet-EGT/C through simulations. Figure 3 shows a sim-
ulated server farm (or cloud computing environment) that consists of 100 (10 ×
10) hosts in a grid topology. User requests travel from users to agents via user
access point. This simulation study assumes that a single (emulated) user runs
on the access point and transmits user requests to agents. At the beginning of a
simulation, four agents are deployed on randomly-selected hosts. Each agent has
its own iNet-EGT/C that contains the population of 100 behaviors. (N = 100 in
Listing 1). 25 behaviors are of each of four behavior types: migration, replication,
death and do-nothing. Mutation rate (pm in Listing 1) and behavior selection
threshold (ts in Listing 1) are set to 0.05 and 0.95, respectively.

Fig. 3. Simulated Server Farm

Figure 4 shows a trace of workload (the number of user requests) given to
agents. It follows an empirical workload measurement at www.ibm.com [20].
The largest workload spike occurs at 12:00 from 3,000 to 9,000 messages/min.

Fig. 4. Workload and Throughput
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6.1 Adaptability and Stability

Figure 5 shows how the population state (i.e., behavior distribution) changes
over time (from 0:00 to 6:00) in an agent deployed at the beginning of a simula-
tion. The number of replication behaviors increases in the first 15 minutes, and
the population converges to an evolutionarily stable state. This means that the
agent in question replicates itself to process a given workload. (Initially-deployed
four agents are not enough to efficiently process a given workload.) Then, the
do-nothing behavior takes over the replication behavior to dominate the popu-
lation; the population converges to another evolutionarily stable state. At this
point, agents have replicated enough to process the current workload; the agent
in question does not replicate itself anymore. As illustrated in Figure 5, iNet-
EGT/C allows agents to successfully seek evolutionarily stable equilibria in their
behavior selection according to dynamic network conditions.

Fig. 5. Changes in Population State

Figure 6 shows how agent availability (i.e., the number of agents) changes
dynamically. It increases when the replication behavior dominates the behav-
ior population (e.g., around 0:00 and 3:00; See Figure 5.) in response to work-
load spikes. Conversely, agent availability decreases when the death behavior
dominates the behavior population (e.g., around 9:00 and 15:00) in response to
workload drops. Figure 6 demonstrates that iNet-EGT/C allows agents to dy-
namically adapt their availability by invoking their behaviors according to the
evolutionarily stable states they are on.

Figures 4 and 7 show the throughput (i.e., the number of processed requests)
and response time that agents yield. At the beginning of a simulation, they yield
low throughput and high response time because four agents are not enough
to efficiently process all user requests. During a simulation, throughput and
response time degrade when workload spikes. However, as agents perform their



200 C. Lee, J. Suzuki, and A.V. Vasilakos

Fig. 6. Agent Availability

behaviors by seeking evolutionarily stable equilibria, they adapt their throughput
and response time to dynamic workload changes.

Fig. 7. Response Time

Figure 8 depicts the average behavior population state among agents: Savg(t) =
1

A(t)

∑
i maxb∈B{xb(t)}. A(t) denotes the total number of agents running in the

network. i and b index agents and behavior types, respectively. maxb∈B{xb(t)}
denotes the share of the current major behavior in an agent’s behavior popula-
tion. Savg(t) increases as the current major behavior’s share increases in each
agent. It approaches 1.0 (e.g., > 0.95) when the current major behaviors domi-
nate behavior populations and remain effective for agents to adapt to the current
network conditions. This means that agents’ behavior population states reaches
evolutionarily stable equilibria. Savg(t) decreases when the current major be-
haviors are no longer effective and the other behaviors take over to dominate
behavior populations. For example, Savg(t) remains high from 1:00 to 3:00 be-
cause agents have adapted to network conditions by 1:00 and the do-nothing
behavior is effective until 3:00 (See also Figure 5.) However, the do-nothing be-
havior becomes ineffective when workload spikes at 3:00; Savg(t) decreases until
another behavior (the replication behavior in this case; See Figure 5.) takes over
and dominates the behavior population. Savg(t) stays over 0.95 during 82% of
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the total simulation time. Figure 8 demonstrates that iNet-EGT/C allows agents
to seek to operate at evolutionarily stable equilibria in dynamic networks.

Fig. 8. Average Behavior Population State

6.2 Impacts of Agent Coalitions on Adaptability

Figures 4 and 7 illustrate agents’ throughput and response time with the no-
tion of coalitions disabled. Both figures show that, upon workload spikes (at
0:00, 3:00, 6:00 and 12:00), agents adapt their performance faster by computing
payoffs in a cooperative manner with the notion of coalitions. Figure 9 depicts
throughput in percentile (i.e., ratio of throughput over workload). The through-
put of 100% indicates that agents process all of user requests. Similar to Figure 4,
Figure 9 demonstrates that agents improve their throughput faster with coali-
tions enabled. With coalitions enabled, throughput stays over 90% during 85%
of the total simulation time, while 69% with coalitions disabled.

Fig. 9. Throughput (%)

Table 1 shows how soon agents yield the throughput of 100% and 75% upon
workload spikes. Agents consistently accelerate their throughput adaptation by
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Table 1. Adaptation Speed in Throughput (Minutes)

Workload Spike at 0:00 3:00 6:00 12:00

Throughput Improvement Rate 100% 75% 100% 75% 100% 75% 100% 75%

Without coalitions 32 22 46 32 64 36 58 48

With coalitions 18 10 36 12 48 14 51 22

Speedup 178% 220% 127% 267% 133% 257% 114% 218%

leveraging the notion of coalitions. The average speedups of 100% and 75%
throughput adaptation are 138% and 241%, respectively.

Figure 6 depicts agent availability with coalitions disabled. It verifies that,
upon workload spikes and drops (at 0:00, 3:00, 6:00, 9:00, 12:00, 15:00 and 18:00),
agents adapt their availability faster by leveraging the notion of coalitions.

Figure 10 shows agent availability in percentile. It is computed as the ratio
of expected throughput over workload. The expected throughput is calculated
as A(t)/tservice where A(t) denotes the total number of agents running in the
network and tservice denotes the time that an agent is expected to spend to pro-
cess a single user request. If agent availability is over or under 100%, the number
of agents is excess or insufficient, respectively, to process a given workload. The
agent availability of 100% indicates that the number of agents perfectly fits with
the current workload. Similar to Figure 6, Figure 10 demonstrates that agents
adapt their availability faster with coalitions enabled. With coalitions enabled,
agent availability stays at 100% during 88% of the total simulation time, while
73% with coalitions disabled.

Fig. 10. Agent Availability (%)

Table 2 shows how soon agents yield 100% availability upon workload spikes
and drops. Agents consistently accelerate their availability adaptation by lever-
aging the notion of coalitions. The average speedup is 144%.
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Table 2. Adaptation Speed in Agent Availability (Minutes)

Workload Spike/Drop at 0:00 3:00 6:00 9:00 12:00 15:00 18:00

Without coalitions 32 42 62 50 56 68 34

With coalitions 20 30 46 28 50 54 22

Speedup 160% 140% 135% 179% 112% 126% 155%

7 Conclusion

This paper proposes and evaluates an evolutionary game theoretic framework,
iNet-EGT/C, which aids building adaptive, cooperative and stable network ap-
plications. Both theoretical and simulation studies demonstrate that iNet-EGT/C
allows network applications to seek to operate at evolutionarily stable equilibria
and adapt to dynamic network conditions. The notion of agent coalitions in pay-
off computation allows agents to yield the speedup of up to 178% in adaptation
to dynamic network conditions.
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Abstract. Empirical studies show that most real social networks exhibit both a 
significant average connectivity and marked heterogeneity. While the first 
precludes the emergence of cooperation in static networks, it has been recently 
shown that the latter induces a symmetry breaking of the game, as cooperative 
acts become dependent on the social context of the individual. Here we show how 
adaptive networks can give rise to such diversity in social contexts, creating 
sufficient conditions for cooperation to prevail as a result of a positive assortment 
of strategies and the emergence of a symmetry breaking of the game. We further 
show that realistic heterogeneous networks of high average connectivity where 
cooperation prevails can result from a simple topological dynamics. 

Keywords: Evolution of Cooperation, Evolutionary Game Theory, Distributed 
Prisoner’s Dilemma, Dynamic Networks, Evolutionary Dynamics. 

1 Introduction 

Conventional Evolutionary Game Theory (EGT) predicts that natural selection favors 
the selfish and strong [1, 2], in contrast with empirical evidence which shows that 
cooperation is widespread in nature. The issue of cooperation has been traditionally 
dealt with in EGT making use of the Prisoner’s Dilemma (PD), and several mechanisms 
have been proposed which make cooperation evolutionary viable [3, 4]. Among those, 
the structure of the network along which individuals interact drastically affects the 
chances of cooperation. While homogeneous networks (degree-homogeneous) open a 
small window of opportunity for cooperation to thrive [5-9], heterogeneous networks 
(degree-heterogeneous) induce a remarkable boost of cooperative behavior [6, 10-13]. 
This enhancement, however, is limited to social networks exhibiting low average 
connectivity, whereas data on realistic networks [14-19] shows that values of the 
average connectivity (z) up to 170 are possible. This requires yet another mechanism to 
allow the survival of cooperation. 

In this work we shall explore this new mechanism, making use of a PD game in 
which the benefits collected by the participants may be proportional to the costs 
expended. Besides the conventional scenario in which every cooperator contributes 
the same amount to each game they participate in, we shall also explore the limit in 
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which every cooperator contributes the same overall amount, irrespective of the total 
number of games they participate in. This is particularly relevant whenever 
heterogeneous networks are at stake. In such setting the evolution of the interaction 
network (see below) may break the original symmetric game into an asymmetric 
game, as the actual game played by each player becomes dependent on their social 
context [11, 20]. 

Here, we use a simple adaptive network model [21] that combines strategy 
evolution with topological evolution [3, 22, 23]. We consider individuals with limited 
cognitive capacities and investigate the necessary conditions for cooperation to thrive. 
We will show that network heterogeneity, which emerges as a result of a co-evolution 
of strategy and topology, is crucial for the appearance and stability of cooperative 
action. This break of symmetry is naturally induced by a simple dynamics in which 
individuals revise their contacts uniquely based on their myopic self-interest. 

Fig. 1. Readjusting social ties. 
Cooperators and defectors 
interact along the links of a 
network. A (B) is dissatisfied 
(satisfied) since B (A) is defector 
(cooperator). Consequently A 
wants to change the link whereas 
B does not. The success of the 
rewiring will depend on the 

fitness values Π(A) and Π(B) of A and B, respectively. With probability p (see section 3.3) A 
redirects the link to a random neighbor of B. Otherwise, with a probability 1 - p, A will stay 
linked to B. Other possibilities may occur depending on the strategies of the chosen individuals 
(see section 3.3). 

2 Co-evolution of Strategy and Topology 

We consider a population of individuals that can be either cooperators (C) or 
defectors (D). They only keep information on their first neighbors, and engage in 2-
person PD, where Cs contribute a cost c whereas Ds do not contribute any cost. The 
total amount is multiplied by an enhancement factor F and then shared equally 
between the two players. Hence, a player i (i =1, 2) using strategy si (si = 1 if C, 0 if 
D) will get the payoff Pi = Fc(s1 + s2)/2 – csi [20]. For 1 < F < 2 we get the payoff 
ranking characteristic of a two-person PD.  

In the equation above we have considered that Cs contribute a fixed cost c per 
game. We can consider a somewhat different scenario in which Cs now distribute the 
same cost c among all games they play. In this case, if player i is a C, she/he will pay 
a cost ci = c/ki, where ki is the player’s connectivity (number of neighbors). 
Consequently, the payoff that a player gets from this game is Pi = F(c1s1 + c2s2)/2 – 
cisi. 
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It is reasonable to make this distinction in the costs paid by Cs when we allow 
different individuals to have different number of neighbors (k), a situation that 
naturally occurs on a heterogeneous graph. For instance, the interaction between two 
Cs directly connected but with different ks will result in a higher payoff for the player 
with the smaller number of links. This will translate in a symmetry breaking of the 
game. 

Following the convention of Ref. [20] we will refer to the game where Cs 
contribute a fixed cost per game as the conventional prisoner’s dilemma (CPD); and 
to the game where Cs contribute a fixed cost per individual we call the distributed 
prisoner’s dilemma (DPD). 

In addition, both Cs and Ds are able to decide, on an equal footing, which ties they 
want to maintain and which they want to change. Given an edge with individuals A 
and B at the extremes, we say that A (B) is satisfied with that edge if the B (A) is a C, 
being dissatisfied otherwise. If, for instance, A is satisfied, then they will keep the 
link. If not, then they will compete with B to rewire the link (see Fig. 1 and section 
3.3), rewiring being attempted to a random neighbor of B. 

This is justifiable on the fact that individuals, who have a limited knowledge of 
their social environment, will look for new social ties by proxy [24]. In this sense, A 
is more likely to encounter one of B’s friends and become neighbors with them. In 
addition, selecting a neighbor of an inconvenient partner may turn out to be a good 
choice, since this partner also tries to establish links with Cs, making it more likely 
that the rewiring results in a tie to a C. 

The fact that in our model Cs and Ds interact via social ties they both decide upon 
establishes a coupling between individual strategy and population structure: the game 
payoff induces an entangled co-evolution of strategy and structure. The adaptive 
nature of the social structure explained above introduces a new time scale, τa, not 
necessarily equal to the time scale associated with strategy evolution, τe. We define a 
ratio of time scale W = τe/τa, which determines the cooperative state of the population 
at the end of the evolution.  

Indeed, whenever τe << τa, that is, W≈0, we recover the results of [6, 25]. On the 
other hand, with increasing W, individuals become ever more proficient at adapting 
their ties. In general, however, one expects the two time scales to be of comparable 
magnitude in realistic situations (cf. Figs. 2 and 3). 

More intuitively, W provides a measure of individuals’ responsiveness to adverse 
ties: large values of W reflect populations in which individuals react promptly to 
adverse ties, whereas smaller values of W reveal the opposite behavior. 

3 Materials and Methods 

We place individuals on the nodes of a graph, to a total of N. A total of NE links 
represent the social ties between individuals. Graphs will evolve in time as individuals 
change their ties. The average connectivity z = 2NE/N is conserved since we do not 
create nor destroy links. We require that graphs remain connected at all times. To 
enforce this condition we impose that nodes connected by a single link cannot lose 



208 J. Moreira, J.M. Pacheco, and F.C. Santos 

this link. Each simulation starts from a homogeneous random graph in which all 
nodes have the same number of links randomly connected to other nodes [26]. 

We also computed the cumulative degree distribution 
11( )

N

i k iD k N N
=

− −=  . 

Ni indicates the number of nodes with i links so D(k) gives the probability of 
finding nodes in the graph with degree greater or equal to k. The maximum value of 
the connectivity of a graph is kmax which provides a simple measure of the 
heterogeneity of a graph since D(k) = 0 for k > kmax. 

Whenever W > 0, evolution of strategy and structure proceed together under 
asynchronous updating. Choice of type of update event depends on W. If we assume, 
without loss of generality, τ= 1, then a strategy update event is chosen with 
probability 1/(1+W), a structural update event being selected otherwise. 

A strategy update event is defined in the following way, corresponding to the so-
called pairwise comparison rule [27]: One node A is chosen at random and another 
node B is chosen randomly among A’s first neighbors. The individuals A and B 
interact with all their first neighbors, according to CPD or DPD. As a result, they 
accumulate the total payoffs Π(A) and Π(B), respectively. The individual A will 
imitate the strategy of B with a probability that increases with the payoff difference, 
which is given by the Fermi distribution function p = 1/[1+e−β[Π(B)−Π(A)]].  

The value of β ≥ 0 (which plays the role of an inverse temperature in statistical 
physics), controls here the intensity of selection [27]: β→0 leads to neutral drift 
whereas β→∞ leads to the so-called imitation dynamics, often used to model cultural 
evolution. 

Cs and Ds interact via the links of a network. Two individuals, A and B, connected 
by one link, may be satisfied or dissatisfied. In Fig. 1, B is satisfied, whereas A is not, 
since A (B) is a C (D). Therefore, A wants to change the link whereas B does not. The 
action taken depends on the fitness Π(A) and Π(B) of A and B, respectively. With a 
probability p, defined above in terms of the Fermi distribution, A redirects the link to 
a random neighbor of B. With probability 1 − p, A stays linked to B. Whenever both 
A and B are satisfied, nothing happens. When both A and B are dissatisfied, rewiring 
takes place such that the new link keeps attached to A with probability p and attached 
to B with probability 1 − p. 

We start our simulations from a homogeneous random graph [26], in which all 
nodes have the same number of links (z), randomly linked to arbitrary nodes. The 
population size is N = 103 with average connectivities z = 20, 30, and 40 (the value z = 
30 used in Fig. 2 and Fig. 3, right panel, reflects the mean value of the average 
connectivities reported in [13] for socials networks). We always start with 50% of Cs 
randomly distributed in the population. In all cases we used c = 1 for the cost of 
cooperation (ci = 1/ki for an individual i playing the DPD). 

Each value in the figures corresponds to an average over 104 different randomly 
generated configurations and graphs. In each of those we average and evolution over 
9x105 generations after discarding a transient period of 105 generations. 

At the end of each evolution we also computed the maximal connectivity kmax 
associated with the final graph and the cumulative degree distribution, which are the 
basis of the results plotted in Figs. 3. 
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Fig. 2. Co-evolution for different time scales. Equilibrium fraction of cooperators as a 
function of the enhancement factor F using a homogeneous random graph of z = 30 and β = 1.0. 
Left panel: Under CPD it is difficult for cooperation to emerge unless we allow a fast 
adaptation of the network structure. As W increases, the rate of link rewiring also increases, and 
so does the viability of cooperation. Right panel: Under DPD, in addition to the adaptive 
assortment of Cs, cooperation benefits from the break of symmetry associated with the nature 
of the dilemma and emerging heterogeneity of the network. 

4 Results and Discussion 

The results of Fig. 2 show the fraction of Cs that survive at the end of evolution (see 
section 3.4) for different values of W. We plot the graphs for the interval 1 < F < 2, 
for both the CPD and the DPD. For W = 0 cooperation can be hardly sustained, since 
the network remains static and equal to the initial homogeneous random network (see 
above). Moreover, in homogeneous networks the CPD and DPD games are 
equivalent, as the differences between both amounts to a rescaling of the intensity of 
selection. It is only when we give individuals the chance to change their social ties, 
than we begin to see differences. As Cs (Ds) seek for Cs to cooperate (exploit), Cs 
tend to acquire a higher number of links when compared with Ds. This self-organized 
heterogeneity benefits the emergence of cooperation [10], in particular when highly 
connected nodes are occupied by Cs [28]. 

Yet, in the DPD paradigm, as the network changes, the actual game played by each 
individual may also change with her degree. The DPD can represent a situation where 
individuals have limited resources and therefore, as the network becomes more 
heterogeneous with increasing W, so do the amounts contributed by different Cs. As 
shown in Ref. [20], in the DPD paradigm the condition for a highly connected C to 
become advantageous becomes less stringent the larger their connectivity. On the 
contrary, under the CPD paradigm, the cost of cooperation plays a major role in the 
overall fitness of the cooperative hub, which means that the larger their connectivity, 
the harder it will be for the cooperative hub to become advantageous with respect to  
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any D in their neighborhood. Consequently, when compared with the CPD paradigm, 
the DPD will promote cooperation as it benefits from the additional break of 
symmetry of the game induced by evolution of the social structure. 

 

Fig. 3. Co-evolution for different networks. CPD game for F = 1.8 and β = 1.0 using 
homogeneous random graphs. Upper left panel: Equilibrium fraction of cooperators as a 
function of W for different values of z. For each value of z, there is a critical value of the time 
scale Wcrit, above which cooperators wipe out defectors. Lower left panel: Maximum value of 
the connectivity in the population as a function of W. Wcrit increases monotonically with z. 
Right panel: Cumulative distributions for different values of W. Starting from a homogeneous 
random network with kmax = z = 30, just as we increase W, the distribution widens, resulting in 
both single scale networks (W = 0.5, solid brown line) and broad-scale networks (W > 3, dotted 
black and grey lines). Wcrit is also the value for which the heterogeneity of the associated 
network reaches a maximum. The results obtained for DPD are qualitatively the same. 

Nevertheless, in both games, for a sufficient large W, we will get a full cooperative 
scenario: The quicker the individuals are able to alter their social ties, the easier it is 
for Ds to become extinct. This behavior is better understood from the upper left panel 
of Fig. 3: For small W, Cs never survive long, but, as W approaches a critical value 
Wcrit, they become increasingly better at wiping out Ds. The Wcrit increases 
monotonically with z, which makes sense because there are more links to be rewired. 
In practice, Wcrit is determined as the value of W at which cooperation reaches 50%. 
Thus, the survival of cooperation relies on the capacity of individuals to adjust to 
adverse ties, even when the average connectivity is high. 

Fig. 3 also provides evidence of the detailed interplay between strategy and 
structure. On one hand, strategy updating promotes a local assortment of strategies, 
since Cs breed Cs and Ds breed Ds. On the other hand, structural updating promotes 



 Evolving the Asymmetry of the Prisoner’s Dilemma Game 211 

local assortative interactions between Cs and disassortative interactions between Ds 
and Cs. When both are active, strategy update will promote assortativity among Cs, 
but will restrain disassortativity between Ds and Cs, which overall will benefit the 
emergence of cooperation. Additionally, since graphs will become heterogeneous for 
any W > 0, as a result of structural update (we are starting from homogeneous 
graphs), it will become easier for strategy update to promote cooperation, and even 
more when we play the DPD (see Fig. 2). 

From the left panels of Fig. 3, the overall onset of increase of heterogeneity 
qualitatively follows the wave of cooperation for the corresponding z [21]. Indeed, the 
overall heterogeneity of the graph increases with W until it reaches a maximum at 
Wcrit, above which heterogeneity again decreases down to a stationary value [21]. This 
is clearly shown in the right panel of Fig. 3 for a CPD with an enhancement factor F = 
1.8. The results shown suggest that the adaptive dynamics of social ties accounts for 
the heterogeneities observed in realistic social networks [16]. The DPD produces 
results similar to the ones represented in Fig. 3. Also, similar analytic results were 
already obtained in a simpler model of link rewiring [29]. 

Our results show that to understand the emergence of cooperative behavior in a 
realistic scenario, one should consider simultaneously the evolution of the social 
network of interactions and the evolution of individual strategies. We show how an 
adaptive social network can easily transform a defection dominance scenario into a 
different one where cooperation may thrive. Moreover, the co-evolutionary process of 
strategy and structure can produce realistic heterogeneous networks. Hence, besides 
providing a bottom-up answer to the problem of cooperation, the proposed mechanism 
also shows how complex social topologies can result from simple social dynamical 
processes, exclusively based on local assumptions. In addition, the emergence of such 
heterogeneous structures with diverse social contexts becomes particularly relevant 
whenever individuals contributions are correlated with the social context they are 
embedded in. In this regime, network dynamics is able to remove the game symmetry of 
the PD in homogeneous networks, opening a route for cooperation to thrive. 

Finally, the DPD used here relies on the fact that all cooperators are effectively 
assessed as cooperators, irrespectively of the amount contributed. In fact, such 
assessment should rely on a social norm [30], which may evaluate an action as 
“Good” or “Bad”. From this perspective, our setting considers a social norm where 
the act of giving is seen as more important than the amount given, under which, as we 
show, cooperation prevails. 
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Abstract. The annotation of DNA regions that regulate gene tran-
scription is the first step towards understanding phenotypical differences
among cells and many diseases. Hypersensitive (HS) sites are reliable
markers of regulatory regions. Mapping HS sites is the focus of many sta-
tistical learning techniques that employ Support Vector Machines (SVM)
to classify a DNA sequence as HS or non-HS. The contribution of this pa-
per is a novel methodology inspired by biological evolution to automate
the basic steps in SVM and improve classification accuracy. First, an
evolutionary algorithm designs optimal sequence motifs used to associate
feature vectors with the input sequences. Second, a genetic programming
algorithm designs optimal kernel functions that map the feature vectors
into a high-dimensional space where the vectors can be optimally sepa-
rated into the HS and non-HS classes. Results show that the employment
of evolutionary computation techniques improves classification accuracy
and promises to automate the analysis of biological sequences.

Keywords: DNase I hypersensitive sites, evolutionary algorithms, sup-
port vector machines, genetic programming, kernel functions, motifs.

1 Introduction

Many diseases and phenotypical differences among cells are caused by variations
in non-coding regions of DNA that regulate gene transcription [29,15]. Since the
successful annotation of the human genome with functional coding regions [6],
locating regulatory regions is now the remaining challenge to mapping out the
entire human genome [29,15]. Based on the observation that regulatory regions
bind with transcription-factor binding proteins to activate or repress following
genes, many experimental techniques originally relied on detecting transcription-
factor binding sites to locate regulatory regions. This approach has proved costly
and time consuming [1]. Current techniques rely instead on identifying sites
that precede regulatory regions and are particularly sensitive to DNA-modifying
enzymes like non-specific endonuclease DNase I [41,13,26,4,35,29,15]. A wealth
of short DNA sequences determined to be hypersensitive (HS) sites are now
available from high-throughput experimental techniques [35,9].
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Despite the discovery that HS sites are reliable markers of regulatory regions,
rapid annotation of the entire human genome requires a combination of ex-
perimental and computational techniques [33]. The abundance of HS sequences
already identified in wet laboratories allows applying statistical learning tech-
niques to automate the annotation process. Recent work explores the employ-
ment of Support Vector Machines (SVM) to the binary classification problem of
classifying short DNA sequences as HS or non-HS [33,21]. SVMs have a solid the-
oretical foundation in statistical learning theory and are the most widely used
machine learning technique in binary classification problems [39]. In bioinfor-
matics, SVMs have been applied to predict protein localization sites [14], DNA
translation start sites [43], DNA splice sites [42,20,19], and more (cf. to [32]).

Despite their broad applicability, important decisions in an SVM classifier
remain problem specific and require some understanding of the problem domain.
Essentially, an SVM maps non-vector data, such as text, graphs, and strings,
into a vector space where a hyperplane can be found to optimally separate the
vectors into the two available classes. The process consists of two basic steps.
In the context of classifying input DNA sequences as HS or non-HS, the first
step involves associating feature vectors with the input sequences. The second
step involves mapping the feature vectors into a high-dimensional space where
labeled data can be linearly separable by a hyperplane. Once the hyperplane is
computed, predicting the label of an unlabeled data point involves determining
on which side of the hyperplane the point lies.

The success of an SVM classifier depends on both the choice of the feature
space and the internal transformation, the kernel function, used. Often, the main
novelty in applying an SVM to a new classification problem is the extraction of
meaningful features that allow converting the input data into vectors. For in-
stance, if training sequences belonging to one class are known to contain specific
subsequences with higher frequency than the sequences belonging to the other
class, these subsequences could be used as features, and their frequency of oc-
currence can be used to convert an input sequence into a feature vector. Such
information is not available to non-experts, and significant time and resources
are often devoted to finding features that give meaningful vectors.

The particular choice of a kernel function that transforms the feature vec-
tors into a high-dimensional space where the data are linearly separable is also
problem-specific. Finding an optimal kernel function is nontrivial, and many
researchers rely on testing a small number of predefined kernels. Well-known
kernel functions include the Linear, Polynomial, Radial Basis, Gaussian Radial,
and Sigmoid kernel functions [2]. One needs to determine not only the kernel
function that yields the highest classification accuracy, but also the optimal val-
ues for the various parameters contained in the kernel function. Finding the
right kernel function and the right parameters for the selected kernel function is
a tedious optimization process requiring many cycles of experimentation.

The contribution of this paper is a novel methodology that removes the need
for expert input and automates the two basic components of an SVM classifica-
tion, feature and kernel selection, all the while improving classification accuracy.
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The methodology is inspired by biological evolution and employs evolutionary
computation techniques to evolve optimal features and optimal kernel functions.
We have recently proposed an evolutionary algorithm (EA) to design optimal
features [21]. The novelty in the work presented here is the combination of these
features with novel optimal kernel functions evolved through a novel genetic pro-
gramming (GP) algorithm. Our results show that the employment of these evo-
lutionary computation techniques to select optimal features and optimal kernel
functions automates the process of SVM classification and significantly improves
the classification accuracy.

The rest of this paper is organized as follows. A brief summary of related work
is provided in section 1.1. Our method is described in section 2. Results follow
in section 3. The article concludes with a discussion in section 4.

1.1 Related Work

The issue of extracting meaningful features from biological sequences is cir-
cumvented when employing implicit string kernels. These kernels directly as-
sociate distances in the feature space through suffix trees or other similarity
measures [24]. In other applications, one first associates feature vectors with
input sequences and then uses a kernel function to obtain distances in the fea-
ture space through dot product calculations [25]. Extracting explicit features has
distinct advantages. The features can encapsulate important biological features,
and their relative strength or contribution to learning can be directly measured.

Often, the main novelty in applying an SVM to a new classification problem
is the extraction of meaningful features that allow converting the input data into
vectors. When no prior knowledge is available to guide the design of meaning-
ful features, spectrum features are often employed to explicitly map an input
sequence to a vector space [25]. A k-spectrum is the set of d = |Σ|k features
that correspond to all strings of length k (k-mers) generated from an alphabet
Σ. A d-dimensional feature vector is then associated with an input sequence by
recording the frequency of occurrence of each of the d k-mers in the sequence.
Such an approach is employed in [33] to to recognize HS sequences.

Using spectrum features, however, has the disadvantage of an exponential
increase in the number of features as the spectrum length increases. For instance,
the 6-mers employed in [33] result in 4096 features. A high number of features
adversely impacts the performance of the SVM, both in terms of running time
and classification accuracy. Analysis in [33] and our recent work [21] reveals
that a very small percentage of the 6-spectrum features actually contribute to
learning. These observations, together with our hypothesis that sequence motifs
in HS sequences may make for better features, motivated our recent work [21].

Instead of enumerating fixed-length sequences, our work in [21] proposes an
EA to explore the space of fixed-length sequences in search of optimal motifs that
best discriminate between HS and non-HS sequences. Employing these motifs
instead of spectrum features improves the classification accuracy by as much as
10% [21]. We have shown the benefits of employing these motifs over spectrum
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features in other bioinformatics applications [22]. We employ the EA proposed
in [21] and briefly summarized in section 2 to obtain features in this work.

The success and effectiveness of an SVM classifier depends not only on the
choice of the feature space, but also the selected kernel function. Many re-
searchers test a small number of predefined kernels functions, such as Linear,
Polynomial, Radial Basis, Gaussian Radial, and Sigmoid [2], to select one that
yields the highest classification accuracy. Many of the kernel functions contain
parameters that need further tuning to improve accuracy. Finding the right ker-
nel function and the right parameters can be a tedious optimization process.

A heuristics-based grid search technique is often employed to tune kernel
parameters [28]. Particle Swarm Optimization and Genetic Algorithms (GAs)
have been employed to find optimal parameters in a Gaussian kernel in [8,18].
Evolutionary-based methods are beginning to be applied not only to find op-
timal parameters in a selected kernel function, but also to design an optimal
kernel function [34,11]. GP is employed in [12] to evolve kernel functions. The
functions in [12] are not guaranteed to follow Mercer’s theorem, so optimality is
not guaranteed. Additionally, in all current applications of GP, a small prede-
fined set of kernel functions is employed to evolve new kernel functions [12,38].
The set includes only the Linear, Gaussian, and Polynomial functions, excluding
many other known kernel functions. Additionally, the cost parameter C, which
controls the trade off between allowing misclassification errors during training
of the SVM and forcing rigid margins, is kept at a fixed value in [12,38].

In this paper, the optimal features obtained with an EA are combined with
an optimal kernel function obtained with a GP algorithm. The main novelty of
the work presented here is a novel approach that allows simultaneously evolving
kernel functions, their parameters, and the SVM cost parameter C. Unlike the
existing work summarized above, an extensive list of available kernel functions
is employed to evolve new functions. Additionally, the evolution of the kernel
functions in our GP is subjected to the Mercer’s theorem that kernel functions
be positive semi-definite [36], thus guaranteeing optimality.

2 Methods

The EA introduced in our recent work [21] and employed here to obtain mean-
ingful features is briefly summarized below. The rest of the section details the
novel GP algorithm we propose to evolve kernel functions, their parameters, and
the SVM cost parameter C.

2.1 Finding Over-Represented Motifs in DNA Sequences

The EA we introduce in [21] essentially searches for motifs that best discrimi-
nate between HS and non-HS sequences. The motifs are variable-length strings
of length l ∈ {6, . . . , 12} generated from the the IUPAC code [5] shown in Ta-
ble 1. In addition to the 4-letter {A,T,C,G} DNA alphabet, the IUPAC code
contains ambiguous symbols that allow specifying groups of nucleotides with
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shared chemical properties. The motifs vary in length from 6-mers to 12-mers
because no a priori information is available on the length of optimal motifs.
Additionally, work in [33], which employs 6-mers generated over the 4-letter al-
phabet of DNA, shows that no shorter than 6-mers are needed to achieve high
classification accuracy with an SVM.

Table 1. IUPAC code is adapted from [5]

SymbolMeaning Description Origin

G G Guanine
A A Adenine
T T Thymine
C C Cytosine
R G or A puRine
Y T or C pYrimidine
M A or C aMino
K G or T Ketone
S G or C Strong interaction
W A or T Weak interaction
H A or C or T H follows G in alphabet
B G or T or C B follows A in alphabet
V G or C or A V follows U in alphabet
D G or A or T D follows C in alphabet
N G or A or T or C aNy

The EA searches the space of candidate motifs using a (μ+ λ)-ES-style EA,
where μ is the number of parents and λ is the number of offsprings generated
as each population of motifs evolves. The first population contains μ randomly
generated motifs. In each generation, parents are selected uniformly at random
to produce λ offsprings through mutation and crossover. Truncation is employed
to determine which of the μ fittest individuals (motifs) will survive as the next
generation of parents. In our recent work [21] and experiments here, μ = 500
and λ = 200. Our recent work [21] additionally shows that the island-model ap-
proach yields better motifs than crossbreeding motifs of different lengths, which
is confirmed by other work [40,7]. In the island-model approach, each island con-
tains motifs of the same length (i.e., one motif species) and evolves in isolation
and in parallel with other islands without migration. It is also interesting to
point out that both in nature and evolutionary algorithms, offsprings produced
by structurally dissimilar parents are inviable.

Given a current population of motifs, there is an equal chance of applying
either mutation or crossover to generate a new offspring. If the mutation operator
is chosen, each motif in the current population has equal probability of being
selected as a parent. The mutation operator is equivalent to the bit flip operator.
Any of the symbols of the chosen parent has equal probability of being mutated
into any of the symbols of the IUPAC code. When applying crossover, any pair
of motifs has equal probability of being selected as parents. The genetic material
of the parents is combined to produce an offspring. While the EA algorithm we
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introduce in [21] allows for two-point or uniform crossover, the best results in [21]
and the results in this work are obtained with the one-point crossover. While
crossover is intended to mix the genetic code of each parent and confer it to
fit children, the mutation operator is a fundamental evolutionary mechanism to
provide diversity. Mutation is intended to prevent all offsprings/sought solutions
of the fitness function to fall into a local optimum [7].

While the true fitness of an individual should be evaluated in the context of
SVM-based classification, doing so on each offspring is computationally imprac-
tical. We employ a simpler fitness function that approximates how spectrum
features in an SVM are employed in the kernel function [33]. Given a k-mer
w, the fitness value f(w) = 100 ∗ |c(w)HS/totalHS − c(w)non−HS/totalnon−HS|,
where c(w) counts the number of sequences containing w, and total normalizes
by the number of known sequences in each class (HS or non-HS). According to
this fitness function, a motif that is found in all HS sequences but no non-HS
sequences, or alternatively in all non-HS sequences but no HS sequences, will
have the highest fitness score of 100. A motif found with the same frequency in
non-HS and HS sequences will have the lowest score of 0. Analysis in our recent
work [21,22] shows that the fitness value of the top motifs strongly correlates
with the classification accuracy these motifs confer to an SVM.

In the results in section 3, an upper bound 5000 generations is used (conver-
gence in the top fitness scores is generally obtained within the first 500 genera-
tions). The top 200 motifs of the final population are then employed to construct
feature vectors from the input DNA sequences. These feature vectors need to be
transformed by a kernel function. The GP algorithm proposed below searches
the space of positive semi-definite kernel functions for the one that yields the
highest SVM classification accuracy when applied to the feature vectors.

2.2 Genetic Programming Algorithm

The GP algorithm we propose searches over the space of positive semi-definite
kernel functions in order to guarantee optimality. We first discuss the concept
of kernel closure and then detail the elements of the proposed GP algorithm.

Kernel Closure. Kernel functions must be continuous, symmetric, and prefer-
ably have a positive (semi-)definite Gram matrix [36]. Kernels that satisfy Mer-
cer’s theorem are positive semi-definite, meaning that their kernel matrices have
non-negative eigenvalues. The use of a positive definite kernel insures that the
optimization problem will be convex and the solution will be unique [36]. Work
in [3] has demonstrated that kernels which are only conditionally positive definite
can outperform most classical kernels in many applications. Moreover, new kernel
functions can be constructed by combining well-known positive (semi)-definite
kernel functions through specific mathematical manipulations that guarantee
closure; that is, the new kernel functions inherit the properties of the kernel
functions used to construct them [37].
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Guaranteeing Closure. In this work, we employ an extensive list of kernel func-
tions that have been proved to be positive (semi)-definite to construct new kernel
functions that obey the closure property. The mathematical manipulations that
allow doing so are listed in Table 2.

Table 2. Mathematical operations that guarantee closure. x, y refer to two feature
vectors on which the kernel operates. k1 and k2 refer to two kernel functions used to
construct a new kernel function k.

Add: k(x, y) = k1(x, y) + k2(x, y)
Scalar: k(x, y) = a · k1(x, y)
Multiply: k(x, y) = k1(x, y) · k2(x, y)
Exponential: k(x, y) = ek1(x,y)

Kernel Functions. Below is the extensive list of kernel functions that have
been proved to be positive (semi)-definite and have been successfully employed
in SVM classification. Our GP algorithm employs all of these kernel functions
to evolve new ones.

(a) Linear Kernel. The linear kernel is the simplest kernel function. It is given
by the inner dot product between two vectors and employs an optional coefficient
c: k(x, y) = xT y + c.

(b) Polynomial Kernel. The polynomial kernel is a non-stationary kernel well
suited for problems where all the training data is normalized. The kernel contains
parameters for slope α, coefficient constant c, and degree d: k(x, y) = (αxT y+c)d.

(c) Gaussian Kernel. The Gaussian kernel is an example of the radial basis
function kernel that is successfully employed as the default kernel in mainstream
SVM implementations and applications. The adjustable parameter σ plays a
major role in the performance of the kernel: k(x, y) = e−σ‖x−y‖2

.

(d) Laplace Kernel. The Laplace kernel is another radial basis functional kernel,

which is less sensitive to changes in the σ parameter: k(x, y) = e−
‖x−y‖

σ .

(e) Anova Kernel. The Anova kernel is another radial basis function kernel that
performs well in multidimensional regression problems [16]: k(x, y) = (

∑
k=1

ne−σ(xk−yk)
2

)d.

(f) Sigmoid Kernel. The sigmoid kernel is popular due to its origin from neural
network theory. Despite being only conditionally positive definite, it has been
successful in various applications: k(x, y) = tanh (αxT y + c).

(g) Rational Quadratic Kernel. This kernel is often employed for faster compu-

tations to obtain similar results to the Gaussian kernel: k(x, y) = 1− ‖x−y‖2

‖x−y‖2+c .
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(h) Inverse Multiquadratic Kernel. The Inverse Multiquadratic kernels has also
been shown to be positive definite: k(x, y) = 1√

‖x−y‖2+c2
.

(i) Circular Kernel. The Circular kernel is inspired from statistics. It is an
example of an isotropic stationary kernel and is positive definite in R2: k(x, y) =

2
π arccos (− ‖x−y‖

σ )− 2
π

‖x−y‖
σ

√
1− ‖x−y‖2

σ .

(j) Spherical Kernel. The Spherical kernel is similar to the circular kernel, but

it is positive definite in R3: k(x, y) = 1 − 3
2
‖x−y‖

σ + 1
2 (

‖x−y‖
σ )3 if ‖x − y‖ < σ.

Otherwise, k(x, y) = 0.

(k) Wave Kernel. The Wave kernel is also symmetric positive definite: k(x, y) =
θ

‖x−y‖ sin (
‖x−y‖

θ ).

(l) Spline Kernel. The Spline kernel is given as a piecewise cubic polynomial
and is positive semi-definite: k(x, y) = Πd

i=11 + xiyi + xiyimin (xi, yi) − xi+yi

2

min (xi, yi)
2 + min (xi,yi)

3

3 , where x, y ∈ Rd.

(m) Bessel Kernel. The Bessel kernel is well known in the theory of function

spaces of fractional smoothness. It is given by k(x, y) = Jv+1(σ‖x−y‖)
‖x−y‖−n(v+1) , where J

is a Bessel function of order 1.

(n) Cauchy Kernel. The Cauchy kernel is a long-tailed kernel that can be used to
give long-range influence and sensitivity over a high-dimensional space of feature
vectors: k(x, y) = 1

1+ ‖x−y‖2
σ

.

(o) Chi-square Kernel. The Chi-square kernel comes from the well known chi-

square distribution: k(x, y) = 1−∑n
i=1

(xi−yi)
2

1
2 (xi+yi)

.

(p) Histogram Kernel. The Histogram Intersection kernel has been successfully
used for image classification but is generally applicable to a variety of other
applications: k(x, y) =

∑n
i=1 min (xi, yi).

(q) Generalized T-Student Kernel. The Generalized T-Student kernel has been
proven to have a positive semi-definite matrix: k(x, y) = 1

1+‖x−y‖d .

Genetic Programming. Our GP algorithm simultaneously searches the space
of kernel functions (and their parameters) and SVM cost parameters C. Each
population consists of 2, 000 individuals. The first generation contains the ex-
tensive list of kernel functions detailed above, together with default values for
their parameters and the SVM cost parameter C. A total of 30 generations are
evolved to obtain the kernel function and cost parameter C that yield the high-
est classification accuracy (convergence in the fitness scores is observed after 20
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generations). The fitness of each individual in a population is the classification
accuracy obtained by applying the SVM on the feature vectors obtained with the
above EA using the kernel function and parameter C contained in the individual.

Representation. Each individual is represented as a forest of two trees. One tree
maintains the kernel function, and the other the cost parameter C. The tree that
maintaints C consists of only one node, and is subjected only to the mutation
operator. The representation of the kernel tree in each individual is analogous to
the parse trees employed for Lisp expressions. Each non-terminal node in a kernel
tree is either a mathematical operator (add, scalar, multiply, exponential) or a
predefined kernel function (from the extensive list detailed above). Each terminal
node in a kernel tree is either a kernel parameter (e.g., σ, d, θ) or one the input
feature vectors x, y. See Fig. 1 for some examples of kernel functions.

Closure Constraint on Kernel Tree. Under the principle of closure, each node in
the kernel tree may take any subtree as a child. In basic form, closure allows any
non-terminal node to be a parent of any other node. We employ strongly typed
GP (STGP) to evolve kernel functions. STGP places additional type constraints
on the nodes, specifying the nodes that may link with others. STGP is typically
used to allow child nodes to pass data to a parent that is guaranteed to be able to
read the data [31]. This constraint allows the mutation and crossover operators
to generate semantically-correct trees.

Ephemeral Constants. The cost parameterC and the various parameters of a ker-
nel function (e.g., σ, d, θ) are terminal nodes internally implemented as ephemeral
constants (ERC) [7] in our GP algorithm. All ERCs undergo mutation only. Pa-
rameters that take values inR are sampled uniformly at random frompreset ranges
each time they undergomutation. For instance, the range of values forC is [2−5, 25].
Parameters that take integer values (e.g., in the Anova andBessel kernel functions)
are internally implemented as ERC-int nodes. Table 3 gives a summary of all the
non-terminal (mathematical operators and predefined kernel functions from the
extensive list detailed above) and terminal nodes (ERC and ERC-int nodes repre-
senting kernel parameters and the SVM cost parameter C).

Mutation. The mutation operator is applied both to parameters and kernel
functions. A tree is first picked at random (out of the tree maintaining the
kernel function and the single-node tree maintaining the cost parameter C). A
node is than picked at random from the selected tree. Every ERC located in
the subtree rooted at the selected node is then mutated according to a Gaussian
probability distribution on over the preset range of the parameter maintained in
the ERC node. When the selected tree is the kernel tree, the mutation operator
changes the structure of the kernel function. Mutation is implemented through
the growth method in [23]. A node picked at random from the kernel tree is
replaced by a randomly-generated subtree, as illustrated in Fig. 1.
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Table 3. All terminal and non-terminal nodes are shown

Name (Symbol) Formula Args,Constrs

Polynomial (P) k(x, y) = (αxT y + c)d 3,c,d ∈ R
Linear (L) k(x, y) = xT y + c 3,c ∈ R
Sigmoid (S) k(x, y) = e−σ‖x−y‖2 3,σ ∈ R
Laplace (Lp) k(x, y) = e−

‖x−y‖
σ 3, σ ∈ R

Anova (A) k(x, y) = (
∑n

k=1 e
−σ(xk−yk)

2

)d 3,σ ∈ R
Rational Quadratic (RQ) k(x, y) = 1− ‖x−y‖2

‖x−y‖2+c
3,c ∈ R

Inv. MultiQuadratic (IQ) k(x, y) = 1√
‖x−y‖2+c2

3,c ∈ R

Circular (CLR) k(x, y)= 2
π
arccos (− ‖x−y‖

σ
) − 2

π
‖x−y‖

σ

√
1− ‖x−y‖2

σ
3,σ ∈ R

Spherical (SPL) k(x, y) = 1− 3
2

‖x−y‖
σ

+ 1
2
( ‖x−y‖

σ
)3 if ‖x− y‖ < σ 3,σ ∈ R

Wave (W) k(x, y) = θ
‖x−y‖ sin ( ‖x−y‖

θ
) 3,0 ≤ θ < 2π

Spline (SLN) k(x, y) = Πd
i=1 1 + xiyi + xiyi min (xi, yi) −

xi+yi
2

min (xi, yi)
2 + min (xi,yi)

3

3

3,d ∈ I

Bessel (B) k(x, y) =
Jv+1(σ‖x−y‖)
‖x−y‖−n(v+1) 4 ,n ∈ I

Cauchy (Cy) k(x, y) = 1

1+
‖x−y‖2

σ

3,σ ∈ R
Chi-Square (CHI) k(x, y) = 1−∑n

i=1
(xi−yi)

2

1
2
(xi+yi)

2

Histogram (HI) k(x, y) =
∑n

i=1 min (xi, yi) 2
T-Student (T-s) k(x, y) = 1

1+‖x−y‖d 3 ,σ ∈ R
Add (+) k(x, y) = k1(x, y) + k2(x, y) 2Kernels
Multiply (∗) k(x, y) = k1(x, y) · k2(x, y) 2Kernels
Scalar (Sc) k(x, y) = a · k1(x, y) 1Kernel,a∈R
Exponential (E) k(x, y) = ek1(x,y) 1Kernel

xi, . . . , xn 0,input
yi, . . . , yn 0,input

ERC-int Integer
ERC Real

Crossover. the crossover operator applies only to the kernel tree. Parents are
selected through the standard Tournament selection, and the standard Koza-
style crossover mechanism is employed to generate an offspring kernel function.
Compatible parents are sought; that is, individuals are randomly sampled from
a population until two are found whose kernel trees have the same constraints.
A random node is then chosen in each parent tree such that the two nodes have
the same return type. If, by swapping subtrees at these nodes, the two trees do
not violate maximum depth constraints, the swap is performed. Otherwise, the
hunt for random nodes is repeated. Fig. 1 provides an illustration of crossover.

Bloat Control. One issue in GP is the unconstrained growth of individuals with
no performance improvement. This growth, called bloat, may be limited by spe-
cial genetic operators that restrict the maximum tree depth of an individual.
An alternative technique, parsimony pressure, penalizes the size of an individ-
ual by making it less fit. We employ a simple technique, lexicographic tourna-
ment selection, to control bloat. Lexicographic tournament selection is similar to
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tournament selection. The only difference is that, if multiple individuals have the
same fitness, the individual with the shortest tree depth is chosen [30].

Putting it All Together. The optimal features are evolved separately through
the EA we propose in [21] and employ here to convert input DNA sequences into
feature vectors. The fitness of each individual in the GP algorithm is measured
as the classification accuracy obtained when applying an SVM with the kernel
function and cost parameter C in the individual on the feature vectors. The
data set with the input DNA sequences and methodology employed to measure
classification accuracy are detailed below.

Fig. 1. Mutation (left) and crossover (right) are illustrated on sample kernel trees

Data Set. Input sequences are obtained from noble.gs.washington.edu/proj/hs.
They consist of 280 HS sequences and 737 non-HS sequences experimentally ob-
tained from throughout the human genome. The HS sequences were identified
through a novel experimental methodology that employs cloning and in-vivo
activity of K562 erythroid cells [35]. The non-HS sequences were not hypersen-
sitive when tested in the same cell type. HS and non-HS sequences have similar
average lengths of 242 nucleotides.

Test Methodology. The performance of the SVM is tested via 10-fold cross-
validation on the total set of 1017 sequences (280 HS and 737 non-HS). The set
is randomly divided into 10 subsets of equal size. The SVM is trained on 90%
of the subsets and tested on the 10% held out. This is referred to as 10-fold
validation. The area under the ROC curve is reported as an average over the
10-fold validations.
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Implementation Details. The method is implemented in Java and run on an Intel
Core2 Duo machine with 4GB RAM and 2.66GHz CPU. The EA implementation
builds upon the GP implementation of ECJ software [27]. We use the open-source
Biojava project [17] to integrate bioinformatics utilities for genomic sequences
and the libSVM package [10] for the SVM implementation.

3 Results

The EA is run 30 different times to obtain 30 different sets of top motifs. In
each case, the resulting feature vectors are tested with the SVM cross-validation
test, employing a default kernel and default parameters. The kernel used is the
radial basis function shown to outperform other predefined kernels in our recent
work [21]. The average accuracy obtained with this kernel over 30 different runs,
each of which results in a different set of 200 top-scoring motifs, is 82.9, with a
standard deviation 1.1. The maximum and minimum accuracies obtained over
these runs are 77.1 and 85.15, respectively.

Table 4 shows how the classification accuracy changes when the kernel param-
eters are tuned with the grid search technique in [10]. Only three sets of feature
vectors are tested, the worst, average, and best features, respectively associated
with the minimum, average, and maximum accuracies obtained with the default
RBF kernel. Reported values are averaged over the 10-fold cross-validation.

Table 4. Accuracies obtained with the tuned RBF kernel when employing worst,
average, and best features

Worst Features Average Features Best Features

Tuned Kernel 79.30 83.78 85.39

Table 5 shows the classification accuracies obtained when the tuned RBF
kernel is replaced with the top kernel function and parameter values obtained
by our GP algorithm. The values reported in Table 5 are averaged over the top
kernel and parameters obtained from 30 different runs of our GP algorithm.
Standard deviations vary from 0.2 to 0.4.

Table 5. Accuracies obtained when replacing the tuned RBF kernel with the evolved
kernel and parameters reported by the GP algorithm

Worst Features Average Features Best Features

Evolved Kernel 82.17 85.97 87.21

Finally, Table 6 shows some of the top individuals (kernel and cost parameters
C) obtained. The fitness of each individual (SVM classification accuracy on best
features vectors) is shown in the last column.
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Table 6. Fitness values are shown for some of the top individuals (kernel function and
cost parameter) obtained with our GP algorithm

Evolved Kernel Cost Parameter Fitness

(∗(CY (x)(y)(6.1394E − 4))(S(x)(y)(7.4104004E − 4))) 17.85 87.35
(CLR(x)(y)(10.746466)) 1.18 86.85
(CY (x)(y)(2.3240509E − 4)) 1.68 86.81
(Sc(SPL(x)(y)(56.92857))(48.207794)) 1.00 86.79
(∗(CY (x)(y)(30.50425))(SPL(x)(y)(92.285255))) 1.24 86.77

4 Conclusions

Our results show that employing an EA algorithm to obtain meaningful features
and a GP algorithm to obtain new better kernel functions and values for the
SVM cost parameter C significantly improve the accuracy of an SVM classifica-
tion for the HS recognition problem. Moreover, the employment of evolutionary
computing automates important decisions in SVM, which often require previous
expert knowledge or significant experimentation.

Some of the top kernel functions obtained by our GP algorithm are a combi-
nation of operators, such as exponential, multiplication,or scalar over predefined
kernels, such as Gaussian, Sigmoid, and Linear. The presence of kernel functions,
such as Cauchy, Circular, Spiral, and Student-T among top-scoring kernels fur-
ther justify our employment of an extensive list of kernel functions in our GP
algorithm. We emphasize that our GP algorithm maintains closure and guaran-
tees the optimality of obtained kernels.

While the fitness of an evolved kernel function is estimated in the context of
the SVM classification, the fitness of the motifs sought to associate meaningful
feature vectors with input sequences employs a simpler filter function in the in-
terest of keeping computational cost low. Since the fitness of a kernel function is
intimately dependent on the feature vectors employed in the SVM classification,
our future work will consider integrated evolutionary schemes that evolve kernels
and motifs in tandem. Co-evolution of features and kernels may further boost
classification accuracies but at an expected computational cost. Distributed im-
plementations will be sought to manage the computational cost.

Acknowledgments. We are indebted to Sean Luke and Keith Sullivan for
insights on GP and Rezarta Dogan and Sarang Kayande for discussions on this
work.
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Abstract. In recent years, evolutionary methods have seen unprecedented 
success in elucidation of gene networks, especially from microarray data. We 
have implemented the Phenomic Algorithm which is an evolutionary method 
for inference of gene networks based on population dynamics. We have used S-
systems to model gene interactions and applied memetic search to fine tune the 
parameters of the inferred networks. We have tested the novel algorithm on 
artificial gene expression datasets obtained from simulated gene networks. We 
have also compared the results to those obtained from two other similar 
algorithms. Results showed that the new method, which we call as Phenomic 
Algorithm with Memetic Search (PAMS), is an effective method for inference 
of gene networks.  

Keywords: Microarray data analysis, Gene networks, Evolutionary algorithms, 
S-systems, Memetic search, Phenomic algorithms. 

1 Introduction 

Ever since the advent microarray technology scientists have been able to study 
thousands of genes at a time, and this has helped them to analyze the relationships 
between them. Most microarray experiments result in large datasets which need to be 
analyzed in order to understand the underlying relationships. There is vast potential 
for methods that can yield useful patterns from such large datasets without 
compromising the dimensionality [1]. Gene networks represent relationships between 
genes, based on observations of how the expression level of each gene affects the 
expression levels of the others [2]. Several researchers have used evolutionary 
methods [3] to analyze the relationships between thousands of genes. The Phenomic 
Algorithm [4], [5] is an approach based on population dynamics. We have 
implemented the proposed algorithm and validated it on artificial gene network 
datasets.  

The rest of this paper is organized as follows: In Section 2, we provide a review of 
similar work done by others. We introduce the models and also the basis of the 
methods that we employ in Section 3; and in Section 4 we discuss the results of our 
experiments. This is followed by Section 5 which concludes the paper.  
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2 Related Work 

The Inference of gene networks from the ever-growing mass of microarray data has 
become an important research activity in Systems Biology. Among the initial 
attempts, Somogyi et al. [6] developed a simple method which inferred Boolean 
networks. Several gene network reconstruction algorithms have been studied by 
Akutsu et al. [7] and D’haeseleer et al. [8]. While some of these methods infer only 
qualitative relationships between genes, others which infer quantitative relationships 
are limited by the scale of networks that they can deduce.  

Reliable inference of gene networks is dependent on how closely the chosen model 
represents the real gene networks. One such model, which is nonlinear and dynamic is 
the S-System proposed by Savageau [9]. Several researchers [10] have used this 
model to reverse engineer gene networks. Recently, Ahmed, Song and Xing [11] have 
used a variant of S-System to construct graphical models for inferring time-varying 
gene regulatory networks. Most problems in this field can be viewed as some type of 
optimization and multiobjective evolutionary algorithms (MOEAs) have found 
remarkable success in reconstructing gene networks from expression data [12]. 

3 Models and Methods 

3.1 S-System Model of Gene Networks 

To establish that a change in the expression of gene B was caused by a change in the 
expression of gene A, it is necessary to show that a dependency exists between the 
two genes, whereby gene B is dependent on gene A. The Power-law formalism called 
S-System, which was proposed by Savageau [9] is a nonlinear and dynamic model 
which we used to capture the relationships between genes. 
 

 

The behaviour of a cell can be abstracted by a gene regulatory network of N genes 
and other intermediate gene-products. Each gene gi produces a certain amount of 
RNA xi whenever it expresses. This causes a change in the concentration of this RNA 
over a time-period. This situation, shown in Fig. 1, can be represented in equation (1): 

),,,()()),(()1( 21 Nxxxtxwheretxhtx ==+  . (1)

Fig. 1. Generalized gene network model 
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The S-system model for this gene network can be described by a set of nonlinear 
differential equations in equation (2): 

∏∏
==

−=
N

j

H
j

N

j
i

G
ji

i jiji txtx
dt

tdx

11

,, )()(
)( βα  . (2)

Here Gi,j and Hi,j are kinetic exponents and αi and βi are positive rate constants. 
Ignoring genes that do not influence gene gi, applying the rule of finite differences 
and rearranging equation (2), the calculated value of gene expression level for gene gi, 
xi,cal,t+1 can be written as in equation (3): 
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After each evaluation of xi,cal,t+1, the error at that time-step between the calculated and 
observed gene expression level is given in equation (4) as: 

titcaliti xxe exp,,,,, −=  . (4)

The link that is being verified is retained if the error is less than E (which is the 
maximum error allowed at that point in the inference algorithm), otherwise the link is 
not retained. The kinetic exponents and rate constants are optimized separately 
through a memetic search mechanism. 
 

 

3.2 The Phenomic Approach  

In order to elucidate gene-to-gene relationships from expression measurements taken 
from microarray data, the expression patterns of thousands of pairs of genes need to 
be compared. Carrying out this huge number of comparisons in a coordinated manner, 

Fig. 2. First two cycles of processing in the phenomic algorithm 
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such that all relationships of interest are discovered, is a challenging task. Modeled 
carefully gene expression data could be used to characterize the relationship between 
the phenotype and the genotype. 

In this approach, as seen in Fig. 2, the individuals interact and it is during these 
interactions that the relationships between genes are captured. A link is set up 
between two genes that are causally related. After a predetermined number of 
randomized interaction cycles, the population is consolidated to remove replicated 
individuals. The links captured by dying individuals are carried over to the survivors. 

3.3 Memetic Search 

In equation (3), the set of kinetic rate constants and exponents {αi , βi , Gi,j , Hi,j} 
determine the change in the expression level of gene gi at any time t, due to the 
change in expression levels of all genes at that time. The parameters associated with a 
gene network are optimized by the memetic search procedure, as given below:  

The memetic search procedure. 

Procedure MemeticSearch(geneNetwork, kineticString) 
begin 

t := 0; 
P(t) := initPop(kineticString); 
similarity := 0.0; 
while (similarity < 0.6) 
     P’(t) := generateOffspringPop(P(t)); 
     P(t+1) := retainBetterString(P(t), P’(t)); 
     similarity := evaluateSimilarity(P(t+1)); 
     t := t+1; 
endwhile 
kineticString := findBest(P(t)); 

end 

3.4 The Phenomic Algorithm with Memetic Search (PAMS) 

Like most evolutionary algorithms, the phenomic algorithm with memetic search 
starts with a population of n individuals each of which embeds the expression profile 
of one gene taken from the microarray data. The algorithm thereafter goes into the 
evolutionary cycle which starts with the first generation of phenotypic processing. 
During phenotypic processing the triplets of individuals (or genes) are allowed to 
meet in the interaction phase. The possibility of causal relationship between them is 
verified by using equation (4). The memetic search procedure is used at this stage to 
fine-tune the network parameters. 

The process is repeated starting with the interaction phase, until all microarray data 
segments are processed. The gene networks at this stage are output as the optimal 
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networks that represent the given microarray data. The pseudo-code of PAMS is 
given below: 

The phenomic algorithm with memetic search (PAMS) and its main functions. 

Algorithm PAMS 
begin 

t := 0; 
segments[] := divideMicroarrayData(); 
P(t) := replicateSeg(segments[t]); 
while (t < n) 
     P’(t) := interactPop(P(t)); 
     P”(t) := consolidatePop(P’(t)); 
     P(t+1) := P”(t) + replicateSeg(segments[t+1]); 
     t := t+1; 
endwhile 
geneLinks := readLinks(P(t)); 
displayNetworks(geneLinks); 

end 

In the next section, PAMS is validated and compared with other extant multiobjective 
algorithms for inferring gene networks. 

4 Results and Discussion 

The validation of PAMS was done by using datasets derived from artificial gene 
networks developed by researchers at the Virginia Bioinformatics Institute and 
downloadable from their website [13]. Two datasets were selected: one is called 
Century and the other is called Jumbo. A typical gene network inferred when running 
PAMS on the Century dataset is shown in Fig. 3. 
 
 

 
 
 

 

Fig. 3. A gene network inferred by PAMS when E = 0.05 
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We now define and use three metrics as the basis for comparison of the three 
methods. The first metric, NOL, is defined as in equation (5). The second metric, 
SWSF, measures the closeness of the inferred networks to small-world networks and 
is defined in equation (6).  
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Here, lij = 1 if gene gi is linked to gene gj, else lij = 0 (taken from the adjacency matrix 
of the network), N is the total number of genes in the target network, nk is the number 
of nodes with out-degree of k, and C is the maximum degree of the network. 

The third metric, GED, is the minimal number of edit operations (edge 
insertions/edge removals) that transform one graph into another one [14]. In our case, 
we use the formula in equation (7) to calculate this distance.  

 
 

 
 
 

 

Fig. 4. Boxplots of NOL obtained with Century and Jumbo gene network datasets 
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Here Dij is the distance between corresponding nodes of the two networks that are 
being compared; lij and mij are elements of the adjacency matrices of the inferred gene 
network and source artificial gene network, respectively.  

The phenomic algorithm (PAMS) is compared with two other evolutionary 
algorithms that are used for inferring gene networks. The first of these algorithms is 
based on Non-dominated Sorting Genetic Algorithm (NSGA-based) which was 
proposed by Deb et al. [15], combined with a gene network inference algorithm as 
implemented by Spieth et al. [16]. The second algorithm is a Memetic Algorithm 
developed by Spieth et al. [17]. For further details readers are referred to the original 
papers. The descriptive statistics of the three metrics over ten runs of each of the 
above methods are shown as boxplots in Fig. 4, Fig. 5 and Fig. 6.  
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The boxplots in Fig. 4, Fig. 5 and Fig. 6 show that PAMS infers qualitatively better 
networks than both the NSGA-based and the Memetic algorithm. This is achieved 
without compromising on the runtime performance as shown in Fig. 7 and Fig 8. In 
terms of error E, as shown in Fig. 7, the phenomic algorithm achieves zero error after 
about 6000 generations. All values plotted are the average of 10 runs. The processing 
time taken by PAMS for processing even large populations (approaching 1000 
individuals), is less than a minute. 

5 Conclusion 

The problem of inferring gene networks is getting increased attention from 
researchers worldwide and many new methods are introduced each year. 
Multiobjective evolutionary algorithms have been yielding consistently good results 
[12] and the phenomic algorithm adds to this successful trend. The benefits of local 
search through memetic mechanisms are also evident in the results described earlier. 

In future work, it is planned to apply PAMS to natural gene expression datasets. 
The robustness of the novel method to noise, which is a frequent spoiler in natural 
datasets, will be under scrutiny in such experiments. 
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Abstract. Biological systems can generally adapt environmental chan-
ges and to create symbiotic relationship with other species, by changing
their intra-cellular states flexibly. However, the mechanisms for such flex-
ible adaptation and creation of symbiotic relationship remain unclear. In
this study, by using simple computer models of cells, we show that for
cells whose gene expression fluctuate stochastically, the adaptive cellular
state is inevitably selected by noise, even without sophisticated mecha-
nisms. Furthermore, by the fluctuation-induced adaptation mechanism,
we show that symbiotic relationships naturally appear in systems of in-
teracting cells. This mechanism can provide clues to understand flexible
adaptation and creation of symbiotic relationship. Applications of this
mechanism for designing artificial systems are also discussed.

Keywords: fluctuation, attractor, adaptation, symbiosis.

1 Introduction

Cells adapt to a variety of environmental conditions by changing the pattern
of gene expression and metabolic flux distribution. Furthermore, the flexible
changes in intra-cellular states of cells make it possible to create symbiotic rela-
tionship between different species through cell-cell interactions. Although these
adaptation and creation of symbiotic relationship are ubiquitous in nature, the
mechanisms for the flexible changes in intra-cellular state are not yet fully un-
derstood. In contemporary molecular biology, these adaptive responses are gen-
erally explained by signal transduction mechanisms, where external events are
interpreted by gene regulatory networks. For example, the Lac operon of Es-
cherichia coli encodes proteins involved in lactose metabolism, and expression of
the operon is controlled by a regulatory protein so that, when lactose is available,
these proteins are expressed in an efficient and coordinated manner [1]. However,
such program-like descriptions of adaptive response are not always able to ex-
plain the flexible adaptive behavior and creation of symbiotic relationship, since
such program-like responses require evolution of regulatory network, and the
program for adaptation to novel environmental changes and creation of symbi-
otic relationship that the species has not experienced cannot be programmed in
advance through evolutionary process.
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Furthermore, a recent study indicated the possibility that cells can respond to
environmental changes adaptively without pre-programmed signal transduction
mechanisms. Kashiwagi et al. demonstrated that E. coli cells select an appropri-
ate intra-cellular state according to environmental conditions without the help of
signal transduction mechanisms [2]. There, an artificial gene network composed
of two mutually inhibitory operons was introduced into E. coli cells, so that
states of gene expression are bistable. These authors found that the cells shift
to the adaptive cellular state by expressing the gene required to survive in the
environment. They also demonstrated that the selection of the adaptive attrac-
tor between bistable states by noise is possible by introducing phenomenological
activity that governs the synthesis and degradation of protein.

In our previous study [3], using an abstract cell model we demonstrated that
cells can select states most favorable for their survival among a large number of
other possible states as an inevitable outcome. By studying a model that consists
of a protein regulatory network and a metabolic reaction network, we showed
that cellular states with high growth rates are selected among a huge number
of possible cellular states, and this selection is only mediated by fluctuations of
gene expressions [4,5,6]. This selection of a higher growth state is theoretically
explained by noting that a state with lower growth speed is more influenced
by stochasticity in gene expression, so that it is easily kicked away triggering
a switch to a state with a higher growth rate. we showed that there is gener-
ally a negative correlation between the rate of noise-driven escape from a given
state and the cellular growth rate. Due to this negative correlation, an opti-
mal growth state is selected spontaneously. The results indicated the possibility
that cells can respond to environmental changes adaptively without finely-tuned
preprogrammed signal transduction mechanisms.

In this study, we analyze the possibility that this fluctuation-driven flexible
adaptation mechanism can explain flexible formation of symbiotic relationship
among cells. We construct a model of interacting cells in which each cell has
gene expression dynamics with stochastic fluctuation within. Using this model
of interacting cells, we show that the cell-cell interactions can cause mutually
adaptive response of cells by fluctuation of gene expression, that eventually re-
sults the formation of symbiotic relationship. In the first part of this paper, we
briefly present the mechanism of fluctuation-driven adaptation using a single cell
model. In the latter part, we show the result of the interacting cell model to show
the mechanisms of emergence of symbiotic relationship. The application of the
noise-based mechanisms for adaptation and formation of symbiotic relationship
are also discussed.

2 Fluctuation-Driven Adaptation

2.1 Cell Model

A schematic representation of the single cell model is shown in Fig.1. The cell
includes two networks, i.e., a gene regulatory network which controls expression
levels of proteins through each other, and a metabolic reaction network whose
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Fig. 1. A cell model with gene-metabolic networks

fluxes are regulated by the expression levels of the proteins. The internal state
of a cell is represented by a set of expression levels of n proteins (x1, x2, · · · , xn)
and concentrations ofm metabolic substrates (y1, y2, · · · , ym). The time develop-
ment of protein expression is determined by (i) the synthesis of proteins, (ii) the
dilution of proteins by the growth in cell volume, and (iii) fluctuations in protein
expressions arising from stochasticity in chemical reactions. The dilution of pro-
teins is proportional to the growth rate of cell volume vg, which is determined
by the metabolic fluxes. Also, it is natural to assume that the rates of protein
synthesis are proportional to the growth rate vg, since the decrease in protein
concentration by dilution due to the cell growth has to be compensated by syn-
thesis to maintain a steady state. In fact, some experimental studies showed
that the total protein concentration is relatively unchanged with the growth
rate [7], which suggests that the change of protein dilution rate was compen-
sated by changing protein synthesis rate. The adaptation mechanism presented
below works, even if the rigorous proportionality of protein synthesis and dilu-
tion rate to the growth rate is replaced by just a positive correlation between
the synthesis rate and the cell volume growth rate. Following this argument, the
dynamics of concentration of the i-th protein is chosen as follows:

dxi(t)

dt
= f(

n∑
j=1

Wijxj(t)− θ)vg(t)− xi(t)vg(t) + η(t) (1)

The first and second terms in r.h.s. represent synthesis, dilution of the protein
i, respectively. In the first term, the regulation of protein expression levels by
other proteins are indicated by regulatory matrix Wij , which takes 1, 0, or -
1 representing activation, no regulatory interaction, and inhibition of the i-th
protein expression by the j-th protein, respectively. The synthesis of proteins
is given by the sigmoidal regulation function f(z) = 1/(1 + exp(−μz)), where
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z = (
∑
Wijxj(t)− θ) is the total regulatory input with the threshold θ for acti-

vation of synthesis, and μ indicates gain parameter of the sigmoid function. The
regulatory interactions are determined randomly with the rate ρa, ρi, indicating
the connection rate of excitatory paths and inhibitory paths, respectively. The
third term represents the noise in protein concentration with a certain ampli-
tude σ satisfying < ηi(t)ηj(t

′) >= δ(t− t′)δij , where i and j represent different
proteins. For simplification, we assume that the amplitude of the noise is inde-
pendent of the growth rate vg, whereas the inclusion of vg dependence does not
alter our results qualitatively

Temporal changes in concentrations of metabolic substrates are given by
metabolic reactions and transportation of substrates from the outside of the
cell. Each metabolic reaction is catalyzed by a corresponding protein. Some nu-
trient substrates are supplied from the environment by diffusion through the cell
membrane, to ensure the growth of a cell. Here, the dynamics of i-th substrate
concentration yi is represented as:

dyi
dt

= ε
n∑

j=1

m∑
k=1

Con(k, j, i)xjyk − ε
n∑

j′=1

m∑
k′=1

Con(i, j′, k′)xj′yi +D(Yi − yi) (2)

where ε indicates the coefficient for the metabolic reactions, and Con(i, j, k)
represents the reaction matrix of the metabolic network, which takes 1 if there
is a metabolic reaction from i-th substrate to k-th substrate catalyzed by j-th
protein, and 0 otherwise. The first and second terms of r.h.s. correspond to syn-
thesis and consumption of i-th substrate by metabolic reactions, respectively.
The third term of r.h.s. represents the transportation of the substrate through
the cell membrane, which is approximated by the linear term in the diffusion
process with a diffusion coefficient D. Yi is a constant representing the concen-
tration of i-th substrate in the environment. The concentration Yi is nonzero
only for nutrient substrates.

The cellular growth rate vg is determined by the dynamics in the metabolic
reactions. We assume that some of metabolic substrates are necessary for cel-
lular growth, and the growth rate vg is determined as a function of the con-
centrations of them. Several choices of the function are possible, and the re-
sults to be discussed are generally observed as long as the growth rate varies
drastically depending on the concentrations. Here we assume that the growth
rate is proportional to the minimal concentration among these necessary sub-
strates. In other words, among m metabolic substrates there are r substrates
(y1, y2, · · · , yr) required for cellular growth, and the growth rate is represented
as vg ∝ min(y1, y2, · · · , yr).

We carried out numerical experiments with the model using several sets of
parameter values obeying the above constraints that allows for multiple attrac-
tors, and evaluated thousand of different randomly generated reaction networks.
We found that the adaptation processes triggered by noise shown below are gen-
erally observed, as long as the intra-cellular dynamics has multiple attractors.
In the next section, we present the typical behaviors obtained by using networks
consisting of n ∼ 96 proteins and m ∼ 32 metabolic substrates.
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Fig. 2. Time series of .protein expressions and growth rate. Randomly generated gene
regulatory network and metabolic network with n=96 and m=32 were used for the
simulation. (a) Time series of protein expressions. The vertical axis show the expression
levels of proteins, and the horizontal axis represents time. Six out of 96 protein species
are displayed. (b) Time series of growth rate observed during the time interval shown
in (a). Initially, the growth rate of the cell is relatively low and it fluctuates due to
the highly stochastic time course of protein expressions. After a few short-lived nearly
optimal states (c.f. 4800 and 5600 time steps), the cell finds a state of protein expression
that realize a relatively high growth rate. The parameters are θ=0.5, μ=10, ε=0.1,
D=0.1. In addition, we enhanced the rate of positive autoregulatory paths, so that the
regulatory network has multiple attractors. In the simulations, 30% of activating paths
are chosen as autoregulatory paths.

2.2 Simulation Results

In Fig.2, an example of the selection process of rapidly growing states, starting
from randomly chosen initial expression state, is shown by taking an adequate
noise amplitude in expression dynamics. Time series of concentrations of arbi-
trarily chosen proteins and growth rate of the cell vg are plotted in 2(a) and 2(b),
respectively. In the example, cells are set initially at a state with a low growth
rate. In such a state, stochasticity dominates the evolution of protein concentra-
tions with time. After itinerating among various expression patterns, the cellular
dynamics arrive at a state with a higher growth rate. Such a transition repeats
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Fig. 3. A model of interacting cells. Each cell has gene-metabolic networks as shown
in Fig.1. The cells interact with each other through the transport of metabolites into
and out of the surrounding medium. A certain amount of fresh medium containing
nutrient metabolites is continuously supplied from outside the environment, and the
same amount of medium with cells is discarded to keep the total amount of medium
constant. A cell divides in a time interval which is inversely proportional to the growth
rate.

until the growth rate becomes sufficiently high. Once a gene expression pattern
supporting the optimal growth is reached, the system maintains it over time.

This selection of higher growth states was observed for all of the one thousand
networks we simulated. It also worked independently of initial conditions. Note
that once one of the expression patterns is selected as an attractor, the flux
pattern on the metabolic network is uniquely determined. As a result, the cellular
growth rate vg is also fixed, which in turn affects the protein expression dynamics.
Here the influence of noise depends on the growth rate vg for each attractor.
When vg is small, the deterministic part of protein expression dynamics (i.e.,
the first and second terms of r.h.s. in eq.(1)) is small, so that the stochastic
part in the dynamics is relatively dominant in the protein expression dynamics.
Then, the probability to escape the attractor due to fluctuation is large. In
contrast, when the growth rate vg is large in the attractor, the magnitude of the
deterministic part of expression dynamics is larger than that of the stochastic
part. As a result, the probability to escape the state becomes small.

3 Emergence of Symbiotic Relationship by Cell-Cell
Interactions

In the previous section, we show that cells can change their internal state to
achieve higher growth rate by stochastic fluctuation, even without sophisticated
signal transduction machinery. The next question addressed here is what hap-
pens when cells with such fluctuation-driven adaptation mechanism interact each
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other? We can expect that, cells adapt to environment that is maintained by
other cells, which can result mutual adaptation and formation of symbiotic rela-
tionship without finely-tuned preprogram. To study this fluctuation-driven sym-
biotic formation, we constructed an interacting cell model in which each cell has
internal expression dynamics with fluctuation as in the previous section and they
interact each other through environment.

3.1 Interacting Cell Model

A schematic representation of the interacting cell model is shown in Fig.3. Each
cell has gene regulatory network and metabolic network, which are identical to
those in the previous section. We assume that some metabolites can penetrate
the cell membrane, and each cell communicates with its environment through
the transport of metabolic substrates. Thus, interactions between cells occur
throughout the environment. Also, e assume that the medium is well stirred by
neglecting the spatial variation of the concentration, so that all cells interact
with each other through an identical environment. In this model, we consider
only diffusion processes through the cell membrane. Thus, the rates of chemicals
transported into a cell are proportional to differences of chemical concentrations
between the inside and the outside of the cell. The cells are cultured in a tank
with a fixed volume, where fresh medium containing nutrient metabolite are
continuously supplied and the same amount of medium including the cells are
discarded. Thus, when the number of cells in the medium is q, the concentration
of i-th substrate in the medium Yi obeys the following differential equation:

dYi
dt

= −
q∑

j=1

D(Yi − yji ) + D̂(Ŷi − Yi) (3)

where yji represents the concentration of i-th substrate in j-th cell. The first term
in r.h.s. represents consumption and production of i-th substrate by the cells.
The second term represents the flow of the substrate from/to the environment,
in which D̂ and Ŷi are constants. As an initial condition, we take a single cell,
with randomly chosen expression pattern. The number of cells increases due to
cell divisions, where the doubling time of a cell is inversely proportional to its
growth rate vg. As a result of increase of cell number, the concentrations of
nutrients in the tank decrease, which result a decrease of the growth rate vg.

3.2 Simulation Results

In this interacting cell system, cells can adapt the dynamically changing envi-
ronmental condition by the fluctuation-driven adaptation mechanism discussed
in the previous section. That is, the transition between attractor is driven by the
fluctuation in the expression dynamics, only when the growth rate vg is small.
In Fig.4, we show a typical example of such adaptation process of interacting
cells, in which time evolutions of the number of cells in different attractors are
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Fig. 4. The emergence of symbiotic system driven by noise in cellular dynamics. Each
line represents the number of cells in each cell type. Here, the cell type is defined as a
cellular state which falls into a certain attractor. The noise amplitude σ=0.1.

plotted. In this simulation, the amplitude of noise σ = 0.1, while other pa-
rameters of intra-cellular dynamics are identical to those used in Fig.2. In this
example, the initial cell falls into a fixed cellular state (denoted by “type-1” in
Fig.4), and the number of cells having type-1 state increases by cell divisions.
As the result of increase of type-1 cells, the nutrients in the environment which
are required for the growth of type-1 cell are consumed and the concentrations
of these nutrients decrease. Then, the growth rate vg of type-1 cells decrease,
and the stochastic fluctuation starts to dominate the cellular dynamics of type-1
cells. By this fluctuation, the intra-cellular states of some cells are kicked out of
the type-1 state, and fall into different cellular states. The cells appeared after
this transition (e.g., type-2 and type-3) consume the waste products of type-1
cells in the environment as nutrients. Furthermore, after the increase of type-2
and type-3 cells, other cell types emerge by the fluctuation. The network of pro-
duction and consumption of substrates in the medium by the cells with different
states can form symbiotic relationships, for example, type-2 and type-5 cells sup-
ply the nutrients for their growth to each other. In this simulation, even though
the gene regulatory and metabolic networks are identical for all cells, complex
parasitic and symbiotic dynamics emerges by fluctuation-driven adaptive mech-
anism. Important point here is that, by this emergence of complex eco-system,
the cells can utilize the nutrient supplied from outside the environment more
efficiently than without such symbiotic relationship. In Fig.5, we plot how the
total cell number at the steady state depends on the amplitude of the noise.
As shown in the figure, when the amplitude of noise is small, the cellular state
of the cells is homogeneous and the total number of cells is relatively small. In
contrast, when the noise amplitude exceeds a threshold, the total cell number
increases. In this phase, cells start to change their intra-cellular state by noise,
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and parasitic and symbiotic relationships appear. Here, the cell-cell interactions
through production and consumption of metabolic substrates make it possi-
ble use the nutrient from outside the environment more efficiently in total,
even though each cell does not have sophisticated sensory machineries and pre-
programmed regulatory machineries for such formation of ecosystem. This spon-
taneous emergence of complex ecosystem driven by the noise provides clues to
understand the emergence and maintenance of real complex ecosystems includ-
ing networks of parasitic and symbiotic relationships.
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Fig. 5. The relationship between the noise amplitude and cell number in the steady
state. When the noise amplitude is small, the state of cells are homogeneous, and
the total cell number is relatively small. With the increase of the noise amplitude,
a symbiotic relationship as shown in Fig.4 emerges, and the exchange of metabolites
among cells with different states can realize efficient utilization of nutrient, which result
total cell number in a steady state.

4 Discussion

We have carried out numerical experiments with our models using several sets of
parameter values that allow for multiple attractors in expression dynamics, and
have evaluated thousands of different randomly generated reaction networks. The
emergence of adaptation and symbiotic processes triggered by noise is observed
generally, independently of the details of the model. In fact, it emerges as long
as the following four requirements are satisfied: i) the coexistence of multiple
attractors; ii) the dependence of growth rate on attractors; iii) an increase of
cellular reaction processes with the speed of growth; and iv) the presence of
stochasticity in reaction dynamics. We have confirmed the robustness of our
results against changes in model parameters and rules. For example, the results
did not change when the model parameters such as coefficients of reactions were
changed, provided the above requirements were satisfied. Also, the specific form
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on how the growth rate depends on the expression dynamics is not important
for the result, instead the same results are obtained as long as the growth rate
is somehow determined by the expression dynamics.

This study provides a possible explanation for the flexible adaptation and for-
mation of symbiotic relationship. Although symbiotic relationship is quite ubiq-
uitous in nature [8], the mechanism of formation of symbiotic relationship, that
is, how species maximizing their growth can create a cooperative relationship,
still remains unclear. This study show that, even when each cell in a cell society
maximizes the growth rate, as the result of transitions of cellular states by the
noise and selection of adaptive state, the cells with the cooperative relationship
naturally emerges.

The noise-driven symbiotic formation process presented in this study might
provide a novel control mechanism of multi-unit artificial systems in the field
of engineering. Modern artificial systems are generally controlled complicated
computer programs and interactions among units are precisely designed. How-
ever, in general, such control mechanism by complicated programs and precisely
designed interactions cannot respond adequately to circumstances for which no
response is pre-programmed and the system never faced. For example, if an un-
predictable interaction with other units occurs, to response adequately is difficult
for such elaborate artificial systems. Thus, a control mechanism that can respond
to unexpected condition is desirable for the robust control mechanism for artifi-
cial systems. The noise-driven adaptive and symbiotic process presented in this
study can be applied to such robust control mechanism. For example, recently
based on this noise-driven adaptive mechanism, a method for virtual topology
controls of internet traffic was proposed [9]. In this study, it was shown that the
noise-driven topology control method can successfully adapt changes of traffic
around twice higher variance comparing with conventional control method. For
more complex traffic networks, such as interacting multiple overlay networks,
the noise-driven mechanisms for the formation of symbiotic relationship we pro-
posed in this study might be applicable to robust traffic control method, since
this mechanism enables multi-unit systems to response unexpected condition
with aid of stochastic fluctuation in internal dynamics, as discussed throughout
this paper. We expect that this noise-driven robust control mechanism will be
applied for controlling multi-unit artificial systems in future.
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Abstract. A protein molecule assumes specific conformations under na-
tive conditions to fit and interact with other molecules. Due to the role
that three-dimensional structure plays in protein function, significant
efforts are devoted to elucidating native conformations. Many search al-
gorithms are proposed to navigate the high-dimensional protein confor-
mational space and its underlying energy surface in search of low-energy
conformations that comprise the native state. In this work, we identify
two strategies to enhance the sampling of native conformations. We show
that employing an enhanced fragment library with greater structural
diversity to assemble low-energy conformations allows sampling more
native conformations. To efficiently handle the ensuing vast conforma-
tional space, only a representative subset of the sampled conformations
are maintained and employed to further guide the search for native con-
formations. Our results show that these two strategies greatly enhance
the sampling of the conformational space near the native state.

Keywords: protein native state, conformational ensemble, probabilistic
search, tree-based projection-guided exploration, fragment library.

1 Introduction

The genomic revolution has resulted in millions of protein sequences for which
little functional information is available [24]. Due to the central role that protein
molecules play in biochemical processes in the cell, knowledge of the biological
function of a protein molecule promises to advance our understanding of the
living cell and various diseases. The spatial arrangement of a protein’s atoms,
interchangeably referred to as a structure or conformation, determines to a great
extent biological function. A protein molecule assumes specific conformations
under physiologic (native) conditions to fit and interact with other molecules.

Due to the role that structure plays in the biological function of a protein,
significant efforts are devoted to elucidating native structures. The Protein Struc-
ture Initiative has pushed experimental efforts and yielded native structures of
many proteins [27]. The great number of novel protein sequences with no known
structures and the time and cost associated with resolving structures in the wet
lab call for computational methods to complement wet-lab efforts.

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 249–263, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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The Anfinsen experiments have shown that the amino-acid sequence governs
the folding of a protein chain into a “biologically-active conformation” under a
“normal physiological milieu” [2]. Anfinsen posited that, if one were to under-
stand how the amino-acid sequence determines the biologically-active or native
conformation, one could find such a conformation in silico. Research shows that
proteins are not rigid and that the biologically-active state is an ensemble of
(native) conformations [15, 12, 18]. Probing this ensemble when employing only
knowledge of the amino-acid sequence of a protein at hand continues to challenge
structural biology and has been proved NP-hard [13].

A protein chain consists of smaller building blocks, amino acids, each of which
contains many atoms. Amino acids connect their backbone atoms to form a
backbone chain, as shown in Fig. 1(a), with side-chain atoms dangling off the
backbone of each amino acid. Tracking the various conformations of a protein
chain involves exploring a vast conformational space of many dimensions. Many
degrees of freedom (dofs) are needed to represent a protein chain. One can re-
duce the representational detail through coarse-grained representations, such as
backbone-only representations, which track only conformations of the backbone.
Once a native backbone conformation is found, computational techniques can
be used to find physically-relevant placements of the side chains [8, 17].

(a) (b)

Fig. 1. (a) A chain of four amino acids is shown. Backbone atoms are labeled N (gray),
Cα (black), C (gray), and O (silver). A peptide bond between Ni and Ci+1 links two
amino acids together (i proceeds from N- to C-terminus, which refer to backbone N
and C atoms not involved in peptide bonds). Atoms in white are labeled R for residue.
There are 20 distinct residues or side chains in natural proteins. Side chain atoms dangle
off the backbone. (b) We cross-sect energy landscape (grid on z axis) and projection of
conformational space (grid on xy axis, 2 coordinates shown for visualization).

Many coarse-grained representations have been proposed [10]. Even when fo-
cusing on the backbone, many dofs remain. A protein chain of n amino acids
poses 2n backbone dihedral angles that can be modified to obtain backbone con-
formations. The conformational space of interest is narrowed when focusing on
native conformations. These conformations are associated with the lowest en-
ergies in a funnel-like energy surface that underlies the protein conformational
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space [12]. The totality of atomic interactions in a protein conformation results in
a potential energy that is directly related to the probability of that conformation
to be populated under native conditions [12].

The search for the low-energy native conformations is challenging, because the
energy surface is rich in local minima. Some of the minima may be introduced by
coarse-grained energy functions designed to operate on coarse-grained conforma-
tions. By reducing the number of atoms modeled, coarse-grained representations
and the energy functions that operate on them are more computationally ap-
pealing than all-atom functions. All available energy functions are empirical.
However, it is generally accepted that modern functions do not significantly
hamper a powerful conformational search [10].

A powerful search algorithm needs to populate a sufficient number of energy
minima in order to probe the native state without spending impractical resources
on irrelevant regions of the search space. Without any a priori information, it is
not possible to know what a sufficient number of minima is or where the relevant
regions are. The only knowledge is that native conformations are associated with
low energies. This is the main reason why it remains challenging for search algo-
rithms to obtain native conformations. Computing these conformations, however,
is crucial in associating structural and functional information with novel protein
sequences, engineering novel proteins, predicting protein stability, and modeling
protein-ligand or protein-protein interactions [6, 39, 21].

We have recently proposed a probabilistic search algorithm that essentially
addresses the question of where to devote exploration time [31]. The algorithm
gathers information about regions of the conformational space and energy sur-
face it explores. Discretizations of the explored conformational space and energy
surface are employed to further guide the search in the conformational space.

The algorithm essentially grows a search tree in conformational space, rec-
onciling two goals: (i) expanding towards low-energy conformations while (ii)
not oversampling geometrically-similar conformations. The first goal guides the
tree deep in the energy surface. The second goal grows the tree wide in confor-
mational space. Energies of computed conformations are partitioned into levels
through a discretized one-dimensional (1d) grid. The grid helps select conforma-
tions associated with lower energy levels more often for expansion. The search
keeps track of computed conformations in a low-dimensional projection space,
which is discretized to select for expansion low-energy conformations that fall in
under-explored regions (see Fig. 1(b)). The employment of discretization layers
is inspired by sampling-based motion-planning work that uses decompositions,
subdivisions, and projections of the search space to balance the exploration be-
tween coverage and progress toward the goal [35, 30, 28, 38, 23, 22, 29, 9, 36].

In this work, we focus on further enhancing the sampling of the conforma-
tional space near the native state while employing reasonable resources. This
goal is crucial, given the potential inaccuracies inherent in a coarse-grained en-
ergy function and the fact that the native state is an ensemble of conformations.
We identify two strategies to enhance sampling. We propose to increase the
complexity of the conformational space while reducing the granularity of the
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conformational ensemble maintained in the search tree. An enhanced library
of structurally diverse fragment configurations is used to assemble low-energy
conformations and increase the complexity of the search space. Increasing the
complexity appears counterintuitive to efforts to expedite search. The discretiza-
tions employed in our search algorithm, however, allow exploiting the complexity
without wasting resources. Moreover, a second strategy is proposed to efficiently
handle the vast conformational space that ensues from employing the enhanced
fragment library. Only a representative subset of the sampled conformations are
maintained and employed to further guide the search for native conformations.
Results show the proposed strategies enhance the sampling of the conforma-
tional space near the native state. Our work may be promising for large-scale
proteomics applications, where the focus is on quickly probing the native state
and then refining selected conformations in detailed biophysical studies.

The rest of this paper is organized as follows. A brief summary of related work
is provided in section 1.1. Our method is described in section 2. Results follow
in section 3. The article concludes with a discussion in section 4.

1.1 Related Work

Where should a search algorithm devotes its time? Regions that lead to the solu-
tion space are not known a priori, since stochastic search of a high-dimensional
space affords only a local view. An effective search algorithm needs to strike the
right balance between populating a large number of distinct low-energy regions
and focusing further resources to regions likely to lead to the energy basin corre-
sponding to the native state. Ingredients for success were identified most notably
in [25, 26]. Work in [25] introduced the idea of a two-stage hierarchical explo-
ration that searches the whole conformational space first and then narrows the
search in a later stage to smaller regions with low energy and distinct geometry.

Since the success of locating the energy basin in the second stage depends
on the regions populated by the first stage, the emerging state-of-the-art tem-
plate is to sample a large number of low-energy conformations in the first stage,
essentially to build a broad map of the energy landscape [33, 6, 7, 5, 11, 32].
Clustering is then conducted over the conformations to reveal distinct minima
that constitute good starting points from which expensive (in finer detail) local
searches in the second stage can reach the basin. In contrast, coarse graining
is employed to reduce the computational cost of the first stage. It still takes
weeks on multiple CPUs to obtain a large number of low-energy conformations
potentially relevant for the native state [33, 6, 7, 11, 32]. Since the local searches
employed in the second stage are computationally expensive, it is important that
the first stage reveal few distinct local minima worth exploring in greater detail.

The first stage of the search and the analysis over the conformations are often
independent of each-other. As a result, computed conformations cannot be en-
sured to be geometrically-distinct. Incorporating geometric diversity during the
exploration is non-trivial, in part because it remains difficult to find meaningful
conformational (reaction) coordinates on which to measure geometric diversity.
Popular measures like least Root-Mean-Squared-Deviation (lRMSD) and radius
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of gyration (Rg) are confined to the analysis because they can mask away im-
portant differences. Specifically, work in [33] has shown that important minima
can be missed even when employing Rg to select distinct conformations obtained
at a current temperature to initiate MC trajectories at the next temperature in
a Simulated Annealing MC search. Significant work in biophysics is devoted to
finding effective reaction coordinates for proteins (cf. to [10]).

The search algorithm we have recently proposed [31, 34] incorporates analysis
over explored regions of the conformational space and where they map in the
protein energy surface in order to adaptively determine where next to devote
resources. The analysis is carried out over discretizations of the explored space
in order to properly guide the search over the continuous conformational space
(a brief summary of the essential ingredients of the algorithm is provided in sec-
tion 2). As the description of our method and results shows, the sampling of the
conformational space near the native state can be further enhanced if one in-
creases the complexity of the space while reducing the size of the conformational
ensemble maintained in the search tree.

2 Methods

We first summarize the main steps of the algorithm proposed in [31, 34] (shown
below). Given a protein sequence α, the goal is to obtain an ensemble Ωα, where
the lowest-energy backbone-only conformations are sufficiently close to the native
state that they can be further refined to recover this state in all-atom detail.

Input: α, amino-acid sequence
Output: ensemble Ωα of conformations

1: Cinit ← extended coarse-grained conf from α
2: AddConf(Cinit,LayerE ,LayerProj)
3: while Time AND |Ωα| do not exceed limits do
4: � ← SelectEnergyLevel(LayerE)
5: cell ← SelectGeomCell(�.LayerProj.cells)
6: C ← SelectConf(cell.confs)
7: Cnew ← ExpandConf(C)
8: AddConf(Cnew,LayerE ,LayerProj)
9: Ωα ← Ωα ∪ {Cnew}

An explicit 1d grid is defined over interval [Emin, Emax], where Emin is the
minimum energy over computed conformations, and Emax is the energy of the
extended conformation. Energy levels � are generated every δE units, which is set
to a small 2 kcal/mol, so that the average energy Eavg(�) over conformations in a
level � ∈ LayerE captures well the distribution of energies in �. This discretization
is used to bias the selection towards conformations in lower energy levels through
the quadratic weight function w(�) = Eavg(�)·Eavg(�)+ε, where ε = 2−22 ensures
a non-zero probability of selection for conformations with higher energies. A level
� is selected with probability w(�)/

∑
�′∈LayerE

w(�′).
An implicit 3d grid is associated with � based on a uniform discretization of

geometric coordinates. Three coordinates that capture extrema in a 3d structure



254 B. Olson, K. Molloy, and A. Shehu

are adapted from the ultrafast shape recognition (USR) features proposed in [3].
A second weight function selects cells with fewer conformations as in 1.0/[(1.0+
nsel) · nconfs], where nsel records how often a cell is selected, and nconfs is
the number of conformations that project to the cell. Once a cell is chosen, the
actual conformation selected for expansion is obtained at random over those in
the cell, since conformations in the same cell have similar energies (within δE).

A new conformation Cnew that expands the tree (and grows the confor-
mational ensemble Ωα) from a selected C conformation is sampled through a
Metropolis Monte Carlo technique that employs fragment-based assembly. The
backbone dihedral angles of a selected fragment of three amino acids (trimer) in
C are exchanged with angles from a library of trimer configurations built from
a non-redundant subset of known protein native structures. A total of n− 2 (n
amino acids in the chain) exchanges are evaluated and accepted with probability
according to the Metropolis criterion to obtain Cnew.

Applications on different protein sequences reveal that the ensemble Ωα of
low-energy backbone conformations sampled for a sequence in a few CPU hours
contains many conformations similar to the known native structure [31]. Com-
parisons with a Monte Carlo trajectory show the algorithm has a higher sampling
capability [31, 34]. However, detailed inspection of how the algorithm navigates
the conformational space near the native state reveals that the ability to add
low-energy conformations diminishes significantly with time. It becomes more
difficult to find new low-energy conformations in underexplored regions of the
conformational space. Moreover, the multitude of conformations retained in Ωα

imposes restrictions on execution time, further restricting the search.
We propose two strategies to help the exploration find more low-energy con-

formations near the native state. An enhanced fragment library with greater
structural diversity is proposed to assemble low-energy conformations and sam-
ple more conformations near the native state. To efficiently handle the ensuing
vast conformational space, only a representative subset of the sampled conforma-
tions are maintained and employed to further guide the tree in conformational
space. We detail each of these strategies next.

2.1 Enhancing the Trimer Configuration Library

In recent years fragment-based assembly has been incorporated into most state-
of-the-art protein conformational search algorithms [16, 6, 7, 5, 11, 20]. The
diversity of the fragment library influences the quality of the assembled confor-
mations [20]. Indeed, the domain of the conformational search space is primarily
determined by the fragment library. To provide the exploration a greater domain
in which to search for native conformations, we propose an enhanced fragment
library that essentially adds complexity to the conformational space.

The original fragment library (OFL) used in our recent work [31, 34] con-
tains trimer configurations, organized by trimer amino-acid sequence. A subset
of nonredundant protein structures is extracted through the PISCES server [37]
from the Protein Data Bank (PDB) [4]. The subset contains only proteins that
have ≤ 40% sequence similarity, ≤ 2.5Å resolution and R-factor ≤ 0.2. The
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40% cutoff reduces the topologies that are over-populated by similar protein se-
quences in the PDB. The remaining 6, 000 protein chains are split into all over-
lapping trimers. The configurations, backbone dihedral angles, of these trimers
are recorded in a fragment library indexed by trimer amino-acid sequences.

When a conformation is selected for expansion, each of the n−2 Monte Carlo
moves propose to replace a trimer configuration with a configuration extracted
from the fragment library. In OFL, the candidate configurations are only those
with the same amino-acid sequence as the sequence of the trimer configura-
tion chosen for replacement. Focusing only on trimer configurations with the
same amino-acid sequence does not allow considering configurations that, while
slightly different in sequence, may allow assembling novel conformations that
meet the Metropolis criterion. Analysis of protein structures reveals that pro-
teins have similar native structures with as little as 15% sequence identity [14].
Excluding trimer configurations simply because their amino-acid sequence is not
identical to that of the trimer configuration selected for replacement restricts the
conformational search space. This may prevent sampling novel conformations
potentially relevant for the native state of the given protein sequence.

We propose to expand the conformational space available to our algorithm
with an enhanced fragment library (EFL). Local features predicted from the
given sequence α are employed to design a structurally-diverse high-quality li-
brary of configurations. The candidate trimer configurations in EFL are depen-
dent on α, and we refer to a specific library instance designed from a given α as
EFLα. Our construction of EFLα biases towards trimer configurations that share
features with those predicted from α. Essentially, EFLα, whose construction is
detailed below, allows selecting configurations that have similar (not necessarily
identical) sequences to a trimer configuration selected for replacement. While
containing a more diverse set of configurations at the disposal of the expansion
routine in the algorithm, EFLα does not contain more configurations that OFL.
The configurations are limited to those that share secondary structure annota-
tions with the annotation predicted on α.
EFLα is constructed as follows. A multiple sequence alignment (MSA) lists

proteins that have similar sequences to the given α. PSI-BLAST [1] is then em-
ployed to analyze the MSA and yield for each position i in α a list of amino acids
that can replace the amino-acid at position i. The resulting position-specific pro-
file for α reveals what alternative trimer sequences can be considered as similar
to a trimer from position i to i+2. The configurations of these trimers, extracted
from a nonredundant database of protein structures as detailed above, can be
added as candidate configurations to those extracted for the trimer sequence
from i to i + 2. A filtering step improves the quality of the resulting configura-
tions. Only configurations with the same secondary structure (as present in the
known protein structures from which the trimer configurations are extracted)
as that predicted for α with PSI-PRED [19] are added as candidate configura-
tions for a trimer. Considering configurations of similar sequences but identical
secondary structures has become very popular in ab-initio structure prediction
methods that employ fragment-based assembly [6].
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The resulting EFLα represents (in the number of ways conformations can be
assembled with the configurations in the library) a conformational space that
is not only larger, but also more likely to share local structural motifs with
the native structure of the given sequence α. Results in section 3 show that our
algorithm is able to take advantage of this more complex conformational space to
discover more conformations relevant for the native state than when employing
the original fragment library.

2.2 Reducing the Granularity of the Conformational Ensemble Ωα

One of the benefits of employing trimer configurations to assemble conformations
is that hundreds of thousands of conformations can be sampled this way in less
than a day on one CPU. Maintaining all these conformations in the ensemble
Ωα introduces both a practical memory limitation and unnecessary difficulty in
selecting a conformation for expansion. Our recent work limits the exploration
to three hours on one CPU in order to limit the size of the conformational
ensemble [31, 34]. Limiting the size of the conformational ensemble, however,
limits the explorative power of the algorithm. Moreover, the enhanced fragment
library increases the size of the conformational space to be sampled. In order
to explore this broader space while not limiting the sampling capability of the
algorithm, we change the purpose of the conformational ensemble Ωα. Instead
of maintaining every sampled conformation in Ωα, the ensemble now maintains
only a carefully selected a subset of the sampled conformations through which
to represent the explored conformational space.

By essentially reducing the granularity of Ωα, the linear relationship between
running time and memory requirements is removed. Each Cnew generated is first
evaluated for geometric novelty before being added to Ωα. Clustering by lRMSD
is computationally prohibitive to be performed after every sampled conformation
Cnew. Instead, we propose a less costly but effective strategy, which reduces the
size of Ωα by a factor of 10 to 100 (see Fig 2 in section 3). The strategy adds
minimal computation overhead and does not impact the ability of the algorithm
to sample low-energy conformations near the native state.

The granularity reduction exploits a feature of the energetic and geometric
projection layers that is actually exploited in the selection process: two confor-
mations that lie in the same energy level � and projection cell r will be geo-
metrically similar (for some similarity threshold τ). Analysis shows that for the
chosen granularity of 30 geometric cells per dimension (in the geometric projec-
tion grid) the value of τ is less than 1Å (using lRMSD). For this value of τ ,
an arbitrary cutoff of one conformation per � and r would suffice. However, the
strategy we employ is not dependent on the chosen granularity of the geometric
projection grid. Instead, if two conformations share the same � and r, their sim-
ilarity is determined using lRMSD. If the lRMSD is below a chosen τ (set at 1Å
in our experiments), then only one of the conformations, selected at random, is
retained; either the existing conformation is replaced or the new conformation
is discarded with equal probability.
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2.3 Implementation Details

The algorithm is implemented in C++ and runs single-threaded on an AMD 2.66
GHz Dual-Core Opteron with 4 GB of RAM. All reported times are based on
CPU user time. The similarity threshold τ is set to 1Å. All other parameters are
as in previous work [31, 34]. Results that compare the enhanced fragment library
to the original library are obtained after 48 hours. This gives the algorithm ample
time to sample different combinations of fragment configurations in the libraries
and reduces the role of stochastic variations in our comparisons.

3 Results

We apply the proposed strategies to enhance the sampling of the native state of
the six protein sequences listed in section 3.1. Section 3.2 compares the quality of
the enhanced fragment library with the original one. Section 3.3 then shows the
degree to which granularity reduction compresses the conformational ensemble
Ωα. Finally, section 3.4 shows how the proposed strategies enhance the sampling
of conformations near the native state for each of the chosen protein sequences.

3.1 Target Proteins

Table 1 lists the six targeted protein sequences, Pin1 Trp-Trp ww domain (wwD),
human β-defensin 2 (hbd2), bacterial ribosomal protein (L20), immunoglobulin
binding domain of streptococcal protein G (GB1), calbindin D9k, and the African
Swine Fever Virus pB119L protein. The proteins are selected to span different
sizes (number of amino-acids) and known native topologies.

Table 1. PDB Id, fold, and number of amino acids are shown for each of the six pro-
teins. PDB Id refers to a unique identifier associated with an experimentally-resolved
native structure deposited for a protein in the PDB.

Protein wwD hbd2 L20 GB1 Calbindin D9k pB119L

PDB Id 1I6C 1FD4 1GYZ 1GB1 4ICB 3GWL

Fold β α/β α α/β α α

Nr. AAs 26 41 60 60 76 106

3.2 Quality of the Enhanced Fragment Library

The quality of the fragment libraries is evaluated using the local-fit score intro-
duced in [20]. The local-fit score measures the degree to which a fragment library
fits a given native protein structure not used to construct the library. The chain
of a given protein is broken into all its overlapping trimers. The configurations
available for each resulting trimer in the library are then scanned to find the
configuration closest (in terms of lRMSD) to the configuration of the trimer in
the given native structure. The local-fit score associated with a given protein is
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the average over the lowest lRMSDs obtained for all trimers defined over the
chain of the protein. The local-fit score, referred to as lRMSDf , is calculated
for each of the six proteins listed above and is reported in Table 2. The scores
obtained when employing the original fragment library are compared with those
obtained when employing the enhanced fragment library.

Table 2. Local-fit lRMSDf scores and lRMSDs between assembled conformations and
known native structures are shown when employing the original fragment library (nor-
mal font) and enhanced fragment library (bold) for each of the six target proteins

Protein wwD hbd2 L20 GB1 Calbindin D9k pB119L

lRMSDf (Å) 0.09 0.08 0.02 0.04 0.06 0.06 0.06 0.06 0.03 0.02 0.05 0.03

lRMSD (Å) 5.36 5.02 8.46 6.21 9.74 7.94 6.39 9.01 6.04 5.78 25.04 10.69

Table 2 shows (row 2) that overall lower local-fit scores are obtained when
employing the enhanced fragment library. Similarly, if one assembles the confor-
mation with the lowest lRMSD configurations from each library for each selected
trimer in a given protein chain, the enhanced fragment library yields conforma-
tions that are closer to the known native structures. Lower lRMSDs from the
native structure are reported for most of the proteins in Table 2 (row 3). This is
not surprising, since the enhanced fragment library does not limit the search for
fragment configurations to those with the same amino-acid sequence as the se-
lected trimer. The high lRMSDs between the assembled conformations and the
known native structures, especially for GB1 and pB119L, make the case that
suboptimal fragment configurations are needed to assemble an optimal confor-
mation. This further attests to the difficulty of assembling native conformations
and the need for non-trivial search methods with powerful sampling capability.

3.3 Reduction of Ensemble Ωα

Fig. 2. Granularity reduction low-
ers the rate of growth of Ωα

(red line vs. blue line). The Black
line shows maximum ensemble size
stored in a 32-bit machine.

Reducing the granularity of the Ωα ensemble
significantly reduces the number of conforma-
tions retained in memory. The rate of mem-
ory consumption is now directly related to the
algorithm’s ability to discover geometrically-
novel conformations with similar energies. In
practice, this enhancement allows exploring
the conformational space for an indefinite pe-
riod of time. Fig 2 illustrates the relation-
ship between runtime and memory require-
ment for the algorithm on Calbindin D9k (sim-
ilar results are observed for all other tested
systems).
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3.4 Effectiveness of Enhanced Fragment Library

The ensemble Ωα contains low-energy coarse-grained conformations that are
good candidates for all-atom energetic refinement. In Table 3 we report the low-
est lRMSD between the conformations in Ωα and the known native structure
for each protein. The lowest lRMSDs are compared when employing the orig-
inal versus the enhanced fragment library. Table 3 shows that lower lRMSDs
are obtained when employing the enhanced fragment library. This library al-
lows the search algorithm to assemble conformations that are closer in lRMSD
to the native state compared to the original fragment library. Fig. 3 shows the
lowest-lRMSD conformation obtained with the enhanced fragment library super-
imposed over the known native structure for each of the six targeted proteins.

Table 3 also shows the lowest lRMSD obtained on each protein when employ-
ing the state-of-the-art Rosetta structure prediction method [6]. To keep the
comparisons similar, only the coarse-grained structure prediction component of

Table 3. The minimum lRMSD to the native structure is shown for each of the six
target proteins. Data obtained when employing the original library is in normal font.
Data obtained with the enhanced fragment library is highlighted in bold. The final row
shows the data obtained when employing Rosetta [6].

Protein wwD hbd2 L20 GB1 Calbindin D9k pB119L

min-lRMSD (Å) 4.52 3.47 5.34 5.84 5.11 3.66 6.89 6.31 5.76 4.70 10.32 8.30

Ros-lRMSD (Å) 2.90 6.17 3.68 2.67 2.73 9.13

Fig. 3. The lowest lRMSD conformation obtained with the enhanced fragment library
is drawn in red and superimposed over the known native structure in transparent blue
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Rosetta is employed. This component is initiated from each of the six target
sequences and allowed to run for the same amount of time, 48 CPU hours. Com-
parison of the lowest lRMSDs obtained with Rosetta to those obtained with our
method when employing the enhanced fragment library shows that Rosetta sig-
nificantly outperforms our method by more than 2 Å on only one protein, GB1.
Our method obtains better results on three of the target proteins. The ability of
Rosetta to perform better on GB1 may originate from the coarse-grained energy
function and the modulation of temperature during its coarse-grained search.
Our discussion in section 4 lists a more accurate energy function and incorpora-
tion of temperature modulation as interesting directions for future research.

The enhanced fragment library, coupled with the reduction of the confor-
mational ensemble Ωα, allows the search algorithm to enhance its sampling of
the native state. Figure 4 shows histograms of lRMSDs of conformations in
Ωα from the known native structure, superimposing the histograms obtained
when employing both the enhanced and original fragment ensemble. These his-
tograms show that the enhanced fragment ensemble allows the search algorithm
to increase the number of computed conformations with lower lRMSD to the
known native structure. This increase is significant for wwD, L20, calbindin,
and pB119L. pB119L is longer than the other proteins and is used here to test
the upper limits of the search algorithm, with neither library allowing us to
obtain conformations below 8Å lRMSD from the native structure.

The histogram representation in Figure 4 is useful, because local maxima in
the histograms correspond to potential clusters of conformations that can be
detected with simple clustering techniques. The ensembles obtained with the
enhanced fragment library for each protein contain more of these maxima at low
lRMSDs. A technique interested in selecting a few conformations would obtain
more native-like conformations if the enhanced fragment library is employed.

4 Discussion

This paper investigates the effect of increasing the complexity of the conforma-
tional search space while decreasing the sample size required to represent it on a
probabilistic search algorithm. We propose a more structurally diverse fragment
library to provide our search algorithm with a larger conformational space. To
efficiently handle the vast search space, we reduce the granularity of the confor-
mational ensemble that the algorithm maintains to represent the space it has
explored. Our results show that these two strategies allow the search algorithm
to enhance the sampling of conformations relevant for the native state.

Our search algorithm, recently introduced in [31, 34], makes use of discretiza-
tions over projection layers of the energy surface and conformational space to
guide its search towards diverse low-energy conformations. The algorithm is a
first step towards rapidly computing coarse-grained native conformations from
amino-acid sequence alone. The strategies proposed here address the need to
enhance the sampling capability of the algorithm. Our results show that the
proposed strategies confer the algorithm with the capability to conduct a longer,
more detailed exploration and improve its sampling of native conformations.
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(a) wwD (b) hbd2

(c) L20 (d) GB1

(e) Calbindin D9k (f) pB119L

Fig. 4. (a-f) show the percentage of conformations in the ensemble Ωα for a given
lRMSD from the native structure. Data obtained with the enhanced fragment library
are shown with a thick red line and those obtained with the original fragment library
are shown with a thin blue line.
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The work conducted in this paper lays the foundations for further future
work. The enhanced sampling capability shown in this work will allow investi-
gating different selection-related weight functions, novel projection coordinates,
and coarser representations to further enhance the sampling capability of the
algorithm on more complex high-dimensional conformational spaces of larger
protein systems with challenging native topologies. Furthermore, state-of-the-
art coarse-grained energy functions and a temperature modulation scheme will
be pursued to further enhance the sampling capability of the method.
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Abstract. This paper considers a delay tolerant network, where a mes-
sage ferry travels multiple isolated clusters, collects data from nodes in
the clusters, and finally delivers the data to a sink node. In our previ-
ous work, we proposed a self-organized data aggregation technique for
collecting data from nodes efficiently, which can automatically accumu-
late data from cluster members to a limited number of cluster members
called aggregators. The proposed scheme was developed based on the
evolutionary game theoretic approach, in order to take account of the
inherent selfishness of the nodes for saving their own battery life. The
number of aggregators can be controlled to a desired value by adjust-
ing the energy that the message ferry supplies to the aggregators. In
this paper, we further examine the proposed system in terms of success
of data transmission and system survivability. We first introduce a new
type of game model with retransmissions. Through both theoretic and
simulation approaches, we then reveal feasible parameter settings which
can achieve a system with desirable characteristics: Stability, survival,
and successful data transfer.

Keywords: delay tolerant networks (DTNs), evolutionary game theory,
self-organized, aggregators, message ferry.

1 Introduction

In ambient information society, it is expected that each user can automatically
obtain its desired information from environments equipped with a numerous
number of devices. The underlying network supporting the ambient information
society can be regarded as a kind of delay tolerant networks (DTNs) [1,2] due
to lack of reliable continuous end-to-end connectivity. In DTNs, a store-carry-
forward [1] message delivery scheme and custody transfer [3] mechanism are used
to confirm reliable transfer of data (bundle) with custody among nodes (devices)
by delegating the responsibility of custody-bundle transfer through intermediate
nodes in a hop-by-hop manner. The intermediate nodes keeping custody bundles
are called custodians. Each custodian must reserve a sufficient amount of storage
and energy to receive and hold the custody bundles until successful delivery or
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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delivery expiration of the custody bundles. Due to the lack of the storages,
custodians sometimes face storage congestion where they must refuse to receive
any custody bundle from other nodes. In addition, each battery powered node
must be awake while holding the bundles. Since each custodian also generates
its own custody bundles, it is naturally selfish in behavior and rejects requests
of custody transfer from other nodes to save its storage as well as its energy.
Intuitively, this problem increases in long-term isolated networks.

In such a situation, some movable vehicles referred to as message ferries [9,10]
can solve the storage congestion problem by actively visiting the network and
gather bundles from the custodians. Note that the message ferry has a sufficient
amount of storages and energy to carry the bundles to the corresponding desti-
nation, i.e., a base station referred to as sink node, and it can also supply energy
to the nodes if required. When there are several isolated networks referred to
as clusters, the message ferry must visit each of the cluster and collects bundles
from the custodians.

In such kind of scenarios, however, sometimes it is difficult for the message
ferry to visit all of the nodes in a certain period of time. Taking account of
the challenges, we developed a self-organized data aggregation technique in [4].
With the help of the evolutionary game theoretic approach [6,7,8], our system can
automatically select some special custodians referred to as aggregators, which are
cooperative in nature and willingly hold custody bundles of other nodes referred
to as senders. Therefore, the message ferry needs to collect the bundles only
from the aggregators. Note here that in this scheme, each aggregator must keep
awake to receive and hold the bundles until transferring them to the message
ferry, while each sender awakes only when generating and sending the bundles. In
addition, each aggregator can obtain energy supply from the message ferry only
when it finds a sender as its neighbor. In our scheme, each node appropriately
selects strategy, i.e., sending or aggregating, depending on neighbors’ strategies.
This interaction among nodes is modeled as a game in game theory. The detail
will be given in succeeding sections.

In this paper, we further examine the characteristics of the proposed scheme
by focusing on unevaluated viewpoints in our previous work. We first introduce a
new type of game model taking account of bundle retransmission when a sender
cannot find an aggregator as its neighbor. Then, we evaluate the system stabil-
ity through theoretic analysis based on replicator dynamics. Since the replicator
dynamics only focuses on the strategy distribution, we further consider condi-
tion for system survivability. To grasp the node-level behavior, we also apply
agent-based dynamics which is a simulation-based approach. Through simula-
tion experiments, we evaluate the validity of the theoretic analysis and reveal
feasible parameter settings to achieve successful bundle transfer.

The rest of the paper is organized as follows. We introduce our self-organized
data aggregation scheme in section 2. Section 3 gives theoretic analysis of the
system dynamics and the stable condition with the help of replicator equation
on graphs. We also discuss the system survivability in section 3. After a brief
introduction of agent-based dynamics, we evaluate the validity of the theoretic
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Sink 

Message ferry
Sender node

Aggregator node
 Cluster 3

 Cluster 2

 Cluster 1

Fig. 1. Model scenario: Message ferry visits a limited number of aggregators in each
cluster and delivers collected bundles to the sink node

analysis and reveal feasible parameter settings achieving high successful prob-
ability of bundle transfer through simulation experiments in section 4. Finally,
section 5 concludes this paper.

2 Self-organized Data Aggregation

We assume that a fixed sink node collects bundles from nodes in isolated clusters
with the help of the message ferry as shown in Fig. 1. Each node in a cluster can
directly/indirectly communicate with other cluster members (neighbors) within
the transmission range but cannot communicate with the sink node and/or nodes
in other clusters due to the long distances among the clusters. The message
ferry serves the inter-cluster communication and visits only a limited number of
aggregators in each cluster.

In this paper, we focus on bundle aggregation in a cluster. The bundle ag-
gregation is conducted through three phases: a) Aggregator selecting phase, b)
bundle aggregating phase, and c) bundle collecting phase. These three phases
are repeated at each node and the unit of the repetition is referred to as round.
Initially, each node randomly chooses to be an aggregator or a sender because
it cannot know the neighbors’ behavior. In the succeeding rounds, each node
selects their role depending on the results of the previous round with the help of
evolutionary game theory. During bundle aggregating phase, each sender trans-
mits its bundles to one of the aggregators within the transmission range. Then,
in bundle collecting phase, each aggregator allows to transmit its service request
to the message ferry, transfers all bundles, and obtains energy supply from the
ferry.

Due to the lack of reliable connectivity among arbitrary nodes, it is difficult
to achieve a centralized control in DTNs. Therefore, the selection of aggregators
should be performed in a decentralized way. Note that each node communicates
only with its neighbors within the transmission range and is synchronized with
each other. It determines to be an aggregator or a sender by mutual interac-
tion based on its own benefit depending on the surrounding conditions. Since
aggregators are always awake during a round while senders only wake up when
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Table 3. Payoff matrix for retransmission case.

-s, -s

b-c, -s

-s, b-c

-c, -c

node 2
node 1

send

send aggregate

aggregate

Table 2. Payoff matrix for no-retransmission case.
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Table 1. Abstracted payoff matrix. 

generating and transmitting their bundles, it is assumed that each node loses
energy proportional to the length of time it keeps awake. Let c and s denote
the amount of energy consumption for aggregators and senders, respectively, per
round. s increases with retransmissions times but never exceeds c, i.e., c ≥ s > 0.
The energy supplied by the message ferry to each aggregator is represented by
b. Intuitively, the larger b is, the more the aggregators increases. b > c should be
satisfied to keep battery of nodes alive.

The interaction among nodes is modeled as a game between two neighbor-
ing nodes in evolutionary game theory and is summarized as a payoff matrix.
There are two roles (strategies) for each node: Aggregator (aggregate) and sender
(send). There are four possible combinations of the strategies of the two nodes
where each node obtains different payoff from each combination of strategy. Ta-
ble 1 illustrates the abstracted payoff matrix while Tables 2 and 3 illustrate
the payoff matrices for no-retransmission case and retransmission case, respec-
tively. Note that no-retransmission case is same as that proposed in our previous
work [4]. The resulting payoffs for each combination can be modeled by taking
the energy supply and energy consumption into account. If both nodes select to
be aggregators, they lose the largest energy P=c without any energy supply from
the message ferry, because they are not be able to collect a sufficient number of
bundles to request the message ferry to visit. An aggregator paired with a sender
obtains the largest energy T=b−c; it loses c but obtains b from the message ferry,
while the corresponding sender loses the smallest energy S=s. When both nodes
select to be senders, two possible cases can take place depending on the presence
of retransmission. For retransmission case, both of the senders consume R=c.
This is equivalent to the worst case where each sender spends all the period of a
round on achieving successful bundle transfer using retransmission mechanism.
Note that we assume failure of bundle transfer is mainly caused by mismatch of
waking time of sending and receiving nodes.

We obtain T > S > R = P and T > S = R > P for retransmission case
and no-retransmission case, respectively. Every node not only has a temptation
to be an aggregator (T > R) but also a fear to be an aggregator (S > P ). The
larger b is, the more the temptation is. This indicates that the sink node can
control the number of aggregators (senders) by changing b. On the other hand,
condition T > R and S > P indicate that taking a strategy different from the
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opponent is better than taking the same strategy as the opponent. As a result,
both aggregating and sending strategies stably coexist [6]. Thus, with the help
of the payoff-matrix and evolutionary game theory, when each node undertakes
suitable strategies to optimize its own payoff, then the system converges to a
fully stable situation where both senders and aggregators stably coexist.

3 Theoretical Analysis

In this section, we first analyse the relationship between the ratio of the num-
ber of aggregators and the parameters of the payoff matrix through replicator
dynamics of evolutionary game theory on graph [6,7,8]. The basic concept of
replicator dynamics is that the growth rate of nodes taking a specific strategy is
proportional to the payoff acquired by the strategy, and the strategy that yields
more payoff than the average payoff of the whole system increases. Replicator
dynamics on graphs additionally takes account of the effect of the topological
structure of the network which is suitable for DTNs. Moreover, we discuss a
condition for the system survivability, under which each node can permanently
be alive without battery shortage. Finally, some numerical results will be given.

3.1 Replicator Equation on Graphs

First, we introduce the replicator equation on graphs [7] for no-retransmission
case, which was originally obtained in [4]. Let x1 denote the ratio of the number of
aggregators to the total number of cluster members for no-retransmission case.
Note that 1 − x1 represents the ratio of the number of senders. Let k denote
the number of neighbors of each node, called degree. For non-regular graphs, k
represents the average degree. With the help of the payoff matrix in Table 2, the
replicator equation on graphs for no-retransmission case becomes

ẋ1 = x1(1− x1)

[
b(k2 + k − 3)− (c− s)(k2 + 2k)

(k + 3)(k − 2)
− bx1

]
, k > 2.

Substituting ẋ1 = 0 yields three equilibria: x∗1 = 0, 1, and

x∗1 =
b(k2 + k − 3)− (c− s)(k2 + 2k)

b(k + 3)(k − 2)
, k > 2. (1)

Note that the equilibrium in Eq. (1) is feasible if 0 < x∗1 < 1, i.e.,

k2 + 2k

k2 + k − 3
<

b

(c− s)
<
k2 + 2k

3
, (2)

satisfies. We have for all k > 2, 0 < (k2+2k)/(k2+k−3) < (k2+2k)/3. Also
c−s > 0 always holds. As a result, for any c, s, and k, there exists b > 0 which
satisfies Eq. (2). Thus the equilibrium in Eq. (1) is controllable. Further, x∗1 in
Eq. (1) is stable because ẋ1 > 0 if 0 < x1 < x∗1, and otherwise, ẋ1 < 0.
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Similarly, for retransmission case, with the help of the payoff matrix in Table 3,
the stable and controllable equilibrium becomes

x∗2 =
b(k2 + k − 3)− 3(c− s)

(b+ c− s)(k + 3)(k − 2)
, k > 2,

which is valid for

3

k2 + k − 3
<

b

(c− s)
<
k2 + k − 3

3
. (3)

In what follows, we call Eqs. (2) and (3) as stable conditions.
Note that at the equilibrium the ratio of the number of aggregators is fixed

but the role (strategy) of each node may change [4]. This feature is suitable for
our system such that each node can acquire opportunities to send bundles and
obtain energy supply by changing its role (strategy) round by round.

3.2 Valid Parameter Settings for Permanently Alive System

Although we mentioned that each node has a chance to obtain energy supply
by changing its role round by round, careful parameter tuning is required to
achieve high system survivability. At the equilibrium, it is expected that each
sender (aggregator) can find at least one aggregator (resp. sender) as its neighbor.
Thus, expected payoff for each node becomes E[p] = (b−c)x∗i−s(1−x∗i ) (i = 1, 2).
If E[p] is positive, the system could survive without loss of any node. Therefore,
the valid combinations of b, c and s should satisfy the following condition for
positive payoff (referred to as running condition):

E[p] = (b− c)x∗i − s(1− x∗i ) > 0 (i = 1, 2). (4)

In practice, the sink node tries to find appropriate x∗i (i = 1, 2) which satisfies
both the stability condition and the running condition. The amount of energy
supply from the message ferry, b, can be fully controlled by the sink node while
c and s seem to be partly controllable: They are proportional to the length of
waking period. The average node degree, k, is given from the environment. As
a result, the sink node achieve desirable x∗i (i = 1, 2) by mainly controlling b.
In the next subsection, we show some numerical results to illustrate the feasible
parameter settings.

3.3 Numerical Results

In this section, we show some numerical examples of the adequate parameter
settings satisfying the stable and/or running conditions according to the theo-
retic analysis in sections 3.1 and 3.2. First, we clarify the impact of stable and/or
running conditions and the effect of retransmission mechanism. Fig. 2 depicts
the valid range of controllable benefit b as a function of k when c = 10 and
s = 0.1. Fig. 3 illustrates the corresponding range of x∗i (i = 1, 2). Note that we
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Fig. 3. The supremum and infimum of x∗
i (i=1,2) satisfying stable and/or running

conditions (c=10, s=0.1)

show the results for larger k to reveal the basic characteristics even though they
rarely occur in actual situations. We observe that the supremum of b increases
with k and its has the same characteristic for both conditions. On the contrary,
the infimum is almost constant while satisfying the two conditions. Although
the presence of retransmission does not almost affect the valid range of b, Fig. 3
indicates that the retransmission mechanism narrows the valid range of equi-
librium compared with no-retransmission case. Specifically, x∗2 must be greater
than 0.505 to satisfy both conditions in retransmission case.

Next, we reveal how c and s affect the valid range of b and x∗i (i = 1, 2). Fig. 4
illustrates the supremum and infimum of b satisfying stable and/or running
conditions when c and s vary. We observe that for a specific k, the range of b
shifts up with c. This simply means that b−c should be positive. On the contrary,
increase of s decreases the supremum of b. This is because when senders lose more
energy, temptation b to become an aggregator can be smaller.

Fig. 5 presents the supremum and infimum of x∗i (i = 1, 2) corresponding to
Fig. 4. We observe that s has more impact on infimum than c. This is mainly
caused by running condition. From Eq. (4), keeping low energy consumption
of a sender is important for prolonging the battery life. We also find that no-
retransmission case has wider feasible area than that with retransmission.
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4 Simulation Experiments by Agent-Based Dynamics

4.1 Agent-Based Dynamics

In evolutionary game theory, the replicator dynamics predicts the macro-level
system behavior which explains the effects of the corresponding parameters be-
haviors. On the other hand, the complementary method: The agent-based dy-
namics is used to understand the micro-level system behavior of the evolutionary
game theory. It explains that with mutual interactions among neighboring nodes
a superior strategy spreads over the network in a hop-by-hop manner.

In agent-based dynamics, in every round, each agent, i.e., node, first inter-
acts with neighboring nodes and determines its strategy for the next round by
comparing its own payoff with that of a randomly chosen neighboring node. The
strategy update of node is conducted in a probabilistic manner where the more
a strategy acquires the payoff, the more it spreads over the network through the
imitation process in a hop-by-hop manner [4].

In what follows, we conduct simulation experiments for two purposes: 1) vali-
dation of analytical results, and 2) evaluations which are derived from micro-level
system behavior.
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Fig. 6. Validity of the theoretic analysis (c = 10, s = 0.1, k = 5)

4.2 Simulation Models

The simulation experiments were conducted with a multi-agent programmable
modeling simulator NetLogo [5] over unit disk graphs. The unit disk graphs are
suitable for abstracting wireless networks because they are generated by ran-
domly located nodes in 2-dimensional space where two nodes are adjacent if the
distance between them is equal or less than a certain threshold, i.e., transmission
range of each node. We set the number N of nodes to 100. The area size was set
to 1 x 1 [km2], and the transmission range of each node was set to 100 [m] in
default. We controlled the average degree k by adjusting the transmission range
of each node adequately. We assumed that the duration of a round was fixed and
each node periodically generated a fixed number of bundles per round. There-
fore, for simplicity, we set c = 10 and s = 0.1 in our simulation experiments. In
the following figures, the average of 100 independent simulation experiments are
plotted.

4.3 Validity of the Theoretic Analysis

Fig. 6 illustrates both analytical and simulation results for three examples se-
lected from the valid parameter settings satisfying both stable and running con-
ditions in the analysis. We observe that the analytical results slightly differ from
the simulation results in both cases. These differences come from the relatively
small system scale (N = 100) and the variance of node degree in the unit disk
graphs. Since these characteristics naturally exist in the real networks, we can
conclude that the analytical results can predict the system behavior with a cer-
tain degree of accuracy.

Next, we evaluate the validity of running condition, Eq. (4). As discussed
in Section 3.2, all nodes can survive forever under appropriate values of the
parameters b, c, and s. Fig. 7 shows the transition of the number of nodes with
positive cumulative payoffs for different x∗i (i = 1, 2). Note that every node
initially has no payoff. Each node obtains energy supply from the message ferry
only when it acts as aggregator and has at least one sender as its neighbor.
Our aim is to achieve all nodes having positive cumulative payoffs such that
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(a) No-retransmission case ( The minimum value 
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(b) Retransmission case ( The minimum value of b 
satisfying E[p] > 0 is 10.02).

Fig. 7. Transition of the number of nodes with positive cumulative payoffs (c = 10,
s = 0.1, k=5)

they can work permanently if they have a sufficient amount of initial battery
which depends on the parameter settings. Given c = 10, s = 0.1, k = 5, through
theoretic analysis, minimum b, bmin, satisfying Eq. (4), becomes 12.09 for no-
retransmission case and 10.02 for retransmission case, respectively. As shown in
Fig. 7, we observe that these theoretical predictions approximately accord with
the simulation results except for b close to bmin.

4.4 Successful Bundle Transfer

For senders (aggregators), it is desirable that at least one aggregator (resp.
sender) exists as a neighbor for successful bundles transferring. We define the
probability of senders (aggregators) that have at least one aggregator (resp.
sender) in their neighbors as sender (resp. aggregator) success probability. These
probabilities are affected not only by b, c, and s but also by k. Fig. 8 depicts
the probabilities as a function of k. At first, Figs. 8 (a) and 8 (b) show that as
k increases, the probabilities almost become one. This is because each node has
more neighbors in average if k increases. Note that we omit the sender successful
probability in Fig. 8(a) because senders always success in bundle transfer inde-
pendent of neighbors’ strategies with the help of the retransmission mechanism.
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conditions (c = 10, s = 0.1)
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or greater than 0.9, and stable and running conditions (c = 10, s = 0.1)

Next, comparing Figs. 8 (b) and 8 (c), we observe that small x∗1 decreases the
probabilities when k is small. Note that we want to keep x∗1 relatively low as
mentioned above but these results indicates that small x∗1 and k do not neces-
sarily satisfy the probabilities close to one. To clarify this, Fig. 9 illustrates the
minimum k which satisfies both probabilities ≥ 0.9 as a function of x∗i (i = 1, 2)
where b is set adequately. We observe that the minimum k increases when x∗i
(i = 1, 2) decrease but is kept relatively low. This can be confirmed from the
fact that k should be greater than 1/x∗i (i = 1, 2) for senders to have at least
one aggregator in their neighbors.

5 Conclusion

In this paper, we further examined the characteristics of the self-organized data
aggregation scheme proposed in [4]. We first introduced a new game model
taking account of bundle retransmission when a sender cannot find an aggre-
gator as its neighbor. Then, we derived the stable conditions through theoretic
analysis based on replicator dynamics on graphs. In addition, we discussed run-
ning condition where all nodes can survive without battery outage. To evaluate
the validity of theoretic analysis and reveal feasible parameter settings achieving
successful bundle transfer, we conducted simulation experiments using agent-
based dynamics. Both theoretic and simulation results presented appropriate
parameter settings to achieve a system with desirable characteristics: Stability,
survivability, and success probability in bundle transfer.
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Abstract. To realize the ambient information society, multiple wireless networks
deployed in the region or carried by users are required to cooperate with each
other. Since duty cycles and operational frequencies are different among net-
works, we need a mechanism to allow networks to efficiently exchange mes-
sages. In this paper, we propose a novel inter-networking mechanism where two
networks are synchronized with each other in a moderate manner, which we call
stepwise synchronization. With our proposal, nodes near the border of networks
adjust their operational frequencies in a stepwise fashion to bridge the gap be-
tween intrinsic operational frequencies. For this purpose, we adopt the pulse-
coupled oscillator model as a fundamental theory of synchronization. Through
simulation experiments, we show that the communication delay and the energy
consumption of border nodes are reduced, which enables wireless sensor net-
works to communicate longer with each other.

Keywords: Wireless Sensor Network, Synchronization, Pulse-Coupled Oscilla-
tor Model.

1 Introduction

The ambient information society is the concept and framework where intelligent envi-
ronment detects, reasons, and satisfies overt and potential demands of people without
their interaction [1,2,3]. In the ambient information society, people do not need to be
aware of existence of networked information devices embedded in the environment.
They do not need to intentionally access a network to control the environment to make
it comfortable and satisfy their demands. Instead, the embedded network controls the
environment and provides personalized information services to a user taking into ac-
count time, place, occasion, and person.

To realize the ambient information society, networks deployed and operating in the
same environment must cooperate with each other in exchanging information, sharing
information, and controlling each other. For example, a person has a wireless body area
network which consists of vital sensors, accelerometers, PDA, and other devices. On the
other hand, a room has embedded wired and wireless networks which consist of sen-
sors and actuators for environmental control for example. Intelligent home appliances
also constitute embedded networks. When the person enters the room, those networks

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 276–287, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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should cooperate with each other for smart environmental control. However, in gen-
eral, those devices organize different and independent networks operating on different
control policies, e.g. operational frequency. Therefore, so that the room provides the
person with a comfortable environment, we need a mechanism for different networks
to smoothly and dynamically connect and share their information. However, it is not a
trivial task.

There are several proposals on dynamic composition of multiple networks [4,5]. In
[4], they consider a mechanism for overlay networks to dynamically compose a hierar-
chical structure by two types of composition schemes, i.e. absorption and gatewaying.
In [5], cooperation between wireless networks is accomplished by organizing an over-
lay network by connecting gateway nodes belonging to different wireless networks. Al-
though they can be applied to ambient information networking to some extent, they have
a major problem that they do not take into account the difference in operational policies,
more specifically, operational frequencies of different wireless sensor networks.

In general, wireless sensor networks adopt a sleep scheduling or duty cycling mech-
anism to save energy. Operational frequencies, that is, frequencies that they wake up
and resume operation, are different among networks depending on application’s re-
quirement and characteristics of devices. For example, an air conditioner would obtain
and use the temperature information every minute to adjust its thermostat. On the other
hand, devices to detect locations of people have to report their detection result very
frequently at an order of seconds. When they want to exchange information among
them for intelligent control of room temperature to intensively regulate the temperature
around a person in the room, a node belonging to the location detection system has to
stay active in order to wait for a node belonging to the thermal management system to
wake up in transmitting a message. Even when an energy-efficient MAC protocol such
as S-MAC [6] and X-MAC [7] is used, such communication consumes the substantial
energy at the former node and it would bring danger of energy depletion.

Our research group considers stepwise synchronization between wireless sensor net-
works for smooth and moderate inter-networking. In [8], the concept of stepwise
synchronization is introduced, where sensor nodes located near the border of two net-
works adjust their operational frequencies to bridge the gap in their intrinsic opera-
tional frequencies. Since only nodes near the border change their operational frequency,
the remaining nodes can keep their frequency and thus energy consumption in inter-
networking can be reduced. The stepwise synchronization is self-organized based on
a nonlinear mathematical model of synchronization of oscillators, called the pulse-
coupled oscillator (PCO) model [9]. The PCO model describes emergence of synchro-
nization in a group oscillators with different frequencies through mutual interactions
through stimuli. By adopting the PCO model to scheduling, operational frequencies of
nodes can be appropriately adjusted without any centralized control in wireless sensor
networks. However, in [8], only an idea of stepwise synchronization is shown and no
detailed description on mechanisms is given.

Therefore, in this paper, we propose a realistic mechanism of stepwise synchroniza-
tion for inter-networking among wireless sensor networks with different operational fre-
quencies. In our mechanism, we strengthen the degree of entrainment at border nodes
to intensively shift the operational frequency toward that of the other network while
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the degree of entrainment is weakened as the distance to the border increase. As a
result, the operational frequencies of nodes near the border are adjusted to somewhere
between the original operational frequencies of wireless sensor networks. Through sim-
ulation experiments, we verify the practicality of our proposal in comparison with the
case where each of networks keeps its intrinsic operational frequency.

The rest of this paper is organized as follow. First in section 2, we explain the pulse-
coupled oscillator model. Next in section 3, we describe the details of our proposal.
In section 4, we show and discuss results of our simulation experiments. Finally, we
conclude the paper in section 5.

2 Pulse-Coupled Oscillator Model and Synchronization

A pulse-coupled oscillator model is a mathematical model which explains synchronized
flashing of a group of fireflies [9]. It is considered that a firefly maintains a biological
timer, based on which it intermittently flashes. The flashing frequency depends on its
intrinsic timer frequency, which could be different among individuals. However, when
fireflies form a group, they begin to flash in synchrony. A mechanism of biological
synchronization is explained as follow. When a firefly observes a flash of another firefly,
it is stimulated and its timer advances by a small amount. Because of nonlinearity in
timer or stimulus, by repeatedly stimulating each other, their timers begin to expire
synchronously, then flash at the same time. Among PCO models [9,10,11], in this paper
we use the model proposed in [9].

In the PCO model [9], oscillator i maintains phase φi (0 ≤ φi ≤ 1) of a timer
and state xi (0 ≤ xi ≤ 1) given by a function of phase. The dynamics of phase φi is
determined by the following differential equation.

dφi
dt

= Fi (1)

where Fi stands for the intrinsic timer frequency of oscillator i. State xi is determined
from phase φi by the following monotonically increasing nonlinear function,

xi =
1

b
ln[1 + (eb − 1)φi] (2)

where b (0 < b) is a dissipation parameter that dominates the rate of synchronization.
When phase φi and state xi reach 1, oscillator i fires and both phase φi and state

xi go back to 0. When an oscillator fires, the oscillator stimulates oscillators that are
coupled with the firing oscillator. If oscillator j is stimulated by oscillator i at time t,
oscillator j increases its state xj by a small amount ε and phase φj changes accordingly
as

xj(t
+) = B(xj(t) + ε), (3)

where

B(x) =

⎧⎨
⎩
x (0 ≤ x ≤ 1)
0 (x < 0)
1 (x > 1)
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Fig. 1. Cumulative number of flashing oscillators

and

φj(t
+) =

ebxj(t
+) − 1

eb − 1
(4)

When state xj(t+) and phase φj(t+) reach 1 by being stimulated, oscillator j also fires.
At this time, oscillators i and j are considered synchronized. To avoid overshoot and
instability, an oscillator is not stimulated by two or more oscillators at the same time,
and an oscillator is not stimulated at the time when it fires.

In Fig. 1, we show how the cumulative number of flashing oscillators changes with
different parameters b and ε against time. 100 nodes are arranged in a 10 × 10 grid.
Each node is coupled with neighboring nodes in up, right, down, and left directions.
The operational frequency of nodes is identical among nodes and their initial phase is
set at random. The height of stepwise increase in the number corresponds to the number
of oscillators simultaneously flashing. As indicated by arrows, the time when a group of
oscillators reach synchronization and begins to flash in synchrony is about 30,000 with
“b=0.1, ε=3.0”, about 20,000 with “b=3.0, ε=3.0”, about 13,000 with “b=1.0, ε=5.0”,
and about 4,000 with “b=0.3, ε=5.0”, respectively. When we adopt larger b and ε, the
speed of synchronization apparently increases. Although delay is not taken into account
in drawing the figure, it is known that the synchronization is accomplished in the envi-
ronment with loss and delay of stimuli [12,13].

3 Inter-networking Mechanism Using Stepwise Synchronization

In applying the PCO model to synchronization, a wireless sensor node corresponds to
an oscillator. It stimulates neighbor nodes in the range of radio signals by broadcasting
a message. A message is used for both of synchronization and data communication
with such a mechanism where control messages for synchronization are embedded in
messages for sensor data [14].
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Network1
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Network1 Network2

operational�
  frequency

Network1 Network2

stepwise synchronization

Fig. 2. Stepwise synchronization

Node i maintains state xi and phase φi as variables of a timer of frequency Fi and
calculates its new state and phase at regular intervals, e.g. at the granularity of timer.
When state xi and phase φi reach 1, node i sets both state xi and phase φi at 0 and
tries to broadcast a message which informs neighbor nodes that the node fires. Since a
wireless channel is the shared medium, there is possibility that broadcasting is delayed
to wait for the channel to become available. However, from our previous experiments,
the influence of delay on synchronization is negligible [12]. When a node receives a
broadcast message, it is stimulated. The stimulated node, say node j, increments its
state xj by a small amount ε by Eq. (3) and calculates new phase φ+j based on the
new state x+j by using Eq. (4). If the new state x+j and new phase φ+j reach 1, node
j also fires and broadcasts a message. Since duty cycling is adopted on a node, only
neighboring nodes that are awake can receive stimuli. Details of integration of duty
cycling and the PCO model will be given later.

Now we propose a stepwise synchronization-based inter-networking mechanism. In
our mechanism, we assume that two or more wireless sensor networks operating in dif-
ferent operational frequencies, at which nodes wake up and resume operation by duty
cycling, co-exist and nodes originally belonging to the same network are synchronized
to the same frequency by a PCO-based synchronization mechanism. A node can com-
municate with any nodes in its communication range independently of whether they
belong to the same network or not, as far as they are awake and ready to communicate.
A node can know the distance, i.e. the number of hops, from the border of networks by
using a mechanism which will be given later.

As an example, in Fig. 2, two wireless sensor networks with different operational
frequencies are adjacent, and they attempt to cooperate. When we couple border nodes
to let them stimulate each other, two wireless sensor networks will be unified to a single
network with the operational frequency identical to the faster one. If the difference in
the operational frequency is too large, they will remain independent. Therefore, we need
a new mechanism to accomplish stepwise synchronization where only a part of network
is involved in the synchronization and those networks with largely different operational
frequencies can be synchronized. For this purpose, we adjust the degree of entrainment
in accordance with the distance to the border. We focus on the fact that the dissipation b
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Fig. 3. Duty cycling

and the stimulus ε influence the degree of entrainment and the speed of synchronization
(see Fig. 1).

In our proposal, we set larger values of b and ε, e.g. b = 4.0 and ε = 0.3, at nodes
located at the border of wireless sensor networks to strengthen entrainment and shift
the operational frequency much. By receiving stimuli from the other network, nodes
located at the border of wireless sensor networks actively changes their operational fre-
quencies for larger parameters. Then smaller values are applied to nodes as the distance
to the border becomes larger, e.g. b = 3.5 and ε = 0.1. Nodes distant from the border
of wireless sensor networks are also entrained by receiving stimuli from nodes located
at the border, but the impact is smaller for smaller parameters and thus their operational
frequencies stay rather closer to the original frequency. Consequently, we observe a
stepwise change in operational frequencies around the border of two networks as illus-
trated in Fig. 2. Such stepwise synchronization can bridge the large gap in operational
frequencies which cannot be overcome by the PCO model alone.

Now, we describe details of our proposal. Figure 3 shows the duty cycling in our
proposal. Node i maintains state xi and phase φi of a timer of frequency Fi. The phase
automatically advances and the state accordingly changes independently of whether it
is awake or sleeping. When state xi and phase φi reach 1, node i sets both state xi
and phase φi at 0 and tries to broadcast a stimulus message. After the duration re-
quired to broadcast a stimulus message, node i goes to sleep for T n

sleep = T n−1
i × (1−

DutyRatio) independently whether it could successfully broadcast a stimulus message
or not. T n−1

i , called operational interval, is defined as the duration from the n − 1-th
firing timing to the n-th firing timing andDutyRatio is the duty ratio parameter which
is determined in advance. Although a sleeping node does not receive any stimulus mes-
sage, there is a case that the state and phase occasionally reach 1. In such a case, a
node wakes up to broadcast a stimulus message and after broadcasting it immediately
resumes the sleep state for the remainder of T n

sleep. When T n
sleep has passed, the node

wakes up and becomes capable of sending and receiving messages for the duration of
T n
active = T n−1

i ×DutyRatio. When node i receives a stimulus message in its active
period, it calculates its new state and phase by Eqs. (3) and (4). If the new state and new
phase reaches 1, node i fires, broadcasts a stimulus message, and goes to sleep.

So that other nodes in the network can recognize their relative distance to the border,
all nodes at the border, which have received messages from the other network, sets the
distance field in the header of stimulus message it broadcasts as 1, meaning that the
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message is from a node at the border. By receiving messages, a node can appropriately
set its distance by adding 1 to the minimum value in the distance field of received
messages. The distance information is also embedded in messages that it broadcasts, so
that the distance information propagates through a network. Once a node recognizes its
distance to the border, it adjusts b and ε in accordance with the distance. In this paper, the
relationship between a pair of parameters b and ε and the distance is determined from
preliminary experiments. A node at the border begins to use value 0 for the distance
field, if it has not received any messages from the other network for a certain period of
time to notify other nodes of the end of cooperation. Receiving this message, distance
information is initialized to 0 on other nodes.

In addition to duty cycling based on the PCO-model, we further adopt duty cycling
on the MAC layer. Low power listening (LPL) is an approach widely used in energy-
efficient MAC protocols such as X-MAC [7]. With X-MAC, a node periodically wakes
up by turning on a transceiver to see whether there is any message destined to itself.
The duration that a node is ready for reception is denoted asRl and the interval between
successive active periods is denoted as Rs when the transceiver is off. A sender node
that intends to send a message first transmits small messages, called Short Preamble,
to notify a receiver of the existence of message. It keeps sending preambles until it
receives an ACK for the preambles from an intended receiver. When a receiver, that is,
a node that the sender wants to send the message to, wakes up, it would receive one of
preambles during its active period. Then, the receiver sends back an ACK message to
the sender and extends its active period accordingly. On receiving the ACK, the sender
begins to send the message. After receiving the whole message, the receiver sends an
ACK again to the sender. In a case of broadcasting, where a message is not intended
for any specific node but all nodes in the vicinity, a sender begins to send a message
itself repeatedly for the duration of slightly longer than Rs without communication
initialization by Short Preamble. There is no acknowledgement either for broadcasting.

4 Performance Evaluation

4.1 Simulation Settings

We arranged 50 nodes in a 16 × 16 area as shown in Fig. 4. In Fig. 4, nodes in the
upper-left area belong to Network 1 and the others do Network 2. Therefore, each of
networks has four border nodes located in the overlapping area. A circle shown in Fig. 4
illustrates the communication range of the node centered at the circle and each node can
communicate with nodes located within the communication range. Parameters are set
as summarized in Table 1. In Table 1, Spre, Sack, Sstim and Sdata stand for durations
that a node sends a Short Preamble, an ACK, a stimulus message and a data packet,
respectively. The operational interval between successive broadcasting is about 23 to
25 seconds in Network 1 and 130 to 143 seconds in Network 2. Initial states are set at
random. Parameters b and ε used in cooperation are shown in Table 2 for each number
of hop counts from the border. The duty ratio is set at 0.3 at all nodes.

In our simulation, the sink node of Network 1 sends a data message to the sink node
of Network 2 by using multihop unicast communication once per 10 operational cycles.
Data messages take the shortest path to the receiver node following the diagonal of the
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Fig. 4. Node layout in simulation

Table 1. Parameter settings

PCO
param. value
b 3.0
ε 0.1
f1 0.040 - 0.044 [Hz]
f2 0.007 - 0.0077 [Hz]

X-MAC
param. value [ms] param. value [ms]
Spre 2.0 Rs 200
Sack 2.0 Rl 20
Sstim 4.0
Sdata 4.0

networks. When a node between the sink nodes is active and receives a data message, it
immediately tries sending the message to a next-hop node. It transmits preambles until
it receives an ACK from the next-hop node, even after the end of the PCO-based active
period, i.e. expiration of timer. When the transmission of the data message is completed,
the node begins to sleep if the phase of timer is in the range of the PCO-based sleep
period. Otherwise, it keeps awake in the PCO-based active period.

For the purpose of evaluation of energy consumption, we assume that each node is
equipped with an Atmel ATmega 128L processor, a Texas Instruments CC2420 radio
chip and two AA batteries. The details of energy consumption model is summarized in
Table 3.

4.2 Results and Discussion

We compare two scenarios, where both networks keep their intrinsic frequencies de-
noted as “independent”, and our proposal is adopted denoted as “proposal”. As perfor-
mance measures, we use communication delay which is defined as the duration between
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Table 2. PCO parameters used in cooperation

param. distance to border
border 1 hop 2 hop 3 hop 4 hop

b 4.0 3.5 3.0 2.0 1.5
ε 0.3 0.1 0.05 0.05 0.05

Table 3. Energy consumption model

param. value
Initial energy 2000 [mAh]
Processor active current 8 [mA]
Sleeping current 15 [uA]
Sending current 9.9 [mA]
Waiting and receiveing current 19.7 [mA]

the time when a node begins to send preambles for transmission of a data message and
the time when a node receives an ACK for message reception.

First, we confirm that the stepwise synchronization is accomplished. Figure 5 shows
how nodes in Network 2 (slower network) adapt their operational frequencies. Each
square corresponds to a node and the color shows resultant operational intervals. In this
figure, we see that the operational interval of nodes at the border, i.e. four nodes located
upper-left of the network, becomes about 50 [s], closer to the operational interval of
Network 1. On the other hand, the operational interval of other nodes become longer
than that of those border nodes as the distances to the border become larger. As a result,
the stepwise change in operational frequency emerges in accordance with the distance
to the border.

Next, we evaluate per-hop communication delay. Figure 6 shows the median of the
communication delay of all data messages transmitted in the simulation runs. In Fig. 6,
“1-1, 1-2” corresponds to the communication delay from Node(1-1) to Node(1-2), for
example. Those nodes from Node(1-1) to Node(1-4) belong to Network 1 (faster net-
work), and those from Node(2-1) to Node(2-5) belong to Network 2 (slower network).
Node(1-4), Node(2-1) and Node(2-2) are nodes located at the border of networks. In
Fig. 6, in the case of “independent”, although all communication delays between nodes
belonging to the same network are quite small, communication delay between nodes lo-
cated at the border is 23 [s]. It is because Node(1-4) has to wait for Node(2-1) located at
the border of Network 2 to wake up. On the other hand, in the case that our proposal is
adopted, communication delays between nodes belonging to Network 2 become large.
It is because that they do not wake up at the same time any more for different opera-
tional frequencies shown in Fig. 5. However, the communication delay between nodes
located at the border of networks is reduced. The reason that the communication delay
between Node(2-1) and Node(2-2) is small in both cases is that both Node(2-1) and
Node(2-2) are located at the border and they are synchronized. As stated above, com-
munication delay results from waiting intransmission, during which a node consumes
energy. We next evaluateenergy consumption, which is a major concern of a wireless
sensor network.
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Finally, simulation results of energy consumption are summarized in Fig. 7. In Fig. 7,
in the case of “independent”, although the energy consumption of nodes located inside
of networks is almost constant, Node(1-4) located at the border of Network 1 consumes
the largest energy among all nodes in waiting for Node(2-1) to wake up. On the other
hand, in the case that our proposal is adopted, the amount of energy consumed at the
border node, i.e. Node(1-4), is reduced from 10.3 [mAh] to 8.9 [mAh] at the sacrifice
of increased energy consumption at nodes in Network 2.

Although the total amount of consumed energy is larger with our proposal than the
case of independent networks, we consider that our proposal benefits wireless sensor
networks in (i) it balances energy consumption among nodes, which leads to prolon-
gation of the lifetime of border nodes, (ii) it can enable wireless sensor networks with
largely different frequencies to synchronize with each other (not shown in this paper),
and (iii) since the stepwise synchronization emerges as a consequence of mutual interac-
tion between nodes and there is no deterministic rule to determine stepwise operational
frequencies, it can adapt to various situations, e.g. increase in the number of networks
to cooperate, cooperation among moving networks, and different degree of cooperation.
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5 Conclusion

In this paper, to achieve smooth and moderate inter-networking between wireless sensor
networks with different operational frequencies, we propose a stepwise synchronization-
based inter-networking mechanism. In this mechanism, we adopt the pulse-coupled
oscillator model to autonomously accomplish stepwise synchronization. Through simu-
lation experiments, it was shown that the delay in communication between border nodes
and the energy consumption at the border nodes were reduced, but at the sacrifice of en-
ergy at nodes near the border in the slower network.

Since only preliminary and proof-of-concept evaluation is conducted in the paper,
we further plan to comprehensively evaluate the proposal in such scenarios where the
difference in operational frequencies is much larger between two networks, there are
more than three networks to cooperate, and the degree of overlapping, i.e. the number
of border nodes, dynamically changes.
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Abstract. The primary goal of software quality engineering is to apply vari-
ous techniques and processes to produce a high quality software product. One
strategy is applying data mining techniques to software metrics and defect data
collected during the software development process to identify the potential low-
quality program modules. In this paper, we investigate the use of feature selection
in the context of software quality estimation (also referred to as software de-
fect prediction), where a classification model is used to predict program modules
(instances) as fault-prone or not-fault-prone. Seven filter-based feature ranking
techniques are examined. Among them, six are commonly used, and the other
one, named signal to noise ratio (SNR), is rarely employed. The objective of the
paper is to compare these seven techniques for various software data sets and as-
sess their effectiveness for software quality modeling. A case study is performed
on 16 software data sets and classification models are built with five different
learners. Our experimental results are summarized based on statistical tests for
significance. The main conclusion is that the SNR technique performs better than
or similar to the best performer of the six commonly used techniques.

Keywords: filter-based feature ranking techniques, software defect prediction,
software metrics, software quality.

1 Introduction

The quality of a software product is a key factor to that product’s success or failure,
and must be monitored and managed throughout the software development process.
Extensive studies have been dedicated towards improving software quality. One fre-
quently used method is software defect prediction, in which practitioners utilize soft-
ware metrics (attributes or features) gathered during the software development life
cycle, along with various data mining techniques, to build classification models for pre-
dicting whether a given program module (instance or example) is in the fault-prone (fp)
or not-fault-prone (nfp) class [18]. The primary benefit of such a strategy is that it fa-
cilitates intelligent project resource allocation for the potentially problematic modules.
For example, modules predicted to be fault-prone receive more inspection and testing,
resulting in better quality.

However, in the practice of software defect prediction, we find that superfluous soft-
ware metrics often exist in data repositories. Moreover, the collected software metrics
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may not be complete, consistent, or useful; some metrics may be redundant or irrel-
evant to classification results. Therefore, using all available software metrics to train
a defect prediction model without considering the quality of the underlying software
measurement data is often not the best strategy. Selecting a subset of features that are
most important to the class attribute is needed prior to the model training process.

In this paper, we investigate seven filter-based feature ranking techniques to choose
subsets of features (metrics). Among the seven techniques, six of them are commonly
used methods, chi-square (CS), information gain (IG), gain ratio (GR), symmetrical
uncertainty (SU), and ReliefF (two types, RF and RFW) [25]; the remaining technique
is based on signal to noise ratio (SNR), which is a widely used concept in electrical
and communication engineering but which has only started being used in data mining
research very recently [17]. The idea of the filter-based feature ranking techniques is
as follows: (1) each independent attribute is individually paired with the class attribute;
(2) an intrinsic characteristic (score) of each attribute is evaluated; and (3) attributes are
ordered according to the calculated scores. Note that no classifiers are built during the
filter-based feature ranking process.

The main objective of this paper is to evaluate the effectiveness of seven filter-based
feature selection methods in the context of software quality estimation. The case study
data consists of software measurement and defect data from three real-world software
projects, including four data sets from a very large telecommunications software sys-
tem (LLTS) [12], nine data sets from the Eclipse project [28], and three data sets
from NASA software project KC1 [16]. In the case study, feature selection is per-
formed first, then defect prediction models are constructed using five different clas-
sifiers (naı̈ve Bayes, multilayer perceptron, support vector machine, logistic regression,
and K-nearest-neighbors) with the training data consisting of the software metrics se-
lected by the seven different approaches. The empirical results demonstrate that the
SNR technique has better performance than the other six commonly used feature se-
lection approaches on average. Moreover, SNR exhibits more stable performance than
some standard techniques such as RF and RFW with respect to different learners. From
a software practice point of view, researchers and practitioners would like to work with
a smaller set of metrics for defect prediction rather than analyze a large number of
metrics.

The remainder of the paper is organized as follows: Section 2 describes some related
work. Section 3 presents seven filter-based feature ranking techniques, five classifiers,
and the performance metric used in this study. Section 4 describes the empirical case
study, including software measurement data, results, analysis, and threats to empirical
validity. Section 5 summarizes the conclusions of the paper and some directions for
future work.

2 Related Work

Feature selection is the process of choosing some subset of the features and building a
classifier based solely on those. It can remove as many unnecessary features as possible,
leaving only those features which are useful in building a classifier. Feature selection



290 T.M. Khoshgoftaar, K. Gao, and A. Napolitano

has been extensively studied for many years in the data mining and machine learning
community. A good overview on various aspects of the attribute selection problem was
done by Guyon and Elisseeff [7]. They outlined the key techniques and approaches
used in attribute selection including feature construction, feature ranking, multivariate
feature selection, efficient search methods, and feature validity assessment methods.
Liu and Yu [19] provided a comprehensive survey of feature selection algorithms and
presented an integrated approach to intelligent feature selection.

Typically, feature selection techniques are divided into two types: wrapper-based
and filter-based. The wrapper-based approach involves training a learner during the
feature selection process, while a filter-based approach uses the intrinsic characteristics
of the data for feature selection and does not rely on training a learner. The primary
advantage of the filter-based approach over the wrapper-based approach lies in its faster
computation.

In this paper, we examine seven filter-based feature ranking techniques, six of which
are commonly used filter-based methods, while the other one, named signal to noise
ratio (SNR), has only been applied in data mining research very recently to select rele-
vant features in classification problems. Studies [5] showed that SNR’s ability to prop-
erly rank the features is affected by the number of features present. If the number of
features is too large (very high dimensional data) then ranking performance may be af-
fected by the presence of noise in the data. But in most cases, SNR combined with other
approaches shows improved performance. Next, we briefly discuss some of the recent
techniques that involve SNR in feature selection.

A PCC (Pearson correlation coefficient ) SNR hybrid method is shown to be very ef-
ficient in selecting genes in microarray expression data [5]. ANN (artificial neural net-
work) based feature selection using SNR for classification of Doppler ultrasound signals
has been studied by Güler and ı́beyli [6]. They devised an ANN-SNR based classifica-
tion method to classify Ophthalmic arterial Doppler signals and internal carotid arterial
Doppler signals. Lakshmi et al. [17] suggest a MSNR (maximized signal to noise ratio)
technique in the field of text classification. A novel GA-Taguchi based feature selection
method applies this SNR based technique on seventeen different real world data sets
and shows its superiority in selecting useful features [27]. In this paper, we study the
standard SNR technique and apply it to software quality modeling. To our knowledge,
no research has done this before.

We also notice that although feature selection has been widely applied in various data
mining problems [3,7,8,10,22], its application in software quality and reliability engi-
neering has been rather limited. Rodrı́guez et al. [21] applied feature selection to five
software engineering data sets using three filter-based models and three wrapper-based
models. The authors state that the reduced data sets maintained the prediction capability
of the original data sets while using fewer attributes. Chen et al. [2] have studied feature
selection using wrappers in the context of software cost/effort estimation. In recent stud-
ies [24,13], we investigated various feature selection techniques, including filter-based
and wrapper-based methods. It was concluded that the performances of the classifica-
tion models either improved or were not affected when over 85% of the features were
eliminated from the original data sets.
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3 Methodology

3.1 Standard Filter-Based Feature Ranking Techniques

Feature ranking assigns a score to each feature according to a particular method (met-
ric), allowing the selection of the best set of features. The six commonly used filter-
based feature ranking techniques considered in this work include [25]: chi-square (CS),
information gain (IG), gain ratio (GR), two types of ReliefF (RF and RFW), and sym-
metrical uncertainty (SU).

The chi-squared - χ2 (CS) test is used to examine the distribution of the class as it
relates to the values of the target feature. The null hypothesis is that there is no corre-
lation, i.e., each value is as likely to have instances in any one class as any other class.
Given the null hypothesis, the χ2 statistic measures how far away the actual value is
from the expected value:

χ2 =

r∑
i=1

nc∑
j=1

(Oi,j − Ei,j)
2

Ei,j

where r is the number of different values of the feature, nc is the number of classes (in
this work, nc = 2), Oi,j is the observed number of instances with value i which are
in class j, and Ei,j is the expected number of instances with value i and class j. The
larger the χ2 statistic, the more likely it is that the distribution of values and classes are
dependent; that is, the feature is relevant to the class.

Information gain, gain ratio, and symmetrical uncertainty are measures based on the
concept of entropy from information theory [25]. Information gain (IG) is the informa-
tion provided about the target class attribute Y, given the value of another attribute X.
IG measures the decrease of the weighted average impurity of the partitions compared
to the impurity of the complete set of data. IG tends to prefer attributes with a larger
number of possible values. If one attribute has a larger number of values, it will appear
to gain more information than those with fewer values, even if it is actually no more
informative. One strategy to solve this problem is to use the gain ratio (GR), which
penalizes multiple-valued attributes. Symmetrical uncertainty (SU) is another way to
overcome the problem of IG’s bias toward attributes with more values, doing so by
dividing by the sum of the entropies of X and Y.

Relief is an instance-based feature ranking technique introduced by Kira and Ren-
dell [15]. ReliefF is an extension of the Relief algorithm that can handle noise
and multiclass data sets, and is implemented in the WEKA1 tool [25]. When the
WeightByDistance (weight nearest neighbors by their distance) parameter is set
as default (false), the algorithm is referred to as RF; when the parameter is set to ‘true’,
the algorithm is referred to as RFW.

1 WEKA (Waikato Environment for Knowledge Analysis) is a popular suite of machine learn-
ing software written in Java, developed at the University of Waikato. WEKA is free software
available under the GNU General Public License. In this study, all experiments and algorithms
were implemented in the WEKA tool.
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3.2 Signal to Noise Ratio

Signal to noise ratio (SNR) [5], in the context of classification problems in data min-
ing, defines how well a feature discriminates two classes in a two-class problem. The
equation to calculate SNR is

SNR =
μP − μN

σP + σN

where μP and μN are mean values of a particular attribute for the samples from class P
and class N , and σP and σN are standard deviations for this attribute from the sample
set for class P and class N . Because of its discriminating power among the classes,
SNR is highly efficient to properly rank the features in terms of its relation to the output
class.

3.3 Classification Algorithms

The software defect prediction models are built using five different classification algo-
rithms, including Naı̈ve Bayes (NB) [25], Multilayer Perceptron (MLP) [9], Support
Vector Machine (SVM) [23], Logistic Regression (LR) [25], and K-nearest-neighbors
(KNN) [25]. These learners were selected for two key reasons: (1) they do not have a
built-in feature selection capability, and (2) they are commonly used in both software
engineering and data mining domains [11,18,20].

The WEKA data mining tool [25] is used to instantiate the different classifiers. Gen-
erally, the default parameter settings for the different learners are used (for NB and LR),
except for the below-mentioned changes. A preliminary investigation in the context of
this study indicated that the modified parameter settings are appropriate.

– In the case of MLP, the hiddenLayers parameter was changed to ‘3’
to define a network with one hidden layer containing three nodes, and the
validationSetSize parameter was changed to ‘10’ to cause the classifier to
leave 10% of the training data aside for use as a validation set to determine when
to stop the iterative training process.

– For the KNN learner, the distanceWeighting parameter was set to ‘Weight
by 1/distance’, and the kNN parameter was set to ‘5’.

– In the case of SVM, two changes were made: the complexity constant c
was set to ‘5.0’, and build Logistic Models was set to ‘true’. A linear ker-
nel was used by default.

3.4 Performance Metric

The Area Under the ROC (Receiver Operating Characteristic) curve, abbreviated as
AUC, is used for evaluating the defect prediction models in this study. If the fp mod-
ules are considered positive and the nfp modules are considered negative, then the ROC
curve plots the true positive rates versus the false positive rates. An ROC curve illus-
trates the classifier’s performance across all decision thresholds, i.e., a number between
0 and 1 that theoretically separates the fp and nfp modules. This is in contrast to most
defect prediction studies that use performance metrics based on the default decision
threshold value of 0.5. The AUC values range from 0 to 1, where a perfect classifier
provides an AUC value of 1 [11,25].
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Table 1. Software Data Set Characteristics

Data #Attri. #Inst. #fp %fp #nfp %nfp

SP1 42 3649 229 6% 3420 94%
LLTS SP2 42 3981 189 5% 3792 95%

SP3 42 3541 47 1% 3494 99%
SP4 42 3978 92 2% 3886 98%

E2.0-10 208 377 23 6% 354 94%
E2.0-5 208 377 52 14% 325 86%
E2.0-3 208 377 101 27% 276 73%
E2.1-5 208 434 34 8% 400 92%

Eclipse E2.1-4 208 434 50 12% 384 88%
E2.1-2 208 434 125 29% 309 71%
E3.0-10 208 661 41 6% 620 94%
E3.0-5 208 661 98 15% 563 85%
E3.0-3 208 661 157 24% 504 76%

KC1-5 62 145 36 25% 109 75%
NASA KC1-10 62 145 21 14% 124 86%

KC1-20 62 145 10 7% 135 93%

4 Case Study

4.1 Software Measurement Data

Experiments conducted in this study used software metrics and defect data collected
from real-world software projects, including a very large telecommunications software
system (denoted as LLTS) [12], the Eclipse project [28], and NASA software project
KC1 [16].

The software measurement data sets of LLTS consist of 42 software metrics, includ-
ing 24 product metrics, 14 process metrics, and four execution metrics. More details
about these software metrics can be seen in [12]. The dependent variable is the class
of the program module. A module with one or more faults is considered fp, and nfp
otherwise. The LLTS software system consists of four successive releases labeled SP1,
SP2, SP3, and SP4, where each release is characterized by the same number and type of
software metrics, but has a different number of instances (program modules). The SP1,
SP2, SP3, and SP4 data sets consist of 3649, 3981, 3541, and 3978 program modules,
respectively.

From the PROMISE data repository [28], we obtained the Eclipse defect counts and
complexity metrics data set. The original data for the Eclipse packages consists of three
releases denoted 2.0, 2.1, and 3.0, respectively. We chose three post-release defects
thresholds thd to determine the defective instances for each release. A program module
with thd or more post-release defects is labeled as fp, while those with fewer than thd
defects are labeled as nfp. In our study, we use thd ε {10, 5, 3} for release 2.0 and
3.0 while we use thd ε {5, 4, 2} for release 2.1. All nine derived data sets contain 208
independent attributes. Releases 2.0, 2.1, and 3.0 contain 377, 434, and 661 instances,
respectively.

We obtain the class-level data set for the KC1 data set also from the PROMISE repos-
itory. This is a publicly available data set that represents one of five NASA projects [16].
The original data contains a set of measures per module, including the number of de-
fects reported for the module. It included 145 instances, each containing 94 indepen-
dent attributes plus a defect attribute. After removing 32 Halstead derived measures,
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we have 62 independent attributes left. We used three different thresholds to define de-
fective instances, thereby obtaining three structures of the preprocessed KC1 data set.
The thresholds are 20, 10, and 5, indicating instances with number of defects greater or
equal to 20, 10, or 5 belong to the fp class, or the nfp class otherwise. The three data
sets are named KC1-20, KC1-10, and KC1-5, respectively.

The 16 data sets used in this work reflect software projects of different sizes with
different proportions of fp and nfp modules. Table 1 lists the characteristics of the 16
data sets utilized in this work.

4.2 Results of the Feature Selection Techniques

When using a filter-based feature ranking technique, the number of features (software
metrics) that will be selected for modeling must be given in advance for the technique.
In this study, we choose �log2 n� features that have the highest scores, where n is the
total number of the independent features. The reasons we adopt such a strategy in-
clude: (1) to our knowledge, related literature does not provide guidance on the ap-
propriate number of features to select in such ranking techniques; (2) a recent study
[14] recommended using �log2 n� features to build Random Forests learners for binary
classification for imbalanced data sets; and (3) a preliminary investigation showed that
�log2 n� is also appropriate for various learners. Consequently, a feature subset with
size of �log2 n� is used. That is, for the four LLTS data sets, we select �log2 42� = 6
features; for the nine Eclipse data sets, we select �log2 208� = 8 features; and for the
three NASA KC1 data sets, we select �log2 62� = 6 features.

Following the feature selection algorithms, the five different types of classification
models are constructed with data sets containing only the selected attributes. The defect
prediction models are evaluated in terms of the AUC performance metric, as stated
earlier. Due to paper size limitations, we could not present each individual classifier’s
performance. We only present the results of the NB and LR learners individually and
the average performance over five learners, as shown in Tables 2, 3, and 4 respectively.
However, the discussions and summaries are made based on the facts observed over all
five different classifiers.

In the experiments, ten runs of five-fold cross-validation were performed for model
training. The values presented in the tables represent the average AUC for every classi-
fication model constructed over the ten runs of five-fold cross-validation. All the results
of seven feature selection techniques and over 16 different software data sets are re-
ported. The best feature selection technique in terms of their AUCs for each data set
(row) is highlighted in bold. We also summarize the average performance (last row of
the table) for each feature selection technique across the 16 data sets.

The results demonstrate that SNR outperformed the other feature selection tech-
niques on average when the five classifiers are applied to the selected subset of features,
since the average AUC of SNR over the five learners is 0.8380 (last row of Table 4),
which is the highest score among the seven techniques. For the six commonly used
techniques, IG performed best on average; GR, RF, and RFW performed more poorly
than the other three techniques (IG, CS and SU). Of course, once the subset of features
is set, the classification performance is determined by the learners we select. For in-
stance, the feature subset selected by SNR demonstrated better performance than the
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Table 2. Classification Performance in terms of AUC for NB Classifier

Data Set CS GR IG RF RFW SU SNR

SP1 0.7846 0.7346 0.7831 0.7879 0.7882 0.7865 0.7995
SP2 0.8108 0.7613 0.8081 0.8053 0.8081 0.7729 0.8142
SP3 0.8184 0.7808 0.8118 0.8305 0.8190 0.7882 0.8067
SP4 0.7696 0.7519 0.7795 0.7731 0.7735 0.7592 0.8130

E2.0-10 0.7904 0.8074 0.8070 0.8455 0.8107 0.8158 0.8623
E2.0-5 0.8421 0.8078 0.8562 0.8617 0.8607 0.8464 0.8767
E2.0-3 0.7963 0.7458 0.8002 0.7857 0.8107 0.7940 0.8003
E2.1-5 0.8419 0.7919 0.8547 0.8022 0.8188 0.8269 0.8681
E2.1-4 0.8226 0.7917 0.8281 0.7688 0.7302 0.8170 0.8560
E2.1-2 0.7536 0.7614 0.7542 0.7993 0.7966 0.7551 0.8063
E3.0-10 0.8742 0.8463 0.8963 0.8044 0.8101 0.8540 0.9175
E3.0-5 0.8866 0.8785 0.8851 0.8481 0.8732 0.8817 0.9099
E3.0-3 0.8130 0.7974 0.8122 0.7789 0.8024 0.8072 0.8759

KC1-5 0.7484 0.7489 0.7438 0.7990 0.7832 0.7468 0.7847
KC1-10 0.7513 0.7729 0.7546 0.7585 0.7639 0.7719 0.7508
KC1-20 0.8525 0.8669 0.8569 0.8296 0.8987 0.8532 0.8646

Average 0.8098 0.7903 0.8145 0.8049 0.8093 0.8048 0.8379

Table 3. Classification Performance in terms of AUC for LR Classifier

Data Set CS GR IG RF RFW SU SNR

SP1 0.8021 0.7688 0.8014 0.8103 0.8091 0.7993 0.8176
SP2 0.8230 0.7935 0.8176 0.8221 0.8233 0.7909 0.8279
SP3 0.8354 0.7805 0.8361 0.8354 0.8387 0.8040 0.8336
SP4 0.8153 0.7816 0.8216 0.8118 0.8142 0.7802 0.8232

E2.0-10 0.8067 0.8173 0.8367 0.8493 0.8184 0.8214 0.8595
E2.0-5 0.8898 0.8695 0.8999 0.8907 0.8923 0.8895 0.9029
E2.0-3 0.8665 0.8140 0.8658 0.8345 0.8468 0.8600 0.8611
E2.1-5 0.8729 0.8394 0.8765 0.8728 0.8824 0.8655 0.8887
E2.1-4 0.8673 0.8587 0.8652 0.8252 0.7582 0.8706 0.8768
E2.1-2 0.8852 0.8774 0.8839 0.8607 0.8726 0.8829 0.8868
E3.0-10 0.9090 0.8808 0.9015 0.8672 0.8604 0.8850 0.9152
E3.0-5 0.9424 0.9334 0.9420 0.8974 0.9083 0.9360 0.9418
E3.0-3 0.9096 0.9019 0.9098 0.8267 0.8415 0.9066 0.9204

KC1-5 0.7774 0.7669 0.7711 0.8134 0.7946 0.7648 0.7990
KC1-10 0.7613 0.7649 0.7791 0.7393 0.7072 0.7734 0.7701
KC1-20 0.8202 0.8293 0.8160 0.7433 0.8420 0.8336 0.8252

Average 0.8490 0.8299 0.8515 0.8312 0.8319 0.8415 0.8594

feature subsets selected by the other approaches for 11 out of 16 cases when NB was
applied (see Table 2); 10 out of 16 cases when LR was used (see Table 3); seven out of
16 cases for MLP; six out of 16 for KNN; and four out of 16 for SVM. But on average,
SNR performed better than other techniques for eight out of 16 cases (see Table 4).

We also performed a one-way ANalysis Of VAriance (ANOVA) F-test [1] on the
classification performance for each technique across all the data sets to examine the
significance level of the performance differences. The ANOVA tests were performed
on the five classifiers individually. Once again, due to space limitation, we only present
the test results for NB, LR, and the average of all five classifiers. The underlying as-
sumptions of ANOVA were tested and validated prior to statistical analysis. The main
factor of our ANOVA experiment is the seven feature ranking techniques. The null hy-
pothesis for the ANOVA test is that all the group population means are the same, while
the alternate hypothesis is that at least one pair of means is different.
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Table 4. Classification Performance in terms of AUC for Five Classifiers

Data Set CS GR IG RF RFW SU SNR

SP1 0.7556 0.7236 0.7579 0.7627 0.7557 0.7593 0.7678
SP2 0.7863 0.7437 0.7741 0.7594 0.7619 0.7570 0.7906
SP3 0.7800 0.7379 0.7792 0.7818 0.7839 0.7593 0.7752
SP4 0.7641 0.7180 0.7722 0.7469 0.7512 0.7346 0.7781

E2.0-10 0.8172 0.8092 0.8404 0.8499 0.8178 0.8188 0.8693
E2.0-5 0.8758 0.8440 0.8850 0.8699 0.8674 0.8754 0.8905
E2.0-3 0.8333 0.7850 0.8358 0.8023 0.8158 0.8322 0.8300
E2.1-5 0.8767 0.8252 0.8882 0.8162 0.8299 0.8695 0.8800
E2.1-4 0.8664 0.8310 0.8680 0.7875 0.7207 0.8636 0.8654
E2.1-2 0.8512 0.8460 0.8500 0.8243 0.8328 0.8482 0.8598
E3.0-10 0.9018 0.8644 0.9128 0.8435 0.8304 0.8744 0.9065
E3.0-5 0.9228 0.9144 0.9226 0.8633 0.8760 0.9175 0.9247
E3.0-3 0.8822 0.8693 0.8812 0.7962 0.8134 0.8772 0.8964

KC1-5 0.7774 0.7589 0.7676 0.8049 0.7895 0.7634 0.7837
KC1-10 0.7714 0.7731 0.7760 0.7358 0.7084 0.7803 0.7641
KC1-20 0.8288 0.8418 0.8353 0.7989 0.8664 0.8355 0.8261

Average 0.8307 0.8053 0.8341 0.8027 0.8013 0.8229 0.8380

Table 5. One-way ANOVA

(a) NB
Source Sum Sq. d.f. Mean Sq. F p-value
Techniques 0.1982 6 0.0330 16.61 0
Error 2.2129 1113 0.0020
Total 2.4111 1119

(b) LR
Source Sum Sq. d.f. Mean Sq. F p-value
Techniques 0.1289 6 0.0215 7.59 0
Error 3.1523 1113 0.0028
Total 3.2812 1119

(c) Five Classifiers
Source Sum Sq. d.f. Mean Sq. F p-value
Techniques 1.2057 6 0.2010 43.11 0
Error 26.0682 5593 0.0047
Total 27.2739 5599

Table 5 shows the ANOVA results. It includes three subtables, each representing
the result for each individual case (NB, LR, and five classifiers). All the p-values are
less than the typical cutoff 0.05, indicating that for the main factor (Techniques), the
alternate hypothesis is accepted, namely, at least two group means are significantly dif-
ferent from each other. We continued our statistical validation by performing a multiple
comparison test on the main factor with Tukey’s Honestly Significant Difference (HSD)
criterion [1]. Note that for both ANOVA and multiple comparison tests, the significance
level α was set to 0.05.

The multiple comparison results are shown in Figure 1, displaying graphs with each
group mean represented by a symbol (◦) and the 95% confidence interval as a line
around the symbol. Two means are significantly different if their intervals are disjoint,
and are not significantly different if their intervals overlap. Matlab was used to perform
the ANOVA and multiple comparisons presented in this work. Based on the multiple
comparison results, we can conclude the following points:

– Among the six commonly used filter-based feature selection techniques, IG per-
formed best. This is true irrespective of what classifier is used to build classification
models. CS and SU performed averagely and GR, RF, and RFW performed poorly
on average.
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Fig. 1. Multiple Comparison

– SNR performed better than or similar to the best performer of the six commonly
used techniques (i.e., IG) across 16 data sets on average.

– Some techniques demonstrate relatively stable performance with respect to differ-
ent learners such as SNR and IG, while other techniques, such as RF and RFW,
show more fluctuational performance with respect to different learners.

– Overall, IG and SNR demonstrated better and more stable performance than other
approaches, and therefore are recommended by this study.

4.3 Discussion on Selected Software Metrics

From a software engineering point of view, a discussion on which software metrics were
selected is warranted. Due to paper size limitations, we only present the results on LLTS
SP1 as shown in Table 6. The table presents the selected subsets of software metrics for
the seven techniques. For example, for SP1, the CS technique produces a subset of
software metrics {5, 11, 15, 24, 33, 41}, where the values represent the software metric
ID numbers. The 42 software metrics are labeled with an ID number ranging from 1
to 42. From the table, we can see that 27 metrics were selected by at least one feature
selection technique and 15 metrics have never been selected by any techniques such as
metric 3, 4, 10, and so on. The second column of the table indicates the number of times
the metric is selected. All the detailed information related to the 42 software metrics are
listed in Table 7.

Our recent work [4] has shown that classification models built on smaller subsets of
features via the six commonly used filter-based feature selection techniques had similar
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Table 6. Software Metrics Selected for SP1

Metric Total # Filter-Based Techniques
ID selected CS GR IG RF RFW SU SNR
1 2 x x
2 1 x
5 2 x x
6 1 x
7 1 x
8 1 x
9 1 x

11 2 x x
12 1 x
15 3 x x x
17 1 x
19 2 x x
20 1 x
21 1 x
24 2 x x
27 2 x x
28 1 x
29 2 x x
30 2 x x
31 1 x
32 1 x
33 2 x x
34 2 x x
35 2 x x
36 3 x x x
41 1 x
42 1 x

or better performances than those built with a complete set of attributes. Thus, we did
not present the results for full data sets in this paper.

4.4 Threats to Validity

A typical software development project is very human intensive, which can affect many
aspects of the development process including software quality and defect occurrence.
Consequently, software engineering research that utilizes controlled experiments for
evaluating the usefulness of empirical models is not practical. The case study presented
in this paper is an empirical software engineering effort, for which the software engi-
neering community demands that its subject have the following characteristics [26]: (1)
developed by a group, and not by an individual; (2) be a large, industry-sized project,
and not a toy problem; (3) developed by professionals, and not by students; and (4)
developed in an industry/government organization setting, and not in a laboratory.

The software systems that are used in our case study were developed by professionals
in large software development organizations using established software development
processes and management practices. The software was developed to address real-world
problems. We note that our case studies fulfill all of the above criteria specified by the
software engineering community. The rest of this section discusses threats to external
validity and threats to internal validity.

Threats to external validity are conditions that limit generalization of case study
results. The analysis and conclusion presented in this article are based upon the metrics
and defect data obtained from 16 data sets of three software projects. The same analysis
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Table 7. Software Metrics for LLTS Data Sets

Metric ID Symbol Description

1 DES PR Number of problems found by designers during development of the current release.
2 BETA PR Number of problems found during beta testing of the current release.
3 DES FIX Number of problems fixed that were found by designers in the prior release.
4 BETA FIX Number of problems fixed that were found by beta testing in the prior release.
5 CUST FIX Number of problems fixed that were found by customers in the prior release.
6 REQ UPD Number of changes to the code due to new requirements.
7 TOT UPD Total number of changes to the code for any reason.
8 REQ Number of distinct requirements that caused changes to the module.
9 SRC GRO Net increase in lines of code.
10 SRC MOD Net new and changed lines of code.
11 UNQ DES Number of different designers making changes.
12 VLO UPD Number of updates to this module by designers who had 10 or less total updates in

entire company career.
13 LO UPD Number of updates to this module by designers who had between 11 and 20 total updates

in entire company career.
14 UPD CAR Number of updates that designers had in their company careers.
15 USAGE Deployment percentage of the module.
16 CALUNQ Number of distinct procedure calls to others.
17 CAL2 Number of second and following calls to others. CAL2 = CAL - CALUNQ where CAL is

the total number of calls.
18 CNDSPNSM Total span of branches of conditional arcs. The unit of measure is arcs.
19 CNDSPNMX Maximum span of branches of conditional arcs.
20 CTRNSTMX Maximum control structure nesting.
21 FILINCUQ Number of distinct include files.
22 KNT Number of knots. A “knot” in a control flow graph is where arcs cross due to a violation

of structured programming principles.
23 LOC Number of lines of code.
24 CNDNOT Number of arcs that are not conditional arcs.
25 IFTH Number of non-loop conditional arcs (i.e., if-then constructs).
26 LOP Number of loop constructs.
27 NDSENT Number of entry nodes.
28 NDSEXT Number of exit nodes.
29 NDSPND Number of pending nodes (i.e., dead code segments).
30 NDSINT Number of internal nodes (i.e., not an entry, exit, or pending node).
31 LGPATH Base 2 logarithm of the number of independent paths.
32 STMCTL Number of control statements.
33 STMDEC Number of declarative statements.
34 STMEXE Number of executable statements.
35 VARGLBUS Number of global variables used.
36 VARSPNSM Total span of variables.
37 VARSPNMX Maximum span of variables.
38 VARUSDUQ Number of distinct variables used.
39 VARUSD2 Number of second and following uses of variables. VARUSD2 = VARUSD - VARUSDUQ

where VARUSD is the total number of variable uses.
40 RESCPU Execution time (microseconds) of an average transaction on a system serving consumers.
41 BUSCPU Execution time (microseconds) of an average transaction on a system serving businesses.
42 TANCPU Execution time (microseconds) of an average transaction on a tandem system.

for another software system may provide different results which is a likely threat in
all empirical software engineering research. However, we place our emphasis on the
process of comparing the different feature selection techniques considered in this study.
Our comparative analysis can easily be applied to another software system. Moreover,
since all our final conclusions are based on ten runs of five-fold cross-validation and
statistical tests for significance, our findings are grounded in using sound methods.

Threats to internal validity are unaccounted for influences on the experiments that
may affect case study results. Poor fault proneness estimates can be caused by a wide
variety of factors, including measurement errors while collecting and recording soft-
ware metrics, modeling errors due to the unskilled use of software applications, errors
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in model-selection during the modeling process, and the presence of outliers and noise
in the training data set. Measurement errors are inherent to the data collection effort.
In our comparative study, a common model-building and model-evaluation approach is
used for all feature selection techniques and classifiers considered. Moreover, the ex-
periments and statistical analysis were performed by only one skilled person in order to
keep modeling errors to a minimum.

5 Conclusion

In the software quality modeling process, many practitioners often ignore a fact that
excessive metrics exist in data repositories. They directly use the available set of soft-
ware metrics to build classification models without regard to the quality of the under-
lying software measurement data, leading to inferior prediction accuracy and extension
of training time. Selecting software metrics that are important for defect prediction is
needed and critical before the model training process.

In this study, we investigated seven filter-based feature ranking techniques to select
the most important software metrics. Among the seven techniques, six of them are stan-
dard filter-based techniques that are commonly used, while the remaining one is the
signal to noise ratio (SNR) technique rarely used in feature selection. The main pur-
pose of this paper is to examine and compare all seven filter-based feature selection
techniques and evaluate their effectiveness in the context of software defect prediction.
The experiments were conducted on 16 different data sets obtained from three different
software projects. In order to alleviate the problem of potentially biased results gener-
ated by a specific classifier, we used five different learners to build classification models
with data sets containing only the selected attributes. Moreover, ten runs of five-fold
cross-validation were adopted to make the conclusions more persuasive.

The key conclusions are summarized as follows:

– For the six standard filter-based feature selection techniques, IG performed better
than the other five techniques on average across all data sets. This is true no matter
what classifier is used to build classification models. CS and SU performed slightly
worse than IG, but better than GR, RF, and RFW.

– The SNR technique showed better or similar performance to the best performer of
the six commonly used techniques, i.e., IG.

– Some techniques (such as SNR and IG) demonstrated more stable performance
than other techniques (RF and RFW) with respect to different learners.

– IG and SNR exhibit overall better and more stable performance than other ap-
proaches, and therefore are recommended by this study.

– Selecting fewer software metrics for defect prediction is very important to the soft-
ware quality assurance team, for instance, in our case study, working with six met-
rics is much easier and more practical than dealing with 42 metrics.

Future work will include more case studies with software measurement data sets of
other software systems. In addition, as very few research works utilize SNR to select
features, this concept presents a significant research area for computer scientists. More
research works that use SNR to rank features are expected.
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Abstract. Advances in sensing and monitoring technology are being 
incorporated into today’s healthcare practice. As a result, the concept of Body 
Sensor Networks (BSN) has been proposed to describe the wearable/wireless 
devices for healthcare applications. One of the major application scenarios for 
BSN is to detect and classify the body movements for long-term lifestyle and 
healthcare monitoring. This paper introduces a new approach for analyzing the 
time series obtained from BSN. In our research, the BSN record the 
acceleration data of the volunteer’s movement while performing a set of 
activities such as jogging, walking, resting, and transitional activities. The main 
contribution of this paper is the proposed time series approximation and feature 
extraction algorithm that can convert the sensor-based time series data into a 
density map. We have performed extensive experiments to compare the 
accuracy in classifying the time series into different activities. It is concluded 
that the proposed approach would aid greatly the development of efficient 
health monitoring systems in the future. To the best of our knowledge, no 
similar research has been reported in the BSN field and we expect our research 
could provide useful insights for further investigation. 

Keywords: Body Sensor Networks, Time Series Analysis, Human body 
movement, machine learning, classification. 

1 Introduction 

Body sensor networks (BSN) [1, 2] enable an inexpensive approach for data collection. 
The BSN include sensor nodes that communicate wirelessly and they function with less 
consumption of power and less memory capacity. These sensor networks are very useful 
especially in the field of health monitoring as they are capable of monitoring 
temperature, humidity, force, acceleration and heartbeat [3, 4]. The sensor networks can 
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thus be specifically used in interpreting human motion and thus in health care for the 
elderly. The BSN have their own advantage over other types of motion or health 
monitoring systems as they are wearable, less expensive and more accurate with 
negligible environmental disturbances affecting data collection.  

While monitoring the health of patients, it is necessary to deal with streaming data. 
However, the streaming data is usually too large to process as raw data in BSN 
environment because the nodes in BSN have a small memory and processing 
capacity. Hence for the classification of patients’ activities, we need the suitable time 
series approximation and feature extraction techniques which can be easily deployed 
and the patterns can be analyzed in real-time. New approximation and feature analysis 
algorithms will make it easier to distinguish between activities such as jogging, 
resting, walking and transitional activities. The results from approximation and 
feature extraction will be feed into the machine learning based-classification 
algorithms.  

Some approaches have been proposed to deal with the classification of sensor data 
with real time approximation of the series [5], but it has not been tested in the area of 
BSN. There has been work done in the automatic segmentation of the time series for 
classification [6]. The symbolic time series representation SAX [7] has been a popular 
approach for a wide variety of time series data. The SAX representation allows the 
application of string manipulation algorithms for feature extraction. One such feature 
extraction method is the time series bitmap [8], which has previously been applied to 
sensor data analysis.  

In this paper, we proposed new approximation and feature extraction algorithms 
for BSN. We also test the accuracy of classification of the BSN-based time series 
data. The activities of four classes (jogging, resting, walking and transitional 
activities) are recorded in segments and applied with the SAX representation. The 
time series density map is then obtained from the symbolic representation. This map 
is then input to the classification algorithms. The classification algorithms are 
consisted of two steps: primary classification and secondary classification. The 
effectiveness of our proposed approach is validated using the percentage accuracy 
obtained from cross-validation. 

2 Proposed Approach 

The proposed approach in our research is divided into three steps: data collection, 
feature extraction, and classification. The BSN we use include two types of nodes: the 
sender and the receiver which communicate wirelessly with each other [9]. The 
sender has the accelerometer sensor attached to it, and it is controlled with the use of a 
sampling program available with the BSN. The sender node is fixed to the volunteer’s 
hand and the acceleration data of the hand movement is recorded for a period of 8 
seconds while he/she performs the following activities: jogging, walking, resting, 
picking up and putting down things, transitional activities (lying to sitting and, sitting 
to standing). This data is stored offline for further use. Fig. 1 shows the steps involved 
in this approach. 
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Fig. 1. The overview of our proposed approach 

2.1 Data Collection from BSN 

This is the first step in our proposed approach. The process of data collection involves 
setting up the BSN and recording of the acceleration of the volunteer’s hand 
movements while the four classes of activity (jogging, walking, resting, and 
transitional) are being performed. The X, Y and Z acceleration data are recorded in a 
CSV file for as long as eight seconds. The yellow curve (Series 3) of Figure 2 
represents the X acceleration. The pink curve (Series 2) of Figure 2 indicates the Y 
acceleration. The blue curve (Series 1) of Figure 2 is the Z acceleration. Thus for each 
class we record a collection of 100 instances. A sample time chart of the jogging 
activity is shown in Fig. 2. 

2.2 Preprocessing and Approximation 

Our second step is to adopt SAX like algorithm [7] to the time series of each activity. 
The Sax algorithm converts the time series into a symbolic representation. The 
advantages of using SAX include dimensionality reduction, discretization, lower 
distance bounding and numerosity reduction which makes it apt for the body sensor 
network data. The procedure is as follows: first the time series is normalized to 
remove noise, the time series of length n is divided into w equal parts and the average 
of each part is calculated. This is piecewise aggregate approximation (PAA) of the 
sequence. The cutpoints are determined from the Gaussian look up table. Usually the 
number of cutpoints is set as 3 and hence 4 symbols would be used for time series. 
Then the PAA which lies in the specified cut point slot is assigned a unique symbol or 
character. Thus we obtain the symbolic representation of the time series. For more 
details of the SAX algorithm, please refer to the original paper [7]. 

2.3 Feature Extraction 

In the third step of our proposed approach, the SAX approximation is converted to a 
time series density map or bitmap. This approach is particularly useful while 
streaming real time data for classification. It is small and efficient enough to be 
handled by the BSN process or itself. The algorithm is described as follows. The Sax 
representation from the previous step (second step) has its alphabet size as four. We  
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Fig. 2. The time chart for jogging activity. The yellow curve (Series 3) represents the X 
acceleration. The pink curve (Series 2) indicates the Y acceleration. The blue curve (Series 1) is 
the Z acceleration. 

assign each alphabet a key. For example if A, G, C and T were the symbols used, they 
are assigned key values 1, 2, 3 and 4. Now the SAX representation is converted into a 
time series density map by moving a sliding window across the pattern and updating a 
frequency matrix of length 2^l x 2^l. The value of l is set as three since it has been 
found to work best in many experiments. It is also the length of the combination of 
symbols used in the Sax representation. An example of the matrix for length l=1, 2 
and 3 is shown in Fig. 3.  

 

 

Fig. 3. The mapping of words of l = 1, 2 and 3 
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Suppose l=4, the first word in the sequence of the example string 
GATCACAGGTCTATCACCC  is GATC. Let k0 = G, k1 = A, k2 = T and k3 = C be 
the key values. To map this word to a bitmap we use the formula, 
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the density map of patterns in the sequence or the bitmap of the sequence, by sliding a 
window of length l through it and updating the matrix based on the frequency of the 
possible combinations in the sequence. The output is an 8 x 8 matrix of cells which is 
time series density map of the specific activity instance. A training file is thus created 
with the 64 values as attributes for all the 400 instances of activity, including their 
class specified. This is fed as input to machine learning-based classifier. 

2.4 Classification 

This is the last step of our proposed approach. In order to evaluate the classification 
performance of the proposed approximation and feature extraction algorithms (step 2 
and step 3), six machine learning-based classification algorithms were chosen. They 
are Bayes net, Naïve bayes multinomial, Simple logistic, Logit boost, Rotation forest, 
and Random forest. The classification was divided into primary and secondary steps. 
Primary classification performed the upper level classification for the four activities. 
The secondary classification performed lower division classification on the output of 
the primary i.e. the transitional activities were further classified into working (data 
pick up and put down) and transition activities (lying to sitting and sitting to stand). 
Training and cross validation testing are then performed on the training file. The 
evaluation of results is discussed next in the paper. 

3 Experimental Result 

3.1 Data Input to Classifier 

The training data file contained 400 instances in total with four class divisions and 64 
attributes. This was for the primary classification. The file for the secondary 
classification contained 200 instances with two class divisions and 64 attributes. 

3.2 Classification Results 

The classification results for the primary and secondary are shown in Table 1 and 
Table 2. Six classifiers have been used. The X, Y, and Z classification have been 
performed separately and their average result is also shown for number of folds as 8 
for primary and 12 for secondary. The primary classification receives around 90 
percent accuracy for all classifiers, while the secondary classification achieves only 
70 percent. This shows that if the actions are well defined the time series density map 
would make a good choice for feature extraction in body sensor networks.  

 



308 S. Philip, Y. Cao, and M. Li 

Table 1. Percentage classified correctly for primary classification 

Eight Folder Cro
ss Validation 

Bayes
 Net 

Naïve bayes
Multinomial 

Simple  
Logistic 

Logit  
Boost 

Rotation
 Forest 

Random
  
Forest 

accelerometer X 
accelerometer Y 
accelerometer Z 

average 

90 
90 
90 
90 

90 
90 
88 
89 

90 
90 
91 
90 

88 
90 
89 
89 

90 
88 
89 
89 

90 
89 
89 
89 

Table 2. Percentage classified correctly for secondary classification 

Eight Folder  
Cross Validation 

Bayes
 Net 

Naïve bayes 
Multinomial 

Simple  
Logistic 

Logit  
Boost 

Rotation
 Forest 

Random
 Forest 

accelerometer X 
accelerometer Y 
accelerometer Z 

average 

67 
48 
48 
54 

71 
63 
57 
64 

74 
85 
62 
74 

71 
78 
58 
69 

76 
82 
67 
75 

75 
77 
68 
73 

4 Conclusion  

We have shown in this paper that the time series density maps feature extraction 
method works well for the body sensor network data. It has also been estimated that 
this method has a high percentage of accuracy when it comes to classifying body 
movements and activities of BSN data. The feature extraction technique used here can 
be easily deployed on the BSN, enabling quick, time and space efficient and accurate 
activity classification with streaming sensor data. This can be implemented as future 
work, where we can use more sensors and nodes and improve the accuracy further by 
using combined data. We will also investigate the new feature extraction and 
classification algorithms under challenging environments, such missing sensor data, 
low quality of service, and unreliable sensor data. Our ultimate goal is to develop 
effective and efficient classifier for real-world clinical applications and thus serve a 
good purpose in health monitoring systems. 
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Abstract. The software realization of distributed systems is typically
achieved as loose coalitions of independently created services. The se-
lection of such services, to act as building blocks of a distributed sys-
tem, is a critical task that requires discovery and matching activities.
This selection task is generally based on simple matching techniques and
without any notion of customization. This paper presents a method to
achieve the service discovery process using the principles of multilevel
matching based on multi-level specifications and customization based on
reinforcement learning techniques. In this method, services are selected
dynamically using an on-line performance-based reinforcement feedback.
In contrast to methods which require the services to actually carry out
a task before being selected, in the method proposed in this paper, ser-
vice selection is carried out using only specification matching, thereby
eliminating a large amount of redundant computation. Experimental re-
sults are presented in the context of a information classification system.
These experiments demonstrate that a high degree of performance can
be achieved at a much reduced computational cost using only multi-level
specification-matching based reinforcement feedback signals.

Keywords: software services, multi-level specifications, discovery, clas-
sification, reinforcement learning, acquaintances.

1 Introduction

The selection of relevant software services is a necessary and critical step in the
creation of distributed systems that are composed of independently developed
and deployed services. The task of discovering and selecting such services for a
specific query is carried out typically by a discovery system (DS). There have
been many attempts of creating discovery systems such as, Jini [1], UPnP [2],
SLP [3,4], UDDI [5], CORBA Trader [6], MDS [7], Ninja [8], and WSPDS [9],
which have been classified as first-generation DS by [10]. A majority of these
services carry the task of discovery by using a centralized publication mech-
anism and matching by using attribute-value pairs. In this paper, we present
an approach to the discovery and selection of relevant services, for a particular
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query, using the principles of customization and multi-level matching. These two
features make the discovery process more comprehensive and efficient than the
prevalent options.

The current discovery systems do not contain the notion of customization.
Thus, they typically carry out an exhaustive search to identify appropriate ser-
vices for a given query. As these current alternatives are limited in size and scope
of the service search space, such an exhaustive search is still feasible. However,
if the notion of a large-scale service bazaar is to be realized over a wide area
network, the exhaustive approach will not be feasible due to the performance
issues. Hence, there is a need to carry out selective search using the principles
of customization. Customization, when added to the discovery mechanism will
identify relevant services for a given query without the expense of an exhaustive
search over a network. This could be achieved by storing the history of the previ-
ous service discoveries. Customization can be achieved by incorporating profiling
techniques that use the concepts of machine learning (e.g., reinforcement learn-
ing [11]). The challenges associated with customization are related to the nature,
size, and levels of these profiles, the entities to be profiled, and the exact learning
techniques used in updating these profiles. The reward and penalty techniques
used in such reinforcement learning can be realized by maintaining a history
about the queries propagated.

A monolithic technique based on attribute and value pairs for matching, as
used by a majority of the current approaches, is clearly not sufficient to identify
the most appropriate services for a given query, as it does not not differenti-
ate between multiple similar services for a given query. As compared to this
approach, matching based on multiple levels such as the type, the semantic con-
tract, synchronization constraints, QoS values, and temporal attributes will allow
the selection of the most appropriate (or relevant) services and/or also rank them
using the outcome of the match for a given query. Thus, multi-level matching
is a way to compare two software services and can help to determine whether
one service can be substituted for another service or if one service can interact
with the other service. An implicit requirement to support such a multi-level
match is the presence of a multi-level specification that formally describes many
facets (e.g., programmatic, semantic, QoS, etc.) of a service. The exact mecha-
nisms for describing such a multi-level specification of a service and associated
matching operators depend on the nature of a particular facet. For example,
the type hierarchy can be used during the syntactical matching, while numeri-
cal operators can be used for the matching of QoS values. These definitions of
matching operators help to capture the notions of generalization, specialization,
substitutability, sub-typing, and interoperability of software services.

One machine learning approach for agent (or software service)1 selection (also
called acquaintance learning), in the context of document classification, is de-
scribed in [12]. It uses use a vector space model, term frequency-inverse document

1 In this paper, we have used the term agent interchangeably with the term service, as
agents also offer specific services. In particular, we restrict ourselves to agents offering
document classification services in this paper.
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frequency method, with various and disparate document collections to produce
classification a gents with varying vocabularies that classify new documents by
similarity to generated centroids. If an agent generates a null vector the docu-
ment is unclassified, but might be classified by an agent with a different vocabu-
lary. An 81 term Computer Science vocabulary was broken into nine disjoint sub-
vocabularies creating agents that attempt to classify their own document sets, and
time permitting, try to assist other remote agents. In the multi-opinion model all
remote agents try to classify unclassified documents but as the number of agents
available increases a saturation point is reached where more agents result in a
small incremental increase in successful classificationwhile response time increases
linearly with the number of agents. Thus, proper selection of a small number of
remote agents could achieve high performance at low response time and could be
achieved by creating a small acquaintance list for each agent using a reinforcement
learning algorithm called Pursuit Learning algorithm. On the basis of quickest re-
turn, or highest similarity value return, a best acquaintance is chosen and given
a positive ranking weight which will modify the probability that its future choice
will result in a reward. Algorithm performance compared to four best off line cho-
sen agents resulted was 39% better than a random selection and 363% better than
a worst four performance [12].

The limitation of the approach described above is that all agents need to carry
out their task of document classification to generate the performance-based re-
inforcement signal, although only a small number are selected in the overall task
execution. This leads to a large amount of duplicate, redundant computation. In
contrast, in this paper, we propose that the reinforcement signals should be gen-
erated by multi-level specification matching, rather than actual execution results
of all the contacted agents. Since such matching is substantially faster and less
computationally expensive than the tasks for which the agents are designed, the
overall discovery system will be computationally much more efficient. However,
a critical question remains regarding the relative accuracy of such specification
matching-based reinforcement learning of agents, since specifications are merely
proxies of the capabilities of each agent. We argue that, due to the inherent ro-
bustness and noise tolerance of probabilistic reinforcement learning methods and
due to the fact the discovery relies only on correct rank-ordering of the agents
(rather than requiring very accurate values of the performance measures), such
approximate matching-based reinforcement learning may result in near optimal
discovery system, albeit with a much lower cost than performance-based discov-
ery systems. Indeed, in this paper, we present experimental studies related to
the same information classification domain as that reported in [12], to validate
this claim.

2 Related and Past Work

There are many efforts at designing discovery systems in the domain of service-
oriented architecture. For example, Jini [1], UPnP [2], SLP [3,4], UDDI [5],
CORBA Trader [6], MDS [7], Agora [13], Ninja [8], and WSPDS [9] use the
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attribute-value pairs, which are used in the matching process. DReggie [14],
Structural ontology matching techniques [15,16], various UDDI enhancements
[17,18,19,20] and SemB-UDDI[21] perform matching by the use of semantic on-
tology and markup languages such as DAML [22]. Such a combination does
improve the matching performance over the basic attribute-value matching.
GloServ [23], CDBMS [24] and OCTOPOS [25] use an hierarchy-based approach
to matching. An enhancement of GloServ [26] is achieved by adding to it an
ontology-based matching.

There have also been some efforts of designing DS in Cloud Computing. For
example, the Cloud Service Discovery System [27] finds relevant Cloud services
by using a simple Cloud Ontology, a frequency analysis, and similarity measures.
[28] provides architecture for the cloud services to perform service selection with
adaptive performances and minimum cost. The service selection algorithm still
has the limitation of performing the basic keyword-based matching. [29] indi-
cates the discovery process based on simple attribute matching provided by the
experimental platform of Amazon EC2. All these efforts employ fairly minimal
approaches to describe the services that are deployed in clouds and hence, their
matching semantic tends to be simplistic. None of these approaches use cus-
tomization and multi-level matching that is beyond the basic attribute-based
and the ontology-based semantic matching schemes.

Query Manager Link Manager Adapter ManagerDomain Security Manager

HH HH HH

MR MR

RMI.NET CORBA

Adapter

Components
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Active Registries

MR Meta−repositories

Query

(Headhunter) (Headhunter) (Headhunter)
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Internet Component Broker

Pro−active DiscoveryPro−active Discovery
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Fig. 1. The UniFrame Resource Discovery Service (URDS)

2.1 UniFrame Resource Discovery Service (URDS)

UniFrame [30] provides an environment for a seamless inter-operation of hetero-
geneous distributed services. A service in UniFrame is described by a multi-level
specification, called UMM specification, which is an enhancement of the multi-
level contract principle introduced in [31]. The UMM specification for a service
is primarily made up of syntactic, semantic, synchronization, QoS, and deploy-
ment levels. Hence, in UniFrame the services are deployed on the network with
their multi-level specifications. The URDS provides the infrastructure that sup-
ports the publication, deployment, and detection of the services. The URDS is a
pro-active and hierarchical discovery system. The URDS architecture [32,33,34],
shown in Figure 1, consists of: a) Headhunters (HH), b) Active Registries (ARs),
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and c) Internet Component Broker (ICB). Each headhunter is associated with
a meta-repository, which serves as a local store. Services, when implemented,
are registered with the active registries using their UMM specifications. Once
services are registered, the task of a headhunter is to discover them pro-actively,
store their UMM specifications in its meta-repository, and perform a matching
between the UMM specifications and any incoming queries issued by the user.
The headhunters use multi-level matching (i.e., matching all the levels of the
UMM specifications while responding to a specific query to identify relevant
services. Headhunters may collaborate with each other if a requested service is
not available in their local stores. The active registries are enhanced versions
of the native registries of various implementation models (e.g., Java-RMI) with
which services are registered. These enhancements allow Active Registries to
listen and respond to multi-cast messages from the headhunters and have intro-
spection capabilities to discover the services along with their specifications. The
Internet Component Broker comprises of the Query Manager (QM), the Domain
Security Manager (DSM), Adapter Manager (AM), and the Link Manager(LM).
The Domain Security Manager serves as an authorized entity, which handles
the secret key generation and distribution and enforces group memberships on
other entities in URDS. The purpose of the Query Manager is to dispatch a
user’s query to the available headhunters. These headhunters then return lists of
services matching the search criteria expressed in the query. The Link Manager
serves to establish links with other Internet Component Brokers for the purpose
of creating a federation and to propagate queries received from the Query Man-
ager to other linked Internet Component Brokers. The Adapter Manager allows
interoperability between heterogeneous services that may be needed to create a
distributed system. In this paper, we have used the URDS (mainly the head-
hunter and its multi-level matching techniques) for the Multi-agent Classification
System along with the principles of customization.

2.2 Reinforcement Learning

Originally motivated by mathematical psychology models of animal and child
learning, reinforcement learning refers to the ability of an agent to learn long-
term optimal behavior through the use of a reinforcement, i.e., an on-line per-
formance feedback from a teacher or environment. The reinforcement, in turn,
may be qualitative, infrequent, delayed, or stochastic. There is a rich body of
reinforcement learning literature encompassing a wide array of learning models
and algorithms. One of the earliest models of reinforcement learning is called a
learning automaton [35] where the agent attempts to learn the optimal ac-
tion from a finite set using reward/penalty reinforcement from a stationary
teacher/environment with unknown reward probabilities. The learning problem
is formulated as updating the agent’s action probabilities on the basis of trials
consisting of an action performed and the reinforcement received. While a wide
variety of model-based and model-free learning algorithms has been proposed
for a learning automaton with different asymptotic convergence properties, a
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popular model-free algorithm is the so-called LRI(Linear Reward-Inaction) al-
gorithm described by

pi(k + 1) = pi(k) + αr(k)(1 − pi(k))

pj(k + 1) = pj(k)− αr(k)pj(k)

where pi(k) is the agent’s probability of choosing action ai at trial k , ai is
the action chosen at trial k , r(k) is the reinforcement received (with r(k) = 0
signifying penalty, and r(k) = 1 signifying reward) , and α > 0 is the learning
step-size. The idea is to increase the probability of the chosen action linearly if
a reward is received (while reducing the other action probabilities) and not to
change the action probabilities if a penalty is received. The LRI algorithm has
been shown to be ε-optimal, i.e., the asymptotic probability of converging to the
optimal action can be made as close to 1 as desired by choosing a sufficiently
small step-size α. While the LRI algorithm belongs to the class of model-free
learning algorithm (since it does not maintain or use any estimate of the envi-
ronmental reward probabilities), there are also algorithms that are model-based.
The Pursuit Learning Algorithm [35], for example, maintains and updates esti-
mates of the reward probabilities, and adjusts the action probabilities by a step
size in the direction of the unit vector that represents the current estimate of
the optimal action. The Pursuit Learning Algorithm has also been proved to be
ε-optimal.

It is quite clear that some form of machine learning technique needs to be
used for the selection of remote services (i.e., acquaintance learning) to deal
with uncertainty and/or dynamic changes in the environment. The advantage
of reinforcement learning over other machine learning approaches (such as su-
pervised learning and unsupervised learning) is that the former is inherently an
on-line learning method, where the reinforcement data required for learning is
generated during operation, thereby avoiding a large effort in off-line data gener-
ation and collection. Further, the reinforcement feedback signal needs to be only
a qualitative and noisy indicator of how well the agent is performing, rather
than a labeling of the data (as in supervised learning) to indicate the ”correct”
action. These advantages are particularly relevant in open, dynamic services en-
vironments where existing services may be removed and new services may be
added at unknown instants of time. Reinforcement learning offers the possibil-
ity of adapting to these dynamic changes, by making use of the reinforcement
feedback, without a large effort (and/or delay) in retraining of the agent. Hence,
we have used the reinforcement learning technique in our proposed methodology
for the design of a multi-agent classification system.

3 Methodology

Based on the work reported in [12], we propose a Multi-agent Classification Sys-
tem with specification matching. In this system, we propose the use of active
registry and headhunters of the URDS for choosing the correct agent for classifi-
cation of an incoming document. Multiple classification agents will register their
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UMM specifications with the active registries and are eventually discovered by
the headhunters. The headhunter in our experiments maintains an acquaintance
list made up of top three classification agents. This list is dynamically updated
using the reinforcement learning with the help of previous collaboration history.
Unlike [12], the headhunter maintains its acquaintance based on matching of
agent specifications with the clients query. For example (more details of our ap-
proach are provided in next section) in one scenario, the headhunter chooses the
members of the acquaintance list by selecting the top three agents decided by
the matching of their specifications against the incoming query and then the top
acquaintance with highest matching score is chosen for the task of classification.
Reward in the reinforcement learning algorithm is based on the matching score.
Top acquaintance gets reward of 1 and all other acquaintance get reward of 0.
Their Action Probability, and Estimated reward probability are updated by the
formulas given above (and given in [12]). Headhunter now updates its acquain-
tance list by choosing the agent based on its action probability. To explore the
learning we use following algorithm for choosing the first acquaintance:

SortedActionProbability holds the action probability values of all the
agents in an ascending order.

Rand = RandomNum(0,1);

Sum = SortedActionProbability [0];

i=0;

While(Rand<Sum)

{

Sum=Sum+SortedActionProbability[i++];

}

ChooseAgentAtIndex[i];

Other acquaintances are the agents with highest Estimated Reward Probability.
Thus by using matching technique for choosing the acquaintance, we reduce the
classification cost and final classification is only done by the topmatching acquain-
tance. This technique is useful when the specification of an agent or service
clearly describes the agent. If the specification is detailed enough then we can
correctly identify the best service for that query. Next section analyzes the experi-
mental results of this system. Similar to experiments described in [12], our experi-
ments implement the pursuit learning algorithm for learning automata that works
in feedbackwith environment. For each action, the environment provides reward or
punishment reinforcementwith some probability.We have designed amodel-based
pursuit algorithm thatmaintains the estimate of the action probabilities, which are
unknown to classification agents. A query from the client is forwarded to a head-
hunter. Each headhunter maintains an acquaintance list and keeps track of each
agent’s action probability. It matches the user query with registered UMM speci-
fications of agents.Whenever a successful match is found, the headhunter rewards
and increases the action probability of the selected agent. Initially, all the agents
have an equal probability and eventually each agent will be tried and explored.

We have implemented two different techniques for matching of agent UMM
specification to queries. The first technique is called as the explicit matching. In
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this technique, the queries contain a domain and sub domain of the document
to be classified. Every agent when registered with the headhunter provides a
detailed UMM specification which is extended to include its domain of classifi-
cation. Hence in this approach, the headhunter matches the query domain along
with other parts of the UMM specification and decides the matching score. This
technique assumes that the clients have some idea about the classification do-
main. On the other hand, if the clients do not have any idea about the domain
of the document they want to classify, then the explicit domain matching will
not work. Hence, we use another method wherein the headhunter selects the
acquaintances in a random manner initially. In both these cases, after the initial
selection, the future selections of agents use the reinforcement learning technique.

4 Experimentation

We conducted a number of experiments to test the effectiveness of the proposed
approach. The first set of experiments did not use the reinforcement learning
algorithm used and the headhunter would just select any random agent for clas-
sification or would send the document to all the agents for classification. This
formed as the base cases for comparing the classification performance. The next
sets of experiments involved the use of acquaintance lists of headhunters selected
by using the explicit (i.e., the direct description of classification domain) and im-
plicit (i.e., using the thesaurus) matching techniques. Our experiments included
ten agents with overlapping thesauri and ten sets of documents from a single
sub domain. The results and analysis of experiments are provided below.

4.1 Experiments without Reinforcement Learning Algorithm

Experiment 1: In this experiment, all documents were sent to all classifier agents
so that the resulting classification success rate was 100%. However, since all
classifier agents attempted to classify all documents, this is by far the most
expensive method computation and communication-wise.

Experiment 2: In this experiment, documents were sent to three classifier
agents chosen at random. The classification success rate was observed to be only
40%, but the computation time required was less than the previous experiment.

Experiment 3: In this experiment, documents were sent to only one randomly
chosen classifier agent. The success rate in classification was observed to be only
20% in this case but it was faster than the previous two cases.

4.2 Experiments with Reinforcement Learning Algorithm
Using Explicit Matching

Experiment 1: Classification achieved by selecting the Top Acquaintance
In this experiment, the top acquaintance is selected by a headhunter for clas-

sification queries by means of the matching the document domain, along with
other aspects of the UMM specification of agents. As the acquaintance list is
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Fig. 2. Explicit Classification by Selecting the Top Acquaintance – Classification Time

constantly updated, using the reinforcement algorithm, during each classifica-
tion only the top one is chosen. The performance (processing time), and the
classification success rate are shown Figures 2 and 3 respectively. In Figure 2,
the X-axis denotes the 100 documents (10 sets of 10 documents) and the Y-axis
indicates the processing time (in milli-seconds) taken by the top acquaintance.
After the initial period, the classification time saturates a value that is between
2 and 4 ms. The X-axis in Figure 3 indicates the set number (each set consisting
of 10 documents), while the Y-axis indicates the number of successful document
classifications for each set. From Figure 3, it can be seen that the classification
performance quickly reaches the 100% level (i.e., 10 successful classifications
in each set). This is hardly a surprise, as the top acquaintance which is most
suitable for classification, is learnt by the headhunter quickly. When compared
with the non-learning based exhaustive technique (Section 4.1), this scheme pro-
vides a comparable performance with a lot less computation (i.e., only one agent
classifying the documents versus all 10 agents classifying the documents).

Fig. 3. Explicit Classification by Selecting the Top Acquaintance – Classification
Success
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Experiment 2: Classification done by Randomly chosen acquaintance.

Fig. 4. Explicit Classification by Selecting a Random Acquaintance – Classification
Time

In this case, an agent is selected by the headhunter from the acquaintance
list in a random manner. Figures 4 and 5 show the performance of this scheme.
The X and Y axes indicate the same entities as in Figures 2 and 3. As seen
from Figure 4, the classification time varies randomly an in some cases is similar
to the one in Figure 2, and the classification performance (Figure 5) is poorer
than the case with the selection of the top-acquaintance (Figure 3). This is also
expected, as the random selection does not guarantee the selection of the top
acquaintance.

Fig. 5. Explicit Classification by Selecting a Random Acquaintance – Classification
Success

4.3 Experiments with Reinforcement Learning Algorithm Using
Implicit Matching

Experiment 1: Classification achieved by selecting the Top Acquaintance
In this experiment, the top acquaintance is selected by a headhunter for classi-

fication queries in a random manner initially. The selected agent gets a chance to
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Fig. 6. Implicit Classification by Selecting the Top Acquaintance – Classification Time

Fig. 7. Implicit Classification by Selecting the Top Acquaintance – Classification
Success

classify the document and if it is successful, it gets a reward (as indicated above
by the reinforcement algorithm), else it gets a penalty. The future iterations
always use the top acquaintance during the selection process. The performance
(processing time), and the classification success rate are shown Figures 6 and
7 respectively. In Figure 6, the X-axis denotes the 100 documents (10 sets of
10 documents) and the Y-axis indicates the processing time (in milli-seconds)
taken by the top acquaintance. After the initial period, the classification time
saturates a value that is close to 2 ms. The X-axis in Figure 7 indicates the set
number (each set consisting of 10 documents), while the Y-axis indicates the
number of successful document classifications for each set. From Figure 7, it can
be seen that the classification performance quickly reaches the 100% level (i.e.,
10 successful classifications in each set). This is hardly a surprise, as the top
acquaintance is learnt by the headhunter quickly.

Experiment 2: Classification achieved by selecting Randomly chosen
Acquaintance.

In this case, the initial acquaintance list is randomly selected and an agent is
also selected by the headhunter from the acquaintance list in a random manner.
Again, the selected agent, if successful, gets a reward, else gets a penalty and
the list is updated accordingly. Figures 8 and 9 show the performance of this
scheme. The X and Y axes indicate the same entities as in Figures 6 and 7. As
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Fig. 8. Implicit Classification by Selecting a Random Acquaintance – Classification
Time

Fig. 9. Implicit Classification by Selecting a Random Acquaintance – Classification
Success

seen from Figure 8, the classification time is similar to the case with the selection
of the top acquaintance (Figure 6) but the classification performance (Figure 9)
is poorer than the case with the selection of the top-acquaintance (Figure 7).
This is also expected, as the random selection does not guarantee the selection
of the top acquaintance.

4.4 Experiments Involving Fault Situations

Here to simulate the fault situations, during the classification process, the top
acquaintance agent is deleted from the system after every 10 document classi-
fications and after every next 10 passes a new agent is added to the system.
The results are presented below Figures 10 and 11. As seen from Figure 10,
the classification time does increase when the top acquaintance agent is deleted
and it does reduce as the system learns the new top acquaintance. However, the
classification performance (as shown in Figure 11) does not exhibit a predic-
tive pattern. This can be attributed to the randomness of documents and the
inclusion of a random agent into the system.
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Fig. 10. Classification while Deleting the Top Acquaintance – Classification Time

Fig. 11. Classification while Deleting the Top Acquaintance – Classification Time

4.5 Summary of Experimental Results

The above experiments indicate that the learning-based algorithm outperforms
the discovery without learning (except the case where the documents are sent
to all the agents) when the classification success is chosen as the metric of per-
formance. When classification done by all classifiers, and with no learning, the
classification success is 100% but it is at the cost of additional computation.
In the case of explicit and implicit matching, with learning based algorithm,
the scheme which uses the top acquaintance for classification outperforms the
scheme where randomly selected acquaintances are used in the classification.
The scheme involving top acquaintances for classification achieves a comparable
classification success with the exhaustive case (i.e., on learning but the usage of
all the agents in classification). Thus, incorporation of learning, in addition to
multi-level matching, delivers a comparable performance while selecting appro-
priate agents for document classification.

5 Conclusion

In this paper, we have presented a method for learning of preferred acquaintance
by using specification matching for classification agents. This is useful where
agents are not only distributed in nature but they randomly join and leave the
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system. Our experiments show that the learning based on specification matching
not only reduces cost of sending document to all classifier, but also gives a good
classification performance. We show that, with little overhead of maintaining
model based pursuit learning algorithm and specification matching, the service
discovery system converges fast and provides near optimal solution as far as the
classification success is considered.
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Abstract. The last decade has seen a large explosion of health-related human 
centered computing research and practice focused on wellness such as 
provisioning good nutrition. Human genome projects become successfully 
recognized and DNA sequencing technologies become affordable. While Health 
Informatics may appear to be the obvious home for these activities, 
interoperability between DNA gene sequence analysis and nutrition support is less 
satisfactorily achieved. To promote humans health and wellness, this paper 
describes two-tied nutrition support system: rule-based and case-based reasoning 
about gene sequences and nutrients. In addition, this paper also protects human 
information from unauthorized accesses while preserving its privacy.  

Keywords: Nutrition-net, Gene-net, Privacy Preservation, Rule-based Gene 
Sequence and Nutrient Reasoning, Case-based Reasoning. 

1 Introduction 

The last decade has seen a large explosion of health-related human centered computing 
research and practice focused on wellness such as good nutrition with the intention of 
helping people avoid needing medical care. Human genome projects become 
successfully recognized and DNA sequencing technologies become affordable [2,8,10]. 
While Health Informatics may appear to be the obvious home for these activities [3], it 
needs to provide the highest quality nutritional care for human wellness.  

Malnutrition is not only nutritional imbalance or over nutrition, but also irrelevant 
or inaccurate nutrition. Nutrition usually refers to a deficiency of nutrients (under 
nutrition) relative to body requirements which contributes to an abnormality in body 
composition and/or its function [6,7]. This deficiency may arise from inadequate 
intake or absorption of good food, or exceeding intake of improper foods to a specific 
human body. It is likely that a food is good to a body while harm to another. 

The resources listing accurate nutrition information is available nationwide and 
worldwide as well, with smart eating guidelines (e.g., http://www.nutrition.gov, 
http://www.nal.usda.gov/fnic/pubs/bibs/gen/eatsmart.pdf, or http://fnic.nal.usda.gov 
/resourcelists). It is important to eat healthy foods but more importantly to avoid the 
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foods which are adverse to the body state. Human body contains chemical 
compounds, such as water, carbohydrates (sugar, starch, and fiber), amino acids (in 
proteins), fatty acids (in lipids), and nucleic acids (DNA and RNA). These 
compounds are composed of elements such as carbon, hydrogen, oxygen, nitrogen, 
phosphorus, calcium, iron, zinc, magnesium, manganese, and so on. All of these 
chemical compounds occur in various forms and combinations (e.g., hormones, 
vitamins, phospholipids, hydroxyapatite) in the human body.  

The contribution of this paper includes 1) personalized wellness promotion that 
can be achieved from interoperation between gene sequence analysis and nutrition 
development, and 2) a security technique that can protect human information from 
unauthorized accesses and providing services by preserving the privacy of human 
information. A broad architecture of the proposed technique is as shown in Figure 1. 
For wellness of human life, a list of foods is provisioned to a person based upon his or 
her DNA sequence. This provision is made to more general group of people ( in 
Figure 1), and further specifically to a specific person ( in figure). Since there exists 
the privacy issue in , a person can communicate securely.  

The remainder of this paper is organized as followed: Section 2 describes about 
nutrition and nutrition-net. Section 3 describes about DNA and gene-net. Section 4 
describes  

  
Fig. 1. General System Architecture 

2 Nutrition 

Nutrition is the provisioning process of the materials necessary foods to the organisms 
or cells of body [6,10]. Three are six major classes of nutrients: water, carbohydrates, 
protein, vitamin, fats and minerals. Foods are those edible substances that can provide 
human body with certain kinds of nutrients, like proteins, fat, fiber, carbohydrates, 
and different kinds of vitamins and minerals. 

The stomach has limited space and should only be filled foods that are rich in 
essential nutrients, and are therefore beneficial for the improvement and development  
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Fig. 2. Food Hierarchy of Nutrition-Net 

of human brain and body. Incorporating additive nutrients into our food products is 
not new at all. Milk producers have been fortifying milk by adding extra vitamin D to 
it since the 1930s. Vitamin D helps prevent rickets in children, who are most 
vulnerable to this disease. For people who aren’t able to consume lactose, adding 
vitamin D to their diets is a problem.  

Also, the amount of nutrients that a human body can or need to consume is 
important. For example, more than 2000 milligrams of vitamin C per day in an adult 
human body can cause diarrhea and kidney stones. Stanols and plant sterols help 
reduce cholesterol inside one’s body, and 2 grams of these substances per day is 
enough to keep cholesterol in control. Ingesting more than that amount can harm the 
body and does not provide any extra 
benefit. Iron is necessary for the growth 
of blood cells, but in some forms iron is 
not solvable is simple flushed out of the 
body. 

Foods can be hierarchically organized 
[2]. One of the examples is shown in 
USDA National Nutrient Database (i.e., 
http://www.nal.usda.gov/fnic/foodcomp/se
arch/). Foods are classified as being meet, 
fruits, vegetables, fishes, etc. Each can be 
also further specialized. For example, 
meats can be beef, pork, poultry, etc, each 
of which in turn can be specialized. Foods 
can be organized in a net, which we call 
“nutrition-net.” 

A nutrition-net is composed of a 
hierarchy of foods and the nutrition 

Table 1. Nutrients Returned from the 
Nutrition Database 

Nutrient Value per 
100 grams 

Water 1.75g 
Protein 17.30g 
Lipid (fat) 51.45g 
… …. 
Carbohydrate 25.35g 
Fiber, total dietary 9.0g 
Sugars 4.65g 
Calcium 70mg 
… … 
Vitamin C 0.4mg 
Vitamin B-6 0.296mg 
Choline 54.3mg 
…. …. 
Tryptophan 0.264g 
Leucine 1.371g 
…. …. 
Caffeine 0mg 



328 J.P. Yoon and J. Yoon 

database. As shown in Figure 2, the nutrition data may provide a list of the nutrients. 
In the figure, consider the food called “nuts, dried roasted with salt added” in the leaf 
node. It contains the nutrients as shown in Table 1 in the case of 100 grams of the 
food. Depending on the variable x, which indicates the weight of food, different 
values of nutrients will be provided. An example is listed as shown in Table 1. 

3 DNA 

Deoxyribonucleic Acid (DNA) is a nucleic acid that contains the genetic instructions 
used in the development and functioning of all known living organisms with the 
exception of some viruses. DNA occurs as linear chromosomes in eukaryotes, and 
circular chromosomes in prokaryotes. The set of chromosomes in a cell makes up its 
genome. The human genome has approximately 3 billion base pairs of DNA arranged 
into 46 chromosomes. The information carried by DNA is held in the sequence of 
pieces of DNA called genes.  

An alternative form of a gene, i.e., one member of pairs, located at a specific 
position on a specific chromosome is called an allele. Each gene can have different 
alleles. Sometimes, different DNA sequences or alleles can result in different traits, 
for example skin color. It is likely that different DNA sequences or alleles may have 
the same result in the expression of a gene. At each locus among various individuals, 
multiple alleles exist. Allelic variation at a locus is measurable as the number of 
alleles present or the proportion of heterozygotes in the population. 

Polymerase Changing Reaction (PCR) is a technique in molecular biology to 
amplify a single or few copies of the piece of DNA across several orders of 
magnitude, generating thousands to millions of copies of a particular DNA sequence. 
The method relies on thermal cycling, consisting of cycles of repeated heating and 
cooling of the reaction for DNA melting and enzymatic replication of the DNA. 
Primers (short DNA fragments) containing sequences complementary to the target  
 

  
Fig. 3. An Example of Gene-Net 
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region along with DNA polymerase are key components to enable selective and 
repeated amplification. As PCR progresses, the DNA generated is itself used as a 
template for replication, setting in motion a chain reaction in which the DNA template 
is exponentially amplified.  

Virtual Hybridization is a technique that rearranges chromosomes and enables to 
infor phylogenetic relationship between species using “gene” order. Human 
Leukocyte Antegen (HLA) is the name of the major histocompatibility complex in 
humans. The locus of the HLA contains a large number of genes related to immune 
system function in humans. This group of genes resides on chromosome 6, and 
encode cell-surface antigen-presenting proteins and many other genes.  

Each HLA allele name has a unique number corresponding to up to four sets of digits 
separated by colons. The length of the allele designation is dependent on the sequence 
of the allele and that of its nearest relative. All alleles receive at least a four digit name, 
which corresponds to the first two sets of digits, longer names are only assigned when 
necessary. Modern HLA alleles are typically noted with a variety of levels of detail. 
Most designations begin with HLA- and the locus name, then * and some number of 
digits specifying the allele. The first two digits specify a group of alleles. Older typing 
methodologies often could not completely distinguish alleles and so stopped at this 
level. The third through fourth digits specify a synonymous allele. Digits five through 
six denote any synonymous mutations within the coding frame of the gene. The seventh 
and eighth digits distinguish mutations outside the coding region. Letters such L, N, Q, 
or S may follow an allele’s designation to specify an expression level or other non-
genomic data known about it. Thus, a completely described allele may be up to 9 digits 
long, not including the HLA- prefix and locus notation.  

For example, the nomenclature HLA-DRB1*13 specifies a group of allels which 
encode the DR13 antigen or sequence homology to other DRB1*13 alleles, while 
HLA-DRB1*13:01 specifies a specific HLA allele. HLA-DRB1*13:01:02 specifies 
an allele that differs by a synonymous mutation from DRB1*13:01:01, while HLA-
DRB1*13:01:01:02 specifies an allele which contains a mutation outside the coding 
region from DRB1*13:01:01:01. As exemplified, there are relationships amongst 
DNA gene or allele sequences. Such relationships can be depicted in a graph, called 
gene-net. An example of gene-net is shown in Figure 3. 

4 Wellness Inference 

As discussed in the previous sections, we know that foods can be organized in the 
nutrition-net, while DNA gene sequences are in a gene-net. In Figure 1, there are two 
types of logical expression: general expression and specific expression. A general 
expression is defined over general terms, while a specific expression over specific 
terms. For example, Gene(“freshmen in CS dept”, “UCC”), meaning that freshmen in 
the class CISC131 has a gene sequence codon UCC, is a general expression [9], and 
Gene(“Adam”, “UCC”) is a specific expression. In this section, we do not distinguish 
them. However, Section 5 considers the situation where specific rules need to 
inference, and therefore, the privacy of a specific information needs to be preserved. 
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This section describes how to suggest a food to a person according to his or her 
body state. There are basically two cases of nutrition suggestion: well-known rule-
based suggestion and case-based reasoning suggestion [8]. 

4.1 Rule-Based Suggestion for Well-Known Cases 

Consider the two rules; 1) a certain gene sequence causes a symptom, and 2) food is 
good for those who have specific DNA gene sequences. Such rules can be written in 
logic as follows: 

Gene (s, g)  Symptom (s, x) 
Food  (s, f, a)   Gene (s, g). 

(1) 

These two rules imply that if a person s has the gene sequence g, then that person has 
the symptom of (disease) x. Also, the gene sequence g is caused if a amount of food f 
is consumed.  

From the rules in (1), the following rule is derived. 

Gene (s, g)  Symptom (s, x), and Food  (s, f, a)   Gene (s, g) 
                 ---------------------------------------------------------------------- 

 Gene (s, g)  ¬ Food  (s, f, a) 
(2)

meaning that if the two rules, Gene (s, g)  Symptom (x) and Food  (s, f, a)   Gene 
(s, g), are given, the food f  has mal-nutrient. 

For example, it is known that the A1 allele associated with DRD2 gene binding in 
the striatum and compromised striatal dopamine signaling reduces obese individuals. 
In other words,  

Gene (s, ”DRD2”)  Symptom (s, ”obesity”), and 
Food (s, ”Sugar”, a)  Gene (s, ”DRD2”). 

With these rules, it turns out that Sugar is not recommended to those who have gene 
”DRD2”. That is, Gene (s, ”DRD2”)  Food (s, ”Sugar”, a). 

 We further consider both nutrition-net and gene-net. Since hierarchical, they can 
be also rewritten in logic as follows: 

Gene (s, g)  Food  (s, fi, a), and fi  fj 
                                 -------------------------------------------- 

Gene (s, g)  Food  (s, fj, a). 
(3)

and 

Gene (s, gi)  Food  (s, fi, a), and gi  gj 
                                 -------------------------------------------- 

Gene (s, gj)  Food  (s, fj, a). 
(4)

Equation (3) means that if rule Gene (s, g)  Food  (s, fi, a) exists and food fj is 
super entity to another food fi in a nutrition-net, then a new rule is generated such that 
Gene (s, g)  Food (s, fj, a). Similarly, Equation (3) states that if rule Gene (s, gi)  
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Food  (s, fi, a) exists and gene gj is a super entity to another gene gi in a gene-net, then 
a new rule Gene (s, gj)  Food (s, fi, a)  is generated. 

4.2 Cased-Based Reasoning 

We know that there are many undiscovered rules, which however will be yet another 
useful food suggestion to human life. For this we employ the technique of case-based 
reasoning [8]. The case-based reasoning is the process of solving new problems on 
the solution of similar past problems. The idea comes from the fact that an auto 
mechanic who fixes an engine by recalling another car that exhibited similar 
symptoms. For wellness of human life (in Figure 1-), this case-based reasoning may 
be more frequently used in part because human DNA gene sequences are increasing 
and its new nomenclature is designed.  

An example of case-based reasoning is depicted in Figure 4. We know how to 
suggest the healthy food Ni if gene sequence Ωi exists. For the wellness for a person 
who has a gene sequence Ωj, if there is no foods that are found healthy for the person, 
but we do know gene sequence Ωi is similar to Ωj as shown in the second diagram of 
Figure 4(2), then we may be able to suggest the food Nj. Of course, we need to have a 
transformation rule αij for gene sequence, and also βij for food transformation. 
Finding αij and βij is beyond the scope of this paper, but will be discussed in another 
paper. 

 

Fig. 4. Discovering in Case-based Reasoning 

5 Privacy Issues 

This section describes a technique that can preserve the privacy for particular personal 
information in specific rules inference. In Figure 1-, since rules are defined over 
specific information, e.g., personal information, and since generalization approach [9] 
is not satisfied, user accesses need to be controlled properly. The access control 
techniques have been developed successfully [1]. However, they are not efficient in 
the domain interoperating two or more repositories. The following employs PKI [4]. 
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To request the server to reason about specific DNA gene sequence with specific 
personal information in specific rules, participants need asymmetric keys. The 
following can generate private and public keys for nutritionist Joyce who helps 
patient John. 

  keytool –genkey –alias CA1 –keystore herOnly.ks  
 -storepass ColumbiaUniversity –keypass nutrients.org  
–dname “CN=Joyce, OU=Nutrition, O=Columbia, L=New York,  

 ST=NY, C=US”; 

(5)

After the certificate authority CA1 signs on the request jar file B.jar containing 
DNA gene sequences for John, and to generate the signed jar file Bs.jar. The access 
policy is defined to grant the write permission to the jar code Bs.jar to a gene 
sequence database, gen-net to access John’s gene sequence.  

In this environment, the following java execution securely  

java    –Djava.security.manager   –Djava.security.policy 
 = our.policy –cp Bs.jar John gen-net (6)

In this way, the gene sequences for John and the nutrition data matched with his gene 
can be inter-shared securely and privately.  

6 Summary 

In this paper, we introduced two biological structures: DNA gene-net and nutrition-
net. For interoperability of DNA gene-net and nutrition-net, two-tiered nutrition 
assistant system is proposed. The nutrition assistant system uses rule-based and case-
based reasoning about to promote humans wellness and health. This interoperability 
are performed securely and privately. 
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Abstract. Nowadays, software companies have to mange different software 
development processes based on different time, cost, and number of staff 
sequentially, which is a very complex task and supports project planning and 
tracking.  Software time, cost and manpower estimation for separate projects is 
one of the critical and crucial tasks for project managers. Accurate software 
estimation at an early stage of project planning is counted as a great challenge 
in software project management, in the last decade, as it allows considering 
project financial, controlling, and strategic planning. Software effort estimation 
refers to the estimations of the likely amount of cost, schedule, and manpower 
required to develop software. This paper proposes a novel artificial neural 
network prediction model incorporating Constructive Cost Model (COCOMO). 
The new model uses the desirable features of artificial neural networks such as 
learning ability, while maintaining the merits of the COCOMO model. This 
model deals efficiently with uncertainty of software metrics to improve the 
accuracy of estimates. The experimental results show that using the proposed 
model improves the accuracy of the estimates, 8.36% improvement, when the 
obtained result compared to the COCOMO model. 

Keywords: Software engineering, software project management, software cost 
estimation models, COCOMO model, soft computing techniques, and artificial 
neural networks. 

1 Introduction 

Accurate and reliable software cost and time estimation is counted as one of the great 
problems and ongoing challenges in software engineering, in the last decades. 
Enhancing the precision of estimates would facilitate more effective time and budgets 
controlling for project managers during the development process. In order to make 
precise software estimates, several algorithmic and non-algorithmic cost estimation 
models have been proposed and developed. The Constructive Cost Model 
(COCOMO) is the most popular model in software companies due to its capabilities 
and characteristics to estimate software effort in person-month (PM) during 
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development process. This paper proposes a precise artificial neural network 
estimation model incorporating COCOMO model to overcome the vagueness and 
uncertainty of software estimates.  

1.1 Software Effort Estimation Models 

Software project managers and developers, always, interested to estimate the total 
software budget and schedule at the early stages of development process. These 
estimates can help them to make good decisions on project management and strategic 
planning. Software effort prediction approaches can be categorised into algorithmic 
and non-algorithmic methods. Algorithmic methods use regression techniques with 
statistical analysis of historical data. Software Life Cycle Management (SLIM) [1] and 
Constructive Cost Model (COCOMO) [2] are two common algorithmic estimation 
methods. Non-algorithmic methods are based on heuristic approaches such as Expert 
Judgment, Price-to-Win, and machine learning approaches [3]. The COCOMO model 
was proposed by Barry Boehm in 1981[2] and it is one of the most cited, best known, 
widely used and the most plausible of all proposed effort estimation methods. The 
COCOMO model uses for project effort, time, cost, and manpower estimations. The 
COCOMO II model includes three sub-models for software estimations as follows: 
Application Composition Level, Early Design Level, and Post-Architecture Level. The 
Post-Architecture Level of COCOMO II includes 17 project cost factors, 5 scale 
factors, and software size, which presents project attributes and characteristics [2]. The 
COCOMO II formula shown in equation “1” as follows: 

Effort A Size B   Effort Multiplier                                   1  

where B 1.01 0.01  Scale Factor  

In the equation“1”: 
A:      Multiplicative Constant 
Size:  Size of the software measures in terms of KSLOC (thousands of Source 

Lines of Code, Function Points or Object Points) 

1.2 Artificial Neural Networks 

Artificial Neural Networks (ANN) are simplified mathematical techniques of human 
brain. They are collection of neurons, Process Elements (PEs), with internal 
connection and their function is based on distributed computing networks. They can 
learn from previous project information and experiences to provide new data, rules, 
and experiences based on inference of learnt data. The main idea in ANN is to 
produce intelligent systems capable of sophisticated computations. It is similar to the 
biological neurons in human brain structures. In fact, each neuron is like a 
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mathematical function with some inputs, a mathematical formula, and outputs. Each 
ANN includes a specific architecture, layers, and nodes. Each node has a 
mathematical function, inputs, and outputs, which generates a non-linear function of 
its input [3, 4]. Using ANN starts by generating network architecture then selecting a 
proper leaning technique for train, test, and validate the network based on a data set. 
The most widely used ANN training techniques are feed-forward and recurrent 
techniques. Figure 1 shows the functionality of a node in ANN. 

 

Fig. 1. The functionality of a node in ANN 

Each node produce the weighted sum of its M inputs, x , where j = 1,2,……m, and 
generate an output of 1 if this result is above the defined threshold u. Otherwise, an 
output of 0 generates. The obtained formula is shown in equation “2”. 

y   θ W X  u                                                     2  

In the equation “2”, the θ is a unit step function at 0 and w  is the synapse weight 
associated with the j-th input. U is considered as another weight i.e. w0 = -u attached 
to the neuron with a constant input of x0 = 1. Positive weights model excitatory 
synapses, while negative weights model inhibitory ones. The activation function in 
Figure 1 is known as a step function however, there are a number of functions that can 
be utilised such as Sigmoid, Gaussian, and Linear [5, 6].  

2 Related Works 

Software researchers attempt to improve software effort estimation models to 
overcome the uncertainty of results. Many software effort estimation models have 
been proposed and developed over the last decades. Using capabilities of artificial 
neural networks in software effort estimation, especially learning from historical 
project, can be as an alternative to achieve acceptable results. Using back propagation 
learning algorithm on a multilayer perceptron is one good application of soft 
computing techniques, which proposed by Witting and Finnie [7] to estimate software 
development effort. In another research, Karunanithi [8] suggested using artificial 
neural network techniques such as the feed-forward and Jordon-network with expert 
experiments to estimate software flexibility and reliability.  

Samson [9] utilised another soft computing technique, Albus multiplayer 
perceptron, to estimate software development time and cost. He used the COCOMO 
data set, which includes 63 projects information. A different artificial neural network 
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with back propagation learning algorithm proposed by Tadayon [10], however, it is 
not clear how the applied dataset was divided to train and validate of his proposed 
system. Khoshgoftaar and Jingzhou [11, 12] considered a real time approach to 
estimate the usability of each software metrics such as source lines of code. 
Researchers still attempt to apply and use the advantages of artificial neural networks 
to propose an accurate, reliable and flexible software estimation model. The ANN has 
been successfully used for solving several problems in software engineering [13, 14]. 

3 The Proposed COCOMO Model Incorporating Artificial 
Neural Networks 

In this research a new architecture of ANN proposes to accommodate the COCOMO 
II Post-architecture model. The COCOMO II includes five scale factors (SF), 
seventeen effort multipliers (EM), and software size. The proposed model has 23 
inputs, which include software size, scale factors, effort multipliers and the system 
output is effort estimation in PM (person-months). Therefore, the proposed artificial 
neural network architecture includes 23 input nodes in the input layer, which 
corresponds to all SFs, EMs, and software size parameters. Applying the proposed 
ANN architecture on the COCOMO II post-architecture model needs to data pre-
processing in the input layer using the Sigmoid Activation function. The proposed 
ANN architecture for the COCOMO model shown in Figure 2 and 3 and follows: 

 

Fig. 2. Architecture of proposed artificial neural network 

 

Fig. 3. The proposed artificial neural network based on COCOMO II 
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In the proposed ANN model, all effort multipliers values, , used in COCOMO 
model are pre-processed to   and the size of the product, in KSLOC, is not 
considered as one of the input parameters to the network but as a co-factor for the 
initial weights, initialisation parameter, for scale factors (SF). The sigmoid activation 

function in the hidden layer is defined by  . The related weights of input 

nodes connected to the hidden layer are defined by  for Bias1 and each input    for 1  17. Besides, the related weights with each scale factor, , 
from input nodes to the hidden layer are  + log(size) for 1  5   and the bias 
defined by Bias2. The parameters ‘W’ and ‘b’ in Figure 2, show the related weights to 
the arcs from the hidden layer nodes to the output layer nodes. The weight parameters 
‘W ‘and ‘b’, are relevant to the values of the hidden layer nodes. The output nodes 
have the specific identity function.  

One of the contributions of this research compared to other related works is the 
addition of Log(Input Size) to the weight  of scale factors in system input, which 
adjusts the weights  . Another important difference in this model compared to other 
works is the training and biasing approach of artificial neural network. Customisation 
of  the COCOMO formula is done by adjusting the initial values of weights ‘W’ and 
‘b’ to the offset of the values of the nodes in the ANN hidden layers. The back-
propagation algorithm is used as the training method in the proposed model. The data 
sets that used for system training will discuss at the following section. However, if 
there is no appropriate data set for system training, the weights and biases parameters 
in the model results the estimation using random generated input/output. The 
proposed model output, the effort, would be derived from COCOMO equation, ‘1’, by 
considering the initial values of Bias1 as Log(A) and Bias2 as 1.01. The ANN 
weights are initialised as 1 for 1  17  and  1 for 1  5   . For 
propagating the input parameters the values of nodes in the hidden layer are 
considered as follow:   1  ∑    1  ∑ ∏  ∏                   3   2 ∑  Bias2 ∑ SF S .  ∑ SF

  S .  ∑ SF  β             4   

Then initialisation of weights ‘W’ and ‘b’ as follow: W  β2 1 α 1 β
       and     b  α2 1 α 1 β

           5  

The ANN output is calculated as: 

PM   W  α   b β  αβ1 α 1 β
 A. Size .  ∑ SF   EM        6  
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4 Training Algorithm 

The training algorithm is done by iteration of forward and backward techniques until 
the terminating conditions are satisfied, for instance the changes in weights are less 
than or equal to a basic threshold or a basic number of iterations have been done.  
The training algorithm includes follow steps: 

• Selecting a training sample and propagate the input parameters across the 
ANN to compute the system output. 

• Error detection in system output, and determining the amount of error 
gradient in all the other layers. 

• Determining the amount of changes for the ANN weights and updating the 
ANN weights. 

• Repeating the steps until the ANN error is sufficiently small, less than or 
equals a specific threshold, after an epoch is complete. 

5 Results and Discussion  

Experiments were done by using two different data sets: the original COCOMO data 
set, which includes 63 projects information and an artificial data set, which includes 
100 projects data. The artificial data set inferred from the existing COCOMO dataset 
based on another ANN model using previous training algorithm. 

5.1 Data Sets Description 

The COCOMO data set, Data set #1, was the first attempt to evaluate the proposed 
ANN-COCOMO model, which is includes 63 historical projects and it is a public data 
set [1]. This data set retrieved form 63 historical projects from software companies 
and industries. The second data set created based on the COCOMO data set by 
proposing a new ANN architecture, Data set #2, which is trained by the COOCMO 
data set and characteristics of training algorithm explained in the previous section. 
Table 1 shows the structure of second data set. 

Table 1. The artificial data set includes 100 projects information 

No. Mode Size Effort
1 1.1200 51.2500 246.5900 
2 1.2000 12.5500 58.2800 
3 1.0500 81.5200 550.4000 
… ... … … 
97 1.2000 56.5300 354.7300 
98 1.0500 16.0400 67.1400 
100 1.1200 54.1700 262.3800 

5.2 Evaluation Method 

The proposed ANN-COCOMO model evaluation and validation is done by using  
the most widely accepted evaluation methods: Mean Magnitude of Relative Error 
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(MMRE) and  Pred (L). The Pred(L) method means probability of a project having a 
relative error of less than or equal to L ( for instance, Pred(25%)). The Magnitude of 
Relative Error (MRE) is defined as follows: MRE  |A  E   P  E |A  E                                       7   

The value of MRE is calculated for each observation i whose effort is estimated. The 
aggregation of MRE over multiple observations (for i=1 to N) can be achieved 
through the Mean MRE (MMRE) as follows: MMRE  N  ∑ MREN                                                       8   

The Magnitude of Error Relative to the estimation (MER) is another measure similar 
to MRE. Intuitively, MRE seems preferable to MER since it measures the relative 
error to the estimate. MRE uses predicted effort as shows in equation “7”. The 
MMRE is used to the mean MER in equation “8”. However, the MMRE and MMER 
are sensitive to individual estimations with excessively large MREs or MERs. 
Therefore, the aggregate measure less sensitive to extreme values is also considered, 
namely the median of MRE and MER values for the N observations (MdMRE and 
MdMER respectively). A complementary condition is the prediction at level l,  
Pred(l) = k/N, where k is the number of observations where MRE (or MER) is less 
than or equal to l, and N is the total number of observations. Thus, Pred(25%) gives 
the percentage of projects which were predicted with a MRE (or MER) less or equal 
than 0.25.  

The proposed ANN-COCOMO model and the original COCOMO model are used 
for model evaluation. The two data sets, Data set #1 and Data set #2, separately 
applied to the new artificial neural network effort estimation model and original 
COCOMO model. For each project in the data set the estimated effort, MRE, and 
Pred (25%) calculated by applying on the proposed ANN model and the original 
COCOMO model. Finally, the MMRE for each data set is calculated to avoid any 
sensitivity to the calculated results. The results comparison of COCOMO data set, 
Date Set #1, and artificial dataset, Data Set #2, shown in Tables 2 and 3. 

Table 2. Results comparison of the ANN proposed model and COCOMO model 

Data set Model Evaluation
  MRE Pred (25%) 
Data set #1 COCOMO II 0.542561832 45% 
 Proposed Model 0.487257017 52% 
Data set #2 COCOMO II 0.462579313 30% 
 Proposed Model 0.428617366 39% 
    
MMRE COCOMO II 0.502570573 37.5% 
 Proposed Model 0.457937192 45.5% 

 
The results in the Table 2 shows: the values of MMRE in the proposed ANN 

model for Data set #1 and #2 are 0.487257017 and 0.428617366 and for the 
Pred(25%) are 52% and 39%. The aggregation of Data sets, #1 and #2 shows that the 
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MMRE is 0.457937192 and Pred(25%)  equals 45.5%. The analysis of the results in 
Table 2 indicates: 

• The proposed ANN effort estimation model has the MMRE, MMRE_ANN = 
0.457937192, less than COCOMO model, MMRE_COCOMO = 0.502570573. 
Obviously, it means the accuracy of proposed ANN model is better than 
COCOMO model. Because, if the value of MMRE is closed to zero, it means 
the amount of error, difference of actual and estimated effort, is very low. In 
other words, the accuracy of estimation is high. 

• In case of Pred(25%), the value of Pred(25%) for proposed ANN estimation 
model is 45.5% and for COCOMO model is 37.5%. Pred method presents 
the number of projects with the MRE lass than 25%. Therefore, if the value 
of Pred(25%) is closed to 100%, it means the estimated value for the project 
is closed to the actual amount. So, the accuracy of estimation is high.  

According to the analysis of the final results, the proposed ANN effort estimation 
model shows better accuracy than the COCOMO model.  Table 3, compares the 
percentage of the accuracy improvement of ANN estimation model in compare to the 
COCOMO model.  

Table 3. The accuracy of the estimation models 

Model              Evaluation
 
Proposed Model 
vs. COCOMO II 

 MMRE 
COCOMO II 0.50257057

3 
Proposed Model 0.457937192 
Improvement % 8.36% 

 
The analysis of the final result indicates that the percentage of the accuracy 

improvement in the proposed artificial neural network model is 8.36%. In summary, 
the analysis of the experimental results shows that the proposed artificial neural 
network effort estimation model generates more accurate estimates than the 
COCOMO model and the system output provides a better performance due to the high 
granularity demanded from the results.  

6 Conclusion 

One on the crucial and challenging issues in software project management is accurate 
and reliable estimation of the required effort at the early stages of software 
development process. Software attributes essentially have properties of vagueness and 
uncertainty when they are measured by human judgment and they differ from software 
development environments. A software effort estimation incorporating artificial neural 
networks can overcome the vagueness and uncertainty of software attributes, which 
used in effort estimation. This approach can be a worthy attempt in the software project 
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management. This research work presented a new artificial neural network architecture 
to handle uncertainty and imprecision in software effort estimation.  

This approach shows that by applying artificial neural network on the algorithmic 
effort estimation models, accurate estimates are achievable. The analysis of the results 
demonstrated that using artificial neural network approach for the software cost 
estimation is an applicable approach to address and overcome the vagueness and 
uncertainty of software attributes. Furthermore, the proposed artificial neural network 
estimation model presented better estimation accuracy when compared to the 
COCOMO model. The utilisation of soft computing approaches such as artificial 
neural networks, fuzzy logic, and neuro-fuzzy systems for other software engineering 
approaches can be considerable in the future. 
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Abstract. Many large protein complexes undergo extensive conformational
changes as part of their functionality. Tracing these changes is important for un-
derstanding the way these proteins function. It is not always possible to obtain
a high resolution structure for very large complexes. Electron cryo-microscopy
(Cryo-EM) enables the representation of large macromolecular structures at a
medium resolution level (4–8Å). Traditional conformational search methods can-
not be applied to medium resolution data where structural information may be
partial or missing. Additionally, simulating large scale conformational changes
in proteins require a massive amount of computational efforts. We apply a search
method from robotics to structural information obtained from medium resolution
Cryo-EM maps, modeled to approximate backbone trace level. The pathways ob-
tained by this method can be useful in understanding protein motions, providing
reliable results for the medium resolution data. To provide a baseline validation
for our method, we tested it on Adenylate Kinase and Cyanovirin. To test the
data on actual cryo-EM determined structures, we simulated the conformational
opening of the GroEL single ring complex. We show that we can produce low
energy conformational pathways which correspond to known structural data. The
method presented here is a promising step towards exploring the conformational
motion of even larger complexes.

1 Introduction

Proteins are flexible molecules that undergo conformational changes as part of their in-
teractions with other proteins or drug molecules [1]. Changes in torsional angles may
induce localized changes or large scale domain motions. Tracing these changes is cru-
cial for understanding the way these proteins perform their function. Only a relatively
small number of proteins have their structure determined experimentally at atomic reso-
lution. In cases where the high resolution structure cannot be determined, as in the case
of very large complexes, electron cryo-microscopy (Cryo-EM) enables the structural
determination of large macromolecular complexes at sub-nanometer resolution (4–8Å)
[2, 3]. At this resolution the backbone or sidechain positions cannot always be deter-
mined, and typically only partial information exists about the location and connectivity
of the secondary structure elements. More recently, with the advance of Cryo-EM deter-
mination methods and data processing tools, an increasing number of medium resolu-
tion data can be traced to a backbone level with high accuracy. An example of a medium
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resolution structure can be seen in Figure 1(a), where a backbone trace of the GroEL
chaperonin monomer is modeled, based on Cryo-EM image. Several recent studies per-
form local refinement and fitting of high resolution structures to Cryo-EM models [4, 5],
but to the best of our knowledge, no algorithm exists for tracing and analyzing the large
scale conformational changes undergone by complexes represented at medium resolu-
tion. Hence, a gap of knowledge exists. Existing physics-based computational methods
that trace and simulate conformational changes in proteins where full atomic resolu-
tion is available include Molecular Dynamics (MD) [6], Monte Carlo (MC) [7] and
their variants. They normally require full atomic representation of the molecule, and
most available force fields are not suitable to deal with coarse grained representation,
especially when modeled from sub-nanometer resolution images. In the past, several
efficient conformational search algorithms have been developed. Some use a coarse
representation of the protein molecule [8, 9] and employ various efficient search meth-
ods such as Normal Mode Analysis (NMA) [4, 10], elastic network modeling (ENM)
[11, 12, 13], or morphing [14]. ENM- and NMA-based methods are especially useful
in sampling local motions, and it is not always clear whether large scale conforma-
tional sampling methods can be sampled correctly using normal mode analysis, and
the normal modes have to be re-calculated for the sampling to be correct. Sampling
based motion planning methods have been successfully applied towards an efficient ex-
ploration of the conformational space of macromolecules. Motion planning is an area
in robotics concerned with finding a pathway for robot-like objects in constrained en-
vironments [15, 16]. When applied to biological problems, the protein is represented
as an articulated body with the degrees of freedom in all or selected torsional angles.
The physical constraints are implicitly encoded in a penalty function which approxi-
mates the potential energy of the molecule. The conformational space of the protein
is explored so that high energy regions are avoided and feasible conformational path-
ways are obtained more efficiently than with traditional simulation methods. Among the
many applications of motion planning to biology are the characterization of near-native
protein conformational ensembles [17, 18, 19], the study of conformational flexibility
in proteins [20, 21], protein folding and binding simulation [22, 23], modeling protein
loops [24, 20], simulation of RNA folding kinetics [25, 26] and recently the elucidation
of conformational pathways in proteins, subject to pre-specified constraints [27, 28].

Many of those methods are successful in sampling the conformational landscape
of proteins but are often biased by the protein native conformation and some of them
require additional, problem specific information.

In this work we present an efficient motion-planning based methodology to perform
conformational search on complex macromolecular structures represented at medium
resolution extracted from Cryo-EM imaging. The molecule is mapped into a reduced
representation using a small number of parameters that represents its degrees of free-
dom. This allows for larger complexes to be explored efficiently. A similar method has
been applied recently to higher resolution structures [28]. The results of the previous
research encouraged us to take the methodology one step further and explore lower res-
olution structures with high degree of uncertainty. To the best of our knowledge, there
are no large scale conformational sampling methods that accept lower than backbone
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resolution and this is the main strength of this method and the main difference from our
previous work at [28].

Problem Statement. Given two conformational states of a molecule, denoted by start
and goal, and represented as two medium resolution Cryo-EM maps, our goal is to
find a set of affine transformations that, when applied successively to the degrees of
freedom of the start conformation, the start conformation will be brought within a tol-
erance range of the goal conformation under a defined distance metric. Furthermore,
each intermediate conformation along the pathway must be feasible under a given scor-
ing function, which approximates its potential energy. The degrees of freedom of the
structures lie in the flexible parts connecting rigid structural elements. In this work we
assume that secondary structure elements do not change significantly during domain
motions and that the flexible parts are the loops connecting them. While this assump-
tion is true in many cases, there are cases where secondary structure elements melt or
change. In these cases, and if backbone or higher resolution modeling of these parts is
available, it is possible to incorporate a more detailed modeling of the flexible parts into
the general framework of the algorithm without limiting the proposed procedure. The
flexible parts can be modeled using existing methods such as elastic network modeling
[11]. We also assume that approximate backbone trace can be made using structural
modeling tools and Cryo-EM data analysis methods [29, 30]. Extension to cases where
only partial information is given about the location of secondary structures is a sub-
ject of on-going and future work. Figure 1 shows an illustration of the conformational
transition of the GroEL monomer from the closed structure (Figure 1(a) ) to the opened
structure (GroEL-GroES-ADP7) (Figure 1(b) ). Figure 1(c-d) show the single-ring 7
member complex. The closed conformation is a backbone trace model generated from
a mid-resolution cryo-EM image.

It should be emphasized that the algorithm does not always produce the same con-
formational pathway, but rather a possible pathway. By repeating the procedure several
times we produce a set of feasible pathways, thus limiting the huge search space to a
manageable number of possibilities which can later be refined and filtered using infor-
mation about the tested systems.

2 Methods

2.1 Data Representation

This part is the main difference from our previous work [28]. The data representation
here is based upon a medium resolution Cryo-EM map rather than on a detailed atomic
representation. Given a Cryo-EM map which contains electron density data, the data is
encoded into a compact representation using the EMAN software package [31], devel-
oped to process Cryo-EM maps. A multi-level representation of the data allows us to
conveniently manipulate different parts of the structure at will. The different levels of
representation include:

1. Pseudo atoms [29], which are feature points of increased density, where most likely
atoms are found. Notice that due to the resolution pseudo atoms do not correspond
to exact atom locations.
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(a) GroEL monomer (b) GroEL-GroES-ADP7

(c) GroEL complex (d) GroEL-GroES-ADP7
complex

Fig. 1. Cryo-EM maps generated for GroEL monomer using EMAN [31]. (a) The GroEL
monomer (Created from cryo-EM model). (b) The GroEL-GroES-ADP7 monomer taken from
PDB structure 1SX4, chain A. (c) The GroEL complex (built as a symmetric complex of the
monomer modeled in (a).). (d) The GroEL-GroES-ADP7 complex - taken from PDB structure
1SX4.

2. A skeleton [32], which captures the topology of the structure and helps detecting
helix and sheet regions and their connectivity.

3. Secondary structures, which are assigned using either prior knowledge or the SSE-
Hunter and SSEBuilder tools [29]. These tools assign secondary structure ele-
ments to a given Cryo-EM map using local topology information obtained from
the pseudo atoms and connectivity information obtained from the skeleton.

Based on this data, the location of secondary structure elements and often even partial or
full backbone and side chain information can be obtained with high degree of accuracy
[33]. The high-level data structure that represents a conformation is a graph G = (V,E)
such that each secondary structure element is a node v ∈V in the graph. Two secondary
structure elements v1 and v2 are connected by an edge e ∈ E if there is at least one pair
of adjacent amino acids r1,r2, such that r1 ∈ v1 and r2 ∈ v2. The backbone angles in r1,
r2, and a small number of sequentially adjacent residues form the degrees of freedom
of the protein. In other words, the protein motions consist of bond rotations in these
residues while the remaining angles stay fixed.

Based on the graph we construct a spanning tree T = (V,X) where X is a subset
of E using a greedy approach. The root of the tree is specified as the structure that is
expected to move the least during the search as determined by aligning the start and goal
structures and measuring the least RMSD between corresponding secondary structure
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elements. Each one of the root’s neighbors forms a child node in the tree, and at each
stage the selected node and its adjacent edges are removed from the graph. The process
repeats iteratively until all the secondary structure elements are represented in the tree.
There may be more than one correct topology to the structure. We picked the topology
that follows the order of amino acids, which seems to give the best results. It should be
noted that it is not always possible when no information about the exact location of the
amino acids is available when the resolution is too low. In some cases we may know
that the positions of certain secondary structure elements is likely to stay fixed. This
allows us to speed up the search for a feasible pathway by restricting motions to the
remaining secondary structure elements. Let K ⊆ V be the set of secondary structures
that is free to move. This set is used below in the definition of a distance metric for our
representation.

It should be emphasized that this representation can be used even if there is no de-
tailed structural information such as backbone location or even if only partial informa-
tion about secondary structures breaking down, since the conformation representation
assumes only secondary structure knowledge.

2.2 Distance between Structures

The search method requires a distance measure to estimate the progress in the confor-
mational search. In the case of proteins and protein complexes the distance measure
is not trivial to define due to the complexity of protein structures and the high dimen-
sionality of the search space. Finding a good distance measure between two molecules
is an active area of research [34]. This issue becomes especially challenging when the
proteins are represented at a coarse resolution and traditional distance measures such
as RMSD may not be accurate due to the approximate location of the α carbon repre-
sentation that may cause inaccuracies to accumulate. In order to measure the distance
between structures we use a method we developed previously and gave good result in
a previous work [28]. Since it only requires knowledge of the location of secondary
structure elements it is especially suitable for coarse grained molecular representations.

The distance measure is defined in terms of the relative positions between secondary
structure elements. We compute for a conformation C a feature vector:

vC = 〈score(C1),score(C2), . . . ,score(Ck)〉 (1)

where the components of the vector are scores calculated for the K secondary structure
elements of the conformation, based on their positioning with respect to one another.
The distance between two conformations,C1 and C2 is defined as the Euclidean distance
between their feature vectors, i.e., ‖vC1 − vC2‖2. By definition, when C2 is the goal
structure, the score of C1 is the magnitude of its vector representation. Therefore, the
lower the score for a given conformation, the more similar it is to the goal structure.

2.3 Penalty Function

There are several potential functions that are suitable for C-α representation [8]. These
potential functions take into account the hydrophobicity of the amino acids, their
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interactions with the solvent and with one another. While coarse-grained energy mod-
els are an approximation of the protein potential energy and are often biased towards
a folded state, they give good results given their simplicity. They allow for an efficient
exploration of the protein conformational space where more detailed structural repre-
sentations, which require a more accurate potential function, consume a vast amount of
resources. We use the energy function developed by Brown and Head-Gordon [35].This
function has been shown to give good results while using only one bead per amino acid.
The energy function classifies the 20 amino acids into three categories - Hydrophobic
(H), Polar (P) and Neutral (N). The potential energy is given by the following equation:

Etotal = ∑
angles

Kθ (θ −θeq)
2 + ∑

dihedrals

[A(1+ cosφ)+B(1− cosφ)

+C(1+ cos3φ)+D(1+ cos[φ +
π
4
])]+ ∑

i, j≥i+3
4εHS1[

σ
r12

i j

− σ
r6

i j

]
(2)

Where ri, j is the distance between amino acids and the constants A, B, C, and D, S1 and
S2 are determined by the secondary structure type and the amino acid type. See [35] for
more details.

When no backbone trace is available, none of the above coarse grained potential
functions can be used. Our structural representation and search algorithm are suitable
for sub-nanometer resolution and do not assume knowledge about the locations of spe-
cific amino acids. However, there are only a few papers regarding coarser than backbone
representation [36]. The use of these very coarse models in the context of our model,
where no normal mode analysis is performed, should be tested carefully, since they
may admit non-biological motions as well. However, it can be used as a filtering tool
that greatly reduces the number of possible pathways. In cases where a more detailed
structural model exists, a more realistic energy function can be used for filtering and
refinement. This area is the subject of on-going and future research.

2.4 Search Methodology

The search is performed using a sampling-based motion planning algorithm. Motion
planning algorithms have been applied extensively in the past to solve biological prob-
lems due to the analogy between protein chains and robotic articulated mechanisms
[22, 23]. The search methodology applied in this paper is based on the Path-Directed
Subdivision Tree (PDST) planner [37]. We chose this algorithm because of its good
performance with articulated systems with complex dynamics moving in physically
constrained environments. It has shown good results in our previous work [28]. We
adapted the algorithm to model protein motions. In our adaptation, the planner itera-
tively constructs a tree of conformational pathways as the search progresses. The input
to the algorithm consists of the start and end conformations of a molecule, represented
as sets of articulated secondary structures as discussed in Data Representation above.
The root of the search tree is a “pathway” of length 0 consisting only of the starting
structure. At every iteration a previously generated pathway is selected for propagation
using a deterministic scoring scheme described below. From a random conformation



Tracing Conformational Changes in Proteins Represented at a Coarse Level 349

(a) AdK post-processed pathway (b) CVN post-processed pathway

(c) Groel Monomeric post-processed path-
way

(d) GroEL complex post-
processed pathway

Fig. 2. Illustration of the results for AdK, CVN and GroEL: (a) An example of a conformational
pathway obtained for AdK after resolution enhancement and basic energy minimization. (b) An
example of a conformational pathway for CVN. (c-d) An example of a conformational path of
GroEL. The monomeric path is shown in (c) for clarity, and the entire complex is illustrated in
(d). The conformation colors are interpolated on the red (start) to blue (goal) scale.

along that pathway, a new pathway is propagated by applying a small random rotation
to the φ or ψ backbone dihedral angle of a residue that resides on a loop connecting
two randomly chosen secondary structure elements. A molecular motion is sampled by
applying the rotation until a high energy conformation is reached. The coarse grained
energy function described above is used to determine when a high energy conforma-
tion is encountered. A high energy conformation is defined as being more than 100
kcal/mol above the starting energy. The relatively high threshold aims to compensate
for inaccuracies in the structure due to the low resolution. The algorithm maintains a
subdivision of the low-dimensional projection of the conformational space (described
in Distance Between Structures above) into cells, such that no sample spans more than
one cell in the subdivision. The goal of the subdivision is to guarantee coverage of the
search space [37]. After a sample is selected for propagation, the cell containing that
sample is subdivided into two cells. The algorithm keeps track of how many samples
are contained in each cell to estimate how dense the sampling is in different areas of the
space. It maintains a scoring scheme that gives selection preference to samples residing
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in large, empty cells, thus pushing the exploration towards unvisited areas in the confor-
mational space. Probabilistic completeness is obtained via a scoring scheme that favors
the selection of samples contained in larger cells and leads to unexplored areas of the
search space. The sample scores are updated in a way that guarantees that every sam-
ple in the tree will eventually be selected for propagation and avoids over-sampling of
parts of the space. Previous studies in path-directed motion planning algorithms [28, 38]
showed that employing a biasing scheme in a small percentage of the iterations greatly
improves the performance of the planner. We employed biasing at 10% of the iterations.
During these iterations the scoring scheme described above is ignored and a sample is
chosen out of a pool of conformations closest to the goal conformation, which gives the
planner a better chance to successfully terminate the search. We found that the biasing
improves the performance of the algorithm. Our top-level algorithm runs PDST itera-
tively. Each iteration runs until a generated conformation is closer to the goal conforma-
tion than a pre-specified intermediate distance threshold, where the distance threshold
is determined by the distance measure described above. We found that a threshold of
0.8–0.9 of the distance between the start and goal conformations is usually sufficient to
achieve good results and running further does not benefit the results much. The iterative
runs of the PDST planner help reduce memory use and improve performance, as also
shown in [39].

3 Results and Discussion

We ran the algorithm on three test cases, Adenylate Kinase (AdK), cyanovirin (CVN)
and the GroEL single-ring complex. In this study we seek to provide a proof of concept
and some real test-cases. AdK and CVN undergo extensive conformational transitions,
they are well studied and have an abundance of data for testing and comparison. To
provide test for real backbone-resolution data we tested the algorithm on the GroEL 7-
member ring complex. A CryoEM model is available only for the closed form, and the
open form was taken from the PDB, using accession code 1SX4. The PDB structures
were respresented as C-α traces. Figure 2 shows an illustration of the AdK, CVN and
GroEL examples.

We ran the algorithm 100 times per protein on the UMass Boston Supercomputing
Cluster, where each machine runs at 2.2 Ghz and has 4 GB RAM. For comparison pur-
poses, we produced conformational pathways using a random walk Monte Carlo like
algorithm [7] with the same resolution, representation and penalty function described
in this work. The random walk algorithm is similar to the one used for comparison in
our previous work [28]. Using the same representation, similarity score and potential
function described in our algorithm, the random walk algorithm differs from the com-
mon use of Monte Carlo in protein conformational search. Rather than optimizing the
energy, it optimizes the above mentioned similarity score in order to simulate a con-
formational pathway from the start to the goal conformation. The energy, while not
optimized, is used to filter out non-feasible conformations. The random walk imple-
mentation uses the Metropolis criterion for the selection of steps. At each iteration a
random conformational pathway is generated from the current conformation by apply-
ing a small random transformation to one of the randomly chosen degrees of freedom
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connecting secondary structure elements, in a similar way to the one used to generate
new conformations described in the Search Methodology subsection above. If a step
brings the similarity score of the generated conformation closer to the goal it will be
accepted. Otherwise it is accepted with a probability proportional to eΔS where ΔS is
the difference in the similarity score of the current step and the previous step. In prac-
tice, this criterion accepts all “good” steps while allowing a very small fraction of “bad”
steps.

No comparison was made to any other conformational search method since random
walk is very easy to implement, but no other method exists that models conformational
changes in low resolution level and therefore such a comparison would be meaningless.
In order to compare the performance of the two methods by an objective standard,
each was run for a fixed amount of time and the least RMSD (lRMSD) of the closest
conformation to the goal at that given time step was measured. Generally, lRMSD is
not available for medium resolution structures. However, it was used for the sake of this
initial baseline validation due to the fact that the full resolution structures are available.
lRMSD was measured after 10 and 20 minutes for AdK. In the case of GroEL, which is
a longer running example, measurements were taken after 15 and 30 minutes. For CVN,
which was a shorter example, measurements were taken after 5 and 10 minutes. Table
3 summarizes the average lRMSD results over 80 test runs, where the top and bottom
10% outliers were removed.

Adenylate Kinase (AdK). AdK is a monomeric phosphotransferase enzyme that cat-
alyzes reversible transfer of a phosphoryl group from ATP to AMP. AdK contains
214 amino acids and assumes an “open” conformation in the unligated structure and a
bound, “closed” conformation. The lRMSD between the two structures is 6.95Å. Sup-
posedly, during the transition from the “open” to “closed” form, the largest conforma-
tional change occurs in the LID (residues 118–167) and NMP (residues 30–67) domains
with the rest of the protein – the CORE domain being relatively rigid. We modeled the
closed state to open state motion using the C-α traces of PDB codes 1AKE and 4AKE
for the closed and open states respectively. Our model contains 7 secondary structure
elements where most of the CORE domain was modeled as one large segment and was
considered fixed, since it does not undergo a large-scale motion. Figure 2(a) shows the
overlapped resulting structure with the goal structure. The final set of transformations
was applied to the backbone traces (which are known in this case) to generate the fig-
ure. The C-α RMSD from the goal structure is 1.622Å. As seen in table 3 the resulting
average lRMSD was 1.93Å in the end of the runs. Random walk performed slightly
worse compared to our planner with an average lRMSD of 2.26Å .

Cyanovirin-N (CVN). CVN is an anti-viral fusion inhibitor protein that binds to viral
sugars, and is trialed for preventing sexual transmission of HIV. It comprises two re-
peat domains of 30% sequence identity which undergo swapping [40]. We simulated
the unpacking of the repeat domains of a single chain from the intertwined monomeric
conformation to an extended domain-swapped conformation. The swapped conforma-
tions deviate by approximately 16Å. CVN contains 101 amino acids and our model
contains 6 rigid elements. The flexible rotation axis resides mainly between residues
48–55. The distance measure threshold for successful termination of the algorithm was
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Performance statistics for the AdK, CVN and GroEL complex examples. The average
±(standard deviation) lRMSD data were taken over 80 runs where the top and bottom 10%

outliers were removed from the original set of 100 runs.
AdK AdK RW† CVN CVN RW† GroEL GroEL RW†

Initial lRMSD (Å) 6.95 6.95 16.01 16.01 14.64 14.64
#Residues 214 214 101 101 525‡ 525‡

lRMSD at first measurement (Å) 2.49±0.41 2.621±0.54 4.85±1.55 4.46±1.84 7.06±0.38 7.07±0.44
lRMSD at second measurement (Å) 2.36±0.38 2.54±0.53 3.57±0.95 4.42±1.67 6.62±0.43 6.95±0.37

Final lRMSD (Å) 1.93±0.16 2.32±0.49 2.29±0.25 3.20±1.2 6.26±0.43 6.83±0.34
† Random walk. See Results section for details.

a normalized distance of 0.91 from the goal conformation. Figure 2(b) shows an ex-
ample of a pathway from the start to the end conformation. The Cα RMSD from the
goal structure is 1.67Å. As seen in Table 3, our algorithm significantly outperformed
random walk with an average lRMSD of about 2.29Å comparing to 3.2Å for random
walk. Many of our runs got as low as 1.5Å from the final conformation. The average
run time was approximately 29 minutes.

GroEL Complex. The GroEL protein belongs to the chaperonin family and is found in
a large number of bacteria [41]. It is required for the correct folding of many proteins.
GroEL requires the lid-like cochaperonin protein complex GroES. Binding of substrate
protein, in addition to binding of ATP, induces an extensive conformational change that
allows association of the binary complex with GroES. We modeled the epical domain
movement from the GroEL-GroES-ADP7 complex (modeled from chain A of PDB
code 1SX4) to the GroEL monomer (modeled using a Cα trace extracted from Cryo-
EM data, analogous to the closed GroEL monomer) The monomer contains 525 amino
acids, and our model contains 8 secondary structure elements where most of the equa-
torial domain, whose structure does not change significantly, was modeled as one large
segment and was considered fixed. The initial lRMSD between the Cα atoms of the
two complexes is 14Å. The lRMSD from the goal structure was measured with respect
to the Cα trace of the Cryo-EM model. Figure 2(c-d) shows an example of a pathway
from the start to the end conformation. Table 3 shows that our method significantly out-
performs random walk. The average lRMSD between the resulting structures and the
goal structure was 6.2Å after 30 minutes compared to approximately 6.8Å for MC. The
pathways obviously indicate a closing motion of the complex, but lRMSD was used
here mainly for compatibility with the other examples. It is not a very good indicator of
the quality of the pathway in this case, since the Cryo-EM model contains inaccuracies
that makes it somewhat different than the atomic structure of GroEL which was used
to model the open structure. In a previous work [28] we used PDB code 1SS8, which
is close in structure to the Cryo-EM model used in this work. We then observed an
lRMSD of less than 5Å, with some runs reaching as close as 2.5Å from the goal struc-
ture. When comparison between the two structures is made less accurate, other distance
measurements should probably be considered [34].

Analysis of the Results. In order to provide initial validation for our results, we tested
whether our algorithm produces biologically reasonable, low energy pathways when
using an all-atom force field. Such an analysis was done in earlier works [27, 28],
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Fig. 3. Energetic profiles of the resulting pathways (a) A potential energy plot for ADK, CVN and
GroEL slightly minimized conformational pathways. Notice the different potential energy scale.

where the authors used a similar method to show that their conformational search was
reasonable. For this purpose we chose targets for which high resolution structures are
available. Side chain information was completed for the resulting pathways using the
algorithm described in [42]. The resulting full-atomic structures were minimized for
500 Steepest Descent steps using the AMBER energy minimization package [6]. The
minimization was done for a relatively small number of steps and was restrained in order
to resolve initial clashes but not cause large conformational changes to the structures.
The purpose of this test is not to provide a fully minimized pathway, but to show that
the algorithm produces pathways with reasonable conformations whose clashes can be
resolved within a small number of minimization steps. Figure 3 shows the potential
energy plot of a sampled conformational pathway for the three test cases. As seen, even
with a small number of energy minimization steps all the intermediate structures exhibit
low potential energies, below −20000 kcal/mol for AdK, below −7000 kcal/mol for
CVN and around −40000 kcal/mol for GroEL, as measured by AMBER.

4 Conclusions

We present a novel method for exploring large scale conformational changes in pro-
teins represented at medium resolution using Cryo-EM data and image processing tech-
niques. The search methodology is based on robot motion planning, and it strikes a
balance between an efficient coverage of the conformational space and fast exploration
towards the goal structure. The input molecule is modeled using a coarse representa-
tion and a relatively simple potential function to guide the search. This representation
does not require atomic details and thus makes the computation tractable and especially
useful in cases where a detailed structural model is not available and facilitates dealing
with partial or missing data. We tested our algorithm on the following well studied pro-
teins: Adenylate Kinase and Cyanovirin. Additionally, we ran the algorithm on actual
backbone-resolution models obtained from cryo-EM data, the GroEL complex (where
one state was obtained from cryo-EM and the other state from the PDB). We show that
our method performs significantly better than random walk by producing low energy
pathways with resulting structures closer to the goal structure. We believe this is an im-
portant step towards a larger scale modeling of more complex biological systems such
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as virus capsid shells. Additionally, since there is an abundance of cryo-EM models
whose resolution do not allow backbone trace modeling, this method can be the basis
to simulating conformational changes in even lower than backbone resolution models.
The algorithmic framework is similar, and the main difference is selecting a potential
function that handles lower-than-backbone resolution. This is an area of on-going work.
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Abstract. In this paper, we formally define and study the event graph model 
based on set theory and multi-relations theory, and discuss the methods of 
modeling event and event relations in detail. The event graph model is mainly 
designed to extract the potential events and the relationships between events from 
massive text streams, and further discover the trends embodied in the contents in 
text streams. We also study the connectivity of the event graph model, and give 
the equivalent conditions to determine the connectivity of event graph. 

Keywords: event graph, trend, text stream. 

1 Introduction 

With the rapid development of network and information technology, people always 
encounter a lot of text stream data, such as instant messaging chats, e-mail and online 
news and more. In such stream text data, there often exist interesting events and graph 
structures constructed by events and their relations. How to mine the useful information 
from these massive text streams has become an important problem. 

In this paper, based on set theory and multi-relations theory, we formally define and 
study the event graph model to discover, extract and summarize the potential events 
and event graph structures from massive texts, and discuss the method how to model 
the node and edge of the event graph with the examples of probabilistic mixture model 
and relative entropy respectively. We also study the connectivity of the event graph 
model, and give the equivalent conditions to determine the connectivity of event graph. 
Connectivity of the graph shows us the way to find the trends in text streams. 

The rest of the paper is organized as follows. In Section 2, we discuss the related 
work in detail. In Section 3, we formally introduce the event graph model. In Section 
4, we discuss the connectivity of the event graph and give some proof. We draw the 
conclusions to summary the paper in Section 5. Finally, Section 6 is acknowledgment. 

2 Related Work 

General Systems is a common approach that abstracts and considers a system as a set 
of independent and interacting parts, and provide the general theory and methods of 
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study the systems. In the domain of general systems, Lin studies the concept of general 
systems mathematically. In his book [1], he defines a system as a set of objects and a 
set of relations between the objects. Also he introduces a model of general systems 
based on the methods of set theory, and studies some basic global properties of systems 
in detail, including layer structures, centralized systems, relations between systems, 
and a characterization of centralizable systems. The theory and method described in the 
book presents a general framework to study different kinds of systems. 

In text mining, Zhai proposes a generative probabilistic mixture model [2] which 
models the semantic content in texts in order to perform cross-collection clustering. 
This model can be estimated using the Expectation Maximization algorithm, so it is a 
very useful tool in text mining. Based on the above probabilistic mixture model, Mei 
studies the evolutionary patterns of themes in text streams and explores the methods 
how to discover and summarize them, and an evolution graph of themes on the Asian 
tsunami disaster is constructed in his paper [3]. Because there usually exists an 
evolution relationship between two themes or topics with time stamps, it is necessary 
to find the evolution graph structure.    

Lots of work to predict trends in texts has been presented in the past few years. 
Based on WWW, Gloor extracts and predicts long-term trends on the popularity of 
relevant concepts such as brands, movies, and politicians by calculation of 
betweenness of these concepts. He introduces a novel set of social network analysis 
based algorithms [4] for mining the Web, blogs, and online forums to identify trends 
and also find who launch these them. The Algorithms he used include the temporal 
computation of network centrality measures, mining and analyzing large amounts of 
text based on social network analysis, and sentiment analysis and information filtering 
methods.  

3 Event Graph Model 

Given a text stream, the objective of event graph model is to discover the trends from 
it through extract the event graph in the text stream. This graph model will give us a 
specific insight to the massive text stream. In order to explain the event graph model, 
we firstly define the following concepts. 

Definition 1 (Event). An event ( , )e tθ= is an ordered pair of sets ( , )e tθ= , such that 

θ is a semantically topic which normally is represented as a probabilistic distribution 
of words, and t the time when the event e happens, defined by a time 
function ( )t t e= .  

Definition 2 (Event Graph). An event graph is an ordered pair of sets ( , )G E R= , 

such that E is the set of all vertices (events) of G , and R a set of edges (relations) 
defined on E . The sets E and R are respectively called the vertex (event) set and the 
edge (relation) set of the event graph G .  

The event graph ( , )G E R= is trivial if E = ∅ . It is easy to see that only nontrivial 

event graph is meaningful to study in practical application. 
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3.1 Event Modeling 

Let ( , )( 1, 2,..., )i i ie t i nθ= = be n events in a text stream, and 1 2{ , ,..., }TC d d d= a text 

stream, where jd refers to a text with time stamp ( 1, 2,... )j j T= . Probabilistic mixture 

model [2] can be introduced to describe and extract events in text stream C . In this 
model, words are regarded as data drawn from a mixture model with component 
models for the topic word distributions and a background word distribution. Words in 
the same text share the same mixing weights. The model can be estimated using the 
Expectation Maximization (EM) algorithm to obtain the topic word distributions. 

Each text could be seen as a sequence of words from a vocabulary set 

1 2 | |{ , ,..., }VV w w w= . The topicθ in the event ( , )e tθ= can be defined by a unigram 

language model, such as a word distribution { ( | )}w Vp w θ ∈ . Naturally we 

have ( | ) 1
w V

p w θ
∈

= . 

Let 1 2, ,..., kθ θ θ  be k  unigram language models and Bθ  be a background model 

for the whole text stream C . A text d is regarded as a sample of the following mixture 
model: 

,1
( : ) ( | ) (1 ) [ ( | )]

k

B B B d j ii
p w d p w p wλ θ λ π θ

=
= + −                 (1) 

Where w is a word in text d , ,d iπ  is the mixing weight for text d for choosing the 

event iθ  such that ,1
1

k

d ii
π

=
= , and Bλ  is the mixing weight for Bθ . The purpose of 

using a background model Bθ is to make the event models more discriminative. More 

details to estimate parameters in (1) can be found in [3] 

3.2 Event Relation Modeling 

Definition 3 (Event Evolution). Let ( )1 1 1,e tθ= and ( )2 2 2,e tθ=  be two events. If 

1 2t t≤ and the similarity between events 1e  and 2e  is above a give threshold, we say 

that there is an evolutionary transition from 1e to 2e , which we denote by 1 2e e→ . We 

also say that 2θ is evolved from 1θ , or 1θ  evolves to 2θ . 

Given two probability mass functions ( )p x and ( )q x , the Kullback-Leibler 

divergence (or relative entropy) between p and q is defined as 

( )
( || ) ( ) log

( )x

p x
D p q p x

q x
=                           (2) 

( || )D p q is always non-negative and is zero if and only if p q= . Because it is not 

symmetric and does not satisfy the triangle inequality, it is not a true distance between 
two distributions, but it is still useful to apply the KL-divergence to measure the 
distance between any two distributions [5]. 
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Based on the property of KL-divergence, we use the KL-divergence to model the 
relation between any two events and measure their similarity. Let ( )1 1 1,e tθ= and 

( )2 2 2,e tθ=  be two events where 1 2t t≤ . We assume that 2e has a smaller evolution 

distance to 1e  if their unigram language models 2θ and 1θ are closer to each other. 

Since the KL-divergence 2 1( || )D θ θ  can model the additional new information in 

2θ as compared to 1θ , it appears to be a natural measure of evolution distance between 

two events. 

| |
2

2 1 2
1 1

( | )
( || ) ( | ) log

( | )

V
i

i
i i

p w
D p w

p w

θθ θ θ
θ=

=                      (3) 

Formula (3) quantifies the relation between any two events in text streams. 

4 Property of Model 

In this part we will discuss the connectivity of event graph and give a complete proof 
in mathematics based on set theory and multi-relations theory [1]. Connectivity of the 
graph shows us the way to find the trends in text streams.  

Let ( , )G E R= be an event graph and r R∈ a relation. The support of r , 

denoted Supp( )r , is defined by 

{ }Supp( ) :  belongs to the event set on which  is definedr e E e r= ∈            (4) 

The event graph ( , )G E R= is connected if it cannot be represented in the form 

1 2 1 2 1 2( , )G G G E E R R= ⊕ ∪ ∪                         (5) 

Where ( , )( 1,2)i i iG E R i= = such that 1 2and  and  i iE E R R E E⊂ ⊂ ∩ =∅ . 

Theorem 1. An event graph G is connected if and only if for any two 
events ,x y E∈ , there exists n relations ir R∈ such that 

1 1Supp( ) and Supp( ) and Supp( ) Supp( ) ,  1,2,..., 1n i ix r y r r r i n+∈ ∈ ∩ ≠ ∅ = −     (6) 

Proof: Necessity. We prove by contradiction. Suppose that the event graph G is 
connected and there exist two events ,x y E∈ such that there do not exist n  

relations , 1,2,...,ir R i n∈ = , for any natural number 1n ≥ , such that 

1 1Supp( ) and Supp( ) and Supp( ) Supp( ) ,  1,2,..., 1n i ix r y r r r i n+∈ ∈ ∩ ≠ ∅ = −  

From the hypothesis that G is connected, it follows that there must be relations 

1 1,r s R∈ such that 1 1Supp( ) and Supp( )x r y s∈ ∈ . Then our hypothesis implies that  
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1 1Supp( ) Supp( )r s∩ =∅                            (7) 

Let 0 1 0 1=Supp( ) and =Supp( )U r V s , and for each natural number n∈  let 

     { }1= Supp( ) :  and Supp( )n nU r r R r U −∈ ∩ ≠ ∅                (8) 

{ }1= Supp( ) :  and Supp( )n nV s s R s V −∈ ∩ ≠ ∅                (9) 

Then 0 1 0 1,n nU U U V V V⊆ ⊆ ⊆ ⊆ ⊆ ⊆ ⊆ ⊆    , and n mU V∩ =∅ hold for all 

natural numbers ,n m∈ . 

We now define two subsystems of G : ( , ), ( 1,2)i i iG E R i= = such that 

1 2 1
0

 and n
n

E U E E E
∞

=

= = −                         (10) 

{ } { }1 1 2 2: Supp( )  and : Supp( )R r R r E R r R r E= ∈ ∩ ≠ ∅ = ∈ ⊆  

Then we have 1 2 1 2 and R R R R R∪ = ∩ =∅ . In fact, for each relation r R∈ , 

if 1r R∉ , then 1Supp( )r E∩ =∅ and so 2Supp( )r E⊆ , thus 2r R∈ .  

Therefore, 1 2 1 2 1 2( , ) ( , )G E R E E R R G G= = ∪ ∪ = ⊕ , contradiction. 

Sufficiency. The proof is again by contradiction. Suppose condition (ii) holds and 
G is disconnected. Thus, there exist nontrivial subgraphs 1G and 2G of G such 

that 1 2G G G= ⊕ .  

Suppose that ( , ), ( 1,2)i i iG E R i= = . Pick an event , ( 1,2)i ie E i∈ = . Then there are 

no relations , 1,2,...,jr R j n∈ = , for any fixed n∈ , such that 

1 1 2Supp( ) and Supp( )ne r e r∈ ∈ and 1Supp( ) Supp( ) ,  1,2,..., 1i ir r i n+∩ ≠ ∅ = −    (11) 

Contradiction. 
Generally, a connected event graph indicates that some relative stable trends are 

forming. The event graph can tell us much more than a single event itself does.  

5 Conclusions 

In this paper, based on set theory and multi-relations theory, we formally define and 
study the event graph model to discover, extract and summarize the potential events 
and event graph structures from massive texts, and further discover the trends 
embodied in the contents in text streams. We also study the connectivity of the event 
graph model, and give the equivalent conditions to determine the connectivity of 
event graph. The event graph model can be applied to many fields, such as online 
news, classification of text data collection, and online text data organization and topic 
detection of the text streams. This model is still preliminary, but it can serves as a 
foundation for the analysis of relations between events in massive text streams. 
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Abstract. The problem of finding an optimal structural alignment for a pair of 
superimposed proteins is often amenable to the Smith-Waterman dynamic 
programming algorithm, which runs in time proportional to the product of the 
lengths of sequences being aligned. While the quadratic running time is 
acceptable for computing a single alignment of two, spatially “fixed”, structures, 
the time complexity becomes a bottleneck when running the Smith-Waterman 
routine multiple times in order to find an optimal pairwise superposition. We 
present a subquadratic running time algorithm capable of computing an 
alignment that optimizes one of the most widely used measures of protein 
structure similarity, defined as the number of pairs of residues in two proteins 
that can be superimposed under a predefined distance cutoff. The algorithm 
presented in this article can be used to significantly improve the speed-accuracy 
tradeoff in a number of popular protein structure alignment methods.  

Keywords: protein structure, structure comparison, alignment, dynamic 
programming. 

1 Introduction 

Automated methods for protein structure comparison are of critical importance in 
several fields, including protein three-dimensional structure prediction [1-5], 
functional site comparison [6,7,8], and protein structural and functional annotation 
[9,10,11]. Protein structure comparison problem is much more difficult than its 
closely related sequence alignment problem [12-15]. For methods that minimize the 
inter-atomic distances, such as STRUCTAL [16,17], TM-align [18], Fr-TM-align 
[19], CAALIGN [20], LOCK [21], or LGA [22], the sequence alignment problem can 
be viewed as a subproblem of the structure comparison problem, since the goal of the 
latter is to simultaneously find both, a superposition and an alignment that maximizes 
a given structure similarity measure. In fact, a common approach to finding an 
optimal structural superposition of two proteins is to solve multiple pairwise 
alignment problems, one for each inspected spatial superposition of the input protein 
structures. 

One of the most intuitive and most widely used measures of pairwise structure 
similarity is the number of atoms in two proteins that can be superimposed under a 
specified distance cutoff. For now, we will denote this metric by dCA≤ , where d 
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denotes the distance threshold in Ångströms (and CA indicates that the structure of 
each protein is represented by its sequence of α-carbon atoms).  

Many widely used protein structure similarity metrics build upon dCA≤ , 
including GDT_TS [22], MaxSub [23], AL0 [24], "CA-atoms < 3Å" [25,26]  and Q-
score [25]. GDT_TS is the main measure used in the CASP benchmark of methods 
for protein structure modeling [1]. This measure is defined as the average value of 

iGDT_P , }8 ,4 ,2 ,1{∈i , where iGDT_P  represents the percentage of αC  atoms that 

can be superimposed under i Ångströms of the aligned atoms in the experimental 
structure. In the CAFASP experiment [27], the quality of a protein model is given by 
the model's MaxSub score, which represents the weighted fraction of the number of 
atoms in the model structure that can be fit under 3.5Å. The LiveBench experiment 
[28] uses "CA-atoms < 3Å" (in our notation 3<CA ) and Q-score, among other 
metrics, to evaluate the sensitivity and the specificity of protein structure prediction 
servers. The Q-score measure is defined as "CA-atoms < 3Å" divided by the length of 
the model. 

The widespread use of dCA≤  establishes the need for an efficient algorithm for 
its optimization. For a pair of superimposed proteins, p and q, dCA≤  can be 
maximized using a simplified version of the standard Smith-Waterman dynamic 
programming algorithm [29] with zero gap penalties. This algorithm first computes 
the score matrix  



 ≤−
=

           otherwise       0

  ||p||  if       1
),(

dq
jiS ji  

(where |||| ji qp −  denotes the Euclidean distance between the ip  and jq ) and then 

fills out the dynamic programming matrix in order to find an optimal alignment of p 
and q. The cost of both procedures, i.e., the procedure for computing the score matrix 
and the procedure for filling out the dynamic programming matrix is )(mnO , where 

m and n denote the lengths of proteins p and q, respectively.  
While the Smith-Waterman method is fast enough for computing a single 

alignment of two, fixed in space, proteins, the time complexity becomes a bottleneck 
when finding an optimal pairwise structural superposition by repeatedly running the 
Smith-Waterman procedure, once for each inspected spatial orientation of the input 
structures. To circumvent high computational cost, current methods for protein 
structure matching trade sensitivity for speed by utilizing heuristic techniques in 
search for a reasonable, suboptimal solution.  

Here we present an )( 4/3mnO  worst-case running time algorithm, guaranteed to 

maximize dCA≤  for any pair of protein structures. Our benchmarking results show 
that, in typical protein structure matching applications, the speedup factor of our 
algorithm over the Smith-Waterman algorithm exceeds an order of magnitude. Hence, 
our algorithm can be readily applied to improve the tradeoff between the speed and 
the accuracy in a number of existing protein structure comparison methods, including 
some of the methods discussed above. 
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We emphasize that subquadratic alignment algorithms are only known for some 
special sequence alignment problems, such as the Longest Common Subsequence 
problem (LCS). Using the so-called "Four Russians Speedup" technique [30,31], LCS 

problem can be solved in )log/( 2 nnO  time.  

2 Methods and Results 

A protein p of length m can be viewed as a sequence of points in the three-
dimensional space: 

3
1    ),, ... ,( Rpppp im ∈= , for }., ... ,1{ mi∈  

In many applications, the ip 's represent the protein's αC  atoms. 

An alignment of proteins ), ... ,( 1 mppp =  and ), ... ,( 1 nqqq =  is a sequence of 

pairs of points from p and q: 

)),(, ... ),,((),(
11 kk iiii qpqpqpA = , 

where mii k ≤≤≤≤ ...1 1  and njj k ≤≤≤≤ ...1 1 . We will use ),( qpAd  to denote an 

alignment of p and q that maximizes dCA≤ , i.e. the number of aligned pairs ),( ji qp  

at distance d≤ .  
The subquadratic running time algorithm, presented below, consists of two 

procedures: a procedure for computing the score matrix and a procedure for 
computing an optimal alignment. The total cost of our method is dominated by the 
cost of computing the score matrix, since our alignment routine runs on the order of 

)log( nmO . 

2.1 Computing the Score Matrix 

Our algorithm first computes a "trim-down" version of the standard score matrix 
),( jiSS = . More precisely, the algorithm, presented here, generates, for every point 

ip  from the protein p, a list ll jjjjiL <<= ...  ),, ... ,()( 11 , of positions of all points 

from the protein q that are at distance d≤  from ip . It should be noted that the length 

of )(iL  cannot exceed dK , where dK  represents an upper bound on the number of 

αC  atoms that can be packed inside a sphere of radius d in 3R . This implies that the 

space requirement for storing the collection of all lists ))(, ... ),1(( mLLL =  (one for 

each point ip  from p) does not exceed )(mOmKd =⋅ .  

The most straightforward way of computing )(iL  is to calculate the distances 

|||| ji qp −  between ip  and each jq  and then append j to the end of the list )(iL  if 

dqp ji ≤−  |||| . The problem with this approach is that it requires )(nO  operations for 
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each ip , resulting in )(mnO  total cost of the score matrix computation. To speed up 

the computation of )(iL , we first note that many distance calculations can be skipped 

due to the spacing of the protein's consecutive αC  atoms. Let 0>w  be the smallest 

integer such that cwd > , where c is an upper bound on the distance between two 
consecutive αC  atoms (c ~ 3.8Å) and let  wdk = . If kqp ji 2 |||| >−  then 1+j  

does not belong to )(iL , since 

dwdcwdqqqpqp jjjiji ≥>−>−−−>− ++ 2 ||||||||  |||| 11 . 

In general, if ktqp ji )1( |||| +>− , where 0>t  is an integer, then none of 

tjj ++ , ... ,1  belongs to )(iL , rendering the calculations of distances between ip  

and each  tjj qq ++ , ... ,1  unnecessary.  

 Assuming the cubic lattice model of protein structures, we now prove that each 

list )(iL  can be computed in )( 4/3nO  time.  

 Let tB denotes the closed ball of radius kt )1( +  centered at ip , where 0≥t  is an 

integer (Fig. 1).  
 

 

Fig. 1. A toy example of two protein structures, p and q, represented by dotted gray and black 
lines, respectively. If ttj BBq −∈ +1  then 0),( =+ ljiS  for every },...,1{ tl∈ . 

For every inspected point jq  from the spherical shell tt BB −+1 , at least t points 

from the protein q can be skipped, because ktqp ji )1( |||| +>− . Because we are 

interested in an upper bound on the algorithm's cost, we can assume that the visited 
points from the protein q are packed as tightly as possible around the point ip  (this 

scenario results in the least number of skipped points s from q). The key observation 
here is that the total number of inspected points from q can be represented as 
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abbbbv h +++++= ...210 , where tb  denotes the number of points from q that are  

packed inside 1−− tt BB  (by definition 1−B  is empty) and  10 +<≤ hba . The total 

number of skipped points from q is hbhbbs )1(...21  32 −+++≥ . According to the 

result of Chamizo and Iwaniec, )( 3hOv =  and )Ω( 4hs =  (see Theorem 1.1, [3]) and, 

therefore, )( 4/3sOv = . Since ns < , it follows that )( 4/3nOv = .  

 
The algorithm for computing the list L can be written as follows: 

 
Algorithm SCORE_MATRIX 
// Given the proteins p and q and the distance cutoff 

 // d, compute the score matrix L. 

  1jd)/c-(distancej                   11.

 else              10.

1pospos                    9.

1jj                    8.

jpos]L[i,                    7.

d     distance  if               6.

qpdistance               5.

do nj while          4.

1pos          3.

1j          2.

dom  to 1i for     1.

ji

++←

+←
+←

←
≤

−←

≤
←

←
←

 

 
 
It should be emphasized that the algorithm SCORE_MATRIX, is even more 

efficient than the general procedure we have just described, since it uses 
tcdqp ji +>−  ||||  as the criteria for skipping t points from q.  While both 

tcdqp ji +>−  ||||  and ktqp ji )1( |||| +>−  are sufficient conditions for skipping 

tjj qq ++ , ... ,1 , the former results in a more efficient algorithm while the latter makes 

our proof easier to follow. 

2.2 Computing Optimal Alignment 

In this section we present )log( nmO  algorithm for computing an optimal alignment 

),( qpAd  of p and q. In contrast to the method described below, a standard )(mnO  

dynamic programming algorithm for ),( qpAd  implements the following recurrence 

relation to compute the score ),( jiC of an optimal alignment of the sub-structures 

), ... ,( 1 i
i ppp =  and ), ... ,( 1 j

j qqq = : 
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−−
≤−+−−
==

=
            otherwise           )}1,(),,1(max{

  ||||  if                            1)1,1( 

 0or   0  if                                                    0

),(

jiCjiC

dqpjiC

ji

jiC ji  

As we will demonstrate shortly, the special binary form of the score matrix (Fig. 2) 
makes the protein structure alignment problem amenable to a much more efficient 
technique, a technique similar to one used for computing the longest common 
substring (LCS) of two strings over a finite alphabet [33,34]. It is interesting to note 
that our method has better (worst-case) running time than the corresponding 

)log( nmnO  algorithm for LCS [33], due to a "sparse" score matrix for any given pair 

of protein structures. In order to describe the algorithm in more details, we first need 
some terminology.   

We call a pair of indices ),( ji  a match if 1),( =jiS  (i.e. if dqp ji ≤−  |||| ). It is 

not difficult to see that the collection M of all matches can be partitioned as  
 

 

 

Fig. 2. (a) A toy example of a structure superposition of two proteins p  and q . A line 

connecting ip  and jq  indicates that dqp ji ≤−  ||||  (b) The score matrix ),( jiSS =  (c) 

Dynamic programming matrix, with k-matches in bold and dominant k-matches underlined (d) 
Updating the array Dpos of positions of dominant matches, row by row. 
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kkM Q0>=  , where kQ  is the set of k-matches, defined as 

}],[ and ),(|),{( kjiCMjijik =∈=Q . 

To find an optimal alignment ),( qpAd , it is sufficient to focus on dominant  

k-matches [35], i.e. k-matches ),( ji  such that })',( | '{min Mjijj ∈= . A single row 

of the dynamic programming matrix contains at most one dominant k-match, for 
every 0>k . An optimal alignment ),( qpAd  corresponds to a sequence of dominant 

matches, one for each pair of aligned residues (Fig. 2c). To quickly find this 
sequence, we scan the rows of the score matrix and update the array Dpos of positions 
of dominant matches in q (Fig. 2d). Initially, ]0[ Dpos  is set to zero and all other 

values are set to n+1. The rows of the score matrix are then processed, one by one, 
from right to left. Whenever a dominant k-match ),( ji  is found, ][ kDpos  is set to j. 

The array of positions of dominant matches can be efficiently updated using an 
)(log nO  binary search algorithm. More specifically, for each match ),( ji , the binary 

search algorithm can be applied to determine whether there exists an open interval 
])1[  ],[ ( +kDposkDpos containing  j. If such an interval exists, ]1[ +kDpos is set to 

j. Since the score matrix contains no more than )(mOmKd =⋅  matches, all of its 

rows can be processed in )log( nmO  time. The pseudocode for processing the rows of 

the score matrix (FORWARD), performing the binary search (SEARCH), and tracing 
back an optimal alignment (TRACEBACK) are given below. 

 
 
Algorithm FORWARD(L) 
// Computes the optimal alignment score bestScore, the array of dominant  
// positions Dpos and the array Back for tracing back an optimal alignment  
// q)(p,Ad . 

1kbestScore                        13.

bestScore1k if                   12.

i1]Back[k                   11.

j1]Dpos[k                   10.

1 ! k if               9.

SEARCH(j)k               8.

pos]L[i,j               7.

do 1 downto lenpos for          6.

L[i] of lengthlen          5.

dom  to 1i for     4.

1nDpos[l]          3.

 do n to 1l for     2.

0Dpos[0] 0;bestScore     1.

+←
>+
←+
←+

−=
←
←
←

←
←

+←
←

←←
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Algorithm SEARCH(j) 
// On input j, returns the integer k, such that 1]Dpos[kjDpos[k] +<< , or  -1 
// if such an integer does not exist. 

 

mid return else    12.

1mid return         11.

Dpos[mid]j if    10.

1 return else          9.

1midright               8.

Dpos[mid]j if else          7.

1midleft               6.

Dpos[mid]j if          5.

right)/2(leftmid          4.

 do right  left while     3.

1bestScoreright     2.

0left     1.

−
<

−
−←

<
+←

>
+←

≤
+←

←

 

 
 
Algorithm TRACEBACK 
// Computes an optimal alignment q)(p,AA d= . 

Dpos[k]A[Back[k]]          2.

do 1 downto bestScorek for     1.

←
←

 

It is not difficult to see that the hidden constant factor in the running time of the above 
alignment routine is ~ dK , where dK  is the number of αC  atoms that can be packed 
inside a sphere of radius d in 3R . In practical applications, the hidden constant is 
small since the distance cutoff is usually set below 8Å.  

2.3 Benchmark 

To test the efficiency of our algorithm in real applications, we compiled a test set 
consisting of 246 pairs of structurally related chains (at various structural levels) from 
the FSSP database [36]. Our test set is chosen so that the protein pairs can be grouped 
into three bins of equal size (82 pairs in each), according to the chain lengths: 

250, ≤nm , 500,250 ≤< nm  and 500, >nm . The set of pairs of proteins used in our 
analysis can be downloaded from http://bioinformatics.cs.uni.edu/fast_align.html. 

Since the efficiency of our method depends on the proteins' geometry and the 
spatial positions of the proteins relative to each other, we performed a head-to-head 
comparison of our algorithm and the standard Smith-Waterman algorithm in four 
different settings. In the first setting (Table 1), we compared the speed of the two 
methods on a set of pairs of structurally superimposed chains. The chains were 
optimally superimposed using the MAMMOTH program [37]. The remaining speed 
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tests, summarized in Tables 2-4, were performed using the same set of protein pairs, 
but with the chains from each pair positioned randomly in space, instead of being 
structurally aligned.  

We estimated the factor of speedup of our method over the Smith-Waterman 
algorithm as a function of the distance between the centers of the proteins, 1c  and 

2c using the distance cutoff 3=d : 21 cc =  (Table 2), 2/)( |||| 2121 rrcc +=−  (Table 3) 

and 2121  |||| rrcc +=−  (Table 4), where 1r  and 2r  denote the radiuses of the proteins’ 

bounding spheres. We note that, for all practical purposes, the results presented in 
Tables 2-4 are most relevant, since the majority of superpositions inspected by a 
typical iterative methods for protein structure matching are far away from an optimal 
superposition [15,26]. 

Table 1. Observed factor of speedup of our method over the Smith-Waterman method on the 
set of structurally superimposed pairs 

Chain length: m, n ≤ 250 250 < m, n ≤ 500 m, n > 500 

Score matrix 2 5 7 

Alignment 25 105 176 

Total 4 10 13 

Table 2. Speedup factor when the structures are randomly oriented but have the same center of 
mass 

Chain length: m, n ≤ 250 250 < m, n ≤ 500 m, n > 500 

Score matrix 5 12 16 

Alignment 88 756 1654 

Total 8 22 30 

Table 3. Speedup factor on the set of randomly oriented pairs of structures satisfying  
2/)( |||| 2121 rrcc +=−  

Chain length: m, n ≤ 250 250 < m, n ≤ 500 m, n > 500 

Score matrix 6 14 18 

Alignment 156 860 1709 

Total 10 24 34 

Table 4. Speedup factor on the set of randomly oriented pairs of structures such that 

2121  |||| rrcc +=−  

Chain length: m, n ≤ 250 250 < m, n ≤ 500 m, n > 500 

Score matrix 8 17 24 

Alignment 260 1070 2134 

Total 13 33 46 
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As seen in Table 1, when applied to optimally superimposed chains of lengths 
500,250 ≤< nm , our alignment method is about 105 times faster than the 

corresponding Smith-Waterman dynamic programming algorithm. If the cost of 
computing the score matrix is taken into account, our method is about an order of 
magnitude faster that the Smith-Waterman algorithm.  

We observed a significant increase in the efficiency of our method on structurally 
unaligned chains, in particular when the structures are far away from each other. For 
instance, on the set of pairs of proteins of moderate lengths ( 500,250 ≤< nm ), with 
the same center of mass, the speedup factor is 22 (12 for the score matrix computation 
and 756 for the alignment). On the other hand, if the bounding spheres of the two 
structures are only touching each other ( 2121  |||| rrcc +=− ), the speedup factor is 33 

(17 for the score matrix computation and 1070 for the alignment). 

3 Conclusion 

Many pairwise structure comparison algorithms minimize the proteins' inter-atomic 
distances by inspecting many different superpositions of the input structures, keeping 
track of the best superposition and the alignment found so far. In order to find a 
solution reasonably close to optimum, these methods must search the space of all 
superpositions with a fine-tooth comb, performing an alignment procedure each time 
a new superposition is generated. For this task, even an )( 2nO  Smith-Waterman 
alignment algorithm is computationally too expensive. 

We present a much faster algorithm for computing an alignment that maximizes 
one of the most widely used measures of protein structure similarity, defined as the 
number of pairs of atoms in two structures that can be fit under a specified distance 
cutoff.  Our algorithm can be readily applied to improve the speed-accuracy tradeoff 
of many popular protein structure similarity methods, including the methods 
commonly used in protein structure prediction benchmarks. 
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Abstract. In mobile ad-hoc networks (MANETs), where there is no centralized 
authority to provide security, trust and reputation mechanisms are applied to 
maintain security by identifying trustworthy and untrustworthy nodes. 
However, traditional authentication mechanisms are infeasible for MANETs 
due to the lack of infrastructure and frequent topology changes. In this paper, 
we propose a self-organized and localized public key authentication mechanism 
based on ant colony systems. Every node generates its own public-private key 
pair, issues certificates to neighboring nodes and provides on-demand 
authentication services by means of gathering certificate chains towards a target 
node. Pheromone concentration left by ants along the path of the certificate 
chains represents the trust level of a node towards other nodes. This model is 
able to authenticate public keys by selecting the most trustworthy path in 
certificate chains gathered by ants and can identify and prevent certificate 
chains with individual or colluding malicious nodes.  

Keywords: public key authentication, security threat in trust and reputation 
systems, ant colony optimization, MANETs. 

1 Introduction 

Mobile ad-hoc networks are multi-hop wireless networks without any infrastructure 
which are used in different applications, such as civilian or military applications and 
emergency rescues. In environments where cooperation is unavoidable providing 
security services for communication is an essential issue. Since authentication is the 
most important and the basic part of any secure communication, in this work we 
consider the authenticity of a node as the context of trust in the authentication process. 
In order to provide secure network communication a key distribution procedure 
between nodes is necessary, in which the keys are transmitted in a secure way over 
basically insecure channels. A framework of trust relationships is required to be built 
for authentication purposes in the key distribution procedure.  

A classification of authentication mechanisms in MANETs is presented in [1], 
identifying three different key management schemes: 1-central certification authority 
(CA) systems, which are not suitable for dynamic environments; 2-distributed CA 
systems, where n nodes in a MANETs collectively perform the task of a CA; 3- self 
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CA systems which are based on web of trust. This model allows nodes to become an 
individual CA, generate their own keying material and issue public key certificates for 
their own and for others base on their knowledge. Through a certificate, the binding 
of a node’s identity to its corresponding public key is proven by a digital signature of 
the issuer. Each node maintains a local certificate repository, and performs the public 
key authentication via chain of certificates. 

However there still exist security threats in this trust model. A number of security 
threats are presented in [3] which in general could be applied in trust and reputation 
systems. Therefore one of the most important subjects is identifying and coping with 
dishonest misbehaving nodes along the certificate chains who try to cheat other nodes 
into believing in false node-public key bindings.  

   To mitigate the problem, we propose on-demand, trust-based public key 
management based on ant colony systems [4]. The dynamic nature of ad hoc 
networks, caused by the mobility of nodes and the changing behavior of nodes, makes 
ant colony optimization an appropriate choice for a trust model. In our proposed 
scheme each node creates its own public-private key pair, issues certificates to 
neighboring nodes and stores the trust level of nodes in its repository. Reactively a 
node performs public key authentication by sending out ants toward the target node. 
The responsibility of the ants is to find the most trustworthy certificate chain. At the 
same time, through building a certificate chain, the ants leave traces of pheromone on 
the path representing a trust level of the path. Despite of misbehaving nodes each 
node can make a suitable decision about obtaining the public key of a target node. 

The rest of the paper is organized as follows: Section 2 represents some related 
works. Section 3 includes trust model and security threats of our model. The ant 
colony system is described in section 4 and a description of our proposed model is 
presented in section 5. Some experimental results are presented in section 6 and 
finally section 7 provides conclusion and future works. 

2 Related Work 

A public key certificate is a data structure in which a public key is bound to an 
identity and signed by the issuer of the certificate. In PGP [5] certificates are mainly 
stored in a centralized certificate repositories. [6] proposes a self-organized public key 
management where certificates are stored and distributed by the nodes. The main 
problem of this scheme is large overhead for storing the approximate global 
certificate graph. To solve this problem, authors in [7] proposed a solution. They 
designed an on-demand public key management. In this scheme all certificates need 
to be issued and trusted locally. A certificate chain can be obtained hop-by-hop, as 
long as a route discovered between source node and destination node. Recently 
another solution is proposed [2] which is based on the existence of a web of trust.  

On the other hand, many trust and reputation systems have been proposed, for 
dealing with malicious behavior, in many different domains such as human social 
networks, e-commerce [8], peer-to-peer networks [9][10][11], mobile ad-hoc 
networks CONFIDANT [12]  and CORE [13] and sensor networks [14][15].  
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TACS [11], which was helpful for our model, AntRep [16] and [17] are trust 
models using a bio-inspired algorithm of the ant colony systems in order to provide 
guarantee of network resources availability and trustworthiness. In these systems the 
main principle behind the interaction is called stigmergy, which means that the trace 
left in the environment by an action encourages the performance of the next action, by 
the same or different agent (ant). 

3 Trust Model and Security Threats 

The trust model of our scheme is based on a web of trust of public key certificates that 
guarantees the bindings of the public keys to their related user identities. As an 
example Certi→j denotes the certificate that i signed with its private key, Sigi, to show 
the binding of node j’s identity, IDj, and its corresponding public key PKj. In addition 
to IDj and PKj , the data structure Certi→j contains trust value or confidentiality, C, and 
validity time, T. We consider this web of trust a certificate graph G(V, E), whose set 
of vertices, V, represents public keys and the set of edges, E, represents certificates.  

Each node periodically, depending on the expiration time of certificates, creates 
direct edges to its neighbors and issues certificates to them, if there is an acceptable 
confidentiality level for binding neighbors’ ID to their corresponding PK. When a 
node, S, wants to authenticate the public key of another node, D, which is not located 
in radio range of S, a chain of valid certificates from S to D is required, fig. 1. 

S B C D
CertS→B CertB→C CertC→D

 
 

Fig. 1. Certificate Chain 

In our example the certificate chain from S to D is , ,  . 

Every certificate in the chain will be verified with the public key of the previous 
certificate in the chain. But how to verify the certificate chain and how to choose the 
certificate chain composed of trustworthy nodes is still a problem that we discuss in 
following parts. 

3.1 Trust Metrics 

Trust metrics is a measure that represents the assurance that a requesting node can 
obtain the public key of the destination node correctly, through the certificate chain. 
In this chain fashion, trust transitivity plays a great role which is based on 
recommendation between entities. However, there is a difference between trusting an 
entity to provide a specific service and trusting an entity that recommends someone 
who can provide the service [18]. Trust in the service object is functional trust, while 
trust in recommending agents is referral trust. In our model we consider the functional 
trust as the honest binding rate i.e. the number of correct binding signs over all trials. 
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On the other hand referral trust is the dissemination of these scores to the relying 
nodes that can be considered as recommendations.  

Any node in the network can calculate the trust value of another node’s public key 
if there is a physical communication and consequently a certificate chain between the 
two nodes using formula 1.                1 is the trust value between two directly connected nodes on the certificate chain 
from node S to node D. n is the number of hops between source and destination. It is 
obvious that the trust in another’s public key fades along the path of recommendation.  

3.2 Security Threats 

There is no guarantee in such decentralized public key management systems that all 
nodes act correctly and honestly. In general two types of functional and referral 
misbehavior threatens the security of our trust-based system. 

Functional misbehavior occurs when a node or a group of nodes refuses to act 
correctly in service provision. In our authentication model it raises by not 
participating in the authentication process or issuing a false certificates with an 
incorrect binding of a key to an identity. Impersonating another node is an example of 
functional misbehavior. A malicious node i may issue a certificate that binds the 
identity of another node, IDj, to its public key, PKi, and signs it with its private key 
Pri. The aim of the malicious node is eavesdropping a messages sent to j. Another 
example is binding the public key of node k, PKk , to IDj; although it should be bound 
to IDk.  

In the second type of misbehavior, referral misbehavior, a malicious node tries to 
trick other nodes by providing dishonest recommendations by manipulating the 
confidence in the authenticity of a given key. One of the important threats of this kind 
is the Sybil attack [19], where a malicious node generates several keys and identities, 
binds the IDs to corresponding public keys and issues certificates for them. In this 
case the malicious node can use these nodes to issue false certificates. As the false 
certificate is signed by many Sybil nodes, it could be considered as a correct 
certificate to non Sybil nodes. 

The aim of our proposed model is a self-organized authentication mechanism 
which enables defense against these two types of misbehavior. In this paper we 
concentrate on misbehaving nodes who try to defect the authentication service by 
disseminating false information. 

4 Ant Colony Optimization 

In a system based on ant colony optimization, mobile agents, called artificial ants 
spread through the network from source to destination in order to find the most  
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trustworthy path towards a destination node. They remember the visited nodes they 
pass, and deposit ‘pheromone’ on them. Ants are attracted to paths with higher 
pheromone concentration. When an ant wants to move from starting node S toward a 
destination it chooses one of the neighboring nodes of S, i, with the probability 
defined by following transition rule: 

S, i τS . ηS∑ τS . ηS βN S ; S, iN S 1                 2  

where τS  is the pheromone deposit on the edge between S and i, ηS  is the goodness 
value of the link between S and its neighbor node, N S  is the list of neighboring 
nodes of S and α and β are the weights for balancing between deposited pheromone  
and goodness value of the edge respectively. 

The following transition rule is used to provide a pseudo-aleatory path choice:  argmax  j N S τS α. ηS β if q q             otherwise                 3  

where  is the next chosen node by an ant in its next movement, q  is the probability 
of choosing deterministically the most promising edge, q is a measure in range of  
[0, 1] and  is a randomly selected neighbor node. 

Once a forward ant finds the required destination, a return ant is generated which 
retraces the path of the forward ant back to the source. The return ant then updates the 
value of pheromone at each intermediate node according to following reinforcement 
learning rule: 1 . ∆                                                 (4) 

where the backward ant came from neighbor j to node i,  is the rate of pheromone 
evaporation. Pheromone evaporation is a function of time and allows the system to 
forget the old information, search new paths and also avoid convergence to 
premature-optimal solutions by encouraging exploration of edges not yet visited.  ∆  

is the amount of pheromone deposited with typically ∆   . K > 0 is a 

constant.  is the cost function which serves as a metric of hop counts from current 
node to destination, the delay of finding a destination, the available bandwidth of the 
link or the energy consumption of each node along the way. The security metrics are 
explained in the system description part. 

5 System Descriptions 

We consider an ad hoc environment, in which all nodes perform five main processes: 
public-private key generation and certificate issuing, certificate chains discovery, 
public key authentication by certificate verification, certificate chains trust updating 
and certificate revocation. The following shows the details of each process. 
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5.1 Public-Private Key Generation and Certificate Issuing  

First each node creates its public key and corresponding private key locally. Then all 
neighboring nodes issue public key certificates for each other. If node A, based on its 
knowledge believes that a given public key PKB belongs to a given node B, node A 
has to issue a certificate for node B and sign it with its private key PrA , to show its 
assurance of the binding of identity B, IDB, to its related public key PKB. Each node 
saves the public key certificates it issues for others and certificates issued to it in its 
repository. For every node in the certificate repository there is a confidence level of 
trust that shows to which extent that node issues correct and not mismatched 
certificates. Figure 2 is an example of public key certificate generation for the nodes 
who are in radio range of each other.  

 
 

I

H

C

A

B E

D

F G
 

Fig. 2. Certificate issuing for neighboring nodes located in the radio range 

Table 1 shows the certificate table (CT) in which every node stores the certificates 
issued by neighboring nodes. Each entry in CT corresponds to one certificate and 
each column shows the belief of each neighboring node to a certain certificate. 

Table 1. Certificate Table of  Node A 

Certificates 
Neighbors 

B C D E
Certi 

… 
CertB→i CertC→i CertD→i        CerE→i 

 

 
Each node also has a table to store trust value of its neighboring nodes. Since this 

value presents the pheromone we name the table a trust-pheromone table (table2). 

Table 2. Trust-Pheromone Table of  Node A 

Trust-Pheromone  Neighbors 
B C D E

Pheromone tAB tAC tAD tAE
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Finally when the source node receives the backward ants from destination, it 
computes the trust value of the chain, using formula 1, and inserts the certificate 
chains and their corresponding trust values into the certificate chain table. 

Table 3. Certificate chain table of a node 

Certificate chain Destination Trust value 
SBFD D t1

SAED D t2

SAFD D t3

SCGHID D t4

In case of any topology changes during a backward ant tries to find the way back to 
the source, source node should send out some other ants toward target node.   

5.3 Public Key Authentication by Certificate Verification 

When the source node receives different chains of certificates, it verifies the ID-key 
binding of the destination which is contained in certificate chains. If S detects no 
conflicting certificates (e.g. certificates contain the same identity of D but with 
different public keys), it regards the maximum received trust value as trust value of 
the D’s certificate:                 5  

where  is the list of certificate chains which S receives by requesting for 
certificate of D. However, considering the existence of misbehaving nodes, S may 
receive mismatched destination certificates through different certificate chains. 

5.4 Certificate Chains Trust Update 

Trust updates will occur in three following situations: 
 

5.4.1   General Local Updating: In each intermediate node, if there is no mismatch 
information received by backward ants from its neighbors, the pheromone entry of the  
neighbor node, from where backward ant came from, will be updated as following: 1 .                 6  . 1 . η                 7  

where e is the pheromone evaporation value. By  in formula (7) we give the 
opportunity to edges with lower values of pheromone to recover faster.  
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5.4.2   Punishing: In case of observing any mismatch in certificate chains, node S 
analyzes the received certificate chain to identify Sybil nodes. S classifies the 
malicious nodes that offer confidentiality values for a certificate which is far from the 
opinion of the norm of the nodes in certificate chains. As this observation analysis is 
out of the scope of this paper, we suppose that the malicious nodes are already 
identified by the source node (e.g. node E and I in figure 4). In this case, as 
punishment, the source node reduces the trust level of its neighbors who led to the 
malicious node in the certificate chain by evaporating the pheromone of the edge 
between S and those neighbors (e.g. A and C in figure 4). Node S also has the 
responsibility of notifying A and C about the malicious nodes.   . . . , 1                 8  

Weight   is the trust value of a node toward its notifier neighboring node (e.g.  in 
figure 4). This weight is equal to 1 if the notifier itself is also the punisher.  is the 
distance factor (hop count) between punished (p) node and malicious node (m), which 
can be obtained through the certificate chain. The longer this distance the less is the 
punishing amount. The punished node who continues to act maliciously as a 
consequence will be isolated and not further used in the authentication process.  

Nodes A and C also have to punish their next neighbors in the path leading to the 
malicious nodes; Otherwise they will be classified as potentially malicious nodes.  
 
5.4.3   Rewarding: Source node S updates the trust value of every node along the 
most reliable certificate chain as follows:  

 1 . . 1 . .                 9  
 

where  is the highest trust value corresponding to the most reliable certificate 
chain. It shows the edges with higher pheromone value are more rewarded than those 
with lower value. 

5.5 Certificate Revocation  

If a node believes that in a certificate it issued, the binding of ID to public key of the 
target node is no longer valid or the trust value is less than the trust threshold,  , it 
can revoke that certificate. When a node receives a certificate revocation, it compares 
the trust value of sender of the message, , and the trust value of the nodes its 
certificate is claimed to be revoked, : 

              10  
 

If   is lower than the trust threshold, it deletes the revoked certificate, otherwise the 
certificate will still be used.  
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6 Simulation and Results 

We assume that trust relationships have been established between each node and its 
neighbors. Matlab is used for simulation. The simulation parameters are as follows. 
30 nodes are randomly placed in the 100 x 100 meter square form area. Nodes are 
variables and the radio range of each node is 30 meter.  Also we consider the 
following values for parameters: 1, 0.1, 0.9, η 1    , . 

The simulation proceeds in rounds. Each round the updated pheromone values 
lunched into the network. In each round five requests are made. In each request one of 
the four randomly chosen nodes requests the public key certificate of one of two 
random destination nodes. The numbers presented in each iteration are averaged over 
all five requests.   

First we consider all requests are to be the same and between a fixed pair of source 
and destination nodes. Figure 5 shows the trust value of received certificate chains in 
case of increasing the percentage of malicious nodes in the network. It is shown that 
after some iteration the network learns the chains of trustable nodes that lead to the 
certificate of the destination node. The result shows that the model is capable of 
choosing the trustworthy nodes to get the public key certificate of the destination node 
despite of up to 60% malicious nodes. The reduction of the reliability of the certificate 
chain in case of having 30% malicious nodes is because of the location of some 
interconnected nodes. If these nodes, which connect one part of the network to 
another part, are malicious no reliable path could be found between these two parts of 
the network.  

 

 

Fig. 5. Reliability of certificate chain with different percentage of malicious nodes  

In the second experiment we made five different requests and compare the success 
rate with different amounts of malicious nodes. The success rate shows the percentage 
of requests for which the requester successfully obtains the public key certificate. It is 
the number of correct certificates obtained over the total number of requests each 
round.  
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Abstract. Gene expression microarrays are commonly used to detect
the biological signature of a disease or to gain a better understanding
of the underlying mechanism of how a group of drugs treat a specific
disease. The outcome of such experiments, e.g., the signature, is a list of
differentially expressed genes. Reproducibility across independent exper-
iments remains a challenge. We are interested in creating a method that
can detect the shared signature of a group of expression profiles, e.g.,
a group of samples from individuals with the same disease or a group
of drugs that treat the same therapeutic indication. We have developed
a novel Weighted Influence - Rank of Ranks (WIMRR) method, and
we demonstrate its ability to produce both meaningful and reproducible
group signatures.

Keywords: gene expression analysis, gene expression profiles, drug
discovery, bioinformatics, data mining.

1 Background

Microarray technology is often credited with leading the advancement in the field
of modern biological research and was coined as an Array of Hope shortly after its
introduction [1]. As microarrays have become commonplace in the laboratory,
the amount of gene expression data available in the public domain continues
to grow at a rapid pace. Microarray experiments, whether they set out to dis-
cover biomarkers for a particular disease or to characterize a group of similar
tissue samples, tend to have the same outcome: a list of differentially expressed
genes (DEGs). In recent years, a growing debate has developed surrounding the
scientific validity of microarrays in respect to their reliability [2-3]. Low repro-
ducibility of DEGs across independent experiments testing the same hypothesis
has become the norm [4]. Novel methods to detect robust group signatures from
gene expression experiments are needed.

Gene expression profiling has traditionally been used to detect genetic differ-
ences between various types of groups including detecting gender differences [5],
predicting cancer prognoses [6], segmenting and explaining diseases and their
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subtypes [7], and understanding the underlying mechanism of biological pro-
cesses and pathways [8]. Gene expression data are good sources for investigating
and predicting the potential therapeutic effects of a drug because they char-
acterize the response of the cell to external stimuli. A method that generates
more reliable and reproducible results (e.g., lists of DEGs) from gene expression
data is well positioned to become the core predictive model of a drug discovery
system.

It is important to note, however, that many factors complicate analysis of gene
expression experiments, including assumptions about the biological processing
of mRNA and confounding factors inherent in mRNA expression data. Further-
more, reproducibility has remained low among these types of experiments, calling
into doubt the validity of the detected signatures. For example, using an iden-
tical set of RNA samples across several different commercial platforms, Tan et
al. [9] found only four common DEGs. Both Ramalho-Santos [10] and Ivanova
[11] independently found only six DEGs in common among roughly 200 that
had been identified in each study (even though they had a similar study design
using the same platform). In another study by Miller et al. [12], who compared
the effect of varying platforms on the same samples, there were only 11 DEGs
in common of 425 DEGs that were found by CodeLink and 138 DEGs found by
the Affymetrix platform. These are all examples of studies that exhibit how cur-
rent methods are producing irreproducible signatures. This lack of reproducible
findings indicates that false positives are being detected, and that these methods
may be overfitting the data. Furthermore, many methods are complex and only
explain a group in a piecewise fashion (e.g., a decision tree-type model). We
believe that the ideal method does not require such strict filtering and instead
dynamically weights the influence of each probe based on the relative rank of
that probe within each member of the group.

We propose the creation of a group profile that will serve as the representative
profile for a given group of interest. A gene expression profile is the representa-
tion of the activity of thousands of genes at once for a given sample. A group
profile represents the shared activity of these thousands of genes across all of the
member samples belonging to the group. For example, we can create a group
profile consisting of all available antipsychotic drugs; we refer to this as an an-
tipsychotic profile. Traditionally, researchers attempt to find probes or genes
that form the signature for a group by evaluating probes above a certain fold-
change threshold. These methods will detect the signature common to the group
in the rare case that the shared effect is incredibly strong (and there are no
large experimental biases between the expression profiles). However, the major-
ity of the time, the true signal is missed because it is not significantly up- or
down-expressed in every one of the instances that make up a group (we refer
to this as the full group). These methods preferentially detect very big changes
within a subgroup of samples and then merge all of these differentially expressed
genes with a combination function. Unfortunately, this approach does not find
true signatures common to the full group and allows the method to overfit the
data. Our method differs from most previous methods by focusing on detecting
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signatures common to the full group, signatures that are normally overlooked
by other methods, e.g., decision trees and support vector machines, which can
explain a group as a combination of rules defining unknown subgroups.

The representation of a group profile is a ranked list of all probesets on the
microarray. A benefit of our approach is that this is the same representation
as a single profile. This representation allows any current and future methods
for non-parametric gene expression data to be used with our group profiles. We
can focus on the most up- and down-expressed probesets from the profile, which
we refer to as the signature of the group (separately they are the up and down
signatures respectively). For example, we can make use of methods developed
by others (e.g., Connectivity Map (CMAP) [13]) to use this antipsychotic group
profile to search a database for drugs sharing the same signature. Alternatively,
we can use still other methods (e.g., the L2L Microarray Analysis Tool [14])
to evaluate if any particular biological process is overrepresented within this
signature, an approach that would provide additional insight into the common
mechanism of antipsychotic therapies.

In this paper, we introduce and describe our rank of ranks method for group
profile creation. We evaluate the utility of this group analysis method using
a pilot study in which we focus on the antipsychotic group from the original
CMAP build 01 dataset. Our evaluation consists of both understanding the
group profiles biologically and demonstrating the ability to use a signature from
these profiles as a predictive model of therapeutic use. We conclude with a full
analysis of the newer, and larger CMAP build 02 dataset, including a sensitivity
evaluation of each group as well as the validation of the most robust profiles
within an independent dataset. All the results are available at GEPedia.org.

2 Problem Definition

Given a database D of treatments (i.e., drugs or other compounds), D = t1,...,
tn, we are interested in creating a set of group profiles. A group can be defined as
a set of instances (e.g., cells treated with a particular drug) that share something
of interest in common (e.g., the same therapeutic use, mechanism of action, side
effect, chemical structure). We are interested in understanding what is biologi-
cally common for a given group profile as well as evaluating the ability to query
the database with the group profile to predict new members of the group. Our
goal is to discover other drugs or treatments, perhaps originally developed for
a different therapeutic purpose, which are likely to also share the same thera-
peutic properties as the query group. These therapeutic agents are thus good
candidates for which new uses can then be evaluated.

For each treatment instance t in the database, there is both general infor-
mation about the experimental conditions of the sample as well as the actual
experiment data from the microarray itself. The gene expression profile is repre-
sented as a ranked list (amplitude of the treatment as compared to the control).
Information specific to the treatment (i.e., the name of the drug, the therapeu-
tic class [class] and subclass [subclass] as defined by the chemicals Anatomical
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Therapeutic Chemical [ATC] code) is represented. There is also information
that describes the experimental conditions of the sample, specifically the molar
amount of substance (mol), the vehicle used for delivery of the drug (e.g., wa-
ter, EtOH, MeOH, DMSO), and the batch or round in which the sample was
run. A group, and therefore a group profile, can be created from any of these
meta-labels associated with the samples.

3 Group Profile Creation (Weighted Influence Model -
Rank of Ranks Method)

Previous methods have demonstrated that weighted distribution-based statistics
can be more robust in detecting similarity in the pairwise comparison of gene
expression data [13]; therefore, we propose a method for determining what is
common among a group by also using a weighted method. This dynamic weight-
ing of probes allows us to avoid strictly filtering any probes as is done with a
fold-change threshold approach. We calculate the average rank of each probe
across the members of the group and then re-rank the probes based on this av-
erage rank. We refer to this as the Weighted Influence Model, Rank of Ranks
(WIMRR) method. The rank of each probe within each treatment t is known:
rank(p, probes(t)). Let us assume we have a binary membership function, mem-
ber(t, g), that returns 1 if treatment instance t is a member of group g and
returns 0 otherwise. The size of the group is equal to the number of treatment
instances that are members of the group. The average rank for each probe is
then calculated. Given this set of average ranks across the members of a partic-
ular group, the probes are now re-ranked according to how consistently they are
up- or down-expressed across the group. We define Profile(g) as the probes in
probes(g) sorted by their average rank across all members of the group.

4 Group Profile Evaluation - A Pilot Study

We make use of the original CMAP dataset (build 01) from the Broad Institute
to evaluate our group profile method as part of a pilot study. We refer to this
as the CMAP 1.0 dataset. We use this smaller, simpler dataset to characterize
our method. Later, we analyze the newer CMAP build 02 dataset (CMAP 2.0),
which contains many more treatments. For each treatment instance in the CMAP
dataset, probe sets are first ranked based on their level of expression relative to
the vehicle control in a fashion similar to the method described by Lamb et al.
[13]. A group profile is then created for each therapeutic use according to the
ChemBank annotation for the instances using our novel WIMRR method. The
signature of each group profile is created by selecting the top and bottom k
probes. For this evaluation, we set k = 50.

4.1 Antipsychotics from Pilot Study

We focus on the antipsychotic profile from the CMAP 1.0 dataset as an ex-
ample by which to analyze the WIMMR group profile creation method. The
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Fig. 1. The amplitude values for a) the top probe found by the group profile method
is from the BHLHB2 gene and b) the top probe by the fold-change method that is
greater than 2. The lines correspond to a fold-change of 2 and 3, respectively.

antipsychotic group is selected as the example because it includes a large num-
ber of unique drugs. The instances from the CMAP 1.0 dataset that are labeled
as antipsychotic agents according to ChemBank are used to create this group.
The antipsychotics profiled in this dataset include chlorpromazine, clozapine,
haloperidol, thioridazine, and trifluoperazine. There are 19 profiles total for this
group, consisting of replicates across different concentrations. The group profile
is created and the top and bottom 50 probes are selected to serve as the signature
for this group.

The top and bottom probes can both provide valuable insight. We focus on
the top 50 probes, but the same analysis can be performed with the bottom 50
probes in an analogous way. The amplitude value for the top probe (Affymetrix
probe id 201170 s at) is shown in Fig. 1A. This probe, which corresponds to the
basic helix-loop-helix domain containing, class B, 2 (BHLHB2) gene, is almost
exclusively up-expressed in all of the antipsychotic instances. We evaluate the
specificity of this probe by determining how this probe behaves across the whole
database (Fig. 2A). All but one of the antipsychotic instances (pink dots in
first column) show a clear increase in expression levels. The next set of groups
all contain drugs that are known to also act as antipsychotics; this is expected
if this probe is predictive of antipsychotic activity. The second group is the
tranquilizers (includes prochlorperazine, fluphenazine, and trifluoperazine), the
third group is antiemetics (includes prochlorpromazine and trifluoperazine), and
the fourth group is the antineoplastics (includes prochlorpromazine). There is a
clear pattern of antipsychotic activity related to the up-expression of this probe
across the database.

We now compare what we have seen with the top probe from our method
with a probe selected using more conventional methods. A potential alternative
method for selecting probes (and genes) of interest that has been used extensively
in the field has been to select probes that are commonly up-, or down-, expressed
above a particular threshold. The most common thresholds used in the literature
are fold-changes greater than or equal to either 2 or 3, which correspond to
amplitude values of 0.67 and 1.0, respectively. We select the best probe from this
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(a) (b)

Fig. 2. (a) Specificity of top probe, BHLHB2, from the group profile method. From left
to right, the first group is the antipsychotics, the second is the tranquilizers (includes
prochlorperazine, fluphenazine, and trifluoperazine), the third group is antiemetics (in-
cludes prochlorpromazine and trifluoperazine), and the fourth group is the antineoplas-
tics (includes prochlorpromazine). (b) The top probe from the fold-change greater than
2 method is not specific to antipsychotics. The first group is the antipsychotics, the
second is anti-inflammatory, the third is antineoplastics and the fourth is analgesics.

alternative method, determining the probe that exhibits a fold-change greater
than 2 in the most antipsychotic instances. The best probe found by this method
was for the SEMA3B gene. The amplitude values across all of the antipsychotics
for this probe are shown in Fig. 1B. Note that even though some of the individual
instances have a very high amplitude value, roughly one-third of the instances
have the opposite effect. Again, we determine the specificity of this probe to
the antipsychotics by evaluating how it behaves across the rest of the database
(Fig. 2B). Visually, we can see that this probe is not specific to the antipsychotics
at all.

As validation of our group profile method, we examine BDNF. BDNF (Brain-
Derived Neurotrophic Factor) has long been a candidate gene for both schizophre-
nia and bipolar disorder [15-17]. This additional information demonstrates how
this method can give insight into the etiology of the disease that these drugs
treat. It also demonstrates how the method extends beyond solely learning about
the mechanism of action of drugs. Turning back to the best result from the alter-
native (fold-change threshold) method, there is no known link between SEMA3B
and antipsychotics, schizophrenia, bipolar disorder or other topics expected to
be related to antipsychotic agents.

5 Understanding Group Signatures

As mentioned earlier, one of the major benefits of our group profile method is
that we can easily plug our group profile results into many algorithms and tools
developed to analyze (individual) gene expression data. The probe sets in the
group profile signatures can be evaluated for significant overrepresentation of
gene ontology (GO) terms, e.g., GO Biological Processes, using the L2L analysis
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Fig. 3. The amplitude values for the probes in the most significantly up-expressed GO
term for the antipsychotic group: sterol biosynthetic process. The probes correspond
to the a) HMGCR, b) HMGCS1, c) FDFT1, d) SC4MOL, and e) SQLE genes.

tool [14]. Given a list of probe sets, e.g., DEGS, and a list to match them to, e.g.
GO:BiolProc, L2L calculates the expected number of matches given the probes
found on the microarray. From the actual and expected matches, an enrich-
ment score and the corresponding P value for each GO term is then calculated
[18]. Additional lists of published probe sets are also evaluated, including GO
Cellular Component, GO Molecular Function, reactome protein-protein interac-
tions [19], predicted human MicroRNA targets [20], and cancer gene expression
modules [21].

We use the L2L method to evaluate the example group profile of the antipsy-
chotics. The top 50 probes are evaluated for significant overrepresentation of
GO Biological Process terms. The most significant terms are all related to lipid
homeostasis (Table 1). There are five genes involved in the sterol biosynthetic
process (GO:0016126) within the top 50 probes. Out of over 22,000 probes, only
41 are annotated as belonging to this GO term, so 0.11 probes for this term are
expected by chance. This GO term, along with the next three in Table 1, pass
Bonferroni correction for multiple testing (p ≤ 1.11E-05 after correction for all
four GO terms). The amplitude values for the five genes that are involved in this
pathway are shown in Fig. 3. There is an obvious trend that the expression of
these probes is increased in almost every antipsychotic instance in our database.
However, even though they are always up-expressed, the amplitude value is nor-
mally below the common threshold used by other researchers (fold-change of 2
or 3). This is a good example of how the group profile method is able to detect
consistent, and therefore more robust, signals in gene expression data; signals
that are normally overlooked by current methods.

Table 1. The most significantly overrepresented GO Biological Process terms from the
up-expressed antipsychotic signature

GO Term GO ID Probes Expected Actual Enrichment P Value
sterol biosynthetic process GO:0016126 41 0.11 5 44.73 1.04E-07*
steroid biosynthetic process GO:0006694 88 0.24 5 20.84 4.89E-06*
alcohol metabolic process GO:0006066 371 1.01 8 7.91 1.05E-05*
sterol metabolic process GO:0016125 104 0.28 5 17.63 1.11E-05*
steroid metabolic process GO:0008202 211 0.58 6 10.43 2.91E-05

cholesterol biosynthetic process GO:0006695 31 0.08 3 35.50 8.60E-05
lipid biosynthetic process GO:0008610 281 0.77 6 7.83 1.40E-04
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Support for these GO Biological Process findings comes from the work of
other researchers aimed at understanding the molecular origin of the known
metabolic side effects of antipsychotics that include increased weight gain and
propensity to adiposity and insulin resistance [22]. Our observation is consistent
with literature reports of an antipsychotic drug effect on the same or overlap-
ping sets of genes involved in lipid homeostasis. Interestingly, a genome-wide
screen of Saccharomyces cerevisiae heterozygotes had previously revealed that
the antipsychotics haloperidol, chlorpromazine, and trifluoperazine had a strong
effect on genes involved in yeast fatty acid biosynthesis (OLE1, the ortholog of
the human SCD), sterol biosynthesis or phospholipid transport [23].

6 Querying with Group Signatures

The WIMRR method is able to create a specific representative profile for a group
of gene expression profiles. We have demonstrated the ability to gain insight into
the mechanism of action of a drug class (as well as the disease that it is used
to treat) using WIMRR group profiles. Now we utilize the strength of a group
profile to detect and predict the therapeutic use of a drug based on an individual
gene expression profile.

We use the truncated KS statistics described previously for pairwise (instance-
to-instance) similarity calculations [13] to detect instances that are similar to a
group profile of interest (instance-to-group). Using the same antipsychotic group
profile, we query the database of instances using k = 50 (i.e., the signature dis-
cussed previously). The instances most similar to this group profile are shown
in Table 2, along with their KS score. The last column in Table 2 represents
membership in the group of interest, i.e., if a given treatment is a member of
the antipsychotic group used in creating the profile. Scanning the list, we see
that prochlorperazine (Instance ID = 995) is the most similar non-antipsychotic
drug. It turns out that prochlorperazine is in fact a phenothiazine antipsychotic;
however, it is more commonly used for the treatment of nausea and vertigo.
Prochlorperazine is a highly potent neuroleptic, which is considered a typical
antipsychotic. The next non-antipsychotic is fluphenazine, for which two repli-
cates show up as extremely similar to the antipsychotic profile. Fluphenazine is a
typical antipsychotic drug used for the treatment of psychosis, e.g., schizophrenia
and bipolar disorder. Fluphenazine is also an extremely potent phenothiazine.
The next novel compound is calmidazolium, which is a calmodulin inhibitor.
Though it is not used as an antipsychotic, it is validated because many of the
antipsychotic drugs are potent inhibitors of calmodulin [24].

In fact, it turns out that many of the most significant results are already
used as an antipsychotic agent even though they are not labeled in ChemBank
as such. These examples are a validation of our method and increase the confi-
dence in the other results that are not already supported by the literature, as
these are potentially the important and still unknown alternative uses for these
therapeutic agents.
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Table 2. The database was queried with the antipsychotic signature (up and down
together) and the most similar

Rank Instance ID Name KS Score Antipsychotic Member
1 1010 thioridazine[INN] 1.58 X
2 1068 thioridazine[INN] 1.483 X
3 1004 trifluoperazine[INN] 1.469 X
4 995 prochlorperazine[INN] 1.435
5 910 trifluoperazine[INN] 1.408 X
6 417 thioridazine[INN] 1.387 X
7 983 haloperidol[INN] 1.352 X
8 1024 haloperidol[INN] 1.346 X
9 1017 fluphenazine[INN] 1.317
10 1075 fluphenazine[INN] 1.293
11 421 trifluoperazine[INN] 1.256 X
12 906 calmidazolium 1.223
13 870 pyrvinium 1.209
14 1053 prochlorperazine[INN] 1.201
15 418 haloperidol[INN] 1.167 X
16 1009 clozapine[INN] 1.162 X
17 419 chlorpromazine[INN] 1.138 X
18 1003 nordihydroguaiareticacid 1.1
19 416 clozapine[INN] 1.09 X
20 1105 monensin[INN] 1.077
21 978 pyrvinium 1.065
22 893 pararosaniline 1.051
23 882 ionomycin 1.027
24 941 rottlerin 1.023
25 1012 troglitazone[INN] 1.018
26 1082 haloperidol[INN] 1.009 X
27 1055 chlorpromazine[INN] 0.997 X
28 1041 haloperidol[INN] 0.992 X
29 997 chlorpromazine[INN] 0.99 X

7 Analysis of CMAP V2.0

We have introduced our method for creating group profiles from gene expression
data. For this, we have used the original version of the CMAP dataset as our
motivating example. We have seen how we can gain biological insight from these
profiles as well as how to predict new members by querying the group signature.
Here we present our analysis of the newly released CMAP 2.0 dataset with our
method and describe the results. Groups are defined according to the compounds
ATC code. We have analyzed all the groups at ATC level 3 and level 4. ATC
level 3 defines the therapeutic/pharmacological subgroup, e.g., N05A = Antipsy-
chotics. ATC level 4 further defines a subgroup based on chemical properties,
e.g., N05AE = Indole Derivative Antipsychotics. We focus on groups with three
or more compounds, resulting in 117 ATC level 3 groups and 148 level 4 groups.

7.1 GEPedia.org

We have compiled all of the results from our analysis of CMAP 2.0 and have made
them available online at GEPedia.org. In this manuscript, we focus on evaluating
our group profile method and only highlight a few interesting results from this
analysis. We assume that there are many undiscovered biological insights within
this dataset. We are releasing all of the data allowing researchers to examine the
results for further discoveries and to compare with their own datasets.
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Currently, the organization of GEPedia.org is based around the analysis pre-
sented in this paper. We include the output of the complete analysis of all groups.
For every group, i.e., for all ATC groups, we have made available a) the profile
itself, including the up- and down-expressed signatures, b) the analysis of the
profile according to the L2L tool, c) the sensitivity analysis of the profile, and
d) the results of searching across the database with the signature. In the future,
we plan to modify the website to allow more interactive analysis of the data
in addition to allowing scientists to upload, analyze, and share their own gene
expression data.

7.2 Sensitivity Analysis and Independent Validation

A sensitivity analysis is performed in order to prioritize the evaluation of the
most promising group profiles. To do this, we randomly divide the group into
two equal-sized subgroups: a training group that contains half of the treatment
instances from the group and a test group composed of the remainder of the
group. A group profile is created for both subgroups, and the top (up-tags) and
bottom (down-tags) 100 probes are selected. The number of probes in common
between the two subgroups is calculated for both the up- and down-tags respec-
tively. The treatment instances are re-randomized and this process is repeated
for a total of 10 iterations. The average number of probes in common across
the 10 iterations is calculated for the up- and down-tags. The higher the aver-
age number of probes in common (for the up-tags, down-tags, or both up- and
down-tags), the more robust we consider the group profile. From this value, i.e.,
the average number of probes in common, we estimate the probability assuming
a binomial distribution.

The most robust ATC level 3 (therapeutic/pharmacological) group profiles
are shown in Table 3 for both the up and down signatures together (full
results in Supplemental Table 1 and Supplemental Table 2 for the up and
down signatures, respectively). The full results for the level 4 ATC (chemi-
cal/therapeutic/pharmacological) group profiles for the up and down signatures
are shown in Supplemental Table 3 and Supplemental Table 4, respectively. The
associated probability for each of these profiles is also listed. The observed prob-
abilities indicate that some of these profiles are not random. Corrections for
multiple testing are performed, and the Bonferroni-corrected P values are also
included in each of the tables.

At the onset of this paper, we mention that we are interested in creating a
gene expression profile for groups sharing a therapeutic use, and so we focus
our analysis on the ATC level 3 groups. There are 36 groups with significant
(Bonferroni-corrected P* < 0.05) up-expressed signatures and 28 for the down-
expressed signatures. Out of these groups, 25 groups are robust for both up- and
down-expressed signatures. While a robust up- or down-expressed signature can
independently give novel insight into the underlying shared biological function
of a group, we focus on groups that are significant for both because we also want
to use these profiles to help predict novel uses of the drugs in our database. The
similarity metric that we have adopted requires both the up and down signatures
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Table 3. The most robust group profiles across the whole database are presented here

Group Drugs Up P Up* Down P Down* Label
N05A 28 70.6 3.09E-139 49.4 9.59E-86 Antipsychotics
R06A 27 23.7 1.07E-31 12 5.70E-12 Antihistamines for Systemic Use
N06A 25 29.6 5.70E-43 12.1 4.04E-12 Antidepressants
D07A 19 49.8 1.11E-86 19.7 1.64E-24 Corticosteroids, Plain
G01A 18 12.1 4.04E-12 6.5 1.98E-04 Antiinfectives and Antiseptics
D01A 16 10.2 2.42E-09 11.7 1.59E-11 Antifungals for Topical Use
S01B 16 7.9 3.36E-06 8.9 1.56E-07 Antiinflammatory Agents
N03A 11 13.1 1.22E-13 17.8 3.01E-21 Antiepileptics
H02A 11 18.5 1.94E-22 5.2 6.72E-03 Corticosteroids for Systemic Use
R03B 10 15.6 1.35E-17 4.6 3.09E-02 Drugs for Obstructive Airway Diseases, Inhalents
D10A 9 18.7 8.80E-23 6.5 1.98E-04 Anti-Acne Preparations (Topical)
L04A 8 39.9 2.46E-64 31.4 1.47E-46 Immunosuppressants
D07X 8 25.3 1.12E-34 6.7 1.13E-04 Corticosteroids, (Dermatologicals)
G03D 8 11.1 1.22E-10 4.7 2.41E-02 Progestogens
L01X 7 19.9 7.31E-25 11.5 3.16E-11 Other Antineoplastic Agents
L02B 6 19.3 8.12E-24 13.5 2.93E-14 Hormone Antagonists (and related)
R03A 6 9.8 8.89E-09 5.3 5.17E-03 Adrenergics, Inhalents
C08C 6 5.6 2.34E-03 4.5 3.95E-02 Selective Calcium Channel Blockers
G03C 5 30.5 9.35E-45 10.1 3.36E-09 Estrogens
S01C 5 10.3 1.74E-09 5.3 5.17E-03 Anti-inflammatory -infective (Combo)
C08E 4 11.7 1.59E-11 7.3 1.99E-05 Non-selective Calcium Channel Blockers
C01A 3 61.1 2.94E-114 62.2 4.60E-117 Cardiac Glycosides
L01D 3 6.4 2.62E-04 22.9 3.16E-30 Cytotoxic Antibiotics (and related
L01B 3 7.9 3.36E-06 19.8 1.09E-24 Antimetabolites

to be used together. We now present a deeper analysis of the most robust profiles.
The larger the set of unique drugs that compose a group, the more evidence we
have that the therapeutic mechanism is what is being detected in the profile. For
this reason, we focus on the significant groups with the largest number of unique
drugs. We compare our results to those from an independent dataset using the
same method (Table 4).

7.3 Antipsychotic Group (N05A)

We start our analysis with the largest group that meets our significance thresh-
old: the antipsychotic group with 28 unique drugs. The ATC level 3 code for this
group is N05A. The antipsychotic profile is the most robust result from the ATC
level 3 groups when evaluating the up-expressed signature (Bonferroni-corrected
P value: P*=3.10E-139). This corresponds to an average of 70.6 probes that are
shared between the top 100 probes of two random subgroups. Interestingly, this
same group is the second most significant when evaluating the robustness of the
down-expressed signature (P*=9.59E-86; Average probes in common = 49.4). In
an attempt to discover what the underlying shared biological process is within
these antipsychotic agents, we turn to the L2L analysis. The most overrepre-
sented GO Biological Process term is Sterol Biosynthetic Process (GO:0016126;
P*=6.45E-20). This is the same term that was found over-expressed within the
smaller pilot study and demonstrates that our group profile method can detect
the true signature with a small set of samples.

We have the ability to compare this profile with the antipsychotic profile
recently published by Polymeropoulos et al. [25]. It is important to note that
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these two profiles were created by two independent laboratories, with different
cell lines and with a different, but overlapping, set of antipsychotics. These two
profiles are very similar, and they share 34 probes in common among their top
100 probes (P=6.42E-54). The most significant GO Biological Process term from
the Polymeropoulos et al. antipsychotic group profile is Lipid Biosynthesis. Given
the significant overlap of the profiles, it is not surprising that this term is actually
a grandparent of Sterol Biosynthetic Process (connected through the GO term
Steroid Biosynthetic Process). The GO term Lipid Biosynthesis is also highly
significant within the CMAP v2.0 antipsychotic group (P*=2.70E-13).

The down-expressed signatures also share several probes in common
(Probes=6; P=6.79E-06). The GO Biological Process analysis points to a signif-
icant down-regulation of the DNA regulation process (GO:0006260; P*=3.61E-
07). Barochovsky et al. have demonstrated in vivo that compounds acting on the
central nervous system, specifically those that affect noradrenergic, dopaminer-
gic, and serotoninergic neurotransmitters, reduce brain cell replication [26]. This
observation of compounds acting on the CNS was a dose-dependent effect and
was seen for both agonists and antagonists. This down-expressed signature, like
the up-expressed signature, is well supported by the literature. The antipsy-
chotic profile that we have discovered is robust, both in and across datasets.
Furthermore, we have demonstrated the ability of our group profile method to
give biological insights into the potentially unknown shared biological process
exhibited by a group of drugs.

Table 4. The most robust profiles were evaluated against an independent dataset
(Polymeropoulos et al)

Group Vanda PDR Group Probes In Common P
N05A CNS:Antipsychotics 34 6.42E-54
R06A Resipiratory Agent:Histamine Antagonist 4 1.13E-03
N06A CNS:Antidepressants 15 1.07E-18
D07A Dermatological:Corticosteroids 30 7.88E-46

7.4 Antihistamine Group (R06A)

The second-largest group that meets our significance criteria is the antihis-
tamines (full annotation: Antihistamines for Systemic Use; ATC Code: R06A).
This group contains 27 unique drugs. The sensitivity analysis reveals 23.7 probes
on average shared within the up-expressed signature and 12 for the down-
expressed (P*=1.07E-31 and P*=5.70E-12, respectively). The up-expressed sig-
nature exhibits a common underlying theme related to negative regulation of
I-kappaB kinase / NF-kappaB cascade (GO:0043124; P=6.08E-05). This GO
signature is not as strong as some of the other profiles and is not significant
when corrected for multiple testing. However, it is interesting to note that this
signature is consistent with the known effect of antihistamines on NF-kappaB.
Roumestan et al. have shown that antihistamines inhibit NF-kappaB through
both H1 receptor-dependent and independent mechanisms [27]. This profile does
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not replicate when compared to the equivalent group (Respiratory Agent: His-
tamine Antagonist) from the dataset presented by Polymeropoulos et al., though
a similar trend is seen. The average number of probes in common is four and
one respectively, for the up- and down-expressed signatures (P = 1.13E-03 and
P = 3.60E-01).

7.5 Antidepressant Group (N06A)

Next, we discuss the third-largest group: the antidepressants (ATC Code: N06A).
There are 25 unique drugs within this group. The sensitivity analysis results in
an average of 29.6 and 12.1 probes in common for the up- and down-expressed
signatures (P*=5.70E-43 and P*=4.04E-12, respectively). Evaluating the up-
expressed signature, the most overrepresented GO Biological Process term is
Sterol Biosynthetic Process (GO:0016126; P*=1.19E-09). This is the same core
mechanism seen within the antipsychotic group, but this signature is seen on a
smaller scale. Polymeropoulos et al. demonstrated the same relationship between
the expression profile of antipsychotic and antidepressant drugs [25]. When we
compare our antidepressant profile to the antidepressant profile from the dataset
from Polymeropoulos et al., we find 15 probes in common (P=1.07E-18). The
down-expressed signature does not reproduce within the Polymeropoulos et. al.
dataset, sharing only one probe in common.

7.6 Corticosteroid Group (D07A)

The last group that we evaluate in depth is the corticosteroids (N=19; ATC Code:
D07A). This profile is also robust according to the sensitivity analysis. The average
number of probes in common for the up-expressed signature is 49.8 (P*=1.11E-
86). The down-expressed signature has an average of 19.7 probes in common
(P*=1.64E-24). Individually, the up- and down-expressed signatures do not ex-
hibit a significant result for any GO Biological Process, but evaluated together
they demonstrate an effect on the regulation of the interleukin-6 biosynthetic pro-
cess (P*=1.38E-02). Corticosteroids are involved in a wide range of physiologi-
cal systems such as stress response, immune response and regulation of inflam-
mation. Interleukin-6 acts as both a pro-inflammatory and anti-inflammatory cy-
tokine that can be secreted to stimulate response to trauma [28]. There is a signif-
icant overlap between this profile and the corresponding profile (Dermatological:
Corticosteroids) from Polymeropoulos et al. The up-expressed signatures share 30
probes in common while the down-expressed share nine probes, corresponding to
probabilities of P=7.88E-46 and 9.72E-10, respectively.

8 Conclusions

We have introduced and evaluated our method for creating group profiles from
gene expression data. The ability to have reproducible sets of differentially ex-
pressed genes from microarray experiments has been a big challenge, and we have
demonstrated how our method is able to overcome this obstacle. Furthermore, we
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have illustrated how to gain biological insight from such group profiles as well as
the ability to use them as a signature to query a database. In our example domain
of a drug discovery system, this biological insight allows researchers to potentially
learn about the etiology of the disease that these compounds are being used to
treat and gives them a predictive tool to find novel uses for other drugs.

Though a major focus of this work has been to introduce our method and
validate it across independent datasets, we are also releasing all group profiles
from the full CMAP 2.0. This includes all corresponding meta-analysis that has
been performed: L2L analysis, similarity searching results, etc. We this resource
contains of hidden biological insight into many groups of drugs and their target
diseases, and for further in-depth research.

There are many possible avenues of further improvements and research. Thus
far, we have assumed that explicit groups are given a priori. Our sensitivity
analysis validates how coherent a group is; however, it does not dictate what
to do if the outcome is not positive. For example, a leave-one-out analysis can
be done to exclude members that do not fit well within a group. Lastly, it is
important to note that our method is focused on determining a reproducible
genetic profile for a group of samples; in this case, drugs of a particular class.
We provide no guarantee as to the uniqueness of such profiles and instead claim
that these profiles can be used to compare groups. We have kept the full ranked
list as the profile, and so it is straightforward for extensions to this method to
be developed to further refine and learn what genetic components make up a
more unique signature if that was the end goal. In keeping the full profile, i.e.,
the re-ranked list of probesets, we allow further research methods, which are
developed for individual expression profiles, e.g., the L2L method, to also be
applicable to our group profiles.
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Abstract. Telecommunication and network systems have become more 
complex in recent years. Routing and optimal path finding are some of the 
important network problems. Traditional routing methods are not capable to 
satisfy new routing demands. Swarm intelligence is a relatively new approach 
to problem solving which provides a basis with which it explores problem 
solving without providing a global model. A Random Walk approach is similar 
to a drunkard moving along a sidewalk from one lamp post to another where 
each step is either backwards or forwards based on some probability. In this 
paper a hybrid algorithm is proposed that combines Ant Colony Optimization 
algorithm and Random Walk. The overall time complexity of the proposed 
model is compared with the existing approaches like distance vector routing and 
Link State Routing. The new method is found to be better than the existing 
routing methods in terms of complexity and consistency.  

Keywords: Load Balancing, Ant Colony Optimization, Random Walk Routing, 
Traditional Routing, cover and access time. 

1 Introduction 

Telecommunication and network systems have become more complex in recent years 
and the network problems have also been increased. Some of the important network 
problems are routing and finding the optimal path. Several routing algorithms have 
been developed to improve routing and cope up with the problems related to 
networks. Vast complexity of networking problems such as load balancing, routing 
and congestion requires more efficient methods and techniques to solve these 
problems [1]. 

The traditional routing methods are not capable enough to satisfy new routing 
demands. Increase in number of users and network services force improvement in 
throughput to satisfy all of the services. This situation has led to development of new 
routing methods to increase efficiency. Such is the case, for example, of a routing 
method known as LBR (Load Balancing Routing) based on a load-balancing scheme. 
This method addresses routing by equally distributing load over all possible paths. 
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This diminishes the congestion probability in more inexpensive links, improving the 
overall network performance. 

Swarm intelligence is a relatively new approach that solves problem with the help 
of social behaviour of insects and animals. In particular, ants are the one of the insects 
which have inspired a number of methods and techniques among which the most 
successful is the general purpose optimization technique known as ant colony 
optimization. Despite ACO being a successful algorithm but there are many 
improvements which can make it more efficient and less complex. 

Yet another well known algorithm is Random Walk which is a successful method 
used for routing that uses random steps to move forward based on transition matrix 
and Markov chain. Random Walks arise in many models in Mathematics and Physics. 
It can be used to reach obscure parts of large sets, to generate random elements in 
large sets, etc. The aim of this work is to use ACO algorithm efficiently with reduced 
complexity. The proposed algorithm combines two famous algorithms of ACO and 
Random walk into a hybrid to be used in distributed systems. 

2 Load Balancing 

Load balancing is a technique to spread work between two or more computers, network 
links, CPUs, hard drives or other resources, in order to get optimal resource utilization, 
maximize throughput, and minimize response time. It is useful while dealing with 
multiple communication links. For example, a company having more than one internet 
connections always ensures access even if one of the connections fails It means an 
arrangement is set that second should start its work as first fails .Instead of using only 
one connection at a time load balancing can help both the connections to work at same 
time by handling the load and prevent failure due to overload. A program can be 
designed to select between the connections and can be used. Generally there are 
multiple routes through the networks in all telecommunication companies. This may 
result in network congestion leading to the need of load balancing to shift traffic from 
one path to another and to improve network efficiency. 

In such networks, there are number of nodes through which calls are routed. Load 
balancing is distributing the load over all the nodes and minimise lost calls. Shortest 
routes of calls can be determined in many possible ways. 

3 ACO Algorithm 

The ant colony optimization (ACO) algorithm is based on the behaviour of ants that 
control their movement on basis of corresponding pheromone level in their path. 
These ants deposit pheromone on the ground in order to leave their footsteps as 
favourable path that should be followed by other ants of the colony. Ants cooperate 
using an indirect form of communication through pheromone they deposit on the 
edges of the graph while moving [3]. Many Special Cases of ACO algorithm have 
been proposed. The three most successful being Ant System, Ant Colony System and 
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Max-Min Ant System. The scheduled activities and the general algorithm for ACO 
can be given as follows: 

1.Initialization: 
    Set routing tables and initialize pheromone levels 
2.Loop: 
   While destination is not reached 
       Construct Routing Tables  
      Optional Search   
      Update Pheromones 
  end while 

3.1 Construct Routing Tables (Pheromone Tables) 

In this case Routing tables are replaced by Pheromone tables which tell us the 
probability of choosing a node in form of pheromone strengths. An n- node network 
uses n different kinds of pheromones. The entries in the tables are probabilities which 
influence the ants’ decision of choosing the next node on the way to their destination. 

3.2 Optional Search 

Some actions may be needed before updation of pheromones. Problem specific and/or 
centralized actions can be implemented by such actions, which cannot be performed 
by single ants. The most prevalent action in the application of optional search to the 
constructed solutions is the optimization of solutions which can further be used for 
updating. 

3.3 Update Pheromones 

This phase of algorithm is implemented to increase or decrease pheromone values 
based on the impact of the solution whether its good or bad. The process of updating 
pheromones is quite simple: when an ant arrives at a node, the probability 
(pheromone) corresponding to that node in the table is increased by following 
formula: 

 

                                 ∆∆                       (1) 

 
Here pnew is the updated and increased probability and Δp is the increase in probability 
.For the evaporating ants the other entries in the table of this node are decreased 
according to: 

 

               ∆                          (2) 

      
Since the new values sum up to 1, they can again be interpreted as probabilities. 
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Then the transition proba
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Table 1. Transition matrix 
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2 3 4 5 6 7 
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1.  Dependency on routing table  
 

In both RIP and OSPF, a node Ni depends on the routing table created by interaction 
between all the neighbouring nodes. Further the neighbouring nodes of Ni  depend on 
the routing information of their neighbouring nodes which in turn depend on other 
neighbouring nodes. 

 But in our proposed algorithm, the paths are independent of each other and can be 
chosen without interference and we can move from any source to a destination. 

 
2. Moving routing table  

      
Routing in RIP involves the overhead of moving routing tables of each node Ni to 
every one of its neighbours. For a large network N, the routing table consisting of 
costs between different nodes of the graph will be too large. It will increase the 
overhead to a very high extent due to large size of the routing table to be passed from 
one node to its neighbours at every step. 

In OSPF, routing is achieved by flooding process that is passing a link-state-packet 
(LSP) to every other node in a network. Although an LSP carrying the cost 
information is smaller than routing table but the flooding process passes a copy of 
LSP to all the nodes in the network. Moving through different paths can lead to 
transmission of multiple identical copies of LSP to the same node. 

Routing in Proposed algorithm involves transmission of ants rather than routing 
tables or by flooding LSPs. 

6 Load Balancing in Telecommunication Network 

The proposed algorithm can be used in telecommunication network for routing of 
calls. In addition to calls, the network also supports a population of simple mobile 
agents with behaviours modelled on the trail laying abilities of ants. The ants move 
across the network by randomly choosing its neighbours based on the pheromone 
level and the transition matrix.[13] The distribution of pheromones at each node help 
decide the path to be followed by any node. Calls between nodes are routed as a 
function of the pheromone distributions and random walk at each intermediate node. 

To determine the route for a call from particular node to a destination, check the 
largest probability in pheromone table for this destination. If it is greater than 
threshold value then the neighbour node corresponding to this probability will be the 
next node on the route to this destination. else the neighbour is selected based on 
transition matrix. The route is valid if destination is reached and then the call is placed 
on the network. 

In this way, calls and ants dynamically interact with each other. Newly arriving 
calls influence the load on nodes, which will influence the ants by means of delay 
mechanism. Ants influence the routes represented by pheromone table and transition 
matrix which in turn determine the routing of new calls. 
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7 Performance 
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is held if , , 0 for t = 1, 2, . . . and i = (1, . . . , n,)where s* is the only 
optimal solution. 

The Pheromone value is an important aspect of ACO algorithm so if we want to 
use it to calculate probability we can do as follows [17]: 

 , , ,∑ , ,, , ,0                           ,                         (9) 

 
Where 

J(xi) is the set of feasible neighbour for si. 
C(i,t) is the pheromone rate of the path < ,  
 
The Updation Of pheromones runs K.n times per iteration if there are K artificial 

ants. 
 
So we know how probability is dependent upon the pheromone status and in turn 

the convergence time. Generally the ACO algorithms took exponential time  
when analyzed. The Probability is better if pheromone level is high.Taking the 
threshold prevents this exponential time to choose the node. Instead random walk can 
reduce the time to nlog(n),n2 or at max n3 and then further optimality depends upon 
the ACO algorithm to determine the optimal solution. 

8 Summary 

In this paper a new method based on hybrid of ACO and Random Walk  was 
proposed. ACO is definitely better than the traditional methods used for routing and 
load balancing. The proposed algorithm is designed in a way to improve its 
performance further. The integration of Random Walk increases the probability of 
always finding the shortest path. Evaporation of Pheromone will decrease the level 
that can take ants to a wrong neighbor. That might result in choosing the wrong path 
as the probability of finding optimal solution depends on the pheromone level. At this 
instant ,when pheromone level is less than the threshold , random walk is one of the 
optimal algorithms that can help decide the next neighbor and increase consistency. 
Regarding the complexity integration of random walk , we have seen it reduces the 
complexity as discussed in performance section earlier. So the proposed method is 
better than using traditional approaches. 
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Abstract. In this work we address the problem of transforming a jobshop layout 
into a flowshop layout with the objective of minimizing the length of the 
resulting flowline. This problem is a special case of the well-known classical 
Shortest Common Supersequence (SCS) stringology problem. In view of the 
problem being NP-hard, an ant-colony algorithm, called PACO-SFR, is 
proposed. A new scheme of forming an initial supersequence of machines (i.e., 
flowline) is derived from a permutation of jobs, followed by the reduction in the 
length of the flowline by using a concatenation of forward reduction and 
inverse reduction techniques, machine elimination technique and finally an 
adjacent pair-wise interchange of machines in the flowline. The proposed ant-
colony algorithm’s performance is relatively evaluated against the best known 
results from the existing methods by considering many benchmark jobshop 
scheduling problem instances.  

Keywords: Jobshop, Flowshop, Shortest Common Supersequence, Ant-colony 
algorithm. 

1 Introduction 

A jobshop is a manufacturing system that has a process layout with machines capable 
of performing similar operations located together, while a flowshop is a manufacturing 
system that has a flowline-based (i.e., product-based) layout such that products or jobs 
move in the shop with a uni-directional flow in the order of their processes. In other 
words, the flow of all jobs through the shop for processing on machines is in the same 
forward direction with no back-tracking, but it is possible that a job may skip some 
machines for its processing in the flowline. According to Knolmayer et al. [1], a 
jobshop layout is a common configuration in many manufacturing systems, and the 
transformation of jobshops into flowshops is vital and relevant in the context of an 
efficient supply chain management. Kimms [2] observed that while transforming a 
jobshop layout into a flowshop, the key objective is to minimize the length of the 



414 S. Rajendran, C. Rajendran, and H. Ziegler 

resultant flowshop because the minimization of the length of the flowshop serves to 
minimize the lead times of production of jobs in the resultant flowshop, thereby 
leading to reduced inventory levels.  

The problem of minimizing the length of the resultant flowline is a special case of 
the well-known classical Shortest Common Supersequence (SCS) stringology 
problem [2-4]. Framinan [4] observed that even though the SCS problem and the 
problem of transforming a jobshop into a flowshop appear identical in terms of 
complexity and problem statement, they are not, in general, equivalent with respect to 
some of the assumptions in jobshop problems (e.g. in a jobshop it is assumed that the 
consecutive operations of a job are not performed on the same machine; mostly it is 
assumed that each job is processed on each machine only once and a job is processed 
on all machines, and the sequence of processing a job is independent of the sequence 
of processing another job). The general SCS problem is known to be NP-hard [5-6] 
and so is the problem under consideration [2]. Some attempts towards transforming a 
jobshop into a resultant flowshop are due to Kimms [2], Framinan and Ruiz-Usano 
[3] and Framinan [4, 7]. Framinan [4] made a thorough analysis of the existing 
algorithms for the SCS problem (e.g. genetic algorithms by Branke et al. [8]), ant 
colony algorithm by Michel and Middendorf [9] and beam search by Framinan and 
Ruiz-Usano [3] adapted to the jobshop-transformation problem under consideration 
and the proposed tabu search by considering seventy well-known jobshop problem 
instances, and reported the findings (see Table 6 of that paper) in order to be used as a 
benchmark for future researchers. To our knowledge, the work by Framinan [4] is the 
most exhaustive study till date. 

In the present work we propose an ant-colony algorithm with some new features for 
transforming a jobshop into a flowshop. First we construct an initial supersequence of 
machines on the basis of a sequence of jobs and the associated machine ordering, 
followed by two concatenations of forward and inverse reduction procedures, machine 
elimination technique and finally a local search scheme involving an adjacent pair-wise 
interchange of machines in the flowline, applied twice. Our work employs an approach 
of obtaining the initial supersequence of machines that is different from the previous 
attempts (e.g. Framinan and Ruiz-Usano [3]; Framinan [4]) and it also differs by 
employing two concatenations of forward and inverse reduction techniques and finally 
the local search involving an adjacent pair-wise interchange of machines. As for the 
generation of sequences of jobs for obtaining the supersequences of machines, we 
employ the PACO, the ant-colony algorithm proposed by Rajendran and Ziegler [10] 
for the permutation flowshop scheduling problem. This ant-colony algorithm is found to 
be one of the best algorithms for permutation flowshop scheduling (see Ruiz et al. [11] 
and Ruiz and Stuetzle [12]). It is to be noted that our proposed ant-colony algorithm 
constructs a sequence of jobs from which a feasible supersequence of machines is 
generated, whereas the ant-colony algorithm by Michel and Middendorf [9] and the 
genetic algorithm by Branke et al. [8] construct a full feasible supersequence of 
machines. Hence we find our ant-colony algorithm computationally simple; moreover, 
our string reduction techniques are also computationally simple in the sense that every 
reduced supersequence is checked for feasibility with respect to the machine routing of 
every job and this check is computationally straightforward and simple. 
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2 Proposed Ant-Colony Algorithm Integrated with String 
Formation and Reduction Techniques (PACO-SFR) 

The salient features of the proposed ant-colony algorithm integrated with the novel 
features of string formation and reduction techniques (called PACO-SFR) are now 
presented, followed by a detailed discussion of the algorithm. The PACO-SFR first 
generates a sequence or string of jobs by following the procedure related to the 
generation of an ant-sequence described in the PACO (see Rajendran and Ziegler 
[10]) that uses the pheromone intensity or trail matrix [τij] and hence a supersequence 
of machines is formed; on this supersequence or flowline of machines, it then 
employs two concatenations of forward and inverse reduction procedures, a machine 
reduction technique, and finally a local search involving an adjacent pair-wise 
interchange of machines in the flowline. The resultant flowline thus obtained and its 
length constitute the solution corresponding to the ant-sequence or string of jobs 
generated.  The PACO-SFR employs the job-index based insertion scheme (called 
JIS) as a local search scheme to generate improved job sequences. The job sequence 
thus obtained with respect to the resultant supersequence of machines with the 
minimum string or flowline length is used to update the pheromone intensity or trail 
matrix [τij]. This algorithm is carried out over 40 times or iterations, and the best job 
sequence thus obtained (in terms of the minimum flowline length) is returned.    

We discuss the complete algorithm with numerical illustrations through which we 
explain the mechanism of the PACO-SFR. The following jobshop problem with n = 6 
jobs and with m = 4 machines, and with the following sequence of machine-routings 
is considered throughout in this paper (note that the sequence of visits of jobs on 
machines is as per the order given below): 

 
 job 1  : 1-2-3-4 
 job 2  : 1-3-2-4 
 job 3  : 1-4-2-3 
 job 4  : 2-3-1-4 
 job 5  : 2-4-1-3 
 job 6  : 3-4-1-2 

2.1 Generation of a Supersequence or String of Machines  

In our study we obtain a supersequence of machines by ordering jobs in a specific 
order and thereafter laying out machines in that order. For example, if we order the 
jobs in the order {1-2-3-4-5-6}, the corresponding initial supersequence of machines 
or flowline is {1-2-3-4-1-3-2-4-1-4-2-3-2-3-1-4-2-4-1-3-3-4-1-2} obtained by 
arranging machines for processing jobs in the given order {1-2-3-4-5-6}. This 
supersequence of machines is then reduced by employing the string reduction 
techniques presented in this study. Note that previous research attempts (e.g. those by 
Framinan and Ruiz-Usano [3]; Framinan, [4]) obtained the initial supersequence of 
machines or flowline {1-1-1-2-2-3-2-3-4-3-4-4-3-2-2-1-1-1-4-4-3-4-3-2} by 
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arranging the machines of the first operations of jobs in the given order {1-2-3-4-5-
6}, then the machines of the second operations of jobs in that order, and so on up to 
the machines of the last operations of jobs taken in the given order {1-2-3-4-5-6}. 
However, from our computational experiments, we found that our arrangement of 
initial supersequence of machines has resulted in yielding flowlines with less lengths 
than those obtained from the arrangement of initial supersequence of machines 
suggested by previous researchers.  

As an example, consider a two-job two-machine SCS problem given by  
Framinan [4]:  

job 1  : 1-1-1-2-2-2 
 job 2   : 2-2-2-1-1-1 

When we follow our approach of forming the initial supersequence of machines with 
machines laid out as per the job order {1-2}, we have {1-1-1-2-2-2-2-2-2-1-1-1} and 
after the application of the forward reduction technique or the inverse reduction 
technique (see their details in the text to follow), we have the resultant supersequence 
{1-1-1-2-2-2-1-1-1}. However, when the approach by Framinan [4] is followed, we 
have the initial supersequence {1-2-1-2-1-2-2-1-2-1-2-1}, and after the application of 
the forward reduction technique, we have the supersequence {1-2-1-2-1-2-1-2-1-2-1} 
which is longer than that obtained from our approach.  

2.2 Implementation of the Set of String Reduction Techniques on a Job 
Sequence 

The initial job sequence in our PACO-SFR is obtained by ordering jobs as {1-2-3-…-
n} and hence we form a supersequence of machines. We then employ the string 
reduction techniques, namely, two concatenations of forward and inverse reduction 
techniques, machine elimination technique and a local search involving an adjacent 
pair-wise interchange of machines on the job sequence to get a reduced 
supersequence of machines. We first present the forward reduction procedure (see 
Framinan [4]). Considering one job at a time, we scan the given supersequence of 
machines from the left to see what machines are required to process the chosen job 
and mark the machines accordingly. After all jobs are considered, the marked 
machines survive in the supersequence of machines. For the supersequence of 
machines or flowline {1-2-3-4-1-3-2-4-1-4-2-3-2-3-1-4-2-4-1-3-3-4-1-2}, we get the 
reduced supersequence or flowline {1-2-3-4-1-3-2-4-3}, after this forward reduction 
of scanning from the left to the right of the given supersequence and  satisfying the 
machine-routings with respect to every job.  

As for the inverse reduction (also see Framinan [4]), considering one job at a time, 
we scan the supersequence of machines from the right to the left to see what machines 
are required to process the chosen job in the reverse sequence of operations and mark 
the machines accordingly. After all jobs are considered, the marked machines survive 
in the supersequence of machines. For the supersequence of machines {1-2-3-4-1-3-2-
4-1-4-2-3-2-3-1-4-2-4-1-3-3-4-1-2}, we get the reduced flowline {1-2-3-1-4-2-4-1-3-
4-1-2}.  
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It is evident that the forward reduction procedure need not yield the same resultant 
reduced supersequence of machines as that from the application of the inverse 
reduction. For this reason, Framinan [4] applied the forward reduction on the initial 
supersequence, and once again considering the initial supersequence, Framinan 
applied the inverse reduction procedure. The better of the two resultant 
supersequences is chosen by Framinan. However, according to our proposal, we 
explore two concatenations: apply first the forward reduction procedure on the  
initial supersequence and then apply the inverse reduction on the resultant reduced 
supersequence (called concatenation (forward + inverse)) to possibly reduce  
the supersequence of machines; apply first the inverse reduction procedure on the 
initial supersequence and then apply the forward reduction on the resultant reduced 
supersequence (called concatenation (inverse + forward)) to reduce the supersequence 
of machines. Then we take the better of these two reduced supersequences. For 
example, when we apply the concatenation (forward + inverse) on the supersequence 
{1-2-3-4-1-3-2-4-1-4-2-3-2-3-1-4-2-4-1-3-3-4-1-2}, we get the resultant reduced 
supersequence {1-2-3-4-1-3-2-4-3}; when we apply the concatenation (inverse + 
forward) on the supersequence {1-2-3-4-1-3-2-4-1-4-2-3-2-3-1-4-2-4-1-3-3-4-1-2}, 
we get the resultant reduced supersequence {1-2-3-1-4-2-4-1-3-2}. The better of these 
two supersequences is chosen by us for possible further reduction, i.e., {1-2-3-4-1-3-
2-4-3}.  

It is therefore evident that the two concatenations of forward reduction and inverse 
reduction serve to reduce the length of the supersequence of machines than the 
application of only one reduction technique. As a further example, we can show the 
effectiveness of these two concatenations with the same numerical illustration with 
the machine routing of job 4 changed to (2-1-4) (instead of (2-3-1-4)) and that of job 
6 changed to (4-1-2) from (3-4-1-2). The concatenation (forward + inverse) yields the 
resultant supersequence of machines {1-2-4-1-3-2-4-3} (with the forward reduction 
first yielding {1-2-3-4-1-3-2-4-3} and the inverse reduction thereafter yielding {1-2-
4-1-3-2-4-3}) and the concatenation (inverse + forward) yields {1-3-4-2-4-1-3-4-2} 
(with the backward reduction first yielding {1-3-1-4-2-4-1-3-4-1-2} and the forward 
reduction thereafter yielding {1-3-4-2-4-1-3-4-2}. The two resultant supersequences 
obtained by the concatenation of the forward and backward reduction techniques are 
of less length than those yielded by the single application of either the forward 
reduction technique or the inverse reduction technique. Reverting to our original 
example, we consider two supersequences {1-2-3-4-1-3-2-4-3} and {1-2-3-1-4-2-4-1-
3-2} (obtained from two concatenations of forward and inverse reduction techniques), 
and choose the supersequence that has less length.  

Let us see how we can reduce its string length further. Now we employ the 
machine elimination technique (also attempted by Framinan and Ruiz-Usano [3]) on 
the supersequence {1-2-3-4-1-3-2-4-3}, called S. We remove only one machine at a 
time from S and see if the resultant supersequence is feasible with respect to 
satisfying the machine routing of every job; if so, the last such reduced (by one 
element) supersequence is chosen. As an example, suppose we remove machine 1 
(found first in the supersequence) and we have the supersequence {2-3-4-1-3-2-4-3}. 
This supersequence does not satisfy the machine routings of all jobs. Then we remove 
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machine 2 found in the second position of S with no success. However if we remove 
machine 3 found in position 6 in S, we have the resultant supersequence {1-2-3-4-1-2-
4-3} and this supersequence satisfies all machine routings, thereby resulting in a 
reduced string length. We continue with this process of removing a machine from S 
until the last machine in S is considered for elimination. The last such reduced 
supersequence, if it exists, with the string length |S|-1 is chosen; otherwise S is 
retained. It is interesting to note that while the machine elimination technique serves 
to reduce the supersequence {1-2-3-4-1-3-2-4-3}, it does not reduce the 
supersequence {1-2-3-1-4-2-4-1-3-2}.  

For the purpose of exploring a further reduction in string length, we employ a local 
search involving an adjacent interchange of machines in the supersequence, after the 
machine elimination technique. This local search works as follows. We swap the 
machines found in positions i and i+1, where i = 1, 2, …, |S|-1. Every such resultant 
supersequence is subjected to the concatenation (forward + inverse), and the best 
among the resultant feasible supersequences (feasible in terms of all jobs’ machine 
routings being present in the supersequence) and S with the least string length is 
chosen. In the supersequence {1-2-3-1-4-2-4-1-3-2}, when we swap machines 1 and 4 
found in adjacent positions, we have the resultant supersequence reduced to {1-2-3-4-
1-2-4-3} and this is chosen because it is feasible with respect to machine routings of 
all jobs being present in it and it has a less string length than the original 
supersequence. This local search of adjacent pairwise interchange of machines is 
implemented twice successively to possibly reduce the string length to the extent 
possible.    

Thus we obtain a supersequence of machines or flowline with possibly minimum 
string length obtained from the given sequence of jobs, and this string reduction is 
achieved through two concatenations of forward and inverse reduction techniques, 
followed by a machine elimination technique and a local search involving two-time 
application of the adjacent pair-wise interchange of machines in a supersequence. 

2.3 Improvement of a Job Sequence Using the JIS 

The effectiveness or performance of a job sequence is measured in terms of the length 
of the resultant supersequence of machines. The initial job sequence {1-2-….- n} is 
taken as the current seed sequence and subjected to the JIS three times successively 
for a possible improvement in its performance, and this sequence is taken as the seed 
sequence to the PACO-SFR to begin with. Let [k] denote the index of the job in 
position k of the current seed sequence of jobs and let i refer to the index of jobs. 

Do the following: 
 

for i = 1(1) n: 
{ 
for k = 1(1) n: 
{  
 if [k] ≠ i  
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then 
insert job i in position k of the current seed sequence and adjust the sequence 
accordingly by not changing the relative positions of other jobs; determine the 
resultant supersequence of machines for this job sequence, apply the proposed set 
of string reduction techniques on the supersequence of jobs and hence compute the 
performance of the job sequence in terms of the length of the reduced 
supersequence of machines. 
} 
choose the best sequence among the generated (n-1) job sequences;  
if the performance of this sequence (in terms of the length of the corresponding 
reduced supersequence of machines) is better than or equal to the performance of 
the current seed sequence, then the current seed sequence is replaced by the best 
sequence found above. 
} 

The current seed sequence finally returned by the three-time application of the JIS is 
in fact the possibly improved job sequence by the JIS in relation to the seed sequence 
to the JIS. This final sequence is the seed sequence to the PACO-SFR (called the  
best sequence of jobs as of now) and let the string length of this sequence be denoted  
by Zbest. 

2.4 Initialization of Parameters in the PACO-SFR 

We initialize the pheromone intensity or trail matrix as follows: 

set τik = (1/Zbest),   
if (|position of job i in the seed sequence to the PACO-SFR - k|+1) ≤  n/4; 

   (1/(2×Zbest)),  
if n/4 < (|position of job i in the seed sequence to the PACO-SFR - k|+1) ≤ 
n/2; 

 (1/(4×Zbest)), otherwise. 

The rationale behind this setting of τiks is that the seed solution to the PACO-SFR 
being good, those positions that are close to the position of job i in the seed sequence 
should be associated with larger values of τiks than those that are away from the 
position of job i in the seed sequence.  ρ is set to 0.75 in our study. 

2.5 Construction of an Ant Sequence and Its Improvement by the JIS 

In order to build a complete ant sequence of jobs, the following procedure is used to 
choose an unscheduled job i for position k, starting from a null sequence, for k = 1, 2, 
…, n. 

Set 
=

=
k

q
iqikT

1

τ  and sample a uniform random number u in the range [0, 1]. 
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If u ≤ 0.4  then the first unscheduled job as present in the best sequence of jobs 
obtained so far is chosen; 

else 
if u ≤ 0.8 then     
among the set of the first five unscheduled jobs, as present in the best sequence of 
jobs obtained so far, choose the job with the maximum value of Tik ;  
else 
job i is selected from the same set of five unscheduled jobs for position k as a result 
of sampling from the following probability distribution:  
















=


l
lk

ik
ik T

T
p , 

where job l belongs to the set of the first five unscheduled jobs, as present in the 
best sequence obtained so far (note that when there are less than five jobs 
unscheduled, then all such unscheduled jobs are considered). 

A complete ant sequence of n jobs is constructed accordingly and thereafter the set of 
proposed string reduction techniques is applied for obtaining the reduced 
supersequence of machines corresponding to this ant sequence of jobs. This ant 
sequence of jobs is then subjected to the JIS three times and the final resultant 
sequence of jobs (called the current sequence) with the length of the corresponding 
reduced supersequence of machines denoted by Zcurrent. If this current sequence’s 
Zcurrent is same as or better than Zbest, then set this sequence and Zcurrent as the best 
sequence and Zcurrent respectively.  

2.6 Updating of Pheromone Trails or Intensities 

In the PACO-SFR, updating of the trail intensities is based not only on the resultant 
sequence of jobs obtained after the three-time application of the JIS on the ant 
sequence, but also on the relative distance between a given position and the position 
of job i in the resultant sequence, and also related to the best sequence obtained so far. 
The trails are updated as follows. 

Let h be the position of job i in the resultant sequence; 
set (τik )

updated  = ρ × (τik )
old + (1/ (diff × Zcurrent)), if |h - k| ≤ 1; 

     ρ × (τik )
old, otherwise,  

where diff = (|position of job i in the best sequence obtained so far – k| + 1)1/2. This 
differential setting is based on the premise that the jobs occupying positions in the 
current sequence closer to their respective positions in the best sequence obtained so 
far should get their corresponding  trail intensities increased by larger values.  

2.7 Termination Condition 

The PACO-SFR is terminated after 40 iterations (i.e., after the generation of 40 ant-
sequences followed by the three-time application of the JIS). We use the PACO-SFR 
to generate a total of about 123n2 job sequences. 
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3 Computational Evaluation of the PACO-SFR 

We consider the seventy benchmark jobshop instances considered by Framinan [4] 
and execute our ant-colony algorithm to solve the jobshop transformation problem 
instances. Framinan had given the best string length achieved with respect to every 
problem instance as a result of the implementation of algorithms such as H2 and H3 
due to Branke et al. [8], BS due to Framinan and Ruiz-Usano [3] and TS due to 
Framinan [4] (see Table 6 in Framinan [4]). It is to be noted that the length of the 
resultant flowshop for every jobshop problem instance, as reported by Framinan, is 
through a consolidation of all the mentioned algorithms and that Framinan had 
reported the CPU time requirements and not the number of transformations or job 
sequences enumerated in the process of obtaining the results reported in the paper 
before the final transformation was obtained from all algorithms considered. For the 
sake of standardizing the computational effort requirement independent of the 
computer, its operating system and the programming language, in our work we have 
noted the number of job sequences enumerated to get the best flowline-length so that 
future researchers would find it easy to relatively evaluate our work. Note that a job 
sequence leads to the generation of a supersequence of machines, followed by the 
application of string reduction techniques. The computational of string reduction 
techniques is quite small and is the same across all job sequences. We have also noted 
the final job sequence and the corresponding supersequence of machines obtained 
from the PACO-SFR for the sake of completely reporting our results for possible 
future reference for researchers, apart from noting the details regarding the 
supersequence of machines obtained from the initial job sequence improved by the 
three-time application of the JIS and the number of job sequences enumerated to 
obtain the best string length for every problem instance in the PACO-SFR. The results 
are presented in Table 1.   

It is found that the proposed ant-colony algorithm yields better results than those 
reported by Framinan [4] for 32 jobshop problem instances (i.e., for 46% of the 
problem instances), the best known solutions for 32 problem instances (i.e., for 46% 
of the problem instances) and worse solutions only in six problem instances (i.e., in 
only 8% of the problem instances). It is also seen from the computational experiments 
that the initial supersequences of machines (obtained after the three-time application 
of the JIS on the job sequence {1-2-…-n}) are the same as the string lengths reported 
by the previous researchers in 25 problem instances, less in 8 problem instances than 
those reported so far and quite close in most problem instances, thereby 
demonstrating the effectiveness of the proposed string reduction techniques. The best 
solutions for the benchmark problem instances are shown in bold in Table 1.  

4 Summary 

In this work we have dealt with the problem of transforming jobshops into flowshops 
with the objective of minimizing the length of the flowshop. An ant-colony algorithm,  
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Table 1. Computational results 

Jobshop 
problem 
instance 

n m String length 
derived from the 

initial job sequence 

Best string length 
obtained by the ant-

colony algorithm 

Best string length 
reported by  

Framinan [4] 

La01 10 5 13 13 13 
La02 10 5 12 12 12 
La03 10 5 12 12 12 
La04 10 5 13 13 13 
La05 10 5 12 12 12 
La06 15 5 14 14 14 
La07 15 5 14 14 14 
La08 15 5 13 13 13 
La09 15 5 14 14 14 
La10 15 5 14 14 14 
La11 20 5 14 14 14 
La12 20 5 14 14 14 
La13 20 5 15 15 15 
La14 20 5 15 15 15 
La15 20 5 14 14 14 
La16 10 10 35 33 35 
La17 10 10 36 34 35 
La18 10 10 37 36 38 
La19 10 10 36 31 35 
La20 10 10 36 34 35 
La21 15 10 42 39 42 
La22 15 10 44 39 41 
La23 15 10 41 40 42 
La24 15 10 42 40 43 
La25 15 10 43 41 42 
La26 20 10 47 44 43 
La27 20 10 44 44 44 
La28 20 10 49 45 46 
La29 20 10 49 45 45 
La30 20 10 47 44 45 
La31 30 10 51 49 49 
La32 30 10 51 49 49 
La33 30 10 53 49 49 
La34 30 10 52 50 49 
La35 30 10 53 50 49 
La36 15 15 83 78 79 
La37 15 15 80 74 79 
La38 15 15 83 77 80 
La39 15 15 79 75 80 
La40 15 15 81 75 78 

Orb01 10 10 29 27 28 
Orb02 10 10 33 32 34 
Orb03 10 10 20 20 20 
Orb04 10 10 34 33 34 
Orb05 10 10 28 26 26 
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Table 1. (continued) 

Orb06 10 10 29 27 28 
Orb07 10 10 33 32 34 
Orb08 10 10 20 20 20 
Orb09 10 10 34 33 34 
Orb10 10 10 28 26 26 
swv01 20 10 29 29 29 
swv02 20 10 29 27 28 
swv03 20 10 28 27 28 
swv04 20 10 30 29 29 
swv05 20 10 29 29 30 
swv06 20 15 62 59 61 
swv07 20 15 63 57 59 
swv08 20 15 59 56 60 
swv09 20 15 62 56 59 
swv10 20 15 60 57 57 
swv11 50 10 34 32 32 
swv12 50 10 34 33 33 
swv13 50 10 34 32 32 
swv14 50 10 33 32 33 
swv15 50 10 34 33 33 
swv16 50 10 59 54 52 
swv17 50 10 58 53 54 
swv18 50 10 58 56 54 
swv19 50 10 59 55 53 
swv20 50 10 58 55 55 

 
called PACO-SFR, is proposed with the integration of string reduction techniques in 
the ant-colony algorithm. The performance of the ant-colony algorithm is relatively 
evaluated by considering the best reported work and with the consideration of 
benchmark jobshop problem instances. It is found that the proposed ant-colony 
algorithm obtains better solutions and the best known solutions in most problem 
instances.  
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Abstract. In DNA processing and RNA editing, gene insertion and
deletion are considered as the basic operations. Based on the above evo-
lutionary transformations, a computing model has been formulated in
formal language theory known as insertion-deletion systems. In this pa-
per we study about ambiguity and complexity measures of these sys-
tems. First, we define the various levels of ambiguity (i = 0, 1, 2, 3, 4, 5)
for insertion-deletion systems. Next, we show that there are inherently
i-ambiguous insertion-deletion languages which are j-unambiguous for
the combinations (i, j) ∈ {(5, 4), (4, 2), (3, 1), (3, 2), (2, 1), (0, 1)}. Fur-
ther, We prove an important result that the ambiguity problem of
insertion-deletion system is undecidable. Finally, we define three new
complexity measures TLength−Con, TLength−Ins, TLength−Del for
insertion-deletion systems and analyze the trade-off between the newly
defined ambiguity levels and complexity measures.

Keywords: DNA processing, insertion-deletion systems, inherently
ambiguous languages, unambiguous grammar, complexity measures.

1 Introduction

In the last few years, Natural Computing which includes biologically inspired
computing is an area which is pursued with interest. It includes DNA comput-
ing, membrane computing and evolutionary computing among other topics. The
developments which have taken place in DNA computing have inspired the def-
inition and study of new theoretical models in formal language theory, sticker
systems, splicing systems, Watson-Crick automata, insertion-deletion systems
[2], [6] are some of the theoretical models inspired by the behaviour of DNA
strands in biology. In [4] insertion operation was only considered and in [14]
insertion-deletion systems were introduced. They have opened a new avenue in
formal language theory as a new model for generating languages. Informally, the
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insertion and deletion operations of an insertion-deletion system is defined as
follows: If a string α is inserted between two parts w1 and w2 of a string w1w2 to
get w1αw2, we call the operation as insertion, whereas if a substring β is deleted
from a string w1βw2 to get w1w2, we call the operation as deletion.

Given an insertion-deletion system, the weight of the system is based on the
maximal length of insertion, maximal length of the context used for insertion,
maximal length of deletion, maximal length of the context used for deletion and
they are (respectively) denoted as (n,m; p, q). The total weight is defined as the
sum of n,m, p, q. There have been many attempts to characterize the recursively
enumerable languages (i.e., computational completeness) using insertion-deletion
systems with less weights. In [13] the universality results were obtained with
weight 5 (of the combinations (1, 2; 1, 1), (2, 1; 2, 0), (1, 2; 2, 0)). In [1] and [6], this
result was improved with weight 4 (of the combinations (1, 1; 1, 1) and (1, 1; 2, 0)
respectively).

Insertion-deletion operations have some relevances to some phenomena in hu-
man genetics. In the following Fig.1. we try to show how the insertion-deletion
systems are applied in the field of genetics. Consider a single strand DNA se-
quence S1 = xuvyz, where x, u, v, y, z are all strings. Add a single stranded
DNA sequence u′w′v′ to the sequence xuvyz, where u′v′ are the Watson-Crick
complements of the strings u, v and w′ is the complement of some string w, see
Fig.1(a). First, annealing will take place such that u′ will stick to u and v′ to v,
thus we obtain the scenario as in Fig.1(b). Then a cut by a restriction enzyme
to the double stranded DNA sequence uv in Fig.1(c) and by adding a primer
z′, we obtain a double stranded sequence as in Fig.1(d). Finally, by melting the
double stranded sequence the two strands will be separated, hence we obtain
two strings. One string will be of the form S2 = xuwvyz (as in Fig.1(e)). The
string S2 implies that the string w is inserted between u and v. Thus, the string
S2 obtained from S1 shows the use of insertion operation in DNA sequences. A
similar annealing can be theoretically performed for deletion operation.

Ambiguity is considered as one of the fundamental problems in formal language
theory. A grammar is said to be ambiguous, if there exists more than one dis-
tinct derivation of the words in the generated language. As we have seen above
that the insertion-deletion system can be applied theoretically in DNA process-
ing, the ambiguity in DNA processing (which uses the insertion-deletion system)
can happen in the following manner. Let W1W2 be a DNA strand and suppose
we want to insert W3W4W5 between W1 and W2 to obtain another DNA strand
W1W3W4W5W2. This can be done first by insertingW3 betweenW1 andW2, fol-
lowed by inserting W4 between W3 and W2, followed by inserting W5 between
W4 and W2. The other sequence would be first by inserting W5 between W1 and
W2, followed by inserting W4 between W1 and W5, followed by inserting W3 be-
tween W1 and W4. This shows that ambiguity in gene sequences is also possi-
ble (i.e., starting from one sequence we are able to get another sequence in more
than one way such that the intermediate sequences are different). This motivates
us to define formally the ambiguity for insertion-deletion systems. Based on the
components used for insertion-deletion system, different levels of ambiguity are
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 u’                                      v’
w’

 u’                             w’                      v’

z’

   (a)                       x                     u                                  v                              y                     z

   (b)                         x                   u                                  v                               y                      z  

 (c)                        x                  u                                                       v                  y                z 

(d)                     x                    u                             w                    v                    y                 z

  x’                   u’                           w’                    v’                  y’               z’ 

(e)                     x                   u                             w                        v                   y              z

   u’             w’                v’

Fig. 1. Insertion by annealing

defined. Study of this concept of ambiguity may be useful in considering inheri-
tance properties and phylogenetic trees [17]. More specifically, when these inter-
mediate sequences are represented as phylogenetic trees, we can see that the trees
are different and thus it might help us to identify the inheritance properties.

As insertion-deletion system is a counterpart for contextual grammars defined
by S. Marcus [15] in 1969, here we briefly recall about the work done on ambigu-
ity in contextual grammars. Unlike context-free grammars, defining ambiguity
for contextual grammars is not so obvious since the derivation of contextual
grammars consists of many components such as axioms, contexts and selectors.
In [7], the notion of ambiguity was considered for the first time in this field,
for external contextual grammars. Then, in [10,16], several levels of ambiguity
were defined for internal contextual grammars by considering the components
used in the derivation. There were many open problems formulated in [10,16] on
different aspects of ambiguity and some of them have been solved in [11]. For
more details on contextual grammars, we refer to [8].

As Fig.1. shows the applicability of insertion-deletion systems in gene se-
quences, storing of such sequences would be economical if the corresponding
insertion-deletion system is economical. Such an economical system can be iden-
tified by means of descriptional complexity measures. The basic measures for
insertion systems are defined in [8]: Ax,MAx, TAx, Prod, Symbol. As the
insertion-deletion systems is the slight modification of insertion systems, the
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measuresAx,MAx, TAx, Prod are even applicable to insertion-deletion systems.
Here economical system means the corresponding system should be minimal with
respect to some measure. Once the ambiguity and complexity measures are de-
fined the trade-off between them can be analyzed by identifying languages whose
corresponding grammars are ambiguous and minimal in measure M , but unam-
biguous and not minimal in measure M .

Since insertion-deletion systems is an intermediate model between contextual
grammars and context sensitive grammars, analyzing the ambiguity and devel-
oping new complexity measures of such systems would be more interesting. In
Section 3, we define the various ambiguity levels (i = 0, 1, 2, 3, 4, 5) for insertion-
deletion systems. Next, we show that there are inherently i-ambiguous insertion-
deletion languages which are j-unambiguous for the combinations (i, j) ∈ {(5, 4),
(4, 2), (3, 1), (3, 2), (2, 1), (0, 1)}. Next, we discuss an example that shows how the
ambiguity level defined for insertion-deletion systems can be interpreted in gene
sequences. Further, we also prove that there is no solution (i.e., no algorithmic
procedure) to decide whether a given arbitrary insertion-deletion system is am-
biguous or not. In other words, the ambiguity problem for an insertion-deletion
system is undecidable. Finally, in Section 4, we introduce three new complexity
measures TLength − Con (total length of contexts used in insertion/deletion
rules), TLength− Ins (total length of the contexts used in insertion rules plus
the length of the strings to be inserted), TLength−Del (total length of the con-
texts used in deletion rules plus the length of the strings to be deleted) and we
analyze the trade-off between the newly defined ambiguity levels and the above
complexity measures of insertion-deletion systems.

2 Preliminaries

We assume that the readers are familiar with the notions of formal language
theory. However, we recall the basic notions which are used in the paper. A
finite non-empty set V is called an alphabet. We denote by V ∗, the free monoid
generated by V , by λ it identity or the empty string, and by V + the set V ∗−{λ}.
The elements of V ∗ are called words or strings. For any word w ∈ V ∗, we denote
the length of w by |w|.

Next, we will look into the basic definitions of insertion-deletion systems.
Given an insertion-deletion (in short ins-del) system γ = (V, T,A,R), where V is
an alphabet, T ⊆ V , A is a finite language over V , R is a finite triples of the form
(u, α/β, v), where (u, v) ∈ V ∗, (α, β) ∈ (V +×{λ})∪ ({λ}×V +). The pair (u, v)
is called as contexts. Insertion rule will be of the form (u, λ/α, v) which means
that α is inserted between u and v. Deletion rule will be of the form (u, β/λ, v),
which means that β is deleted between u and v. In other words, (u, λ/α, v)
corresponds to the rewriting rule uv → uαv, and (u, β/λ, v) corresponds to the
rewriting rule uβv → uv.

Consequently, for x, y ∈ V ∗ we can write x =⇒ y, if y can be obtained from x
by using either an insertion rule or a deletion rule which is given as follows: (the
down arrow ↓ indicates the position where the string is inserted/deleted and the
underlined string indicates the string inserted/deleted)
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1. x = x1u
↓vx2, y = x1uαvx2, for some x1, x2 ∈ V ∗ and (u, λ/α, v) ∈ R.

2. x = x1uβvx2, y = x1u
↓vx2, for some x1, x2 ∈ V ∗ and (u, β/λ, v) ∈ R.

The language generated by γ is defined by

L(γ) = {w ∈ T ∗ | x =⇒∗ w, for some x ∈ A}

where =⇒∗ is the reflexive and transitive closure of the relation =⇒.
Next, we will introduce the various descriptional complexity measures of ins-

del systems. Given a ins-del system γ = (V, T,A,R), the basic measures of ins-del
systems are defined as follows:

Ax(γ) = card(A),MAx(γ) = max
w∈A

|w|, TAx(γ) =
∑
w∈A

|w|,

P rod(γ) = card(R),

where Ax denotes the number of axioms, MAx denotes the maximum length of
an axiom, TAx denotes total length of all axioms, Prod denotes the number of
insertion-deletion rules. For M ∈ {Ax,MAx, TAx, Prod} and for a language L,
we define M(L) = min{M(γ) | L = L(γ)}. We call γ as a minimal system for L
with respect to the measure M or we simply say γ is minimal in M for L. For a
measure M and a language L, we define M−1(L) = {γ | L(γ) = L and M(γ) =
M(L)}. Here, M−1(L) denotes the set of all optimal systems for L with respect
to the measure M . Two measures M1,M2 are said to be incompatible if there
exists a language L such that M−1

1 (L) ∩M−1
2 (L) = ∅. Otherwise, M1 and M2

are said to be compatible. For more details on complexity measures, we refer
to [8].

3 Various Ambiguity Levels

In this section, we define various ambiguity levels for ins-del system based on
the components used in the derivation.

Consider the following derivation step in a ins-del system γ, δ : w1 =⇒ w2 =⇒
... =⇒ wm,m ≥ 1, such that w1 ∈ A and the following scenarios can hap-
pen (1) wj = x1,jujvjx2,j and wj+1 = x1,jujαjvjx2,j , when an insertion rule
(uj , λ/αj , vj) is used, where x1,j , uj, vj , x2,j ∈ V ∗. (2) wj = x1,jujβjvjx2,j
and wj+1 = x1,jujvjx2,j , when a deletion rule (uj , βj/λ, vj) is used, where
x1,j , uj , vj , x2,j ∈ V ∗. The sequence which consists of used axiom, strings to
be inserted/deleted is called as Control Sequence which is given as follows:
w1, α1/β1, α2/β2, α3/β3, ..., αm−1/ βm−1. The sequence which consists of used
axiom, the string (αj/βj) to be inserted/deleted and the used contexts (uj, vj)
is called Complete Control Sequence which is given as follows: w1, (u1, α1/β1, v1),
(u2, α2/β2, v2), (u3, α3/β3, v3), ..., (um−1, αm−1/βm−1, vm−1). The position where
insertion (α) /deletion (β) takes place can be given by the description of δ, as
follows: w1, x1,1u1(α1 /β1)v1 x2,1, x1,2u2(α2/β2)v2x2,2, x1,3u3(α3/β3)v3x2,3, ...,
x1,m−1um−1(αm−1/βm−1)vm−1x2,m−1.
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Definition 1. 1. A ins-del system γ, is said to be 0-ambiguous, if there exist at
least two different axioms, w1, w2 ∈ A, w1 �= w2, such that they both derive
the same word z, i.e., w1 =⇒+ z, w2 =⇒+ z.

2. A ins-del system γ, is said to be 1-ambiguous, if there are two different
unordered control sequences which derives the same word.

3. A ins-del system γ, is said to be 2-ambiguous, if there are two different
unordered complete control sequences which derives the same word.

4. A ins-del system γ, is said to be 3-ambiguous, if there are two different
ordered control sequences which derives the same word.

5. A ins-del system γ, is said to be 4-ambiguous, if there are two different
ordered complete control sequences which derives the same word.

6. A ins-del system γ, is said to be 5-ambiguous, if there are two different
descriptions which derives the same word.

More precisely, an ins-del system γ to be 2 or 4 ambiguous, it should have at
least two distinct contexts and to be 1 or 3 ambiguous it should have at least two
distinct strings used for insertion/deletion. A system which is not i-ambiguous,
for some i = 0, 1, 2, 3, 4, 5, is said to be i-unambiguous. A language L is inher-
ently i-ambiguous if every system γ generating L is i-ambiguous. A language for
which a i-unambiguous system exists is called i-unambiguous. From the above
definitions, it is easy to see that each inherently i-ambiguous language is in-
herently j-ambiguous for (i, j) ∈ {(1, 2), (1, 3), (2, 4), (3, 4), (4, 5)}. However, the
converse is not true. Therefore, whenever we show that a language is inherently
j-ambiguous, we want to make sure that the result is not followed by the fact
that the language is inherently i-ambiguous for the above i and j. In fact, in the
following theorems, we do the same.

3.1 Inherently Ambiguous Ins-del Languages

In this section, we show that there exist inherently i-ambiguous ins-del languages
for i = 0, 2, 3, 4, 5.

Theorem 1. There are inherently 5-ambiguous ins-del languages which are 4-
unambiguous.

Proof. Consider the language L1 = {anbbam | n,m ≥ 1}. The language L1 can
be generated by the following ins-del system γ1.

γ1 = ({a, b}, {a, b}, {abba}, {(a, λ/a, λ)}).
As, the system γ1 uses only string a for both insertion/deletion and only one
context (a, λ) obviously, the system γ1 is 4-unambiguous. Hence, the language
L1 is 4-unambiguous.

To prove the language L1 is inherently 5-ambiguous, consider an arbitrary
system γ′1 which generates L1. The axiom in the system γ′1 should be of the form
arbbas, r, s ≥ 1. The contexts used in insertion/deletion rule could be in one of
the forms (ar1 , b), (ar1 , bb), (ar1 , ar2), (ar1 , λ), (λ, ar2), (b, ar2), (bb, ar2), r1, r2 ≥
1. The string which will be inserted/deleted should be of the form ap, p ≥ 1. To
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prove the system γ′1 is ambiguous, consider a word akbbal ∈ L1. From this word,
the word ak

′
bbal

′
(for large values of k′ and l′) can be obtained by two different

descriptions which differs by the position where the string a is inserted/deleted.
First by getting ak

′
from ak and then al

′
from al or the other way round. Hence,

the system γ′1 is ambiguous. Any ins-del system generating this language will
have this property and hence it is ambiguous. Therefore, the language L1 is
inherently 5-ambiguous. �

Theorem 2. There are inherently 4-ambiguous ins-del languages, which are 2-
unambiguous.

Proof. Consider the language L2 = {anbncmdm | n,m ≥ 1}. The language L2

can be generated by the following ins-del system γ2.

γ2 = ({a, b, c, d}, {a, b, c, d}, {abcd}, {(a, λ/ab, b), (c, λ/cd, d)}).
From the system γ2 it is easy to see that both the contexts (a, b) and (c, d) are
required to the generate the language. In order to generate equal number of a’s
and b’s in the language L2 the system has to use the context (a, b). Similarly, to
generate equal number of c’s and d’s in the language L2 the system has to use
the context (c, d). Since no other alternate contexts are available in the system
γ2 to generate equal number of a’s and b’s and equal number of c’s and d’s the
system γ2 is 2-unambiguous. Therefore, the language L2 is 2-unambiguous.

To prove the language L2 is inherently 4-ambiguous, consider an arbitrary
system γ′2 which generates L2. The system γ′2 should have the axiom of the form
aibicjdj , i, j ≥ 1. In order to generate the strings of the form anbncd, n ≥ 1, the
system should have the context of the form (ar1 , br2), r1, r2 ≥ 1 and the string to
be inserted/deleted should be of the form at1bt1 , t1 ≥ 1. Similarly, to generate
the strings of the form abcmdm,m ≥ 1, the system should have the context of
the form (cs1 , ds2), s1, s2 ≥ 1 and the string to be inserted/deleted should be
of the form cu1du1 , u1 ≥ 1. To prove the system γ′2 is ambiguous, consider a
word ar1br1cs1ds1 , r1, s1 ≥ 1 ∈ L2. From this word, the word apbpcqdq can be
obtained by two different ordered complete control sequences. In one sequence
the required number of a’s and b’s can be inserted/deleted by using the context
of the form (ar1 , br2), followed by the insertion/deletion of c’s and d’s by using
the context of the form (cs1 , ds2). In another sequence, first the required number
of c’s and d’s can be inserted/deleted by using the context of the form (cs1 , ds2),
followed by the insertion/deletion of a’s and b’s by using the context of the form
(ar1 , br2). Hence the system γ′2 is ambiguous. Any ins-del system generating this
language can have at least two different complete control sequences. Therefore,
the language L2 is inherently 4-ambiguous. �

Theorem 3. There are inherently 3-ambiguous ins-del languages which are 1
and 2 unambiguous.

Proof. Consider a language L3 = {canbmd | n,m ≥ 1}. The language L3 can be
generated by the following ins-del system γ3.

γ3 = ({a, b, c, d}, {a, b, c, d}, {cabd}, {(a, λ/a, λ), (b, λ/b, λ)}).
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From the system γ3, it is easy to see that both the contexts and strings are
required to generate the language. In order to generate the language L3, the
context (a, λ) and the string a has to be used n − 1 times and similarly the
context (b, λ) and the string b has to be used m− 1 times. Therefore, the system
γ3 is 1 and 2-unambiguous. Hence, the language L3 is 1 and 2-unambiguous.

To prove the language L3 is inherently 3-ambiguous, consider an arbitrary
system γ′3 which generates L3. The system γ′3 should have an axiom of the
form caibjd, i, j ≥ 1. In order to generate L3, insertion rules should be of
the form, (ci, λ/aj , λ), (ai, λ/aj , λ), (ai, λ/aj , ak), (ci, λ/aj , ak), (λ, λ/aj , ak),
(ai, λ/aj, bk), (bi, λ/bj, bk), (bi, λ/bj , λ), (λ, λ/bj , bk), (ai, λ/bj, bk), (λ, λ/bj , dk),
(bi, λ/bj , dk), where i, j, k ≥ 1. Similarly, the system should have deletion rules
of the form, (ci, aj/λ, λ), (ai, aj/λ, λ), (ai, aj/λ, ak), (ci, aj/λ, ak), (λ, aj/λ, ak),
(ai, aj/λ, bk), (bi, bj/λ, bk), (bi, bj/λ, λ), (λ, bj/λ, bk), (ai, bj/λ, bk), (λ, bj/λ, dk),
(bi, bj/λ, dk), where i, j, k ≥ 1. The string used for the insertion/deletion should
be of the form ai, i ≥ 1, bj, j ≥ 1. From this, we can derive two different or-
dered control sequences which derives the same word. Consider an arbitrary
word caibjd ∈ L3. From this word, the word catbsd can be derived in two differ-
ent ordered control sequences. In one sequence, the required number of a’s can
be inserted/deleted, followed by the insertion/deletion of required number of b’s.
In another sequence, first the required number of b’s can be inserted/deleted,
followed by the insertion/deletion of required number of a’s. Therefore, the sys-
tem γ′3 is ambiguous. Any ins-del system generating L3 will have this property.
Hence, the language L3 is inherently 3-ambiguous. �

Theorem 4. There are inherently 2-ambiguous ins-del languages which are 1-
unambiguous.

Proof. Consider the language L4 = {ban | n ≥ 0}∪{anc | n ≥ 0}∪{banc | n ≥ 0}.
The language L4 can be generated by the following ins-del system γ4.

γ4 = ({a, b, c}, {a, b, c}, {b, c, bc}, {(b, λ/a, λ), (λ, λ/a, c)}).

As, the system γ4 is having only one string which is used for insertion, the system
γ4 is 1-unambiguous. Therefore, the language L4 is 1-unambiguous.

To prove the language L4 is inherently 2-ambiguous, consider an arbitrary
system γ′4 which generates L4. The system γ′4 must have three axioms of the
form bai, ajc, bakc, i, j, k ≥ 0. If the system γ′4 is having less than three axioms,
it will generate strings not in the language. In order to generate the first part of
the language the systemmust have an insertion rule of the form (b, λ/ai, λ), i ≥ 1.
Similarly, the deletion rule must be of the form (b, ai/λ, λ), i ≥ 1. To generate the
second part of the language the system must have an insertion rule of the form
(λ, λ/aj , c), j ≥ 1. Similarly, the deletion rule must be of the form (λ, aj/λ, c), j ≥
1. The string to be inserted/deleted should be of the form ap, p ≥ 1. To prove the
system γ′4 is ambiguous, consider a word balc ∈ L4, where l = k+ ij. This word
can be derived from the axiom bakc by two different unordered complete control
sequences. In one sequence the context (b, λ) can be used j times and in another
sequence the context (λ, c) can be used i times. Thus obtaining two different
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unordered complete control sequences. Hence, the system γ′4 is 2-ambiguous. Any
ins-del system generating the language L4 will have this property. Therefore, the
language L4 is inherently 2-ambiguous. �

Theorem 5. There are inherently 0-ambiguous ins-del languages without con-
text, which are 1-unambiguous with finite context.

Proof. Consider the language L5 = {a, b}+. The language L5 can be generated
by the following ins-del system γ5.

γ5 = ({a, b}, {a, b}, {a, b}, {(a, λ/a, λ), (a, λ/b, λ), (b, λ/b, λ), (b, λ/a, λ)}).
Since, the string a or b is inserted only to the right of the axiom by using the
contexts (a, λ) or (b, λ), any word in the language can be generated in a unique
manner. Hence, the system γ5 is 1-unambiguous. Therefore, the language L5

is 1-unambiguous. Moreover, any word in L5 can be generated from only one
axiom, therefore γ5 is 0-unambiguous.

To prove the language L5 is inherently 0-ambiguous if no contexts is used,
consider an arbitrary system γ′5 which generates L5. The system must have two
axioms of the form ar1 , r1 ≥ 1 and br2 , r2 ≥ 1. The string to be inserted/deleted
should be of the form ap1 and bp2 , p1, p2 ≥ 1. To prove γ′5 is ambiguous, consider
a word biajbk ∈ L5 for large values of i, j, k. This word can be derived from two
axioms ar1 and br2 as follows:

ar1 =⇒∗
ins b

iar1 =⇒∗
del b

iaj =⇒∗
ins b

iajbs1 =⇒∗
del b

iajbk

br2 =⇒∗
ins b

r2aj =⇒∗
del b

r2ajbs2 =⇒∗
ins b

r2ajbk =⇒∗
del b

iajbk

Since the system is without contexts, insertion/deletion can happen at any place.
Any system without contexts which generates the language L5 will have this
property and hence it is ambiguous. Therefore, the language L5 is inherently
0-ambiguous if no contexts is considered. �

3.2 Ambiguity Issues in Gene Sequences

In this subsection, we show an example for how the level 5-ambiguity discussed
for ins-del systems can be interpreted in gene sequences. Consider an orthodox
string available in gene sequences. A string w over a complementary alpha-
bet Σ is called orthodox iff it is (i) the empty string ε, or (ii) the result of
inserting two adjacent complementary element bb̄, for some b ∈ Σ, anywhere
in an orthodox string [3]. A language is orthodox iff it contains only ortho-
dox strings. The orthodox language Lod can be generated by the ins-del system
γod = ({b, b̄}, {b, b̄}, {λ}, R), where b ∈ {a, t, g, c}, b̄ is complement of b (i.e
ā = t, ḡ = c, t̄ = a, c̄ = g) and R is given as R = [(λ, λ/bb̄, λ)]. Consider the
following string in orthodox language gctagcat. This string can be derived in two
different descriptions by γod The two different descriptions are given as follows:

Description 1 :↓ ta =⇒ gcta↓ =⇒ gctagc↓ =⇒ gctagcat

Description 2 : ta↓ =⇒ ↓tagc =⇒ gctagc↓ =⇒ gctagcat
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Note that the axiom, order of insertion of strings, order of contexts (here (λ, λ))
all are same in both derivations, but the position of insertion is different in each
derivation. Therefore, the grammar γod is 5-ambiguous. Thus, starting from same
(gene) sequence, we are able to get the same sequence, but the inter-mediate gene
sequences are different. This suggests that there may be more than one way that
a gene sequence can be processed.

3.3 Decidability of Ambiguity for Ins-del Systems

First, we will slightly brief about Post Correspondence Problem(PCP). Let Σ
be an alphabet set containing at least two symbols. An instance of PCP has two
ordered sets of strings x = (x1, ..., xn) and y = (y1, ..., yn) over Σ, we say that
this instance of PCP has a solution if there is a sequence i1, ..., im, m ≥ 1, with
1 ≤ ij ≤ n for each 1 ≤ j ≤ m, such that xi1 ...xim = yi1 ...yim . It has been
proved that the PCP problem is not decidable in the sense that there cannot
exist an algorithm which will take an arbitrary instance of PCP as input and
say whether this instance of PCP has a solution or not.

Decidability is one of the basic questions to be answered in formal language
theory. Emptiness, Finiteness are some of the examples for decidability problems.
For more details on decidability problems, we refer to [9]. Once the ambiguity
is defined for the ins-del system, one question naturally arises on the ambigu-
ity of ins-del systems: Does there exist an algorithm to decide whether a given
arbitrary ins-del system γ is ambiguous or not?. In the next theorem, we prove
that ambiguity problem of ins-del systems is undecidable by using the Post Cor-
respondence Problem (this is called reducing PCP to the ambiguity problem).

Theorem 6. The ambiguity (of any i, i = 0, 1, 2, 3, 4, 5) of ins-del systems is
undecidable.

Proof. Let Σ = {a′, b′}. Consider two arbitrary words (x1, ..., xn) and (y1, ..., yn)
over Σ = {a′, b′}. Construct an ins-del system γ.

γ = ({a, a′, b, b′, c, d, e}, {a, a′, b, b′, c, d, e}, {ccccecd, ccdcccd}, I)

where the insertion rules (I) is given as follows:

I1 = (cc, λ/d, cce)
I2 = (ccccec, λ/xi1a

i1b, d)
I3 = (xik , λ/xik+1

aik+1b, aikb), 1 ≤ ik ≤ n
I4 = (dcc, λ/e, c)
I5 = (ccdccc, λ/yj1a

j1b, d)
I6 = (yjl , λ/yjl+1

ajl+1b, ajlb), 1 ≤ jl ≤ n

Let w1 be the word derived from the axiom ccccecd (The ↓ denotes the po-
sition where the string is inserted in the next derivation step and the number
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at the suffix in each derivation symbol ‘=⇒’ indicates which insertion rule is
applied).

ccccec↓d =⇒I2 ccccecx
↓
i1
ai1bd =⇒∗

I3 cc
↓ccecxi1 ...xika

ikb...ai1bd

=⇒I1 ccdccecxi1 ...xika
ikb...ai1bd.

Let w2 be the word derived from the axiom ccdcccd.

ccdccc↓d =⇒I5 ccdcccy
↓
j1
aj1bd =⇒∗

I6 ccdcc
↓cyj1 ...yjla

jlb...aj1bd

=⇒I1 ccdccecyj1 ...yjla
jlb...aj1bd.

By comparing w1 and w2, they are both are equal iff k = l and i1 = j1, ..., ik = jk
and xi1 ...xik = yi1 ...yik . So, there exists a Post Correspondence Solution (PCP)
for the instance i1, ..., ik for the strings (x1, ..., xn) and (y1, ..., yn). We can see
that, the system is ambiguous as it derives the same word from two different
axioms.

Conversely, if PCP for (x1, ..., xn) and (y1, ..., yn) has a solution for the in-
stance i1, ..., ik, such that xi1 ...xik = yi1 ...yik , then clearly the system γ is 0-
ambiguous (i.e., from two different axioms, we are able to get two words w1 and
w2, such that w1 = w2.).

Therefore, if the ambiguity problem of ins-del systems is decidable, then PCP
is said to be decidable by the above reduction method which is not the case.
Therefore, 0-ambiguity problem for ins-del system is not decidable. In a similar
fashion, we see that i-ambiguity problem (i = 1, 2, 3, 4, 5) for ins-del system is
undecidable. �

4 New Complexity Measures

In this section, we define some new complexity measures for ins-del systems.
Given a ins-del system γ = (V, T,A,R), the basic complexity measures have been
discussed in the preliminary section. Let the system γ contains the insertion rules
of the form (u1, λ/α1, v1), ..., (um, λ/αm, vm) and similarly the deletion rules of
the form (u1, β1/λ, v1), ..., (um, βm/λ, vm). Based on the above rules, the new
measures are defined as follows:

TLength− Con(γ) =
∑

(u,v)∈R

|uv|,

TLength− Ins(γ) =
∑

(u,α,v)∈R

|uαv|,

TLength−Del(γ) =
∑

(u,β,v)∈R

|uβv|.

The measure TLength− Con specifies the total length of the contexts used in
insertion/deletion rules, TLength− Ins specifies the total length of the contexts
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used in insertion rules plus the length of the strings (α) to be inserted and
TLength−Del specifies the total length of the contexts used in deletion rules
plus the length of the strings (β) to be deleted.

4.1 Trade-off between Ambiguity and Measures

In this section, we analyze the trade-off between the newly defined ambiguity
levels and various complexity measures. We show that when a minimal measure
M is chosen for a language L, then all the corresponding systems which gener-
ates wwwL are ambiguous. On the other hand, when an unambiguous system
is chosen for L the system is not minimal in M . The corollary is the conse-
quences of the theorem and by the fact that the measures Ax,MAx, TAx are
pairwise compatible [5]. Before, we proceed to the results, let us adapt the no-
tion of ‘pseudo inherently ambiguous’ introduced in [12]. A system γ is said to
be restricted if γ satisfies some conditions imposed on it. Here, we impose the
condition minimal measure (with respect to a measure M) to systems and we
say that γ is restricted with respect to M .

Definition 2. A language L is said to be pseudo inherently ambiguous (when
considered minimal with respect to M) if every restricted system (with respect to
M) generating L is ambiguous.

In the next theorem, we show that if we want to store the language L6 with the
corresponding system which is minimal in terms of Prod, then any such system is
(5-) ambiguous. On the other hand, if we want to store L6 with the corresponding
system which is unambiguous, then any such system is not minimal with respect
to Prod. A similar result in discussed in Theorem 8. Thus, in the following section
we make a trade-off between ambiguity and complexity measures in choosing a
system for a language.

Theorem 7. There are pseudo inherently 5-ambiguous ins-del languages when
Prod is considered minimal, but there are 5-unambiguous systems which are not
minimal in Prod.

Proof. Consider the language L6={d(abb)n | n ≥ 0} ∪ {(abb)nc | n ≥ 0}. The
language L6 can be generated by the following 5-ambiguous ins-del system γ6.

γ6 = ({a, b, c, d}, {a, b, c, d}, {d, dabb, c, abbc}, {(abb, λ/abb, λ)}).
The system γ6 is minimal with respect to Prod. From γ6, it is easy to see
that Prod(L6) = 1. Any system which generates L6 must have at least one
insertion/deletion rule. Hence, the language L6 is minimal in Prod.

Consider any system γ′6 which generates L6 for which Prod(γ′6) = 1. Since
different abb is chosen for insertion/deletion in deriving the words d(abb)i and
(abb)jc for large value of i and j, the position where the string abb is in-
serted/deleted differs, but derives the same word. Hence, the system γ′6 is am-
biguous. Note that the system γ′6 is 4-unambiguous.
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However, the language L6 is 5-unambiguous as we can give a 5-unambiguous
γ′′6 = ({a, b, c, d}, {a, b, c, d}, {d, c}, {(d, λ/abb, λ), (λ, λ/abb, c)}) which generates
L6. The first part of the language can be generated by inserting the string abb
to the right of d. Similarly, the second part of the language can be generated by
inserting the string abb to the left of c. As the position of inserting the string
never changes in both parts of the language, the system γ′′6 is unambiguous. Note
that, the system γ′′6 is not minimal in Prod, since Prod(γ′′6 ) = 2. �

Theorem 8. There are pseudo inherently 4-ambiguous ins-del languages when
Ax is considered minimal, but there are 4-unambiguous systems which are not
minimal in Ax.

Proof. Consider the language L7={b(a)3n | n ≥ 0} ∪ {c(a)3n | n ≥ 0} ∪
{ba3nca3m | n,m ≥ 0} . The language L7 can be generated by the following
4-ambiguous ins-del system γ7.

γ7 = ({a, b, c}, {a, b, c}, {b, c, bc}, {(b, λ/aaa, λ), (c, λ/aaa, λ)}).
The system γ7 is minimal with respect to Ax. From γ7, it is easy to see that
Ax(L7) ≤ 3. Any system which generates L7 must have at least three axioms
corresponding to the three parts of the language. If the system γ7 is having less
than three axioms, it will generate strings not in the language. Hence, Ax(L7) ≥
3, which implies Ax(L7) = 3.

Consider any system γ′7 which generates L7 for which Ax(γ′7) = 3. Since the
string ba3i, i ≥ 0 ∈ L7, the system should have insertion/deletion rule of the form
(b, λ/aaa, λ) /(b, aaa/λ, λ). Similarly, since the string ca3j , j ≥ 0 ∈ L7, the sys-
tem should have insertion/deletion rule of the form (c, λ/aaa, λ) /(c, aaa/λ, λ).
Consider a word ba3rca3s, r, s ≥ 0, this word can be derived from the axiom of
the form ba3pca3q, p, q ≥ 0 by two different ordered complete control sequences.
In one sequence the insertion/deletion (b, λ/aaa, λ) /(b, aaa/λ, λ) rules can be
used first, followed by the insertion/deletion rules (c, λ/aaa, λ) /(c, aaa/λ, λ). In
another derivation, the insertion/deletion rules (c, λ/aaa, λ) /(c, aaa/λ, λ) can
be used first, followed by the insertion/deletion rules (b, λ/aaa, λ) /(b, aaa/λ, λ).
Note that since the string aaa to be inserted/deleted is same in both the deriva-
tions, the system is 1 and 3-unambiguous.

However, the language L7 is 4-unambiguous as we can give a 4-unambiguous
γ′′7 = ({a, b, c}, {a, b, c}, {b, baaa, c, caaa, bc, baaac, bcaaa, baaacaaa}, {(a, λ/aaa,
λ)}) which generates L7. Note that the system γ′′7 is not minimal in Ax. �

Corollary 1. There are pseudo inherently 4-ambiguous ins-del languages when
Ax, MAx, TAx are minimal, but there are 4-unambiguous systems which are not
minimal with respect Ax, MAx, TAx.

5 Conclusion

Insertion-deletion systems were defined and motivated by the way DNA strands
are inserted and deleted. In this paper, we defined various ambiguity levels
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(i = 0, 1, 2, 3, 4, 5) for insertion-deletion systems. Next, we showed that there are
inherently i-ambiguous insertion-deletion languages which are j-unambiguous
for the following combinations (i, j) ∈ {(5, 4), (4, 2), (3, 1), (3, 2), (2, 1), (0, 1)}.
We have not proved the result for the pair (1, 0) and is left as open. We have
also shown an example that how the ambiguity levels defined for ins-del systems
can be interpreted in gene sequences. Then, we proved that the ambiguity prob-
lem for insertion-deletion systems is undecidable. Further, we defined three new
complexity measures TLength−Con, TLength− Ins, TLength−Del. We dis-
cussed the trade-off between the newly defined ambiguity levels and complexity
measures in insertion-deletion systems. We aimed to show that there are pseudo
inherently i-ambiguous insertion-deletion languages which are i-unambiguous. A
few more complexity measures like maximal length of an inserted and deleted
strings can be defined and the trade-off between the ambiguity levels and new
complexity measures can be analyzed as a future work.
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8. Păun, G.: Marcus Contextual Grammars. Kluwer Academic Publishers (1997)
9. Hopcroft, J.E., Motwani, R., Ullman, J.D.: Introduction to Automata Theory, Lan-

guages and Computation. Addison-Wesley (2006)
10. Ilie, L.: On Ambiguity in Internal Contextual Languages. In: Martin-Vide, C. (ed.)

II Intern. Conf. Mathematical Linguistics, Tarragona, 1996, pp. 29–45. John Ben-
jamins, Amsterdam (1997)



On the Ambiguity and Complexity Measures of Insertion-Deletion Systems 439

11. Lakshmanan, K.: A note on Ambiguity of Internal Contextual Grammars. Theo-
retical Computer Science, 436–441 (2006)

12. Lakshmanan, K., Anand, M., Krithivasan, K.: On the Trade-off Between Ambiguity
and Measures in Internal Contextual Grammars. In: Cămpeanu, C., Pighizinni, G.,
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Abstract. Reconstruction of gene networks has become an important activity in 
Systems Biology. The potential for better methods of drug discovery and of 
disease diagnosis hinge upon our understanding of the interaction networks 
between the genes. Evolutionary methods are proving to be successful in such 
problems and a number of such methods have been proposed. However, all 
these methods are based on processing of genotypic information. We have 
presented an evolutionary algorithm for reconstructing gene networks from 
expression data using phenotypic interactions, thereby avoiding the need for an 
explicit objective function. Specifically, we have also extended the basic 
phenomic algorithm to perform multiobjective optimization for gene network 
reconstruction. We have applied this novel algorithm to the yeast sporulation 
dataset and validated it by comparing the results to the links found between 
genes of the yeast genome at the SGD database.  

Keywords: Gene networks, Phenomic algorithm, Multiobjective optimization, 
Evolutionary algorithms, Yeast Sporulation, Microarray data analysis. 

1 Introduction 

Advances in methods of gene expression measurement have heralded the advent of 
high throughput methods such as microarray technology. Biologists now can study 
hundreds of genes at a time, and such studies lead to the elucidation of relationships 
between genes which ultimately lead to a better understanding of the cellular 
processes that form the basis of life. However the datasets that result from such 
studies have high dimensionality. The challenge is to analyze such datasets without 
compromising their information content. Several researchers have developed methods 
of analysis which can determine useful patterns from the datasets without 
compromising the dimensionality [1].  

Gene networks represent relationships between genes, based on observations of 
how the expression level of each gene affects the expression levels of the others [2]. 
The determination of these relationships from gene expression measurements is a 
reverse engineering or reconstruction activity [3]. Evolutionary methods have been 
found to be useful [4] to analyze and capture the relationships between hundreds of 
genes. The application of new ideas of evolutionary optimization to the inference of 
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gene networks is an ongoing process and many non-conventional methods have 
shown remarkable success [5]. The Phenomic Algorithm, introduced in [6], and 
further studied in [7], is one such method. It presents an evolutionary approach based 
on phenotypic interactions rather than genotypic mechanisms which are used in 
traditional evolutionary algorithms.  

In this paper, we have modified the basic phenomic algorithm to handle multiple 
objectives. It is possible to employ multiobjective optimization to elucidate gene 
networks which are more biologically plausible [8]. We have used non-dominated 
sorting in order to determine the pareto-optimal solutions that best represent the 
balance between the objectives that we have chosen to optimize. We have applied the 
multiobjective phenomic algorithm to the yeast sporulation dataset [9] and results 
show a marked improvement in the quality of networks discovered. 

The rest of this paper is organized as follows: In Section 2, we review the related 
work done by others. We devote Section 3 to a discussion about the methodology 
adopted by the basic phenomic algorithm and its implementation. We discuss the 
rationale for modification of the basic phenomic algorithm in Section 4 and its actual 
implementation in Section 5. Finally, Section 6 presents the results and validation, 
followed by Section 7 which concludes the paper. 

2 Related Work 

While early methods for reconstruction of gene networks focused on inferring 
Boolean networks [10] others have used differential equations [11], [12], [13] and 
Bayesian networks [14], [15] to infer qualitative, as well as quantitative models of 
gene networks. Given that gene networks are intrinsically nonlinear and dynamic 
systems, some researchers [8], [16] have used the S-system proposed by Savageau 
[17] in order to formulate an objective function for the evolutionary algorithm that 
they use to reverse engineer gene networks.  

State space models [18] and information theoretic approaches [19], [20] have also 
been successfully applied to the problem of inferring gene networks from microarray 
data. In recent years machine intelligence based approaches [21], [22], [23] are 
becoming popular in this area due to their relative ease of application. A number of 
multiobjective evolutionary algorithms (MOEAs) have been applied to the problem of 
reconstructing gene networks from expression data [24], [25]. Notable among these 
algorithms is the non-dominated sorting genetic algorithm (NSGA) and its variations 
which have been applied to the problem of classification of cancer based on gene 
expression data [26], [27], [28].  

The application of MOEAs to the elucidation of gene networks is an area which is 
receiving a large amount of focus from researchers due to the perceived benefits in 
applications such as drug discovery and the diagnosis of chronic diseases. This has 
been the motivation for the development of the phenomic algorithm [6], [7] which 
attempts to solve the problem of requiring an explicit fitness function for the 
optimization process. In this paper, we extend this algorithm to perform multiobjective 
optimization.    
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3 Basic Phenomic Algorithm 

The basic phenomic algorithm is initialized with a population of individuals. Each 
individual has genetic information embedded within it. In the phenomic algorithm, we 
embed the expression of a gene within the individual. When constructing gene 
networks, we study the relationship between genes. If gi and gj are objects 
representing two such genes, their expression patterns across m samples may be 

written as { }mkwg iki ≤≤= 1  and { }mkwg jkj ≤≤= 1 .  

When the microarray dataset contains records which represent the expression of 
each gene at m time-steps (instead of m samples) of an experiment, it is possible to 
verify whether the expression pattern of a gene gi at a time-step (t-1) has any 
correlation with the expression pattern of a gene gj at time t. For this, we define the 
Pearson correlation coefficient across time-steps (from gene gi at time-step t = (k-1), 
to gene gj at time-step t = k), as given in Eqn. (1). 
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In the basic phenomic algorithm random pairs of genes are considered at a time and 
the proximity measure between them is calculated. Once the proximity measure is 
calculated, typical gene interactions such as “meet”, “know”, “like”, “dislike”, etc. are 
defined as operations on genes gi and gj, as shown in Eqns. (2) to (4). 

onceleastatpartnerswerejgandigiffTRUEreturnsjgigmeet ,),(  . (2)

subnetworksametheofpartaregandgiffTRUEreturnsggknow jiji ),( . (3)

DggPeariffTRUEreturnsgglike jiji ≤),(),(  . (4)

These operations determine the character of the phenotypic interactions that take 
place between gene objects. By storing links between genes that “like” each other it is 
possible to elucidate the relationships that are required for reconstructing the gene 
network. A brief description of the main features of the basic phenomic algorithm is 
given below: 

1. Modeling Genes as Individuals: While modeling the genes as individuals, 
the expression profile of the gene is embedded within the object itself. Also the 
relationships with other genes which are discovered during the interaction phase are 
stored within the individual itself.  

2. Simulating Gene Interaction: The stage is set for the survival-of-the-fittest 
by letting individuals to meet randomly. Eqns. (2) to (4) define the typical nature of 
these interactions between partners that meet. 
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Procedures for implementing the typical interaction criteria given in Eqns. (2) to (4). 

meet(gi, gj) 
( 
if(gi.MET[gj]) 
         return TRUE; 
else 
         { 
         if(!know(gi, gj) and like(gi, gj))  
             link(gi, gj); 
         set gi.MET[gj] = TRUE; 
           } 
} 
 
know(gi, gj) 
( 
if(gi.LINK[gj]) 
          return TRUE; 
} 
 
like(gi, gj) 
( 
if(Pear(gi, gj) ≤ D) 
         return TRUE; 
} 
 
 
3. Enforcing Natural Processes: From time to time the population is 

consolidated by eliminating individuals which are replicates and have not acquired 
any links with other individuals. At the end of the process, the links between the 
genes, which are stored in the individuals, are used to construct the gene networks. 

The structure of the basic phenomic algorithm is very similar to a genetic 
algorithm since phenotypic processing is encountered in every generation. Interested 
readers may refer to D’Souza et al. [6], [7] for further details of this algorithm. In the 
following sections, we have modified the basic phenomic algorithm to handle 
multiple objectives for optimizing the inference of gene networks. 

4 Multiobjective Optimization 

The inference of gene networks from microarray data is a problem where multiple, 
and often conflicting, objectives come into play. In this section, the fundamental 
concepts of MOEAs are presented and thereafter, multiple objectives are chosen for 
optimizing the inference of gene networks.  
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4.1 Multiobjective Evolutionary Algorithms 

Early evolutionary algorithms were focused on optimizing single objectives. 
However, most optimization problems have multiple objectives. Optimization of 
multiple objectives requires that the relative importance of each objective be specified 
in advance which requires a prior knowledge of the possible solutions. But, by using 
the concept of Pareto-dominance, it is possible to avoid the need to know the possible 
solutions in advance. This is one of the reasons for the popularity of such Pareto-
based approaches.  

Before applying Pareto-based multiobjective optimization, some of the relevant 
concepts are defined and discussed. Consider the following m-objective minimization 
problem [29]: 

)}(,),(),({

),(min

21 XfXfXfF

XF

m=
. (5)

Where f1, f2,…, fm are the m objectives. F(X) could as well have been a maximization 
problem, but it is arbitrarily chosen to discuss from a minimization perspective. 

1. Dominance: A solution X is said to dominate a solution Y if ∀j = 1, 2, . . ., m,  
fj(X) ≤ fj(Y), and there exists k ∈ {1, 2, . . ., m} such that fk(X) < fk(Y).  

2. Pareto-Optimal Solutions: Solution X is called Pareto-optimal if it is not 
dominated by any other feasible solutions. Pareto-optimal, or non-dominated, 
solutions are those solutions which do not dominate each other, i.e., neither of them is 
better than the other in all the objective function evaluations.  

3. Pareto-Front: The locus that is formed by a set of solutions that are equally 
good when compared to other solutions of that set is called as a Pareto-front. The 
solutions on each pareto-front are pareto-optimal with respect to each other.  

In the next section, suitable objectives are selected based on the current knowledge 
of the biological properties of gene networks. 

4.2 Multiple Objectives for Optimization 

It is well known that most biological networks display the small-world network 
property that predicates sparseness between key nodes and dense local connections 
around each key node. This definition of small-world networks was offered by Spieth 
et al. [8]. In a conventional multiobjective evolutionary algorithm, the similarity of 
the target network to small-world networks could be used as an objective in order to 
determine the network that has the optimal number of links. Also, since the intention 
is to find as many links as possible, the number of links discovered could be used as 
the other objective. The two objectives are formally defined as Number of Links 
(NOL) in Eqn. (6) and Small-World Similarity Factor (SWSF) in Eqn. (7): 
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where lij = 1 if gene gi is linked to gene gj, else lij = 0 (taken from the adjacency 
matrix of the network), N is the total number of genes in the target network, nk is the 
number of nodes with out-degree of k, and C is the maximum cardinality of the set of 
genes that can influence any given gene. While optimizing, the objective NOL is 
maximized, whereas the objective SWSF is minimized. It should be noted here that 
the algorithms based on the phenomic approach do not directly evaluate solutions 
using Eqns. (6) and (7). These equations are given so that they can be used in other 
MOEAs whose results will be compared with the results of the phenomic algorithms. 
In the multiobjective phenomic approach the two objectives are realized indirectly as 
follows: 
 
1. Multiobjective Screening: The objective NOL is implemented here by screening 
out duplicates without losing captured links. In multiobjective screening, the two 
individuals that meet check if their gene ID is the same. If so, the links captured by 
both the individuals up to that point are all copied into one of the individuals and the 
other is deleted. Thus the average number of links-per-gene will go on improving 
from one generation to the next.    

The multiobjective screening procedure. 

multiobjective_screening(gi, gj) 
( 
if(gi.ID = gj.ID) 
         appendLinks(gi, gj); 
         delete(gj); 
} 
 

2. Multiobjective Phasing: The SWSF objective is implemented here by introducing 
a two-phased process. Initially, when two genes with dissimilar gene IDs meet, they 
are allowed to link without restriction, based on typical interaction criteria given in 
Eqns. (2) to (4). However, after a certain number of interactions (which is a parameter 
set at the beginning of the run) a pair of genes is allowed to link only if the first one 
has more links. Since, at any given time, all genes will not have undergone the same 
number of interactions; there will be many genes which have more links than the 
others. The net effect is that some key nodes will capture many more links than the 
others and most nodes will have very few links. 
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The multiobjective phasing procedure. 

multiobjective_phasing(gi, gj) 
( 
if(PHASE = 1) 
         meet(gi, gj); 
else 
         if(PHASE = 2) 
             if(gi.LINKS > gj.LINKS) 
               meet(gi, gj); 
} 

There is no need of fitness functions since there is no explicit fitness evaluation 
and only individuals that are fitter than others survive into the next generation. 

5 The Multiobjective Phenomic Algorithm 

The multiobjective phenomic algorithm is initialized in the same manner as the basic 
phenomic algorithm.  
 
 

 

Fig. 1. Sequence of processing in the Multiobjective Phenomic Algorithm 
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As shown in Fig. 1, most of the sequence of processing and functions are the same 
as in the basic version, except for the changes that introduce multiobjective 
considerations. As explained in the previous section, the objective SWSF is achieved 
by applying multiobjective phasing criteria at the interaction phase of the algorithm. 
Also, the objective NOL is achieved by introducing multiobjective screening 
(described in the previous section) in the consolidation phase of the algorithm. The 
features of the basic algorithm, such as segmentation, interaction and consolidation, 
which contribute to the scalability and robustness of the algorithm, are retained in this 
multiobjective version. 

The consensus network that is formed in the consolidation phase is just the simple 
union of all the links in the two individuals being consolidated at that point. It should 
be pointed out here that in the basic version of the algorithm, the links in one of the 
individuals were lost when one of them was randomly deleted. Retaining all the links 
in that algorithm would have led to a proliferation of spurious links since there was no 
mechanism to restrict the growth of links. In the current version, the interaction phase 
employs multiobjective phasing which, as explained in the previous section, limits the 
growth of links after a certain stage.  

The multiobjective phenomic algorithm and its main functions. 

multiobjective_phenomic_algorithm( ) 
( 
divide gene expression data into segments; 
initialize population with first segment replicated; 
set segment count to 0; 
 
while population has not reduced to size of single 
segment and there are more segments to process 
   { 
   interact_population; 
   consolidate_population; 
   replicate and add next segment; 
   increment segment count; 
   } 
 
read gene-links stored in the final population; 
display gene networks constructed from links; 
} 
 
interact_population( )  
{ 
for a preset number of iterations 
   { 

   randomly select two individuals from population; 
   apply multiobjective phasing interaction criteria; 
   } 
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} 
 
consolidate_population( ) 
{ 
for a preset number of iterations 
   { 

     randomly select two individuals from population; 
   apply multiobjective screening criteria; 
   } 
} 
 

The results obtained from this algorithm and its performance are discussed in the  
next section. 

6 Results and Discussion 

The Multiobjective Phenomic Algorithm (MPA) was run on the Yeast sporulation 
dataset [9]. The expression profiles of 6118 genes are included in this dataset. From 
these profiles, only those that show a 2.2-fold increase in mRNA levels were 
extracted by Chu et al. [9]. Among them, finally, only the 45 genes were found to be 
significant by Kupiec et al. [30].  

In Fig. 2, a typical gene network inferred by the MPA is shown. It is only one of 
the networks that were inferred in that run. Each run of the MPA infers anywhere 
between 10 to 15 networks. In the network of Fig. 2, for example, node 17 is shown to 
have a large number of links. This node represents the gene RFA1, which indeed is a 
crucial yeast gene. As per the SGD database [31], RFA1 is a “subunit of hetero-
trimeric Replication Protein A (RPA), which is a highly conserved single-stranded 
DNA binding protein involved in DNA replication, repair, and recombination.” Upon 
verification with the 220 interactions given in the SGD database, it was found that all 
the links shown in the network are true links.  

In Fig. 3, the value of D was set at 0.02. The number of links can be seen to be 
much higher. The links were verified by looking up the SGD database and most links 
were found to be valid. However, it was noticed that a few false positives had crept it 
at this stage. The comparison of inference methods developed by others was restricted 
to the following multiobjective evolutionary algorithms: 

 

Fig. 2. A gene network inferred by MPA when D = 0.015 
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Fig. 3. A Gene Network Inferred by MPA when D = 0.02 

1. Non-Dominated Sorting Genetic Algorithm Based Method (NSGA-Based): 
The NSGA due to Deb [25] was further improved by Deb et al. [26], [27]. In this 
algorithm, non-dominated sorting is performed on combined parent and offspring 
population to assign ranks to all the solutions. Based on these ranks solutions are 
copied over to the next generation. The NSGA is one of the standard MOEAs and 
therefore it was incorporated into a gene network inference algorithm developed by 
Spieth et al. [32]. This gene inference algorithm is based on the S-system model and 
uses Relative Squared Error (RSE) to evaluate the goodness-of-fit between model and 
the underlying data. 

2. Memetic Algorithm (MA-Based): The memetic algorithm developed by Spieth 
et al. [33] uses the S-systems model and a memetic search procedure for inference of 
gene networks. A genetic algorithm evolves the topology of the gene networks, while 
the S-system parameters are evolved through the memetic search procedure.  

 

 

Fig. 4. Boxplots comparing NOL and SWSF of networks inferred by three algorithms being 
compared  

In both the algorithms described above, in order to increase the relevance of gene 
networks inferred, the objectives defined in the previous section are used. The 
Number Of Links (NOL) and Small-World Similarity Factor (SWSF), which were 
defined in Eqn. (6) and Eqn. (7) are used as objectives, in addition to RSE, to perform 
multiobjective optimization. As seen from the boxplots in Fig. 4, MPA infers better 
networks than both the NSGA-based and MA-based methods. 
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7 Conclusion 

We have presented the reconstruction of gene networks using the multiobjective 
phenomic algorithm and also presented results obtained when running the algorithm 
on the yeast sporulation dataset. The phenomic nature of the algorithm is manifested 
in its focus on the phenotypic, rather than genetic, information of an individual. Due 
to the implicit survival-of-the-fittest mechanisms the need for an explicit objective 
function was avoided. 

Currently we are working on applying this algorithm to other datasets in order to 
study its effectiveness as optimization tool for inference of gene networks. 

References 

1. Schulze, A., Downward, J.: Navigating gene expression using microarrays - a technology 
review. Nature Cell Biology 3, E190–E195 (2001) 

2. Soinov, L.A., Krestyaninova, M.A., Brazma, A.: Towards reconstruction of gene networks 
from expression data by supervised learning. Genome Biology 4(1), R6 (2003) 

3. Bansal, M., Belcastro, V., Impiombato, A.A., di Bernardo, D.: How to infer gene networks 
from expression profiles. Mol. Syst. Biol. 3, 78 (2007), doi:10.1038/msb4100120 

4. D’haeseleer, P., Liang, S., Somogyi, R.: Gene expression analysis and genetic network 
modelling: Tutorial. In: Pacific Symposium on Biocomputing (1999) 

5. Siegal, M.L., Promislow, D.E.L., Bergman, A.: Functional and evolutionary inference in 
gene networks: does topology matter? Genetica 129(1), 83–103 (2007) 

6. D’Souza, R.G.L., Chandra Sekaran, K., Kandasamy, A.: A phenomic algorithm for 
reconstruction of gene networks. In: IV International Conference on Computational 
Intelligence and Cognitive Informatics, CICI 2007, pp. 53–58. WASET, Venice (2007) 

7. D’Souza, R.G.L., Chandra Sekaran, K., Kandasamy, A.: Reconstruction of gene networks 
using phenomic algorithms. Intl. Journal of Artificial Intelligence Applications 
(IJAIA) 1(2), 1–11 (2010), doi:10.5121/ijaia.2010.1201, ISSN: 0976-2191 

8. Spieth, C., Streichert, F., Speer, N., Zell, A.: Optimizing Topology and Parameters of Gene 
Regulatory Network Models from Time-Series Experiments. In: Deb, K., Tari, Z. (eds.) 
GECCO 2004, Part I. LNCS, vol. 3102, pp. 461–470. Springer, Heidelberg (2004) 

9. Chu, S., DeRisi, J., Eisen, M., et al.: The transcriptional program of sporulation in budding 
yeast. Science 282, 699–705 (1998) 

10. Somogyi, R., Fuhrman, S., Askenazi, M., Wuensche, A.: The gene expression matrix: 
towards the extraction of genetic network architectures. In: Proc. of Second World Cong. 
of Nonlinear Analysts (WCNA 1996), vol. 30(3), pp. 1815–1824 (1997) 

11. Christley, S., Nie, Q., Xie, X.: Incorporating existing network information into gene 
network inference. PLoS ONE 4(8), e6799 (2009), doi:10.1371/journal.pone.0006799 

12. Liu, B., de la Fuente, A., Hoeschele, I.: Gene network inference via structural equation 
modeling in genetical genomics experiments. Genetics 178, 1763–1776 (2008) 

13. Qian, L., Wang, H., Dougherty, E.R.: Inference of noisy nonlinear differential equation 
models for gene regulatory networks using genetic programming and Kalman filtering. 
IEEE Trans. on Signal Processing 56(7), 3327–3339 (2008) 

14. Numata, K., Imoto, S., Miyano, S.: A structure learning algorithm for inference of gene 
networks from microarray gene expression data using Bayesian networks. In: Proc. of the 
7th IEEE Intl. Conf. on Bioinfo. and Bioengg. 2007 (BIBE 2007), pp. 1280–1284 (2007) 



 A Multiobjective Phenomic Algorithm for Inference of Gene Networks 451 

15. Ko, Y., Zhai, C., Rodriguez-Zas, S.: Inference of gene pathways using mixture Bayesian 
networks. BMC Systems Biology 3, 54 (2009), doi:10.1186/1752-0509-3-54 

16. Noman, N., Iba, H.: Reverse engineering genetic networks using evolutionary 
computation. Genome Informatics 16(2), 205–214 (2005) 

17. Savageau, M.A.: Power-law formalism: a canonical nonlinear approach to modelling and 
analysis. In: Proc. of the World Congress of Nonlinear Analysts 1992, pp. 3323–3334 (1995) 

18. Hirose, O., Yoshida, R., Imoto, S., Yamaguchi, R., Higuchi, T., Charnock-Jones, D.S., Print, 
C., Miyano, S.: Statistical inference of transcriptional module-based gene networks from time 
course gene expression profiles by using state space models. Bioinformatics 24(7), 932–942 
(2008), doi:10.1093/bioinformatics/btm639 

19. Dougherty, J., Tabus, I., Astola, J.: Inference of gene regulatory networks based on a 
universal minimum description length. EURASIP Journal on Bioinformatics and Systems 
Biology (2008), doi:10.1155/2008/482090 

20. Chaitankar, V., Ghosh, P., Perkins, E.J., Gong, P., Deng, Y., Zhang, C.: A novel gene 
network inference algorithm using predictive minimum description length approach. BMC 
Syst. Biol. 4(suppl. 1) (2010), doi:10.1186/1752-0509-4-S1-S7 

21. Kentzoglanakis, K., Poole, M.: Gene network inference using a swarm intelligence 
framework. In: Proc. of the 11th Annual Conf. Companion on Genetic and Evolutionary 
Computation Conference (GECCO 2009), pp. 2709–2712 (2009) 

22. Xu, R., Wunsch, D.C., Frank, R.L.: Inference of genetic regulatory networks with 
recurrent neural network models using particle swarm optimization. IEEE/ACM Trans. on 
Computational Biology and Bioinformatics 4(4), 681–692 (2007) 

23. Zarnegar, A., Vamplew, P., Stranieri, A.: Inference of gene expression networks using 
memetic gene expression programming. In: Mans, B. (ed.) Proc. of the 32nd Australasian 
Computer Science Conf. (ACSC 2009), Conferences in Research and Practice in 
Information Technology (CRPIT), vol. 91 (2009) 

24. Van Veldhuizen, D.A., Lamont, G.B.: Multiobjective evolutionary algorithms: analyzing 
the state-of-the-art. Evolutionary Computation 8(2), 125–147 (2000) 

25. Deb, K.: Multi-objective optimization using evolutionary algorithms. Wiley, Chichester 
(2001) 

26. Deb, K., Reddy, A.R.: Classification of two-class cancer data reliably using evolutionary 
algorithms. Publ. of Kanpur Genetic Algorithms Lab., India, Report No. 2003001 (2003) 

27. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multi-objective genetic 
algorithm: NSGA-II. IEEE Trans. Evol. Computation 6(2), 182–197 (2002) 

28. Kumar, P.K., Sharath, S., D’Souza, R.G., Chandra Sekaran, K.: Memetic NSGA—A 
multi-objective genetic algorithm for classification of microarray data. In: 15th Intl. Conf. 
on Advanced Computing and Communications, ADCOM, pp. 75–80. IEEE (2007) 

29. Jin, Y., Sendhoff, B.: Pareto-based multiobjective machine learning: An overview and case 
studies. IEEE Trans. on Systems, Man, and Cybernetics 38(3), 397–415 (2008) 

30. Kupiec, M., Ayers, B., Esposito, R.E., Mitchell, A.P.: The molecular and cellular biology 
of the yeast Saccharomyces. Cold Spring Harbour, 889–1036 (1997) 

31. SGD project: Saccharomyces genome database (2007),  
http://www.yeastgenome.org/ (September 15, 2007) 

32. Spieth, C., Streichert, F., Speer, N., Zell, A.: Multi-Objective Model Optimization for 
Inferring Gene Regulatory Networks. In: Coello Coello, C.A., Hernández Aguirre, A., 
Zitzler, E. (eds.) EMO 2005. LNCS, vol. 3410, pp. 607–620. Springer, Heidelberg (2005) 

33. Spieth, C., Streichert, F., Speer, N., Zell, A.: A memetic inference method for gene 
regulatory networks based on s-systems. In: Proc. of Congress on Evolutionary 
Computation (CEC 2004), Proc. Part I, pp. 152–157. IEEE Press (2004) 



Breaking the Box: Simulated Protein Computing

Christopher N. Eichelberger and Mirsad Hadzikadic

UNC Charlotte, Charlotte, NC 28223 USA
christopher@uncc.edu

Abstract. Computers since the 1940s have shared the same basic ar-
chitecture described by Turing and von Neumann, in which one central
processor has access to one contiguous block of main memory. This ar-
chitecture is challenged by modern applications that require greater par-
allelism, distribution, coordination, and complexity. Here we show that a
model of protein interactions can serve as a new architecture, performing
useful calculations in a way that provides for much greater scalability,
flexibility, adaptation, and power than does the traditional von Neumann
architecture. We found that even this simple simulation of protein inter-
actions is universal, being able to replicate the calculation performed
on a digital computer, yet without relying upon a central processor or
main memory. We anticipate that the convergence of information- and
life-sciences is poised to deliver a platform that invigorates computing
as it provides insight into the complexity of living systems.

Keywords: simulation, protein, parallel, distributed, complex adaptive
system, architecture.

1 Introduction

For years, our computers have relied on the von Neumann architecture [40], the
endless repetition of “fetch and execute.” The advantage of this serial design is
that it is deterministic: The process is repeatable and predictable. Increases in
performance have arisen from two main sources: increasing density on integrated
circuits [29, 18], and distributing computing tasks across multiple processors [4].
Unfortunately, we are beginning to approach some hard limits with respect to
circuit density, and adapting software to take advantage of multiple proces-
sors remains very difficult [17]. One approach to overcoming these limitations
is to pursue different architectures. Biologically-inspired computing is one such
alternative.

Life processes occur with frantic parallelism that is more widely distributed
than our silicon-based computing, because there is no dependence upon a single
core memory. This distribution comes at a cost: By working outside of the in-
nately serial von Neumann architecture, chemical and biological systems give up
strict determinism, and enjoy repeatability and predictability only probabilisti-
cally. Furthermore, the mechanics of neither cellular biology nor proteomics are
sufficiently well understood to allow us to craft a large-scale, general purpose
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computing machine that takes advantage of all of the parallelism implicit within
single-celled organisms.

Previous work has focused on two fronts: approaching information science
from within the lab; and incorporating laboratory science ideas into program-
ming systems.

1.1 Approaching Information Science from within the Lab

Chemically-inspired computers, such as BZ machines, use a central oscillator as
a synchronization method for molecular computations [1, 5]. Unforunately, the
central oscillator tends to constrain the speed of the entire system (to approx-
imately 10 cycles per second [10]), negating many of the advantages of rapidly
reacting chemical species. In sum, the billions of interacting molecules are do-
ing significantly less work than they are capable of doing, because of the way
they are used in aggregate. This architecture may provide benefits in terms of
being applicable in settings where silicon processing not well suited, but it does
not currently appear to be a viable candidate to provide greater computing
throughput.

DNA computing, in contrast, originally relied upon DNA molecules as inert
data elements operated upon by lab protocol qua software [3, 14], principally
taking advantage of the ability to explore a huge number of combinations of
data solutions simultaneously, albeit in a very manualy-driven process. Since
then, there have been projects that have used DNA in a more active manner,
allowing it to participate in chemical reactions that produce behaviors that are
recognizable as logical functions [35, 11, 34, 37]. MAYA-II was a system, built
from more than 100 different DNA gates, that could play tic-tac-toe [23]. The
team has extended this work, creating a simulation tool that helps to design
and debug these networks of biological circuits [25]; this is important, because it
reflects the impact of emergent complexity on even relatively small bio-chemical
computers.

In vivo computing involves creating information-processing units out of chem-
ical species that occur naturally within organisms (though not in the precise
forms, configurations, or concentrations used). The goal is to use these live com-
puting units to influence one or more of the processes within the organism. This
function could include, for example, disease diagnosis, treatment, and drug de-
livery [2, 24]. Not only does emergence continue to play an important role in
in vivo computing, but it is arguable that its role becomes paramount, as un-
intended side-effects of a computation carried on inside a living organism could
be disasterous.

Where laboratory-based models excel is in making performing simple compu-
tations in settings that are not accessible to traditional processors. What they
lack is an effective way to model the unintended consequences of introducing
interacting chemical species into a complex environment.
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1.2 Incorporating Laboratory Science Ideas into Programming
Systems

One of the first significant proposals for couching computation in terms of chemi-
cal reactions was Banâtre and Le Métayer’s Γ (alternately, GAMMA) [6, 7, 8, 9].
Γ portrays programming as a series of multiset transformations, in which the
resident species are both data and rules. While Γ is parallelizable and proba-
bilistic (in terms of which reactions are run on what data elements), there is one
important accommodation made for halting: Each rule that fires is consumed
as it runs. It is also important that reactions and data species do not support
wild-cards, meaning that all inputs and rules must be enumerated explicitly.
From early on, Banâtre and Le Métayer provided plenty of example programs
demonstrating how Γ could be used to solve general computing tasks such as
identifying an extreme value in a collection.

Following Γ came the chemical abstract machine, or CHAM [12, 13]. CHAM
describes a language derived from Γ , but one that is treated in in much greater,
and more formal, detail. Whereas Γ served to highlight the utility of chemistry as
a computing metaphor, CHAM highlights expresses the expectations and bounds
on the formal language of one chemistry-inspired computing approach. CHAM
was extended to include membranes, a mechanism that is used to provide for
the isolation and localization of computations. Membrane computing is a CHAM
concept.

Giavitto and Michel’s MGS — (encore) un Modèle Géneral de Simulation
(de système dynamique) — superclasses both Γ and CHAM (along with cel-
lular automata, Lindenmayer systems, and Paun systems) [19]. Though it is
weakly typed, MGS is a functional language that has support for a number of
programmer-friendly constructs such as sets, sequences, records, and arrays. In
contrast to Γ and CHAM, though, MGS allows transformation rules to include
wild-cards. The rules have such a rich syntax, in fact, that they represent a rather
wide departure from real chemistry: Rather than having simply A + B → C,
MGS allows A and B to inspect each other, evaluate independent expressions,
and incorporate evaluations into C. One consequence of this flexibility is that
the number of chemical species that MGS must track can become astronomically
large, depending on the program being run: An implementation of a 100-city TSP
problem, for example, would likely exhaust the resources of the local machine.
As an additional aid to the programmer, but what is arguably another departure
from verisimilitude, MGS allows the coder to specify ordered execution within
a rule via statement priority. MGS is a programming environment available for
public download, but it is constrained to operate on only one computer at a
time; there is no cluster-aware version of MGS available.

COPASI — COmplex PAthway SImulator — is a joint project of three univer-
sities, and is designed to perform stoichiometric analysis and simulation [22, 31].
That is, given a set of chemical reactions and a starting set of reagent concentra-
tions, COPASI has multiple methods of predicting how the solution will change
over time, from ordinary differential equations to stochastic simulations based
on Gillespie’s earlier work. COPASI is not a programming tool per se so much
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as it is a tool for (bio)chemists, but it is one of the tools that some of the other
research projects employ while working on chemistry-inspired computing.

Matsumaru et al., for example, have used both MGS and COPASI to explore
chemical organization theory [26, 27, 28]. Their work centers on how to cre-
ate standard computer science constructs — such as flip-flops and oscillators —
using simulated chemical reactions, and how to use graph theory on the stoi-
chiometric description of a system to help bridge the micro-level behaviors with
the macro-level outcomes. Like most of the methods within this family, chemical
organization theory is not constrained by conservation of mass; in fact, violating
this conservation is key to the success of the oscillator they create, as they rely
upon a constant influx of new reagents to drive the oscillator. Matsumaru and
colleagues echo Müller-Schloer’s concerns about organic computing: Emergence
is a key property of chemical systems (and simulations), but the bottom-up ap-
proach to programming is difficult to program (and to control) effectively [30].

Where chemically- and biologically-inspired computing systems excel is in
exploring new methods of parallelization as wellas providing platforms for mod-
eling and controlling complexity and emergence as they can be exhibited in real
systems. What they lack is suitable verisimilitude to real molecules (and any
continuous path to improve this) to allow their results to be more generally appli-
cable to either massively-parallel programming systems or chemically-embedded
systems.

1.3 Simulated Protein Computing

The model presented here is meant to be a hybrid approach between computing-
inspired laboratory methods and lab-inspired computing methods. Its purpose
is to help explore, simultaneously, and in a breadth-first manner, the following:

1. How might an abstract model of chemical interactions be used as the basis for
a new computing architecture? Given that silicon-based models of molecular
interactions are bound to be crude for now, how can we abstract the chemical
model so that it can easily be upgraded over time?

2. How might we develop a (relatively) inexpensive, software-based simulation
that provides the opportunity to explore, quantify, control, and re-use com-
plexity in bottom-up systems such as we find in real, living cells?

Simulated protein computing has no more to do with real proteins [15] — at least
for now — than a genetic algorithm has to do with real DNA molecules [21].
When we speak of crafting protein programs, we are still talking about writing
text files that the computer will interpret and execute. Our intent, though, is not
merely to drape clever coding tricks in superficial biological metaphor, but is to
begin to explore the real capabilities and the real limitations that computer pro-
grams will exhibit when they are expressed as protein molecules. (See Table 1 for
a comparison of traditional computing with simulated protein computing.) Nei-
ther computer science nor proteomics is yet ready for this convergence, but our
experience suggests that the conjunction will be profitable to both disciplines.
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Table 1. Contrasting traditional computing and protein computing

traditional computing simulated protein computing

Advantages:

– determinism
– global memory: there is only one au-

thoritative value for each variable
– familiarity, and the amount of invest-

ment in the current architecture
– simplicity and directness: this method

is well suited for writing operating sys-
tems and word processors

Advantages:

– distributed memory: data proteins are
scattered across the simulation, pro-
viding for concurrent access

– parallelism: functional proteins are in-
dependent enzymes, all copies of which
can execute simultaneously

– distribution: coding enzymes can be
introduced to any location, and can
diffuse to new locations

– localization: proteins can have become
differentially concentrated across lo-
cations, providing for location-specific
computing

– separability: each function is an inde-
pendent particle, so computation is in-
nately separable

– emergence: differential computa-
tion supports experimentation with
self-modifying approaches to solving
difficult problems, such as artificial
intelligence or drug design and delivery

– hybridization: protein computing is in-
spired by, and can inform, both infor-
mation science and life science

Disadvantages:

– serial execution
– difficulty scaling: concurrency must be

handled by the programmer
– inseparability: not all problems are

equally separable

Disadvantages:

– non-determinism
– distributed memory: variable values

can only be established by assay
– novelty: writing code for this architec-

ture requires a different mindset

2 Method

Programming within a living organism will mean fracturing the building blocks
with which we build software. It is tempting to think of a cell as if it were one
processing unit, but this would be a mistake. Though the nucleus may help
to direct cellular activities, these processes occur throughout the cell, albeit
in specialized forms depending on the location, and most often through the
interaction of proteins. Our simulation creates a virtual cell as a collection of
small, uniform volumes within which independent logical proteins interact. In
a real cell, each of these spaces would contain the proteins that react; in our
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simulation, each compartment maintains its own estimate of the proteins that
may be present, treating each compartment as if it were a tiny reaction vessel.

There are two types of biological molecules that the simulation supports: inert,
structural proteins, that are analogues to plain data in traditional programming,
such as the integer 5; and enzymes, that can bind to other species, and interact
with them, that are analogues to subroutines in traditional functional program-
ming languages, such as “IF(condition, true-result, false-result)”.

Each new architecture entails new assumptions. Approaching programs as if
they were proteins means assuming that many of the standard tools of digital
computing are no longer available. There is, for instance, no longer a CPU. Ev-
ery enzyme (active protein) is its own processor, working at the same time as
all others, but without any knowledge of them except through their influence on
the local, shared environment. There is also no main memory. The variable “X”
no longer is a unique location in memory, but may exist in thousands of copies
— each with its own value — across multiple locations. This means that though
performing individual calculations may be very fast, determining an consensus
output value may be very time-consuming, requiring an assay to establish the
distribution of values. In traditional programming, the code directly manipulates
a variable’s value; in simulated protein computing, the code shapes a variable’s
probability density function. Arguments are no longer passed into functions, but
functions have binding sites into which available proteins of the right shape and
pattern may bind when needed. Subroutines are written as substrates for com-
puting. This means that there are times when an enzyme gets a chance to become
active, but cannot do so, because no suitable inputs are available to satisfy the
binding sites. Lastly, intermediate computations inside of any subroutine (en-
zyme) no longer matter. The only state changes the system recognizes involve:
denaturing a protein, thereby removing it from the local environment; assem-
bling a new particle (or new conformation) from one or more existing particles,
and introducing it into the local environment; and moving chemical species from
one location to another (diffusion). See Table 1 for a comparison of these two
architectures.

The main event loop in this type of system changes from the von Neumann
architecture’s “fetch-execute” to one in which every cellular compartment does
the following every time step: the compartment accepts species that infuse from
neighbouring locations; generates a sample of proteins present at the physical
location being simulated (from the probabilistic profile of the proteins that may
be present); allows each protein the opportunity, if it has a functional form, to
bind and react with the other proteins present in the sample window; takes the
resulting list of proteins created, destroyed, and modified in the previous step,
and updates the reaction vessel’s profile of proteins likely present; computes
gradients against its neighbours, and prepares a list of diffused proteins to export
to each neighbour at the beginning of the next time step.

Proteins are large molecules, but small processors, so protein programs look
very much like low-level routines in which every smallest step must be rep-
resented explicitly. Our simulated enzymatic programs assume that there are
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functional motifs — blocks of amino acid residues — that serve as the equiv-
alent to machine instructions. These motifs, treated as if they were indivisible
units, are assembled into simple tree-shaped programs that resemble to abstract
syntax trees for a functional language. (See Figure 1 and Figure 3 for example
programs used in the experiments described later in this work.) Every motif,
when it is evaluated, returns a single value; these values are passed up the tree,
reaching the head where the final value is discarded, because — as pointed out
earlier — all intermediate results are meaningless once they have been used. The
only motifs that change the environment are EMIT, responsible for introducing
a new protein into the local environment, and DENATURE, which is responsible
for removing an existing protein from the local environment. Table 2 shows the
same function implemented twice, once in traditional pseudo-code and once in
the form that might be used in this biologically inspired architecture.

Table 2. Contrasting two implementations of the same function

traditional pseudo-code simulated protein computing

function get_minimum(A, B)

{

if (A < B) return A;

return B;

}

(if

(and

(exists (match value (.*)))

(exists (match value (.*)))

)

(if

lt($1, $2)

(complex (emit $1) (denature $2))

(complex (emit $2) (denature $1))

)

)

One important difference between these two code samples is that the tradi-
tional version creates a new value that is a copy of whichever input parameter
represents a lesser value; the protein version binds two values from the local
environment, and replaces the greater value into a copy of the lesser. Whereas
the former method creates a single, definitive answer, the latter method merely
alters the distribution of values in the local environment. Another important
difference is that the traditional version will always return a value when it is
invoked; the protein version can only run when its local environment includes
two VALUE proteins that can bind into its activation regions. This means that
protein programs have reaction rates that are influenced by the concentration of
other proteins nearby. This is a concern (and an opportunity) that programmers
working in real biological systems will have, but that traditional programmers
will not have.

To implement the method fully requires substantially more information about
how the system is defined, constrained, and run, including: the language model,
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with both syntax and operators; the modular abstraction of chemistry, including
which reactions are allowed and how to compute chemical gradients; the (lossy)
data compression used to handle the large volume of data about what protein
species may occupy a given reaction vessel; the encoding that allows the sec-
ondary conformation of the protein programs, their tree shape, to be inferred
from their primary conformation; the macro facility that allows certain proteins
to be stored without loss of fidelity; the geometry of simulated cells and their
constituent compartments; the extensible monitoring that allows us to probe
any compartment; the graphical display of results as the simulation progresses;
the XML pre-processor that simplifies writing source code for this platform; etc.
These details exceed the scope of the current argument, and so are omitted.

3 Experiments and Results

Foregoing the programmers’ canonical, “Hello, world!”, this paper focuses on
three separate experiments: two NAND experiments and a decomposition
experiment.

The logical NOT AND (NAND) function compares two boolean values: If both
inputs are TRUE, the result of the function is FALSE; otherwise, the function re-
turns TRUE. To explore correctness, we present two versions of NAND. The first
operates directly on raw numbers, and demonstrates the accuracy of the compu-
tation. The second version operates on labeled complexes, and demonstrates how
networks of cascading NANDs can be executed reliably by a simulated protein
computer. Jointly, the NAND experiments are important, because any universal
binary computer can be simulated using nothing more than NAND functions.

The last experiment is a simple decomposition reaction that we use to explore
the performance implications of protein programming.

3.1 Unlabelled NAND and Correctness

Assume that the simulation is roughly analogous to a flask containing various
reagents. In the unlabelled NAND case, the flask contains only these reagents
in equal proportions: integer value 0, an inert data species; integer value 1,
an inert data species; and NAND, an enzyme that can bind to two inert data
species. Once it binds to two data elements successfully, it then (and only then)
applies the NAND function to its two bound inputs, and transforms one of them
(selected randomly) from its bound input value to the result of the function.
Once the evaluation is complete, the two bound species — one as given, and one
transformed to the function result — are released back into the environment.
Figure 1 illustrates this program.

The total number of particles in the system is fixed. (While the system does
not enforce conservation of mass, it is recommended.) The only change in the
system over time is the relative proportion of zeros and ones as the data proteins
are transformed by the enzyme. Figure 2 is a scatter plot that displays the
sampled concentrations of ones and zeros in the simulation over time.
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IF
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t h e n
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$ 1 $ 2

IF

remove from
env i ronment

RANDOM

t e s t

$ 1

t h e n

$ 2

else

Fig. 1. Unlabeled NAND

Fig. 2. Unlabeled NAND output. The black points represent the sampled concentration
of ones; the red points represent the sampled fraction of zeros.

Within approximately 100 simulated time steps, the system reaches a rough
equilibrium, in which the increase in the concentration of ones is offset by the
increasing likelihood of the NAND function to return 0 in an environment dom-
inated by ones. Assuming that we adopt the convention that the concentration
of integer ones is [#1], and the concentration of integer zeros is [#0], we can
express this equilibrium in its algebraic form as:

d[#1]

dt
= −d[#0]

dt
= −[#1]2 + [#1][#0] + [#0]2 (1)
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Given the additional constraint that, because we are preserving mass, the total
number of integers (data proteins) remains fixed, the system becomes solvable:

[#0] =
3−√

5

2
≈ 0.38, [#1] =

√
5− 1

2
≈ 0.62 (2)

The algebraic solution to the system matches the equilibrium on which the sim-
ulation fairly quickly settles, suggesting that the sampling and computation are
being performed correctly.

3.2 Labelled NAND and Completeness

The initial test was artificially simple: There are very few useful applications
that consist of a single, isolated calculation. It is more important to investi-
gate whether serial computations can be performed reliably. To explore whether
biologically-inspired computing can satisfy this requirement, we introduced la-
beled complexes (akin to tagging biological chemicals) into the system.

This second test uses labels to identify each piece of data as specific to one
stage in a multi-stage computation. Each stage is tagged with a different label,
and the stages together constitute a network of cascading NANDs. Being able
to construct and coherently run such networks is relevant to the reach of the
computing system, because NAND networks are sufficient to emulate any other
function on a universal computer.

The reaction vessel is initialized with these species: complex (A,0), an inert
data species, in which “A” is the label, and “0” is the value; complex (A,1), an
inert data species, in which “A” is the label, and “1” is the value; NAND(A,A)
→ B, a function that binds to two integer values that share the “A” label,
computes the NOT AND result on these two operands, and then converts one
of these bound inputs to the output value, changing its label from “A” to “B”
(see Figure 3); NAND(B,B) → C, similar to the function described previously,
but using different labels.
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defer
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evaluat ion
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evaluat ion
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$ 1

t h e n

$ 2

else

Fig. 3. Labeled NAND
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Because we have already established that a single NAND performs as ex-
pected, we monitored only the total number of data elements that were labeled
for each stage in the computing chain: A, B, and C. The results appear in the
scatter plot in Figure 4.

Fig. 4. Labeled NAND output. These are the particle counts, determined by assay,
from the labeled NAND at each time step. The light gray points are the concentration
of data element A; the black points are the concentration of data element B; and the
red points are the concentration of data element C.

Note that the unreplenished inputs, labeled A, diminish over time as expected.
Species B begins at a concentration of zero — because none were introduced into
the reaction vessel, but must arise as a result of NAND(A,A) producing them —
and increases. Species B, however, grows more slowly than species A decreases,
because NAND(B,B) is consuming B to produce species C. These progressions
validate an important property: the nominally serial computation is honouring
the serial dependencies as expected, even while the reactions themselves are
occurring in parallel. Additionally, Figure 5 shows that the simulated interactions
of proteins are behaving as would be predicted by the differential equations that
we would expect using Runge Kutta 4:

dA

dt
= −kA ·A, dB

dt
= −dA

dt
− kB ·B, dC

dt
= kB ·B (3)

As in the unlabelled case, the labeled NAND has produced behaviours that are
consistent with what would have been predicted of a real, wet-lab system.

3.3 Decomposition and Performance

If protein computing is ever to be useful, it ought to provide performance advan-
tages over traditional computing. To evaluate the expected performance increase
of wet-lab computing over simulated protein computing, we focused on a simple
decomposition reaction: E + S → ES → E + P. “E” is the enzyme catalyst;
“S” is the substrate; and “P” is the product. As a simulated protein program,
E binds to S, emits P back into the environment, and denatures S. The activity
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Fig. 5. Predicted output from the labeled NAND. Given the equations as written in
(3), these are the curves that Runge Kutta 4 would predict. The light gray points are
the concentration of data element A; the black points are the concentration of data
element B; and the red points are the concentration of data element C.

of a real, yet fairly simple, enzyme can be characterized as a function of the
amount of substrate present. We did this for the artificial case, fixing the en-
zyme at 1000 particles, and allowing the amount of substrate to range from 0 to
twice the amount of enzyme present; each test case was replicated 20 times. The
resulting average activity is plotted in Figure 6; the double-reciprocal of these
data appear in Figure 7.
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Fig. 6. The Michaelis-Menten plot of enzyme velocity (activity), V, versus substrate
concentration, [S]

This double-reciprocal plot is only interesting, because the best-fit line has
an R2 value of 0.998, and a good linear fit of data on this plot happens to be
typical of simple real-world enzymes. It is also simple, if nave, to estimate the
Michalis-Menten constants from this plot using Equation (4), concluding that
Km ≈ 4111 particles, and vmax ≈ 318 activations per second.

1

v
=

Km

vmax
· 1
x
+

1

vmax
(4)

Inspecting Figure 6 suggests that the analysis is off, because the curve appears
to be nearing a plateau much faster than the expected vmax of 318 would imply;
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furthermore, since the Km maps to the concentration of substrate at which the
enzyme performs at half its maximum velocity, it seems unlikely that a Km of
greater than 4000 is warranted.
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Fig. 7. The Lineweaver-Burk double-reciprocal plot of enzyme velocity (activity), 1/V,
versus substrate concentration, 1/[S]

To estimate the performance of this simple decomposition if it were conducted
entirely through real proteins rather than through simulation, temporarily as-
sume that the complexity of the simulated deconstruction enzyme, E, is roughly
comparable to the complexity of acetylcholinesterase (AChE). This likeness is
motivated by the fact that AChE also decomposes its substrate (acetylcholine);
in the experiments conducted here, E also performs only a single decomposition.
Because the simulation used 1000 enzyme particles, the theoretical maximum
number of times that any single E enzyme could activate per second is 0.318;
AChE can react approximately 12,500 per second [20]. The implication is that
real AChE outperforms the simulated E by a factor of roughly 39,000. Given
the overhead of the simulation, that performance increase does not appear to be
substantial, but the cursory analysis is misleading.

There are many difficulties in comparing the simulated decomposition enzyme
to real AChE: there is no evidence to support the supposition that AChE’s en-
zymatic efficiency is anywhere near that of E; there is, in fact, no basis for
establishing an enzymatic efficiency for E at all; the mechanics of the artificial
protein chemistry are so simple that there is almost no way to draw realistic com-
parisons to real proteins. Despite these difficulties, it is possible to appreciate
better the increase in performance that protein computing represents by con-
ducting a simple thought-experiment: One drop of a 0.1 mM solution of AChE,
provided with a surfeit of substrate, would produce approximately 3.75 × 1019
reactions in a single second. The Jaguar cluster at Oak Ridge National Labora-
tories is a a super-computer that, as of December 31, 2009, was at the top of the
list of high-performance computers in the world [38]. Jaguar contains just over
2.7 million computing cores [32], each no more than 100 times more powerful
than the desktop machine on which these tests were run. If this simulation were
written so that it could occupy 100% of the Jaguar’s resources, and there were
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(magically) no inefficiencies introduced from the parallelization, it would still
take more than 13 years to complete the equivalent computation performed by
that one drop of AChE in one second.

Clearly, this is the kind of spurious extrapolation that invites ridicule, because
it is clear that a considerable portion of the chemical reactions taking place
represent redundant work. The obvious question to ask is: How much of the work
being done is useful? Think of the computations in terms of breadth and depth,
where breadth represents similar reactions occuring at an early stage in a much
longer chain of computations, and depth represents progress down any single
(potentially very deep) computational chain. If, out of one million enzymes, 90%
are executing the equivalent of instruction #1, then they represent the breadth
of computing; the 10% that are executing the equivalent of some later calculation
in the larger effort represent the depth of the computing that is taking place.
If one assumes that each unit time results in some (average) fraction, p, of
all enzymes reacting, then the expected distribution of protein reactions will
peak at !p · t", where t is the number of time units that have transpired. This
means that the depth of computation increases linearly with the time elapsed,
allowing one to conclude that — even when much of the computation in a protein
system is duplicative, and seemingly wasteful — any single computational path
is proceeding forward very rapidly.

This exaggerated extrapolation of expected throughput also serves another
real purpose: It highlights two important properties of protein computing, both
of which motivate continuing this research to find better ways to learn how to
program within this paradigm:

1. Compactness: Real proteins, whether they are enzymes or inert data, can
fill a small volume with large numbers, providing both for fast execution as
well as significant exploration. Silicon computing, in contrast, occurs in only
two dimensions.

2. Frictionless scaling: Given adequate substrate, two drops of enzyme solution
will yield twice the product that one yields, because the activation of each
molecule is entirely independent. Traditional computing, in contrast, imposes
an increasing communication inefficiency as the number of computing units
increases.

The core opportunity that real protein computing represents is to take advan-
tage of the three-dimensional density of real containers in a way that is subject
to fewer diminishing returns. The core opportunity that simulated protein com-
puting represents is a way to explore the vagaries of programming in an entirely
new way.

3.4 Conclusions

The two successful NAND experiments provide evidence that the simulated pro-
tein computing method described here is functionally complete, meaning that
it can compute any binary-valued function [33]. This property makes it possi-
ble for protein computing to reproduce any function that is expressed within
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a modern silicon processor. Because we assume that our traditional computing
devices are universal, this same assumption now extends to include the model of
protein computing presented here [39], [37], [16], even though traditional notions
of recursive enumeration do not appear to apply to protein programs.

Of greater impact than its universality is the system’s ability to scale up.
Breaking calculations into pieces that can be sent to multiple computers in par-
allel is difficult, time-consuming, and prone to introduce error. Programming
in the simulated protein environment presents a learning curve, because it is
very different than traditional programming, yet all of the programs that get
written can immediately be run across an arbitrarily large number of proces-
sors. Simulating a non-von Neumann architecture on a traditional computer is
not particularly efficient, but it allows us to become familiar with the capabil-
ities and pitfalls – including emergent properties arising from this bottom-up
approach – of such a programming method until such time as a true in vivo
implementation is available when it is conceivable that a solution of proteins
— planned and refined in a software simulation — is introduced to a colony
of generic cells; as the solution washes across the millions of living organisms,
the foreign proteins invoke a chain of responses that culminate in an assay that
provides the distribution of problem results. In such a system, it is not merely
each of the millions of cells that is a processor, but each of the cells is a col-
lection of millions of processing units, freeing us at last from the fetch-execute
bottle-neck [36].

Notes and Comments. The germ from which this project grew — “What would
it look like if we could use proteins to write programs?” — began as a project
jointly conceived with Dr. Kayvan Najarian, now at Virginia Commonwealth
University.

Dr. Seok-Won Lee of UNC Charlotte was instrumental in reviewing early
drafts of this text. Dr. William Tolone and Dr. Zbigniew Ras also served as
reviewers.

Full source code for this project (licensed under the GPLv3) is available via
http://www.simulatedproteincomputing.org.
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Abstract. We investigate the contribution of local spatio-temporal vari-
ation of image intensity to saliency. To measure different types of vari-
ation, we use the geometrical invariants of the structure tensor. With a
video represented in spatial axes x and y and temporal axis t, the n-
dimensional structure tensor can be evaluated for different combinations
of axes (2D and 3D) and also for the (degenerate) case of only one axis.
The resulting features are evaluated on several spatio-temporal scales in
terms of how well they can predict eye movements on complex videos.
We find that a 3D structure tensor is optimal: the most predictive re-
gions of a movie are those where intensity changes along all spatial and
temporal directions. Among two-dimensional variations, the axis pair yt,
which is sensitive to horizontal translation, outperforms xy and xt by a
large margin, and is even superior in prediction to two baseline models
of bottom-up saliency.

Keywords: video saliency, eye movements, intrinsic dimension, struc-
ture tensor, natural dynamic scenes.

1 Introduction

Visual attention, the selective processing of visual information, is an impor-
tant component of biologically-inspired machine vision systems. Computational
models of attention have proven to be invaluable in identifying points of in-
terest within a scene and e.g., through that, enabling the otherwise time- and
resource-consuming image processing to focus only on these potentially relevant
scene locations.

In human vision, the extent to which a certain scene region captures the viewers’
attention, i.e. its level of salience, is determined by two different kinds of mech-
anisms. On the one hand, basic visual properties, such as motion, contrast, and
colour influence where we direct our gaze. On the other hand, top-down knowl-
edge, i.e. our goals and interests, also modulate attentional selection. The relative

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 469–474, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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contribution of the twomechanisms is still under debate; however, due to the invol-
untary and computationally more tractable nature of stimulus-driven attention,
much work has focused on the bottom-up factors that drive eye movements.

Of major importance was the recognition that scene statistics at the centre
of fixation differ significantly from those at random, control locations. Studies
have shown that attended regions have high luminance-contrast [6,7], and found
regularities in the higher-order statistics (e.g. high edge density [5]). Knowledge
about such distinct image properties has been then used to build models of
saliency that successfully predict human fixations in natural scenes, e.g. [4,2,9].

Another key finding is related to the region’s degree of spatial (and temporal)
variance. It shows for images that intrinsically two-dimensional scene structures
(i.e. of higher spatial variance), such as edges and curved lines, have a higher
probability to be fixated [5]. In previous work, we could demonstrate for videos
that features that change over space and in time also tend to be more salient. We
found that the predictability of eye movements correlates with the intrinsic di-
mension: the higher the intrinsic dimension the higher the predictive power [8,1].

In the present study, we extend our previous analysis by quantifying the con-
tribution of local spatio-temporal variation of image intensity to saliency. To
measure different kinds of variation, we compute, for a set of natural outdoor
videos, invariants of the n-dimensional structure tensor (1 ≤ n ≤ 3). Consid-
ering a video to be represented in spatial axes (x, y) and temporal axis t, the
nD structure tensor is evaluated for different combinations of axes (2D and 3D)
and also for the (degenerate) case of only one axis. To obtain a simple measure
of bottom-up saliency, we use the symmetric invariants of the structure tensors,
which we compute on several spatio-temporal scales. Finally, the resulting sim-
ple representations are evaluated and compared with two prototypical saliency
models of dynamic scenes in terms of how well they can predict eye movements
on videos.

2 Invariants of the n-Dimensional Structure Tensor

It has been previously shown that eye movement predictability correlates with
the intrinsic dimension (iD), i.e. with the number of spatio-temporal directions
in which the video changes locally. A classical method to estimate the intrinsic
dimension is to consider the rank of the structure tensor. Given a grayscale
video f : R3 → R, the structure tensor captures signal variations based on the
spatial and temporal derivatives at each pixel. For three-dimensional data, i.e.
the spatio-temporal volume of the video, usually a three-dimensional structure
tensor is defined. However, on subspaces of the video volume (e.g. combinations
of two axes, or even considering the degenerate case of a single axis only) 1D or
2D structure tensors can be constructed.

Here, we formalize the problem for the two-dimensional structure tensor J2,
considering only the vertical spatial dimension y and the temporal dimension
t. The generalization of the formulas for the n-dimensional case (1 ≤ n ≤ 3) is
given in Table 1. For the axis combination yt J2 is defined as
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J2 = ω(y, t) ∗
(
f2
y fyft

fyft f2
t

)
, (1)

where ω(y, t) is a Gaussian smoothing function and fy and ft stand for the
first order partial derivatives δf/δy and δf/δt. The scale on which the structure
tensor is evaluated depends on the bandwidth of the filter kernel ω(y, t) and
the derivative operators. Therefore, computations are performed on a spatio-
temporal multiresolution pyramid.

The intrinsic dimension is, in practice, obtained from the symmetric invariants
of the structure tensor:

H = 1/2 trace(J2) = λ1 + λ2
K = |J2| = λ1λ2

(2)

where λi denote the eigenvalues of J2. Regions where H > 0 are at least intrin-
sically one-dimensional (iD ≥ 1), e.g. non-vertical stationary edges, vertically
translating edges, and uniform regions that change in time, whereas K > 0 in-
dicates an i2D feature such as yt corners (changing motion) and structures that
appear or disappear in yt, which correspond to non-vertical translation.

Table 1. n-dimensional structure tensors and their invariants, which correspond to
the minimum intrinsic dimension (iD) of a region. Invariants that encode features of
higher iD are in general better predictors of eye movements; therefore, they are used
for further analysis (these are marked with a box).

n nD Structure Tensor Invariants (eigendecomposition of Jn)

1 J1 = ω(u) ∗ f2
u H = λ1 (iD = 1)

u ∈ {x, y, t}

2
J2 = ω(u, v) ∗

(
f2
u fufv

fufv f2
v

)
H = λ1 + λ2 (iD ≥ 1)

K = λ1λ2 (iD = 2)

u, v ∈ {x, y, t}, u �= v

3 J3 = ω(x, y, t) ∗
⎛
⎝ f2

x fxfy fxft
fxfy f2

y fyft
fxft fyft f2

t

⎞
⎠ H = λ1 + λ2 + λ3 (iD ≥ 1)

S = λ1λ2 + λ1λ3 + λ2λ3 (iD ≥ 2)

K = λ1λ2λ3 (iD = 3)

3 Prediction of Eye Movements with Tensor-Based
Approaches

Having reviewed simple tensor-based video representations that characterize dif-
ferent types of spatio-temporal changes, we now quantitatively compare their
power in predicting eye movements on complex natural videos.
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Fig. 1. Top row (from left): H of J1 computed along the individual axes x, y, and t;
original frame also shown. Bottom row (from left): K of J2 computed along the axes
xy, xt, and yt; below the original image: K of J3 along all three axes.

For our evaluation, we used a public data set1 [3] that consists of 18 high-
resolution movie clips (1280 by 720 pixels, 29.97 fps, about 20 s duration each) of
natural outdoor scenes, and the gaze data of 54 human subjects freely viewing
these videos. From the raw gaze data, collected with an Eye Link II eye tracker
at 250Hz, about 40,000 saccades were extracted. All movies were cropped to
the same size along the spatial axes (preserving the central 600 by 600 pixels),
to make the resulting space-time cubes rotation-invariant with regard to size
(because movies had 600 frames). The total number of saccades that remained
after the cropping was 24,370.

Invariants that encode features of higher intrinsic dimensionality were shown
to be better predictors of eye movements; therefore, here only these were con-
sidered (see Table 1). For each video, we computed the invariants of the tensors
J1, J2, and J3 along all possible dimensions/combinations of dimensions. See
Figure 1 for still shots from a movie and the corresponding invariants. The above
invariants were computed on each scale of an anisotropic spatio-temporal mul-
tiresolution pyramid with S = 2 spatial and T = 2 temporal scales, in which
each spatial pyramid was decomposed further into its temporal bands.

To determine how well the different representations can predict the saliency
level of video regions, next, we labelled areas in the videos as salient and non-
salient. The class of salient locations is well defined by the human fixations
(more precisely by the saccade landing points). To obtain the non-salient class,
a number of biases need to be addressed (e.g. the central fixation bias, the
tendency of observers to fixate more in the centre of the display). A common
approach in the human vision literature, which we also follow here, is to shuffle

1 http://www.inb.uni-luebeck.de/tools-demos/gaze/

http://www.inb.uni-luebeck.de/tools-demos/gaze/
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scanpaths: the non-attended locations of a movie are chosen using randomly
selected scanpaths from the other movies.

For eye movement prediction, instead of using directly the feature response
at these locations, one must consider a spatio-temporal neighbourhood centred
around fixations. This is partly accounted for by the image pyramid; however,
we further consider a spatial window (of 32 pixels, i.e. about 1.2 deg, on the
highest pyramid level), as uncertainty in the measurements is higher in the spa-
tial domain. On each pyramid level, we compute the window’s energy, i.e. the
root-mean-square of the feature values (i.e. invariants) in the window. Thus, we
obtain for each salient and non-salient video location a low-dimensional vector
of feature energies computed on the different pyramid levels (procedure detailed
in [8]).

Finally, the predictive power of the different representations is assessed by
evaluating (through ROC analysis) the performance of one-dimensional maximum-
likelihood classifiers when the feature energies from the single pyramid levels are
used as inputs to the decision algorithm. In Table 2, we report average ROC
scores (over the 18 movies) obtained for the “most predictive” scale (i.e. the
pyramid level with the highest average ROC score).

For comparison, the saliency maps computed by two state-of-the-art algo-
rithms for dynamic scenes (Itti & Koch and SUNDAy [4,9]) are treated as
maximum-likelihood classifiers for discriminating between fixated and not fix-
ated video regions. By thresholding these maps, movie regions above the thresh-
old are classified as salient. A systematic variation of the threshold parameter
gives us a single ROC curve per movie and model. The averaged ROC scores
over all videos are reported in Table 2.

Table 2. Average ROC scores of the different models and representations

Model ROC score Model ROC score Model ROC score

x 0.621 xy 0.639 J3(xyt) 0.673
J1 y 0.617 J2 xt 0.637 Itti & Koch 0.644

t 0.623 yt 0.656 SUNDAy 0.635

4 Discussion and Conclusion

With an average ROC score of 0.673 the three-dimensional structure tensor J3 is
optimal, suggesting that the most predictive regions of a movie are indeed those
where intensity varies along all spatial and temporal dimensions. Surprisingly,
the second best predictor operates on the axis pair yt; this predictor is sensitive
for horizontal translations, which are most common in typical natural scenes. J2

evaluated on the axes yt outperforms xy and xt by a large margin (with an ROC
score of 0.656 compared to 0.639 and 0.637, respectively), and is even superior
to the two baseline models with ROC scores 0.644 (Itti & Koch) and 0.635
(SUNDAy), which incorporate a number of different features such as colour,
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contrast, and orientation. Although one-dimensional variations perform worst
(with J1 along the vertical axis giving the lowest score – 0.617), their average
prediction rate is significantly higher than chance (ROC score of 0.5).

Our results can be used to choose efficient active vision strategies. Under
the assumption that the human visual system is near-perfectly optimized for
natural environments, the spatio-temporal structure tensor J3 thus picks the
most informative regions. However, with our data, it is now also possible to
choose which dimension should be sacrificed for faster computation in resource-
limited systems, e.g. in an embedded real-time module of a robot with active
vision sensors: for natural environments, the axis pair yt is more informative
than xy or xt.

Future work will investigate the predictive power of other tensor represen-
tations, such as the Hessian matrix or the energy tensor, and implement the
proposed simple saliency models for a real-time system attached to a camera.
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Abstract. We consider a variant of graph developing system and show
various behavior with one type of graph-rewriting. This system is based
on rewriting of 3-regular graphs with two possible states per node. We
focus on a simple case of fixed number of nodes. The development pro-
cesses include interaction among rather stable subgraphs. Some simple
behaviors, such as clustering and declustering of states, are shown by
simulation.

Keywords: cellular automata, graph-rewriting, graph automata, adap-
tive network.

1 Introduction

Recently, there has been increasing attention on adaptive networks [2]. There,
co-evolution of topology (network) and states has been studied in various con-
texts such as complex networks. In modeling, analyzing or designing systems
comprising many elements in full detail, it is important to clarify the dynam-
ics of each element and the relations among elements. In most cases, structures
and states are coupled closely in the sense that the global structure constrains
the behavior of each element and the behaviors of the elements affect on the
structure. One of the interesting behavior of such graph development in our
concern is emergence of hierarchy such that graph is decomposed appropriately
into subgraphs, and the overall dynamics is described by the interaction among
subgraphs and dynamics in subgraphs.

We have been studying a particular class of graph dynamics called graph-
rewriting automata [4]. It is an extension of cellular automata to dynamic graph
structures. As in cellular automata, the number of neighbors of each cell is un-
changing. Graphs are rewritten synchronously according to several types of local
rules with changing capabilities of the number of nodes. Though our framework
only treats 3-regular graphs [1], it is sufficiently general to represent various
behaviors of network evolution such as self-organization or self-reconfiguration
including self-replication.

In this paper, we restrict our attention to the behavior of planar graphs with
fixed number of nodes and focus on cluster formation. The model is based on
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rewriting of 3-regular planar graphs with two possible states per node. As for
structural rewriting, we adopt a variant of a rule called commutation in the
previous study [4]. It changes local connective relation of a pair of connected
nodes. As a simple cluster, we adopt a connected subgraph all of whose nodes
have the same state, connected to other subgraphs with different states. We see
clusters are formed by a rewriting rule through simulation. In the development
process, interaction occurs among clusters whose structure is rather stable.

In the following, formulation of our framework is given, and then simulation
setting and results are shown. Finally, the conclusion follows.

2 Graph-Rewriting Automata

Let us introduce the framework that we consider in this paper. It is a variant
of graph-rewriting systems, called a graph-rewriting automaton. (Evolution of
networks based on similar rewriting rules is discussed in [7].) We assume that the
base graph structure is a 3-regular planar graph: each node has three neighbor
nodes. Different from ordinary graphs, a cyclic order of links is defined on each
node. Each node has an internal state chosen from a finite set. More formally, it
is defined as follows. The set of all two element subsets of a set A is denoted by
P2(A), i.e., P2(A) = {{x, y}|x, y ∈ A and x �= y}. Let I = {0, 1, 2}.

Definition 1. A base graph G is a triplet 〈V,E, ξ〉, where V is a finite set of
vertices, E is a set of edges defined in the following, and ξ : V → S is a function
that assigns a state to each vertex. Each edge specifies two incident vertices
with link indices I; more formally, E is a subset of P2(V × I) such that for every
〈u, i〉 ∈ V × I there exists just one 〈v, j〉 ∈ V × I such that {〈u, i〉, 〈v, j〉} ∈ E.

This definition permits multiple edges or self-edges (loops). Hereafter, base
graphs are also called graphs for simplicity. In this paper, we use only two states
0 and 1, i.e., S = {0, 1}, denoted by white and black nodes respectively in the
figures. Also, three incident links of a node are drawn clockwise on this order
around the node in sections 2 and 3.

Isomorphism between two graphs are defined by, in addition to the usual
condition, that states of the nodes are the same and that cyclic order of the
links defined on each node are the same. (As for link indices, only the order
rather than the number is in concern.) In the following, isomorphic graphs are
identified. An example of non-isomorphic graphs due to the link order is shown
in Fig.1.

We allow two types of rewriting, cw and ccw, as shown in Fig. 2. The above
cyclic order is used to uniquely determine the nodes that are connected to the
involved nodes in each structural rewriting.

A link is called applicable if its incident nodes have different states. At each
time step, one applicable link is chosen randomly and one rewriting is applied.
When the target link is one of double links, a loop is generated as in Fig. 3, in
which rewriting is applied to the bold link of the left graph.
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Fig. 1. Non-isomorphic graphs by link order
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Fig. 2. Structural rewriting

Fig. 3. Application to one of double links

This rewriting is complete for planar connected graphs with the same number
of nodes in the following sense. If we omit the states and focus only on the
connective relation among nodes, we can rewrite any connected graphs into any
connected graph with the same number of nodes by choosing an appropriate
sequence of links to which the rewriting is applied.

Depending on the states of target and neighbor nodes, a rewriting rule specifies
which rewriting is executed. We use two kinds of rewriting rules, called phobic
and philic, as defined below. In the following, s(n) is the state of node n. Let
su = s(n2) + s(n4) and sl = s(n3) + s(n5).

– phobic rule:⎧⎨
⎩

cw, if s(n0) = 0 and su < sl or s(n0) = 1 and su > sl,
ccw, if s(n0) = 0 and su > sl or s(n0) = 1 and su < sl,
randomly chosen, if su = sl.

– philic rule:⎧⎨
⎩

cw, if s(n0) = 0 and su > sl or s(n0) = 1 and su < sl,
ccw, if s(n0) = 0 and su < sl or s(n0) = 1 and su > sl,
randomly chosen, if su = sl.
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Fig. 4. Cluster merging and separation by phobic rule

The phobic rule tends to phase separation (like oil and water), whereas the philic
rule tends to mixing.

3 Mesoscopic View

Graph development processes are generally complicated when a large number
of nodes and intricate connective relation among nodes are involved. Instead of
viewing the whole graph at the level of individual nodes, viewing it at an appro-
priate level of abstraction might be useful, if possible. One desirable description
would be such that the whole graph is divided into parts, i.e., subgraphs, so
that the dynamics of the whole graph is determined by the interaction among
subgraphs, and that the interaction is described by a kind of states of the sub-
graphs. Then the whole behavior could be described at the level of subgraphs.
Such will lead to hierarchical description of the graph development processes.
This is suitable when graphs are developed in the hierarchical manner like liv-
ing things with some organizing principle. Similar idea was partly explored as a
meta-node in [5], but it was complex and given a priori.

In this paper, we try the simplest case for such description by using two kinds
of rules: phobic and philic. As a simple cluster, we adopt a connected subgraph all
of whose nodes have the same state, connected to other subgraphs with different
states. In the development process, nodes within clusters have the same state,
and hence are rather stable because structural rewriting is not applied between
the nodes with the same node state. On the other hand, at the interface of
two clusters, structural rewriting is performed, which leads to cluster merging
and separation (see Fig. 4). The rewriting has different effects to the clusters
depending on the global connective relation. In the following, the effect of these
rules is examined through simulation.

4 Simulation

We conduct simulation for 10 initial graphs G1, . . . , G10 with varying number
of nodes.1 Each graph includes equal number of nodes with state 0 and 1. G1

and G2 are shown, together with G0, in Fig. 5 at the individual node level. The

1 Each graph Gi is obtained by the system in [4] using a rule set ‘div 0, (0, 1, 1), 0’,
‘div 1, (0, 0, 1), 1’, and ’com 0, 1’ from an initial graph G0 (in Fig. 5 ), composed
of four nodes, at i-th step.
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G0 G1 G2

Fig. 5. Graphs for simulation

Table 1. The number of nodes and clusters in initial graphs

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

#nodes 12 20 28 52 84 148 260 428 692 1140
#clusters 6 6 14 18 26 42 66 102 174 282

1 432

5 876

9 10

Fig. 6. Initial graphs G1, . . . , G10 at the cluster level

number of nodes and clusters are shown in Table 1. Figure 6 shows the graphs
in the cluster level. Each black or white circle indicates one cluster, and its size
is proportional to the number of its member nodes.

We conducted simulation of phobic and philic rules for 100 trials from these
initial graphs in 10,000,000 steps. Figure 7 indicates the change of average num-
ber of clusters by phobic rule. In the development process by phobic update,
clustering is performed, i.e., the number of clusters tend to decrease. Depending
on the total number of nodes, the number is different in the simulated steps.

The above figure only shows the average number for 100 trials, and the number
deviates by each trial. Figure 8 details the result for G5 with error bars. The bars
indicate minimum and maximum numbers. Figure 9 shows an example of cluster
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Fig. 7. The average number of clusters by phobic rule

change in one execution at steps 10i for i = 1, . . . , 6. The number of clusters is
shown in parentheses. We can observe by these results in Figs. 7, 8 and 9 that
the number of clusters once grows before reducing.

Fig. 10 shows the change of average number of clusters for 100 trials by the
philic rule. The number of clusters tend to increase by the philic rule. Depending
on the total number of nodes, the number is different. In this simulation setting,
the final number of applicable links was about 65–70% of the total number of
links. Some of the obtained graphs from G5 by philic rule are shown as clusters
in Fig. 11.
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Fig. 8. The number of clusters obtained by phobic rule from G5. Error bars indicate
minimum and maximum.
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t=1 (26) t=10 (17) t=100 (8) t=1000 (10)

t=10000 (11) t=100000 (9) t=1000000 (15) t=10000000 (6)

Fig. 9. Clusters obtained by phobic rule from G5
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Fig. 10. The average number of clusters by philic rule

5 Conclusion

We have considered a variant of graph developing system and showed behaviors
with phobic and philic graph-rewriting rules. This system is based on rewriting
of 3-regular graphs with two possible state per node. We focused on a simple case
of fixed number of nodes. Simple behaviors, such as clustering and declustering
of graphs, are shown by simulation. The phobic rule appears to resulting in
clustering, and the philic rule in mixing, regardless of graph and starting state.
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(55)(52)

(57)(55)

Fig. 11. Examples of obtained clusters by philic rule from G5

There is much future work. We need to investigate more complex processes.
In many cases the phobic rule leaded to two giant clusters in the simulations, but
effects of the initial graphs on the behavior are not examined enough. Also, we
need more analysis to clearly describe the dynamic behavior of clusters. Devel-
opment processes were depicted mainly as the change of the number of clusters.
This reflects only a limited aspect of the dynamics. The process of clustering
was not straightforward and affected by the global structure. We need to de-
velop better methods for describing the process including dynamic structural
changes. In addition, analysis of structures and dynamics in a cluster are also
necessary.
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Abstract. Offering proper evaluation methodology is essential to con-
tinue progress in modelling the neural mechanisms involved in vision
information processing. Currently the evaluation of biologically inspired
motion estimation models lacks a proper methodology for comparing
their performance against behavioural and psychophysical data. Here we
set the basis for such a new benchmark methodology based on human vi-
sual performance and designed a database of image sequences taken from
neuroscience and psychophysics literature. In this article we focused on
two fundamental aspects of motion estimation, which are the respec-
tive influence between �d versus �d cues and the dynamics of motion
integration. Since motion models deal with many kinds of motion repre-
sentations and scales, we defined two general readouts based on a global
motion estimation. Such readouts, namely eye movements and perceived
motion, will serve as a reference to compare simulated and experimen-
tal data. Baseline results are provided for biologically inspired artificial
vision models but also for computer vision models. As a whole we pro-
vide here the basis for a valuable evaluation methodology to unravel the
fundamental mechanisms of motion perception in the visual cortex. Our
database is freely available on the web together with scoring instructions
and results at: http://www-sop.inria.fr/neuromathcomp/psymotionbench

Keywords: evaluation methodology, biologically inspired artificial vi-
sion models, motion estimation, optical flow, motion perception, eye
movements.

1 Introduction

Offering proper evaluation methodology is essential to continue progress in mod-
elling the neural mechanisms involved in vision information processing. This gen-
eral idea has been very well understood and applied in computer vision where
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challenging benchmarks are now available for several key problems allowing mod-
els to be compared and further improved. For example, motion estimation per-
formance in computer vision increased significantly thanks to several classical
benchmarks, which pointed out strength and weaknesses of state of the art ap-
proaches [3, 2].

The benchmark for optical flow introduced by Baker and co workers [2] de-
fines a set of challenging image sequences with associated ground truth. The
choice of sequences was guided by the needs to evaluate models performance on
key difficulties encountered by modellers (motion at objects boundaries, occlu-
sions, non-rigid motions, large displacements). The proposed evaluation method-
ology consisted of several quantified criteria based on local comparisons between
ground truth and output from computer vision models.

Herein we define a motion evaluation methodology where the visual system
performance acts as ground truth. Since models aim at elucidating both the
computational principles and the computing architectures involved in motion
processing, comparing their outputs to biological responses is therefore a strong
requirement. Such an evaluation methodology is very different from classical
computer vision benchmarks where flow fields are compared together. In our
context, the notion of local motion does not make a lot of sense when consid-
ering the visual system performance since the purpose of the visual system is
not to estimate a dense flow field. Thus defining global readouts is necessary
in order to compare output from models with observable quantities measured
in neuroscience experiments. Moreover behavioural and perceptual experiments
provide numerous types of data such as perceived motion direction and speed or
smooth pursuit eye movements.

In this paper we set the basis for a new benchmark methodology which is
based on human visual performance. Section 2 describes the main difficulties
to design such an evaluation methodology. Section 3 proposes several stimuli
and associated readouts selected for motion estimation evaluation. Section 4
presents baseline results. The scoring procedure is illustrated on an example and
we show our baseline results which includes both biologically inspired artificial
vision models and computer vision models. Section 5 concludes and mentions
possible extensions of this work.

Stimuli, scoring procedure and baseline results are available online at:
http://www-sop.inria.fr/neuromathcomp/psymotionbench

2 Comparison Difficulties

2.1 Stimulus Parametrisation

Comparing models performance to biological data requires the definition of an
homogeneous stimuli set. For example the stimuli are characterised by their phys-
ical size, the distance to the observer, and their visual field size. In a benchmark
stimuli set we need to ensure a constant mapping between the physical and the

http://www-sop.inria.fr/neuromathcomp/psymotionbench
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numerical dimensions, otherwise incoherences will occur in the simulated results.
Other physical quantities such as duration and luminance also require precise
mappings.

2.2 Discretisation

Stimuli discretisation implies the necessity to define properly a scale factor for
converting real-world values characteristics into computer parameters. The main
problem with discretisation procedures is the aliasing problem. One has to make
sure that frequency of the input does not cross the Nyquist frequency.

The spatio-temporal discretisation maps the time and the visual field as a
succession of discrete images uniformly sample Such a representation is geomet-
rically different from the log-polar retinotopic disposition of the visual cortex.
Moreover the precision of the input has to be sufficient to avoid aliasing prob-
lems with the stimuli sizes used by the experimentalists. The finer the precision
the larger the data and a good compromise between those two quantities has to
be chosen.

Luminance is usually encoded by an eight bits values at each pixel. Such a
coarse quantisation is a severe restriction since contrast has a profound impact
of the temporal dynamics of most visual percepts and is responsible for many
dynamical non-linearities.

2.3 Inhomogeneity of the Motion Representations

All motion models do not have the same motion representation. Their output
can be described by global velocity likelihoods [25], velocity distributions at ev-
ery position [15, 5], filter responses [1], time-correlated spike trains [13], or �d

flow fields [3]. A typical biological model of motion integration might include
v� layers with filter-like responses, mt layers corresponding to local pattern
translational motions and mst layers giving indications of global rotation or ex-
pansion motions. Because of the variety of motion representations it is necessary
to define common observable quantities which are comparable to experimental
measurements. These common observable quantities are called readouts in both
simulations and experiments presented herein.

2.4 Lack of Ground Truth

In computer vision the ground truth is the true velocity field, which is easily
defined for synthetic videos, and which can also be estimated for real scene
videos. For example in [2], the authors proposed videos of real scenes with the
true velocity field. Algorithms can be evaluated based on local comparisons of
the �d flow fields against the estimated flow resulting from different algorithms.

In psychophysical studies the notion of ground truth is less obvious and it is
impossible to define it in a strict sense. For example, one has to handle the great
variability between subjects or between trials for a single subject. The concision
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of data reported in the literature, often a mean and a standard deviation, does
not allow the extraction of the statistical laws underlying the data. Moreover
many stimuli are bi-stable or multi-stable, and an additional difficulty in defining
a ground truth.

Among the set of experimental stimuli studied in neuroscience some provided
results at different levels. For instance, the coherence level necessary for per-
ceiving global motion in a random dot patterns has been measured in human
subjects but also in single neurons in areas mt, mst, and lip. In the �d motion
integration example being considered here, a consistent set of global direction
estimates have been collected at these different levels as well as for human percep-
tion, and monkey and human smooth pursuit [22]. When available these datasets
collected for different responses with a single set of motion stimuli should be used
to benchmark models.

Given the diversity of the neuroscience experiments, capturing the main prop-
erties and results of motion estimation appears to be a complex task. For this
reason we restrict our study to a set of fundamental questions described in the
following section.

3 Database Design

In this paper we focus on two fundamental aspects of motion integration. Namely,
we want to evaluate models performance with stimuli showing the respective
influence between �d versus �d cues, and the dynamics of motion integration.
We chose four stimuli fitting into two classes: line-drawings objects and gratings
(see Figure 1). For the purpose of our evaluation we selected stimuli for which
smooth pursuit eye movements and motion perception data were available. This
section presents the stimuli in more details.

��� ��

(a) (b) (c) (d)

Fig. 1. Database design. The proposed stimuli fit into two classes: line drawings and
gratings. (a) Translating bar. (b) Translating diamond. (c) Grating size. (d) Barber
pole.
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3.1 Line-Drawing Objects

Translating Bars. In [20, 8] the authors consider tilted translating bars. Pursu-
ing a translating bar which true motion direction is not normal to its orientation
leads to initial deviation in the smooth pursuit eye movement direction. For ex-
ample, the peak directional error for a tilted bar of 20◦ length, 0.5◦ width and
92 cd/m2 luminance, moving with 16◦/s is about 30◦ [8].

To obtain a model evaluation procedure, the slope of the directional errors
could be analysed with respect to bar length, number of bar tiles. Indeed, as the
bar length is increased it becomes more complicated to recover its true direction.
Likewise it easier to pursue one long bar, if it is tiled into several sub bars [20, 8].

Translating Diamonds. In [24] the authors consider diamond stimuli translat-
ing either vertically or horizontally. Due to the local orientations of the diamonds
edges with respect to the translating direction, these stimuli mimic type ii plaids.
Indeed the vector average of the edge motions is biased 44◦ away from the ob-
ject’s direction. The stimuli thus provide an interesting example to study the
influence of �d and �d cues on motion integration.

Changing the configuration of the stimulus, by using clockwise (cw) or counter-
clockwise (ccw) stimuli, or by varying the direction of the translation, does not
influence the ability to pursuit the translating diamonds. In all the cases, the
initial pursuit direction as well as the fastest perceptual estimates are biased
towards the vector average of the edge motions. It is only after a few hundred
milliseconds of exponential direction error decay that the eyes correctly track
the object or that human subjects report the correct direction of motion.

3.2 Gratings

Gratings Sizes. In [4] the authors use a drifting grating viewed through a
circular aperture. The orientation of the grating is constant and orthogonal to
its drifting direction, but the diameter of the circular aperture varies among
the stimuli. The authors quantify the change in eye direction during several
time windows with respect to the diameter of the aperture. Their goal is to
provide a quantitative measure of the spatial summation area, i.e. the smallest
diameter leading to the strongest change in eye position. Such spatial summation
functions can be seen as a global readout of the motion integration performed
in area mt. It is however also possible to look at the perceptual effects of such
stimuli: varying sizes of grating patches affect motion detection as well as motion
after effect. Many psychophysical studies have been conducted on the perceptual
consequences of the centre-surround interactions in early visual areas (see [32]
for a review) and it becomes possible to compare these results for the properties
of neuronal receptive fields in area v�, mt, or mst in macaque monkeys.

Barber Pole. In the classical barber pole illusion, a translating grating is
viewed through a rectangular aperture, leading to two orthogonal sets of �d
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cues [38]. The larger set of �d cues originates from the longest side of the rect-
angular aperture, while the smaller set of �d cues originates from the shortest
side. According to psychophysical experiments, as well as neurobiological data,
the final perceived motion direction is the same as the orientation of the elon-
gated side of the aperture, after an initial direction orthogonal to the grating
orientation [23]. The perceived motion direction thus corresponds to the �d cues
with the greater number of occurrences.

Again, similar observations are available at psychophysical [12, 19] and neu-
ronal [27] levels. It is thus possible to compare model output with a global read-
out such as time-dependant ocular pursuit but also to compare the dynamics of
single model neurons with that of v� and mt neurons.

4 Results

4.1 Readouts Definition

Common output is necessary in order to compare models together and abstract
all implementation dependent issues coming from the large variety of motion
models. For example, if eye-movement like output can be defined, then models
can be compared together in term of dynamics. As illustrated by this example,
our goal here is to propose output formats corresponding to classical readouts
as defined in psychophysics. Our goal is to describe for each readout, what they
are supposed to measure, and how they are measured in psychophysics.

Since the notion of local measurement has no clear interpretation in term of
neural architecture or activity, the readouts defined herein correspond to global
motion estimations. For example, it is known that the preferred motion of neu-
rons in both v� and mt changes depending on the stimulus [28], or that the
perceived motion and the neural activity can differ [17]. Considering not only
the local estimates but also more distant features makes an important difference
with classical computer vision methodology for optical flow where only precision
of local estimates matters.

Our goal is to define qualitatively which common outputs are needed from
models (i.e. readout inspired from real neuroscience experiments). However no
general formula for readouts can be given for three main reasons. The first rea-
son is that the cortical mechanisms leading to a readout from neural activity are
usually not clearly established and a fortiori it is hard to model them rigorously.
The second reason is that the variety of motion representations in models makes
it impossible to write a general formula that would be valid for any kind of repre-
sentation. The last reason is that readouts defined here are sometimes inherent
to models. Indeed some models already provide an eye-movement output [25]
whereas others considers neural activity in cortical areas [6].

In this article two kinds of evaluation are considered: The static evaluation
considers only the result at convergence whereas the dynamic evaluation focuses
on the dynamics of motion integration.

For the dynamic evaluation, the readout is expressed as a time independent
value, such as a perceived motion direction. Given a stimulus, some experiments
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require subjects to give their perception concerning the motion they perceive. In
general, this perceived motion readout ignores time evolution. From a modelling
point of view, the perceived motion readout can be a global velocity correspond-
ing to the steady state. For the �d motion integration tasks, we can assume that
perceived motion corresponds to the final output from eye movement readout.

For the static evaluation, the readout is expressed as a time dependant value,
such as smooth pursuit eye movements. Voluntary eye movement to track motion
are directly related to our interpretation of the scene in term of motion content.
Primates use two types of voluntary eye movement to track objects of interest:
smooth pursuit and saccades. Pursuit eye movements are driven by visual motion
and rely on both low-level and high-level motion processing. Pursuit initiation
is critically dependent upon visual motion processing in cortical areas mt and
mst. It presents the interest of being a simple motor responses that requires an
accurate estimate of the global direction and speed of a single object, despite
its properties such as shape or colour. It is therefore a good probe of object
motion processing and in particular it reflects many of the dynamical properties
of low level motion computation. From a modelling point of view, smooth pursuit
eye movement is a single time-dependent vector, and we only consider the eye
direction since speed is generally ignored in experiments.

4.2 Scoring Procedure

The full scoring procedure for each class of stimuli is available online. For each
stimulus, instructions are detailed (see for example Figure 2 for translating di-
amonds stimuli). In order to show the general idea, let us explain what is the
scoring procedure for static evaluation of the translating diamonds stimuli. Our
reference paper for this case will be [24] as it presents ocular following measure-
ments that we can use in our evaluation.

For a given an approach, our evaluation procedure starts from the estimated
global motion direction at every frame and for each of the stimuli in this class,
i.e. for translating diamonds translating in one out of the four possible directions
(right, up, left, down) and oriented either clockwise (cw) or counter clockwise
(ccw) . Let us denote by eS(t) the estimated global direction dynamics for a
stimulus S, with t ∈ [0, 450ms] and S ∈ {right,up,left,down}×{cw,ccw}. From
this global estimated direction, the instantaneous direction error εS(t) is defined
by

εS(t) = eS(t)− êS(t),

where êS(t) is the true object motion. Some results are shown in Figure 3 (a)
for the biologically inspired artificial vision model proposed in [35]. Here the
estimated global motion direction was obtained from the mt layer activity.

Our goal is to compare this estimated direction error εS(t) to the direction
error observed with human subjects (see Figure 3 (b) from [24]). We followed
the same procedure as the one defined in [24]. Estimated direction error is fitted
with the function.
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Fig. 2. Example of slides describing the scoring procedure (for the translating diamonds
stimuli) which are available on the benchmark website
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Fig. 3. Scoring procedure for translating diamonds (rightward-motion) (a) Estimated
direction error of the biologically inspired artificial vision model proposed in [35]. (b)
Oculo-motor dynamics recorded from human subjects. Reproduced from [24]. (c) Com-
parison between the estimated direction error for all stimuli from the class (Average),
the exponential fit on this estimated direction error (Fit) and the fit on the experimen-
tal data (Truth).

fα,β,τ(t) = α exp (−t/τ) + β,

where α, β, and τ are the fitting parameters to be adjusted. These parameters
can then be compared to what is obtained with human observers. In [24] the au-
thors estimated the average values and standard deviations for these parameters
(denoted respectively by μ(η̂) and σ(η̂) for a parameter η ∈ {α, β, τ}). Assuming
a Gaussian distribution for parameters coming from human subjects and given
a stimulus S, we defined a score s ∈ [0, 1] for each parameter by:

sη = exp(−(η − μ(η̂))2/σ(η̂)2), with η ∈ {α, β, τ}.
Finally, a global score can be obtained by averaging scores over all stimuli and
parameters.

4.3 Baseline Results

We applied our evaluation methodology to both biologically inspired artificial vi-
sion models [6, 35] and computer vision models [16, 21, 34, 11] by running either
the original implementation from the authors or the code that was available in
the Opencv library [10]. A single set of parameters were experimentally tuned
in order to achieve the overall best score across all experiments. As defined in
section 4.1, we discuss below the results obtained in the static and dynamic eval-
uations. For each scenario, results are presented into tables by scores between
zero (low performance) and one (high performance). Algorithms are ranked ac-
cording to their average score across all experiments. Complete details for each
stimuli and evaluation procedure can be found on the associated website.

Static Evaluation. Results are presented in Table 1. As a general comment,
it is interesting to remark that models performance somewhat follows research
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Table 1. Static evaluation results. For each approach and each experiment a score
between 0 (worse) and 1 (best) is given depending on the final motion direction error.
bmocv denotes the block matching algorithm found in the Opencv library.

Approach Avg.
��� ��

tmk·�� [35] 1.00 1.00 1.00 1.00 1.00

srdb·�� [34] 0.86 1.00 1.00 0.65 0.78

bm·�� [11] 0.74 1.00 1.00 0.00 0.98

bn·�� [6] 0.68 1.00 1.00 0.36 0.38

lk·�� [21] 0.45 0.81 0.00 0.99 0.00

hs·�� [16] 0.39 0.52 0.00 1.00 0.03

bmocv [10] 0.19 0.00 0.32 0.44 0.00

Table 2. Dynamic evaluation results. For each approach and each experiment a score
between 0 (worse) and 1 (best) is given depending on the fitting procedure described
in the main text.

Approach Avg.
��� ��

tmk·�� [35] 0.68 1.00 0.96 0.08

lk·�� [21] 0.37 0.75 0.36 0.00

srdb·�� [34] 0.37 0.75 0.36 0.00

bm·�� [11] 0.35 0.50 0.36 0.18

bn·�� [6] 0.32 0.50 0.39 0.07

bmovc [10] 0.31 0.50 0.36 0.05

hs·�� [16] 0.26 0.75 0.03 0.00

evolution. For example the seminal approaches for optical flow proposed by Horn
and Schunck [16] or Lucas and Kanade [21] show quite a poor performance on
most stimuli. The fact that these approaches are differential and not multi-scale
largely explains this performance. Being differential, the optical flow is estimated
based on the brightness consistency assumption, which is a local indication.
Thus when there is a majority of �d cues, with hardly no texture, the input to
differential algorithms is not very informative and leads to an aperture problem
that is hard to solve numerically.

Considering multi-scale approaches is today one classical method to solve the
aperture problem more efficiently. This solution is now used by most current
models, such as the recent models by [34, 11], which are now among the best
computer vision models (see the latest results online from [2]). Interestingly,
those models also perform well for most of our experiments.
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Biologically inspired artificial vision models [6, 35] show high performance. In
particular the model proposed in [35] obtains the maximum score. The major
strength of this model is that its design is naturally multi-scale as it is inspired
from the multi-layer architecture of the brain cortical areas (v� and mt) with
proper connectivity patterns. This is one important result of this evaluation
methodology because it allows to show that taking biology into account can lead
to extra performance.

Dynamic Evaluation. Results are presented in Table 2. Studying the dynam-
ical properties of motion integration is quite a new topic and very few biological
data (psychophysical, oculo-motor, or neural dynamics) were available when
most models were proposed. For this reason, most models were often static, i.e.
they were interested in estimating the final percept or optical flow, ignoring how
the solution evolves in time to the final percept.

Studying the dynamics has mainly been considered in [35]. This model shows
the best performance on translating bars and diamonds, considering the recent
neuronal, psychophysical, and behavioural findings [26, 27, 24, 37]. For all other
models, since there is no true dynamics, scores are not very informative. Yet,
dynamics remain an open issue in the modelling community. None of models
tested here performed correctly on the gratings stimulus, suggesting that the
underlying mechanisms remain to be found.

5 Conclusion

In this article we set the basis for a new evaluation methodology for motion
models which is based on human performance. This work generalises in a rig-
orous way the evaluation procedures done for most motion models proposed in
computational neuroscience. By carefully defining a unified database and proper
scoring procedures, it is now possible to perform non-biased comparisons between
models, since stimuli are not optimised for a given approach. Our database is
freely available on the web together with scoring instructions and results. We
provided baseline results for both biologically inspired artificial vision models
and state-of-the-art computer vision models. Our results also contribute to show
what is the interest to consider biologically inspired models in the computer vi-
sion community. By considering stimuli from the psychophysics community, one
can further challenge motion models, in addition to existing optical benchmarks.

The proposed evaluation methodology can of course be extended. In this study
several properties affecting the motion integration mechanisms were ignored. For
instance, disparity used in binocular experiments is missing, and thus it could
be probably possible to evaluate other kinds of models where motion and depth
are combined [7, 39, 30, 33]. Another property ignored herein is the contrast.
In a wide range of psychophysical and neurobiological stimuli, contrast has a
considerable effect on motion integration. For instance the receptive field size in
areas v� mt changes with contrast [31, 29]. Contrast also influences behavioural
results [24, 37, 9]. Those kinds of stimuli variations should also be considered in
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a more comprehensive data set. One could also think about other stimuli. For
instance, it is well known that most of the motion stimuli are multi-stable. In
the case of drifting plaids one can perceive either two gratings with different
velocities, or one single plaid motion [18]. Incorporating this multi-stability in
models is still only at the sketch level in models [14, 36, 35], and mostly ignored
in motion benchmarks.
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Abstract. An algorithm is proposed for automatic discovery of a set of 
dynamical rules that best captures both state transition and topological 
transformation in the empirical data showing time evolution of adaptive 
networks. Graph rewriting systems are used as the basic model framework to 
represent state transition and topological transformation simultaneously. 
Network evolution is formulated in two phases: extraction and replacement of 
subnetworks. For each phase, multiple methods of rule discovery are proposed 
and will be explored. This paper reports the basic architecture of the algorithm, 
as well as its implementation and evaluation plan. 

Keywords: Adaptive networks, automatic rule discovery, graph rewriting 
systems, generative network automata, algorithm.  

1 Introduction 

Modeling and predicting state-topology coevolution in adaptive networks is now 
becoming well recognized as one of the most significant challenges in complex 
network research [1-3]. To provide a novel framework for modeling adaptive network 
dynamics, I proposed to use graph rewriting systems [4,5] as a means of uniform 
representation of state-topology coevolution. This framework, called Generative 
Network Automata (GNA), is among the first to systematically integrate graph 
rewritings in the representation and computation of complex network dynamics that 
involve both state transition and topological transformation. However, it has remained 
an open question how one could derive a rule set of a GNA-based model from 
empirical data of network evolution. 

Here I propose an algorithm that automatically discovers a set of dynamical rules 
that best captures state transition and topological transformation expressed in the 
empirical data. Network evolution is formulated using the GNA framework and the 
subnetwork extraction and replacement phases are analyzed separately. Multiple 
methods are proposed and will be tested for each phase. This paper reports the basic 
architecture of the algorithm, as well as its implementation and evaluation plan. 
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2 Generative Network Automata 

The theoretical framework used in this paper is Generative Network Automata (GNA) 
[4,5]. Its working definition is described below. 

Configuration: In the GNA framework, a network consists of dynamical nodes and 
directed links between them. Undirected links can also be represented by a pair of 
directed links symmetrically placed between nodes. Each node takes one of the 
(finitely or infinitely many) possible states defined by a node state set S. The links 
describe referential relationships between the nodes, specifying how the nodes affect 
each other in state transition and topological transformation. Each link may also take 
one of the possible states in a link state set S’ (not considered within the scope of this 
paper). A configuration of a GNA at time t is a combination of states and topologies 
of the network. Formally, it is defined as Gt = < Vt, Ct, Lt >, where: 

• Vt : A finite set of nodes of the network at time t.  
• Ct : Vt → S : Node states at time t.  
• Lt : Vt → {Vt × S’}* : Links and their states at time t. This maps each node to 

a list of destinations of outgoing links and the states of those links.  

Dynamics: States and topologies of a GNA are updated through repetitive GNA 
rewriting events, each of which consists of the following three steps:  

1. Extraction of part of the GNA (subGNA) that will be subject to change.  
2. Production of a new subGNA that will replace the subGNA selected above.  
3. Embedding of the new subGNA into the rest of the whole GNA.  

The GNA evolution model can be formally defined by the following triplet <E, R, I>:  

• E: An extraction mechanism that determines which part of the GNA is 
selected for the updating. It is defined as a function that takes the whole 
GNA configuration and returns a specific subGNA in it to be replaced.  

• R: A replacement mechanism that produces a new subGNA from the 
subGNA selected by E and also specifies the correspondence of nodes 
between the old and new subGNAs. It is defined as a function that takes a 
subGNA configuration and returns a pair of a new subGNA configuration 
and a mapping between nodes in the old subGNA and nodes in the new 
subGNA.  

• I: An initial configuration of the GNA. 

The above <E, R, I> triplet is sufficient to uniquely define a specific GNA evolution 
model in this framework. Figure 1 illustrates how these mechanisms work together in 
a rewriting event. 

The function of the extraction and replacement mechanisms (E and R) may be 
defined as either deterministic or stochastic, as opposed to typical deterministic graph 
grammatical systems [6]. A stochastic representation of GNA dynamics will be 
particularly useful when applied to the modeling of real-world complex network data,  
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Fig. 1. GNA rewriting process (from [4,5]). (a) The extraction mechanism E selects part of the 
GNA. (b) The replacement mechanism R produces a new subGNA as a replacement of the old 
subGNA and also specifies the correspondence of nodes between old and new subGNAs 
(dashed line). This process may involve both state transition of nodes and transformation of 
topologies. The “bridge” links that used to exist between the old subGNA and the rest of the 
GNA remain unconnected and open. (c) The new subGNA produced by R is embedded into the 
rest of the GNA according to the node correspondence also specified by R. In this particular 
example, the top gray node in the old subGNA has no corresponding node in the new subGNA, 
so the bridge links that were connected to that node will be removed. (d) The updated 
configuration after this rewriting event.  

in which a considerable amount of random fluctuations and observation errors are 
inevitable. 

Also, the GNA framework is unique in that the mechanism of subGNA extraction 
is explicitly described in the formalism as an algorithm E, not implicitly assumed 
outside the replacement rules like what other graph rewriting systems typically adopt 
(e.g., [7]). This algorithmic specification makes global rewriting events possible (as 
well as local rewriting ones) and allows more flexibility in representing diverse 
network evolution and less computational complexity in implementing their 
simulations. 

3 Proposed Algorithm 

In this section, I describe the proposed algorithm for automatic discovery of rewriting 
rules from network evolution data. Within the scope of this paper, I will simplify the 
problem by requiring the data to satisfy the following: 

1. A given data set is a series of configurations of labeled directed networks  
in which labels (states) and topologies coevolve over discrete time steps  
(Fig. 2 (a)). 

2. The data set contains information about the correspondence of nodes 
between every pair of two successive time points (Fig. 2 (a)). 

3. States are discrete, finite, and assigned only to nodes, not to links. 



500 H. Sayama 

4. Changes that take place between successive time points are reasonably small 
so that they can be identified as one small network rewriting event per each 
time step. 

5. The extraction mechanism E and the replacement mechanism R are 
memoryless, i.e., they produce outputs solely based on inputs given to them. 

 
Here I note that the GNA framework has a significant advantage for the algorithm 
design. It formulates the network evolution using two separate phases, i.e., the 
extraction of subGNA (performed by E) and its replacement (performed by R). 
Therefore, the estimation and construction of models of E and R can be conducted 
independently and concurrently using separate training data sets, which will make the 
algorithm simple and tractable. 

A general procedure of the proposed algorithm is explained below (Fig. 2). 
 

(1) Preprocess the original network evolution data using data-dependent heuristics, 
if necessary, so that they meet all the aforementioned requirements. 

(2) Detect the difference between each pair of configurations at two successive time 
points (Gt, Gt+1) and represent it as a rewriting event st ≡> rt  (Fig. 2 (b)), where 
st is a subGNA to be replaced, rt is another subGNA that replaces st, and “≡>” 
denotes correspondence from nodes in st to nodes in rt. 

 
The difference between two configurations (Gt = <Vt, Ct, Lt>, Gt+1 = <Vt+1, 

Ct+1, Lt+1>) will be detected in the following way: 
 
i. Let A be a set of nodes in Gt which disappeared in Gt+1 

( }|{ 1+∉∧∈= tt VxVxxA ). 

ii. Let B be a set of nodes in Gt+1 which did not exist in Gt 
( }|{ 1 tt VxVxxB ∉∧∈= + ). 

iii. Add to A and B all the nodes whose states or neighbors changed between 
Gt and Gt+1 
( ))}()()()((|{ 111 xLxLxCxCVxVxxD tttttt +++ ≠∨≠∧∈∧∈= , 

DAA = , DBB = ). 
 
At this point, A and B contain the nodes that experienced some changes 

(enclosed by solid lines in Fig. 2 (b)). 
 

iv. Add to A and B all the nodes which have a link to any of the nodes in A 
( }}0{)(|{' 1 /≠∧∈∧∈= + AxLVxVxxD ttt  , 'DAA = , 'DBB = ). 

The above step includes in A and B additional nodes that may have 
influenced the rewriting event (enclosed by dashed lines in Fig. 2 (b)). 

 
v. Let st and rt be subgraphs of Gt and Gt+1 induced by nodes in A and B, 

respectively. 
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Fig. 2. Overview of the proposed algorithm. (a) Original network evolution data starting with 
the initial configuration I. (b) Detection of rewriting events at every time step. (c) Training data 
for the extraction mechanism E. (d) Training data for the replacement mechanism R. (e, f) 
Construction of models of E and R based on the training data. (g) Final GNA model.  
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Then the detected rewriting event is represented as st ≡> rt , where “≡>” is the 
set of all the node correspondences between st and rt present in the original data. 

 
(3) Construct a model of the extraction mechanism E by using { (Gt, st) } as training 

data, where Gt is the input given to E and st the output that E should produce 
(Fig. 2 (c), (e)). 

 
This step is the most challenging part in this algorithm development effort. 

The task to be achieved in this step is to identify an unknown mechanism that 
chooses a subset of a given set of nodes. Exact identification of an unknown 
computational mechanism is theoretically not possible in general. Therefore, I 
will test several heuristic approaches as candidates of practical solutions, 
including: 

 
i. Statistical analysis of node properties 

I will first test a simple statistical approach, where correlations will be 
measured, for the whole training data, between several node properties and 
the probability of a node to be selected for rewriting. Node properties to be 
used will include state, degree (absolute or relative) and local clustering 
coefficient (absolute or relative), among others. If a clear correlation is 
found, it will be used as the mechanism of E. 

 
ii. Statistical selection from multiple mechanisms 

In the second approach, I will assume several predefined candidate 
mechanisms (e.g., random selection, preferential selection based on node 
degrees, etc.) and calculate the probability for each extraction result given 
in the training data to occur with each candidate mechanism. If a 
mechanism includes parameters, they will be optimized to attain the 
maximal probability. This calculation will be conducted and aggregated 
for the whole training data to evaluate how likely the given training data 
could result from each of the candidate mechanisms. Then the mechanism 
with highest likelihood will be returned as the estimated mechanism of E. 
 

iii. Parameter estimation for a preprogrammed mechanism 
In some situations the actual extraction mechanism E may be known to the 
researcher. If this is the case, the mechanism can be preprogrammed in 
detail, with several parameters left unspecified to give room for fitting to 
the training data. Then I will use the same probability calculation method 
as in the second approach to optimize the parameters. 
 

iv. Evolutionary search with Genetic Programming 
I will also test an evolutionary approach, where possible mechanisms of E 
will be represented by short pseudo codes and be evolved using Genetic 
Programming techniques. 
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(4) Construct a model of the replacement mechanism R by using { (st, st ≡> rt) } as 
training data, where st is the input given to R and st ≡> rt the output R should 
produce (Fig. 2 (d), (f)). 

 
In this step, the task can be achieved in a much simpler manner than in step 

(3), though technically it still remains identification of an unknown mechanism. 
This is because a single rewriting event typically involves just a few nodes so the 
number of possible inputs given to the replacement mechanism R is virtually 
finite in contrast to the number of possible inputs to E that is virtually infinite. 
Therefore I will use straightforward pattern matching methods to construct a 
model of R from the data. 

Specifically, the algorithm will construct R as a simple procedure that searches 
for a rewriting event in the training data whose left hand side matches the given 
input. If there is only one such event found, the event itself will be the output of 
R. If multiple events are found, the output will be determined either 
deterministically (e.g., event with greatest frequency) or stochastically (e.g., 
random selection with weights set proportional to event frequencies). Or, if no 
event is found, either identity (“input ≡> input”; no change) will be returned or 
seek similar events will be sought using partial graph matching schemes. 

 
(5) Construct a complete GNA model by combining the results of the above steps (3) 

and (4) together with the initial configuration I (Fig. 2 (g)). 

4 Summary and Future Work 

In this paper, I proposed an algorithm for automatic rule discovery of adaptive 
network evolution from empirical data, and described its outline as well as multiple 
candidate methods for some of its components. The implementation of the algorithm 
is currently ongoing in Python, partly based on the existing NetworkX module [8]. 
The completed implementation will be made freely available to researchers and other 
professionals under an open-source license. 

The implemented algorithm will be evaluated firstly via application to abstract data 
generated by artificial GNA models used in my preliminary study [4,5]. The 
algorithm will be applied to several sample simulation runs selected from those data 
to check if they could correctly recover the actual network rewriting rules used to 
produce the data. In this testing, the correct answers are already known, so it will be 
possible to evaluate the success/failure ratio of each algorithm implementation and 
revise it to improve the accuracy of its outputs. Several additional complexities will 
also be introduced into the abstract network models, including more than two states 
on nodes, more subGNA rewriting options, and simultaneous application of multiple 
rewriting events, to test and revise the algorithm under model variations. After this 
initial evaluation is completed, I will also plan to test the algorithm by applying it to 
real-world network evolution data (such as [9,10]). 
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As the research progresses, the entire architecture or the details of each step may be 
revised as needed. At later stages of the project, expansions of the algorithm to 
broader classes of complex adaptive network dynamics will also be considered. 
Specifically, I plan to investigate how to incorporate continuous states, how to 
incorporate links with states, and how to handle the possibility for E or R to have its 
own internal memory. 

Acknowledgments. This material is based upon work supported by the National 
Science Foundation under Grant No. 1027752. 
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Abstract. A key challenge in building face recognition systems —
biologically-inspired or otherwise — is evaluating performance. While
much of face recognition research has traditionally used posed pho-
tographs for evaluation, recent efforts have emerged to build more natu-
ralistic, unconstrained test sets by collecting large numbers of face images
from the internet (e.g. the “Labeled Faces in the Wild”(LFW) test set
[1]). While such efforts represent a large step forward in the direction
of realism, the nature of posed photographs from the internet arguably
represents an incomplete sampling of the range of variation in view,
lighting, etc. found in the real world. Here, we evaluate a family of large-
scale biologically-inspired vision algorithms that has previously proven
to perform well on a variety of object and face recognition test sets [2],
and show that members of this family perform at a level of performance
that is comparable with current state-of-the-art approaches on the LFW
challenge. As a counterpoint to internet-photo based approaches, we use
synthetic (rendered) face images where the amount of view variation is
controllable and known by design. We show that while there is gross
agreement between the LFW benchmark and synthetic benchmarks, the
synthetic benchmarks reveal a substantially greater degree of tolerance
to view variation than is apparent from the LFW benchmark in models
containing deeper hierarchies. Furthermore, such an approach yields im-
portant insights into which axes of variation are most challenging. These
results suggest that parametric synthetic benchmarks can play an impor-
tant role in guiding the progress of biologically-inspired vision systems.

Keywords: biologically-inspired, computer vision, face recognition,
performance evaluation.

1 Introduction

The face recognition abilities of biological visual systems are currently unri-
valed by artificial systems, particularly in unconstrained environments. A natu-
ral strategy that follows from this observation is to seek direct inspiration from
biology, building artificial visual systems that attempt to capture aspects of the

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 505–518, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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computational architecture of the brain, in the hope of eventually mimicking its
abilities. Such efforts to model visual computations done by the brain have a
long history, at least dating back to Fukushima’s Neocognitron (1980; [3]). More
recent experiments with biologically-inspired models have shown them to be
highly competitive in a variety of different face and object recognition contexts
[4, 5, 6, 7, 8].

Recently, interest in unconstrained face recognition has grown, driven largely
by the creation of the Labeled Faces in the Wild (LFW) face recognition test
set, which has provided a standardized benchmark against which to measure
progress. While much work has been done on face recognition in relatively con-
strained environments (e.g. posed photographs, under controlled lighting condi-
tions [9, 10, 11, 12, 13, 14]), until recently, relatively few available image sets have
tackled face recognition in less controlled circumstances. More recently, thanks
in large part to the rise of the internet, it has become possible to assemble large
collections of face images “in the wild” in the sense that they come from a wide
variety of sources and were not posed for the purpose of research.

As in other computer vision domains, biologically-inspired models have
achieved highly-competitive performance on the LFW challenge since its incep-
tion [7, 15]. More recently, Pinto et al. [2] described a large-scale feature search
approach in which thousands of candidate biologically-inspired feature sets are
rapidly “screened” to find model architectures that are well suited to a given
problem domain. Here, we apply this method to the LFW challenge, and find
that it achieves high levels of performance, on par with state-of-the-art methods,
even without using any particularly sophisticated machine-learning backend.

However, while these models achieve excellent performance on the LFW chal-
lenge set, this set provides little direct insight into why one model performs
better than another, and the extent to which the LFW set — which is primarily
composed of posed photographs of celebrities — is reflective of the “real” prob-
lem of unconstrained face recognition is not entirely clear. In particular, it is not
clear that this set contains an accurate sampling of the range of view variation
found in the real world [7, 15] since most images are frontal views, and some of
the examples of a given individual are taken on the same day, at the same event
(e.g. multiple photos of Halle Berry taken from the academy awards ceremony).
Thus, while the LFW challenge is clearly useful, and an improvement over more
controlled sets, it does not provide an obvious path to the full evaluation of a
vision model, nor is it clear how performance on the LFW sets will transfer to
other real-world scenarios.

As an complement to the LFW set, we here draw upon carefully-crafted
synthetic image sets. While synthetic images have fallen out of favor in the
computer vision community in recent years, advances in 3D rendering software
have increasingly narrowed the gap between real and synthetic imagery, and
rendered images offer several critical advantages over collected photographs. In
particular, rendered images allow for complete knowledge and control over the
view, position, scale, lighting, presence of other objects etc. in a scene. As a re-
sult, synthetic test sets that span whatever range of variation the experimenter
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desires can be easily generated, and tasks of parametrically variable difficulty
can be constructed. Importantly, such data sets also allow one to specifically
test the performance of a model as a function of variation in view, lighting, etc
[6]. The ability of a model to tolerate such variation – referred to as “invariance”
in the parlance of neuroscience — is a critical property of natural vision systems,
and is a key stumbling block in the creation of artificial systems.

2 Methods

2.1 Biologically-Inspired Visual Representations

In the experiments presented below, we studied a family of biologically-inspired
visual representations designed to model various stages of visual cortex in the
brain.

We used two basic sub-classes of models: 1) V1-like, a simple one-layer model
with fixed parameters, designed to mimic cortical visual area V1 [6], and 2)
multi-layer “High-Throughput” (HT) models, generated by way of a large scale
screening approach [2].

Both models classes are characterized by a cascade of linear and nonlinear
processing steps (see Figure 1), with V1-like having just one layer (and with fil-
ters kernels constrained to be Gabor wavelets), and the HT models having either
two or three layers (referred to hereafter as HT-L2 and HT-L3, respectively).

Our V1-like implementation was taken without modification from [6, 7].
Similarly, the HT-L2 and HT-L3 models were generated according the high-
throughput screening approach described in [2] except with randomly generated
filters instead of filters trained using an unsupervised learning approach. The
details of the HT-L2 and HT-L3 models are described in greater detail below.

2.2 High-Throughput-Derived Multilayer Visual Representations:
HT-L2 and HT-L3

In this study, we considered the best two- and three-layer models generated from
a high-throughput screening model selection procedure. An important feature of
the generation of these representations, according to the scheme set forth in [2], is
the use of a massively parallel, high-throughput search over the parameter space
of possible instances of a large class of biologically-inspired models. Details of
this model class and the high-throughput screening (model selection) procedure
have been described before [2] but are summarized below for convenience.

Model Architecture: Candidate models were composed of a hierarchy of two
(HT-L2 ) or three layers (HT-L3 ), with each layer including a cascade of linear
and nonlinear operations that produce successively elaborated nonlinear feature-
map representations of the original image. A diagram detailing the flow of op-
erations is shown in Figure 1, and, for the purposes of notation, the cascade of
operations is represented as follows:



508 N. Pinto and D. Cox

V1-like

Grayscale Input
Normalize Normalize Linear SVM

Multi-layer

Pool
Filter

Threshold &
Saturate

...

Φ1

Φ2

Φk

NormalizePool
Filter

Threshold &
Saturate

Grayscale Input
Normalize

L1 L2 L3
Linear SVM

Fig. 1. A schematic diagram of the system architecture of the family of models consid-
ered. Each model consists of one to three feedforward filtering layers, with the filters
in each layer being applied across the previous layer.

Layer0 :

Input
Grayscale−→ Normalize−→ N0

Layer1 :

N0 Filter−→ F1 Activate−→ A1 Pool−→ P1 Normalize−→ N1

and generally, for all � ≥ 1:

Layer� :

N�−1 Filter−→ F� Activate−→ A� Pool−→ P� Normalize−→ N�

Details of these steps along with the range of parameter values included in the
random search space are described next.

Input and Pre-processing. The input of the HT-L2 and HT-L3 models were
100x100 and 200x200 pixel images, respectively. In the pre-processing stage, re-
ferred to as Layer0, this input was converted to grayscale and locally normalized:

N0 = Normalize(Grayscale(Input)) (1)
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where the Normalize operation is described in detail below. Because this nor-
malization is the final operation of each layer, in the following sections, we refer
to N �−1 as the input of each Layer�>0 and N � as the output.

Linear Filtering. The input N �−1 of each subsequent layer (i.e. Layer�, � ∈
{1, 2, 3}) was first linearly filtered using a bank of k� filters to produce a stack
of k� feature maps, denoted F �. In a biologically-inspired context, this operation
is analogous to the weighted integration of synaptic inputs, where each filter in
the filterbank applied at a particular image location represents a different cell.

Definitions: The filtering operation for Layer� is denoted:

F� = Filter(N�−1,Φ�) (2)

and produces a stack, F �, of k� feature maps, with each map, F �
i , given by:

F �
i = N �−1 ⊗ Φ�

i ∀i ∈ {1, 2, . . . , k�} (3)

where ⊗ denotes a correlation of the output of the previous layer, N �−1 with the
filter Φ�

i (e.g. sliding along the first and second dimensions of N �−1). Because
each successive layer after Layer0 is based on a stack of feature maps, N �−1 is
itself a stack of 2-dimensional feature maps. Thus, the filters contained within Φ�

are, in turn, 3-dimensional, with the their third dimension matching the number
of filters (and therefore, the number of feature maps) from the previous layer
(i.e. k�−1).

Parameters:

– The filter shapes fs
�× fs

�× fd
� were chosen randomly with fs

� ∈ {3, 5, 7, 9}
and fd

� = k�−1.
– Depending on the layer � considered, the number of filters k� was chosen

randomly from the following sets:
• In Layer1, k1 ∈ {16, 32, 64}
• In Layer2, k2 ∈ {16, 32, 64, 128}
• In Layer3, k3 ∈ {16, 32, 64, 128, 256}

All filter kernels were fixed to random values drawn from a uniform distribution.

Activation Function. Filter outputs were subjected to threshold and satu-
ration activation function, wherein output values were clipped to be within a
parametrically defined range. This operation is analogous to the spontaneous
activity thresholds and firing saturation levels observed in biological neurons.

Definitions: We define the activation function:

A� = Activate(F�) (4)

that clips the outputs of the filtering step, such that:

Activate(x) =

⎧⎨
⎩
γmax

� if x > γmax
�

γmin
� if x < γmin

�

x otherwise
(5)
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Where the two parameters γmin
� and γmax

� control the threshold and saturation,
respectively. Note that if both minimum and maximum threshold values are −∞
and +∞, the activation is linear (no output is clipped).

Parameters:

– γmin
� was randomly chosen to be −∞ or 0

– γmax
� was randomly chosen to be 1 or +∞

Pooling. The activations of each filter within some neighboring region were
then pooled together and the resulting outputs were spatially downsampled.

Definitions: We define the pooling function:

P� = Pool(A�) (6)

such that:

P�
i = Downsampleα(

p�
√
(A�

i)
p� $ 1a�×a�) (7)

Where $ is the 2-dimensional correlation function with 1a�×a� being an a� × a�

matrix of ones (a� can be seen as the size of the pooling “neighborhood”). The
variable p� controls the exponents in the pooling function.

Parameters:

– The stride parameter α was fixed to 2, resulting in a downsampling factor
of 4.

– The size of the neighborhood a� was randomly chosen from {3, 5, 7, 9}.
– The exponent p� was randomly chosen from {1, 2, 10}.

Note that for p� = 1, this is equivalent to blurring with a a� × a� boxcar filter.

When p� = 2 or p� = 10 the output is the Lp�

-norm 1.

Normalization. As a final stage of processing within each layer, the output
of the Pooling step was normalized by the activity of their neighbors within
some radius (across space and across feature maps). Specifically, each response
was divided by the magnitude of the vector of neighboring values if above a
given threshold. This operation draws biological inspiration from the competitive
interactions observed in natural neuronal systems (e.g. contrast gain control
mechanisms in cortical area V1, and elsewhere [16, 17])
Definitions: We define the normalization function:

N� = Normalize(P�) (8)

such that:

N � =

{
ρ� · C� if ρ� ·

∣
∣
∣
∣
∣
∣C� ⊗ 1

b�×b�×k�

∣
∣
∣
∣
∣
∣
2
< τ�

C�
∣
∣
∣
∣

∣
∣
∣
∣C

�⊗1
b�×b�×k�

∣
∣
∣
∣

∣
∣
∣
∣
2

otherwise (9)

1 The L10-norm produces outputs similar to a max operation (i.e. softmax).
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with

C� = P � − δ� · P
� ⊗ 1b�×b�×k�

b� · b� · k� (10)

Where δ� ∈ {0, 1}, ⊗ is a 3-dimensional correlation over the “valid” domain
(i.e. sliding over the first two dimensions only), and 1b�×b�×k� is a b� × b� × k�

array full of ones. b� can be seen as the normalization “neighborhood” and δ�

controls if this neighborhood is centered (i.e. subtracting the mean of the vector
of neighboring values) before divisive normalization. ρ� is a “magnitude gain”
parameter and τ � is a threshold parameter below which no divisive normalization
occurs.

Parameters:

– The size b� of the neighborhood region was randomly chosen from {3, 5, 7, 9}.
– The δ� parameter was chosen from {0, 1}.
– The vector of neighboring values could also be stretched by gain values ρ� ∈

{10−1, 100, 101}. Note that when ρ� = 100 = 1, no gain is applied.
– The threshold value τ � was randomly chosen from {10−1, 100, 101}.

2.3 Final Model Output Dimensionality

The output dimensionality of each candidate model was determined by the num-
ber of filters in the final layer, and the x-y “footprint” of the layer (which, in
turn, depends on the subsampling at each previous layer). In the model space
explored here, the possible output dimensionality ranged from 256 to 73,984.

2.4 Screening (Model Selection)

A total of 5,915 HT-L2 and 6,917 HT-L3 models were screened on the LFW
View 1 “aligned” set [18]. We selected the best model from each “pool” for
further analysis on the LFW View 2 set (Restricted Protocol). Note that LFW
View 1 and View 2 do not contain the same individuals and are thus mutually
exclusive sets. View 1 was designed as a model selection set while View 2 is used
as an independent validation set for the purpose of comparing different methods.

Examples of the screening procedure for HT-L2 and HT-L3 models on the
LFW View 1 task screening task are shown in Figure 2. Performance of randomly
generated HT-L3 models ranged from chance performance (50%) to better than
80% correct; the best five models were drawn from this set and are denoted
HT-L3-1st, HT-L3-2nd, and so on. An analogous procedure was undertaken to
generate five two-layer models, denoted HT-L2-1st, HT-L2-2nd, etc. For the
purposes of the present paper, we only considered the best model from each
group (i.e. HT-L2-1st and HT-L3-1st).

2.5 Synthetic Face Images

In order to assess model performance on an image set with a known amount of
variation, we generated a set of 3D-rendered face images. 3D face meshes were
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top 5 models
LFW view 1 performance

Fig. 2. The high-throughput screening process used to find good representations. Here,
data is shown for the screening of HT-L3 models. A distribution of the performance
of approx. 7,000 randomly generated models is shown on the left, with the top five
high-performing models replotted on the right. Following screening, the models were
evaluated exclusively with sets that do not overlap with the screening set.

Table 1. Performance of the family of biologically-inspired models on the LFW chal-
lenge set (restricted view 2). For the HT-L2 and HT-L3 models, the cross-validated
performance of the top 5 randomly-generated models is shown (e.g. 1st, 2nd, etc.). The
performance of the simpler single layer V1-like model [7] is provided for comparison.

5th 4th 3rd 2nd 1st
V1-like 77.0 ± 0.5
HT-L2 77.8 ± 0.4 81.3 ± 0.4 81.5 ± 0.6 80.8 ± 0.4 81.0 ± 0.3
HT-L3 82.8 ± 0.6 82.3 ± 0.4 83.3 ± 0.4 83.9 ± 0.3 84.1 ± 0.3

randomly generated using the FaceGen [19] software package and were rendered
using the free POV-Ray ray-tracer [20]. For each rendered image, a model rotation
(azimuth and elevation), position (x and y), and scale were drawn from a uniform
distribution and the models were rendered with a common light source (Figure
3(a)). For the experiments presented here, rotation, size, and position were com-
bined into a single composite “variation level” wherein the variation in the pixel-
level euclidean norm was equalized for each kind of variation (e.g. one “unit” of
rotation variation produced an equivalent pixel-level change as one “unit” of po-
sition variation). Examples of several variation “levels” are shown in Figure 3(a).

The rendered face/head was next composited onto one of four kinds of back-
grounds: no background, a white noise background, a phase-scrambled natural
background (approximately equivalent to 1/f noise), and a randomly chosen nat-
ural background, chosen from a large pool of outdoor background images (Figure
3(b)). Care was taken to ensure that the same background image was never used
in more than one final image.
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no variation variation level 2 variation level 6

(a) View, position an scale variation

no background white noise phase scrambled
background (~1/f )

natural background

(b) Background variation

Fig. 3. Synthetic face stimuli

2.6 Classification and Performance Evaluation

To evaluate the performance of a given model with a given stimulus set, we
trained a multi-class support vector machine (SVM) classifier [21] using a one-
vs-all configuration [22] for each target class. Training and test data were strictly
segregated, and performance was evaluated using five 250 train / 50 test ran-
dom folds of the data. Error bars in all plots show the standard deviation of
performance across these five folds.

3 Results

3.1 LFW Performance

Performance on the LFW data set for these models is presented in Table 1.
Performance ranged as high as 84.1% percent correct for the best HT-L3 model,
achieving performance within a few percent of state-of-the-art methods [23, 24].
While more sophisticated kernel blending techniques have previously been used
to achieve better performance on the LFW challenge set by leveraging multiple
feature representations (e.g. [15]), we here restrict ourselves here to unblended
model performance for the sake of clarity. Further, for simplicity, we also here
only consider the best-performing model from each group (i.e. HT-L2-1st and
HT-L3-1st).
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Fig. 4. Model performance on synthetic faces as a function of level of variation

3.2 Performance as a Function of Variation Level

The synthetic face evaluation sets used here provide us with the ability to para-
metrically control the level of rotation, position and scale variation that our
models are required to tolerate. Figure 4 shows the performance the best models
from each model class (V1-like, HT-L2, HT-L3) as a function of (composite)
variation level for an eight-way face classification task.

3.3 Effect of Number of Faces to Be Discriminated

To further explore the behavior of our models with a controlled stimulus, we
examined model performance as a function of the number of faces to be discrim-
inated. In particular, we considered cases with two, four, six, and eight faces.
Performance, grouped by model is shown in Figure 5, and is shown grouped by
variation level in Figure 6. Predictably, absolute performance level is depressed as
a larger number of faces is considered, as is the chance performance level (dotted
line). Interestingly, the rate at which performance falls off varies between models
as a function of both number of faces to be discriminated, and as a function of
variation level. The stability of the performance of the largest/deepest model —
HT-L3-1st — is most pronounced when large number of faces and large amounts
of variation are considered. Differences between models are far less pronounced
with smaller numbers of faces and lesser degrees of variation.

3.4 Effect of Background

To explore the role of background variation, we evaluated model performance
with four different background conditions: no background, white-noise back-
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Fig. 5. Effect of number of synthetic faces to be discriminated, sorted by model

ground, phase-scrambled natural backgrounds (i.e. approx. 1/f noise), and nat-
ural backgrounds. Performance as a function of background and variation level
is shown Figure 7. Choice of background was found to have a profound effect on
model performance. In the absence of a background, the performance for most
models remained high, even at relatively high levels of variation in view, position,
and scale (e.g. greater than 90% performance at variation level 4 for the HT-L3-
1st and V1-like models). However, the inclusion of any background resulted in
a precipitous drop-off in performance for all models, except for the HT-L3-1st
model, whose performance degraded gradually. In general, progressively more
realistic backgrounds proved increasingly difficult for all models.

4 Discussion

While it is standard practice to test computer vision algorithms with standard-
ized “natural” image test sets such as the LFW set, the performance obtained on
such a set provides a relatively narrow window onto behavior of a given system.
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Fig. 6. Effect of number of synthetic faces to be discriminated, sorted by
variation level. Note that the performance was 100% in all cases for the zero variation
condition (data not shown).

Here, we used synthetic test images, rendered with known amounts of variation,
to provide a much richer multidimensional assessment of the invariance proper-
ties of a class of models that have achieved high levels of performance on the
LFW set.

While the ordinal performance of the one-, two- and three-layer models con-
sidered here is roughly the same as is observed for the LFW set (i.e. V1-like <
HT-L2 < HT-L3), tests with synthetic sets reveal that the model with the deep-
est hierarchy (HT-L3) is substantially better able to tolerate variation in view,
position, scale and background as compared to the other models considered here.
This dramatic difference was not at all apparent from the LFW performance,
where the best HT-L3 model performed only a few percent higher than its near-
est rivals. While there is no hard evidence one way or another, we speculate that
the relatively compressed range of performance between the various models on
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Fig. 7. Effect of background type on performance with synthetic faces. Note
that the performance was 100% in all cases for the zero variation condition (data not
shown).

the LFW set is reflective of the relatively limited range of view variation found
in that set. Indeed, when we examine a relatively low level of variation with our
synthetic faces, we see a similarly compressed range of performance variation
across the models.

More broadly, our results suggest that the level of variation present in a set,
both in terms of view and in terms of background can have a large effect on the
“dynamic range” within which one has the ability to distinguish between models.
Indeed, without any background, and at low levels of variation, the differences
between models can become vanishing small, and in some cases can even reverse.
These results underscore the importance of building sets, be they synthetic or
natural, that contain more realistic ranges of variation.
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Abstract. When an epidemic spreads in a population, individuals may
adaptively change the structure of their social contact network in re-
sponse. We study the spread of epidemics in an adaptive network with
community structure. Community structure is a characteristic of social
networks that has been neglected in previous adaptive network epidemic
models. We model the effect of heterogeneous communities on infection
levels. We also show how an epidemic can alter the community structure.

Keywords: adaptive networks, community structure, epidemics.

1 Introduction

We consider an epidemic spreading in a social network in which nodes represent
individuals and links their interactions. Node dynamics are assumed to be SIS
(susceptible-infected-susceptible). People are assumed to change their social be-
haviors during an epidemic as in [1]. Avoidance of the disease is implemented
by rewiring susceptible nodes away from infected nodes to other susceptible
nodes. Previous models for epidemic spread in adaptive networks [1,2,3] have
not included community structure. However, it is often thought that most so-
cial networks have community structure, in which groups of nodes have high
connectivity within the group and relatively few connections to other groups [4].

2 Model and Results

Our model is that of [1] with the following alterations. We use two parameters
d and f to generate an initial network with two communities A and B. The
parameter d is the probability that when generating a link the link begins with
a node in community A. f is the probability that the link connects communities
A and B. We fix d > 0.5 so that we obtain two heterogeneous communities
having different average degrees. By changing f , we change the strength of the
community structure. We generally consider strong community structure (few
cross connections). When rewiring links, we preserve the community structure
by using two rewiring parameters (dependent on f and d) for the probability α
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a susceptible node in community A rewires to another susceptible in the same
community and likewise with β for B.

We performed Monte Carlo simulations for a system of N = 104 nodes and
K = 105 links. Further, we derived mean field ordinary differential equations for
both node and link dynamics using a moment closure approximation for three
point terms as in [1,2,3].

We find that the extent of community structure affects the infection levels.
When the communities are heterogeneous, for example if A has high average
degree and B has low average degree, the infection level in the two communities
can be either similar or drastically different depending on the extent of commu-
nity structure and the infection rate p. If the communities are weakly connected
(e.g., f ∼ 10−3), there can exist distinct threshold infection rates pA, pB in
the two communities. For p < pA, a stable endemic state does not exist. For
pA < p < pB, the infection is endemic in A but appears only stochastically in
B. Finally, for p > pB, the infection is endemic in both communities. If on the
other hand the two communities are more strongly connected (e.g., f ∼ 0.1),
the infection threshold and infection levels are similar in both communities.

We have also found changes in the community structure as a result of the
epidemic spread. Our rewiring rules are chosen such that if SI links occurred
randomly throughout the system, the original community structure would be
preserved. However, if community A is above the epidemic threshold and com-
munity B is below, there are disproportionately more SI links in the A com-
munity and fewer in the B community. As a result, there is a net flux of links
away from A and toward B until the system reaches a steady state with fewer
AA links and more BB links than would be expected from the initial network
structure dictated by the parameters d and f . Thus the epidemic spread alters
the community structure and has a homogenizing effect.

We have studied both epidemic thresholds and alteration of community struc-
ture via both Monte Carlo simulations of the full system and our lower dimen-
sional mean field model. We find both approaches to be in good agreement in
their predictions of steady state infection levels and average numbers of links
within and between the communities.
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Abstract. We present a novel dynamical mechanism promoting cooperation in
the snowdrift game on an adaptive network. In infinite systems, asymptotic full
cooperation can be achieved, while sudden breakdowns of highly cooperative
states are observed in finite systems.

We consider the evolutionary dynamics of the snowdrift game on an adaptive network,
where the coupling between strategy evolution and topological evolution provides a
mechanism promoting cooperation dynamically and leading to asymptotic full cooper-
ation in the limit of infinite system size.

In our model, the nodes of an undirected network represent agents and the links
represent interactions among them. Each agent is assigned a strategy, either uncondi-
tional cooperation or unconditional defection. The agents’ interactions are described
in terms of a pairwise cooperative game, namely the snowdrift game. In this game, an
agent receives an abstract payoff that is determined by the pairing of its own and the
opponent’s strategy. Each agent obtains a total payoff from all the interactions with its
neighbors. While mutual cooperation in each interaction is the social optimum, unilat-
eral defection yields a higher payoff and undermines the evolution of cooperation. For
this reason, additional mechanisms are typically required to allow cooperators to thrive
in evolutionary games [1–3].

The evolution of the system is driven by two processes: the agents can imitate the
strategies of successful neighbors or cut the link to a less successful neighbor and re-
connect it to a random agent. In contrast to previous work that mainly focused on local
update rules [4–6], the agents use non-local information about the general performance
of the strategies to assess the success of a strategy in our model. The agents thus up-
date their strategies by imitating what they perceive as the more successful one within
their “information horizon”, i.e., within a neighborhood of a fixed radius. In the same
way, they rewire their links depending on this non-local information. Both processes
are associated with rate constants, which define their relative time scales, and selection
intensities, which control how strongly they are influenced by the performance of the
agents’ strategies. Thus, the strategy dynamics feed back on the topological evolution
of the system, rendering it an adaptive network [7].
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The adaptive nature of the model leads to a novel dynamical mechanism promoting
cooperation. In full simulations of the network, we find oscillations in the number of
cooperating players when the link rewiring rate is greater than a critical value. With
increasing rewiring rate, or information horizon, the amplitude and period of these os-
cillations also increase. In the limit of infinite system size, the time-averaged payoff of
the cooperators equals that of the defectors in this regime. Nevertheless, for the case
of infinite information horizon, a state of full cooperation is approached asymptotically
if the rate of topological change exceeds a finite threshold. Using a moment expansion
approach and pair approximation [8, 9], we derive a low-dimensional analytical model
relating this phenomenon to the bifurcation structure of the underlying dynamical sys-
tem. Asymptotic full cooperation is thus achieved by the formation of a homoclinic
loop in a global bifurcation, which is triggered by sufficiently fast and strongly selec-
tive rewiring. Furthermore we show that in finite populations, this mechanism can lead
to periods of almost full cooperation interrupted by recurrent collapses to episodes of
predominant defection.

A sufficiently large information horizon is necessary to observe the homoclinic tran-
sition in our model. We note, however, that this assumption is not necessary for the
oscillations to appear, even though it is conceivable that global information can be ac-
cessible in social systems through, e.g., general beliefs, rumors, or the mass media.
If the agents’ information access is restricted to small finite information horizons, the
present model still exhibits oscillations. Furthermore, a transition similar to the homo-
clinic bifurcation was found numerically in a different model [10], in which local update
rules are assumed. In our model, asymptotic full cooperation is achieved dynamically
by the interplay between topological and strategical evolution, rather than by assem-
bling characteristic “cooperator-friendly” topologies. In finite populations, fluctuations
destabilize highly cooperative states, leading to spontaneous collapses of the latter. The
homoclinic mechanism in combination with noise may thus be a relevant ingredient in
the systemic failure of cooperation that is found in real-world systems [11].
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Abstract. Humans contribute to a broad range of cooperative endeav-
ors. In many of them, the amount or effort contributed often depends
on the social context of each individual. Recent evidence has shown how
modern societies are grounded in complex and heterogeneous networks of
exchange and cooperation, in which some individuals play radically dif-
ferent roles and/or interact more than others. We show that such social
heterogeneity drastically affects the behavioral dynamics and promotes
cooperative behavior, whenever the social dilemma perceived by each in-
dividual is contingent on her/his social context. The multiplicity of roles
and contributions induced by realistic population structures is shown to
transform an initial defection dominance dilemma into a coordination
challenge or even a cooperator dominance game. While locally defection
may seem inescapable, globally there is an emergent new dilemma in
which cooperation often prevails, illustrating how collective cooperative
action may emerge from myopic individual selfishness.

Keywords: Cooperation, Complex Networks, Self-Organization, Evo-
lutionary Game Theory.

1 Introduction

Quite often we are confronted with situations in which the act of giving is more
important than the amount given.Take for instance a charity event. Some celebri-
ties are usually invited to participate. Their appearance is given maximal au-
dience, and shown contributing a large amount of money. With their media
coverage, which is impressive to many, promoters hope to induce a large num-
ber of (much smaller) contributions from anonymous (non-celebrities, the over-
whelming majority) charity participants, who feel compelled to contribute given
the fact that their role model (the celebrity) contributed. Clearly the majority
imitates the act of giving and not the amount given.

Many other examples from real life could be provided along similar lines, from
trivia, to fads, to stock markets, to Humanitarian causes up to the salvation of
planet Earth [1, 2]. Many of these situations provide examples of public goods
games (PGG) [3] which are often hard to dissociate from reputation building,
social norms and moral principles [4, 5, 6, 7, 8].
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Fig. 1. Fixed points of the Replicator Equation for the four main dilemmas defined
by the ranking between the elements of the 2-person game payoff matrix: Reward for
mutual cooperation (R), Temptation to defect (T), Sucker’s Payoff (S) and Punishment
for mutual defection (P)

When two individuals meet each other in a one shot game where each one
can choose between two possible actions, we are in the presence of a situation
well known from game theory as a 2 person game involving two strategies. The
possible outcomes of such interaction can be summarized in a 2x2 payoff matrix.
If the two strategies are to Cooperate and to Defect we typically face a dilemma
of cooperation and it is common to write the possible outcomes in the payoff
matrix as:

(C D

C R S
D T P

)
(1)

where R (Reward) and P (Punishment) are the payoffs for mutual cooperation
and mutual defection respectively, whereas S (Sucker’s) and T (Temptation)
are the payoffs associated with cooperation and defection when the players use
different strategies. Depending on the relative value of these four payoffs, four
different dilemmas can be defined as illustrated in Figure 1. These dilemmas
cover a wide range of situations one encounters in the real world, from social
to microbial interactions. In the Evolutionary Game Theory (EGT) framework,
we study the dynamics of populations which are conventionally assumed as in-
finite and well-mixed. The population dynamics is described by the well known
replicator equation which has two trivial fixed points (x = 0, x = 1) and may,
eventually, have one additional interior fixed point (x∗), see Figure 1.

The simplest PGG involves two individuals. Both have the opportunity to
contribute a cost c to a common pool. A Cooperator (C) is one who contributes;
otherwise she is a Defector (D).The total amount contributed is multiplied by an
enhancement factor F and equally shared among the two participants. Hence,
player i (i= 1, 2) using strategy si (si= 1 if C, 0 if D) gets a payoff Pi =
Fc(s1 + s2)/2− csi from this game, leading to the following payoff matrix:
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( C D

C (F − 1)c Fc/2− c
D Fc/2 0

)
(2)

For F ≤ 1 Ds dominate unconditionally. For F = 2 no strategy is favored in
well mixed populations (neutral drift); yet, for F > 2, it is better to play C
despite the fact that, in a mixed pair, a D collects a higher payoff than a C.
For 1 < F < 2 the game falls into the famous symmetric one-shot two-person
prisoner’s dilemma [9], on which many central results have been obtained over
the years, in particular in the context of evolutionary game theory [10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].

In the social dilemma with the payoff matrix given by equation (2), every
C pays a fixed cost c per game, providing the corresponding same benefit to
the partner. However, if what matters is the act of giving and not the amount
given, then there is no reason to assume that everybody contributes the same
cost c to each game. Depending on the amount associated with each individual
contribution, the overall result of the evolutionary dynamics may change [32, 33].
The two person game introduced above provides not only the ideal ground to
introduce such a diversity of contributions, but also an intuitive coupling between
game dynamics and social structure: The first (second) individual contributes a
cost c1 (c2) if playing C and nothing otherwise. Hence, player i (i = 1, 2) now
gets the following payoff from this game:

Pi = F (c1s1 + c2s2)/2− cisi (3)

reflecting the symmetry breaking induced by possibly different contributions
from different cooperating individuals. This poses a natural question: Who will
acquire an evolutionary edge under these conditions?

Often the amount that each individual contributes is correlated with the social
context she is actually embedded in [21, 34]. Modern communities are grounded
in complex social networks of investment and cooperation, in which some in-
dividuals play radically different roles and interact more and more often than
others. Empirical studies have demonstrated that social networks share both
small-world properties and heterogeneous degree distribution [35, 36, 37]. In
such heterogeneous communities, where different individuals may be embedded
in very different social environments, it is hard to imagine that every C will
always provide the same amount in every game interaction, hence reducing the
problem to the standard two-person prisoner’s dilemma studied so far. In the
context of N-person games played in prototypical social networks, it has been
found that the diversity of contributions greatly favors cooperation. However,
and similar to the relation between two-body and many-body interactions in
the Physical Sciences, N-person public goods games have an intrinsic complex-
ity which cannot be anticipated from two-person games. As such it is not clear
in which way heterogeneous networks, which naturally induce the symmetry
breaking alluded to before, enhance or inhibit the evolution of cooperation.
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2 Model and Methods

We will consider finite populations structured by means of complex networks,
where each node represents an individual, with links representing interactions
between them.

Our study will be focused on three topologies: Scale-Free (SF), generated us-
ing a direct implementation of the Barabási-Albert (BA) model based on growth
and preferential attachment [38]; Exponential (EXP), generated replacing the
preferential attachment by uniform attachment in the BA model. Both these
networks are heterogeneous, as in general different nodes will exhibit different
degree. Finally, we shall also consider Regular networks (REG), which are ho-
mogeneous in the sense that all nodes exhibit the same degree. It is known that
social networks fall somewhere between the limits of SF and REG networks [39],
and hence the choice of studying an intermediate class represented by the EXP
networks.

We will study two regimes in the framework of the Prisoner’s Dilemma: the
conventional one (CPD) where each C contributes the same cost c to each game
she plays, and the distributed one (DPD) where Cs now equally distribute a
given cost c among all games they play.

In each time-step, every individual engages in a 2-person PGG with each of
his neighbors. The accumulated payoff from all interactions is associated with
reproductive fitness (fi) or social success, which determines the behavior in the
next generation. We adopt the so-called pairwise comparison rule [40, 41, 42]
for the social learning dynamics: Each individual (x) copies the behavior of a
randomly chosen neighbor (y) with a probability given by the Fermi distribution
from statistical physics:

p = (1 + e−β(fy−fx))−1 (4)

in which β , known as the intensity of selection, plays the same role as the
inverse of temperature in Physics. By this definition the probability increases
with the fitness difference. For β % 1 we fall into the weak selection regime, as
selection provides a small perturbation to random drift; opposite to this scenario,
imitation dynamics is obtained for high values of β. Throughout this work we
adopt the strong selection regime (β = 10.0) as this enhances the influence of
the individual fitness (and hence the role played by the social network) in the
selection process. In all our simulations we will keep c = 1.

3 Results

Figure 2 shows the final fraction of cooperators, corresponding to the average,
over 103 runs and networks, of the value obtained for this fraction, in each run,
after 105 generations. This is done for each point (F and degree) and for the
three different population structures.

Figure 2A shows the outcome of evolving the conventional 2-person PD (1 <
F < 2), in which case each player contributes a fixed amount c to each
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Fig. 2. Final fraction of cooperators as a function of i) the enhancement factor F (panels
A and C) and ii) the degree for the EXP and SF networks with F = 1.8 (panels B
and D). Panel A: Under CPD Cooperation is able to dominate on SF networks (filled
circles), unlike what happens on REG structures (empty squares). On exponential
networks, intermediate levels of cooperation emerge, as a result of the heterogeneity
of such topologies (empty diamonds). Panel C: Under DPD the advantage of Cs is
dramatically enhanced when the same cost is evenly shared among each neighbor. As
expected, abandoning the well-mixed regime leads to a break-up of neutrality for F = 2.
Panels B and D : Cooperation is able to dominate on sparse networks. Yet only under
DPD, combined with high levels of heterogeneity attained on Scale-free networks, one
observes the maintenance of cooperative behavior in highly connected populations. The
results were obtained for networks of 103 nodes and variable average degree (z = 4 in
panels A and C) starting with 50% of Cs randomly distributed in the population.

game she participates. The existence of a minority of highly connected individ-
uals in SF networks (line and filled circles) allows the population to preserve
high cooperative standards, while on homogeneous networks (line and empty
diamonds), Ds dominate for the entire range of parameters, as a result of the
pairwise comparison rule adopted [43]. Heterogeneous networks thus pave the
way for the emergence of cooperation. Highly connected individuals (i.e. hubs)
work as catalysers of cooperative behavior, as their large number of interactions
allows them to accumulate a high fitness. This, in turn, leads them to act as role
models for a large number of social ties. To the extent that hubs are Cs, they
influence the vast majority of the population to follow their behavior. Clearly,
this feature has a stronger impact on SF networks than on EXP networks, the
difference between these two types of networks stemming from the presence or
absence, respectively, of the preferential attachment mechanism.
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Fig. 3. The Gradients of Selection of Regular Networks for F = 1.25 for both random
and assorted distributions of strategies. For both distributions the G(x) is always neg-
ative, meaning, that the features of in the initial prisoner’s dilemma remain intact at
a population-wide level.

The results in Figure 2A and 2B are based on a CPD assumption while Figure
2C and 2D considers the DPD dilemma. While on homogeneous networks the
fate of cooperation is the same as before - it amounts to rescaling the intensity
of selection - heterogeneity in the amount contributed by each individual to each
game creates a remarkable boost in the final number of Cs for the entire range
of F, which increases with increasing heterogeneity of the underlying network.
Comparison with the results of Figure 2A shows that under DPD preferential
attachment plays a prominent role, since it constitutes the network wiring mech-
anism distinguishing EXP networks from SF networks. Changing from CPD to
DPD induces moderate boosts in the equilibrium fraction of Cs on EXP net-
works, but a spectacular boost of cooperation on SF networks: Hubs become
extremely influential under the DPD.

The previous analysis shows that heterogeneous networks boost cooperation
(Figure 2). A close-up analysis to how the structures that make up such hetero-
geneous networks, the hubs, interact with each other gives us a glimpse of the
way in which they favor cooperation, as a result of the symmetry breaking game
dynamics [44]; the same analysis carried out on homogeneous networks is useless
as symmetry is kept intact on such networks.

In order to probe deeper into the mechanism(s) underlying the prevalence of
cooperators in the DPD, we start by defining the finite population analog G(x)
of the gradient of selection under the replicator dynamics (x(1 − x)(fc − fd)):
G(x) = T+(x) − T−(x), where T+(x)(T−(x)) is the average frequency of tran-
sitions increasing (decreasing) the number of Cs for each random configuration
with xN Cs, valid for any population size and structure . This is a mean-field
variable. Consequently, doing so we overlook the microscopic details of the com-
petition and self-organization of Cs and Ds, but we gain an overview of the game
dynamics in a mean-field perspective. G becomes positive whenever coopera-
tion is favored by evolution and negative otherwise. Whenever G = 0, selection
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Fig. 4. Gradients of Selection G(x) for F = 1.25 (thin lines) and F = 1.50 (thick lines)
for random (dashed lines) and assorted (solid lines) distributions of strategies for both
types of heterogeneous networks (EXP and SF). Under the CPD paradigm (panels
A and B) and with the appropriate value of F, heterogeneous networks lead to the
appearance of an unstable fixed point x∗ (open circles) characteristic of a coordination
game. Under DPD (panels C and D), the change in the effective game is even more
marked and in the case of SF networks the game transformation occurs between a
G(x) always negative (prisoner’s dilemma) to a scenario where it is positive for most
values of x leading to a scenario characteristic of a Harmony game, where cooperators
dominate unconditionally. In both panels the networks employed had 103 nodes and
an average degree z = 4, and β = 10.0.

becomes neutral and evolution proceeds mainly by random drift. Naturally, G
will depend implicitly on the population structure, on the fraction x of Cs and
also on how these Cs are spread in the network.

At start each individual in the population is assigned a strategy (C or D)
randomly, with equal probability, such that correlations between individuals with
the same strategy are not favored.When the population evolves such correlations
are expected to build up, as Cs breed Cs and Ds breed Ds [25]. Hence one expects
that a possible outcome of evolution is the assortation of strategies where each
C(D) has, at least, one C(D) in his neighborhood. This distribution of Cs and Ds
replicates the observations of all numerical simulations we have done. For that
reason we will always compare the results of random strategy configurations
against G(x) of assorted strategy configurations (Figures 3 and 4).
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In Figures 3 and 4 we plot the G(x) as a function of x for both strategy dis-
tributions, for two different values of F and both prisoner’s dilemma paradigms
(CPD and DPD).

On homogeneous networks (Figure 3) Ds are always advantageous. On het-
erogeneous networks the initial prisoner’s dilemma (dashed lines) is effectively
transformed into a different game (full lines). Figure 4A and 4B indicates that,
in the case of CPD, introducing diversity in roles and positions in the social
network effectively leads to a coordination game, characterized (in an infinite,
well-mixed population) by a critical fraction x∗ above which Cs are always ad-
vantageous (G < 0 for x < x∗ and G > 0 for x > x∗, Figure 1). This result
provides a powerful qualitative rationale for many results obtained previously
on heterogeneous networks under strong selection [16, 17, 21] in which degree
heterogeneity is shown to induce cooperative behavior, inasmuch as the initial
fraction of Cs is sufficient to overcome the coordination threshold. Moreover,
Figure 4C shows that changing the contributive scheme from CPD to DPD in
SF population structures acts to change a prisoner’s dilemma effectively into a
Harmony game where Cs become advantageous irrespectively of the fraction of
Cs (x∗ ≈ 0).

4 Conclusion

The present study puts in evidence the impact of breaking the symmetry of
cooperative contributions to the same two-person game. On strongly heteroge-
neous networks, the results of Figure 2 provide an impressive account of the
impact of this diversity of contributions. Our results suggest that whenever the
act of cooperation is associated to the act of contributing, and not to the amount
contributed, cooperation blooms insofar as the structure of the social web is het-
erogeneous, leading individuals to play diverse roles. The multiplicity of roles
and contributions induced by the social structure effectively transforms a local
cooperative dilemma into a global coordination game [45] our results provides
additional evidence that the assortation of strategies arising from the intricate
nature of collective dynamics of cooperation in a complex network leads to a
change in the effective game played by the population and for that reason, while
locally cooperation can be understood as a prisoner’s dilemma, globally it is
effectively described by a coordination dilemma[45].
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Abstract. In this paper we describe how mobile agents carrying a resource as a 
payload can prove to be useful in searching networked robots that require their 
services. While the agents migrate within the network in a conscientious 
manner, robots requiring their services diffuse pheromones to attract and guide 
them through the shortest path. The bidirectional and parallel search on part of 
the robot and the agent culminates in a faster convergence. The paper also 
compares the results derived by using this method with those obtained using 
two other algorithms. The results and discussions clearly indicate that this 
pheromone based algorithm is better suited for both static and dynamic 
networked robotics scenarios.  

1 Introduction 

Of late there has been considerable research in finding applications for mobile agents 
[1, 2]. Even though such agents have useful properties and look intuitively 
advantageous, researchers have not been able to tap their potential to the fullest. 
While they have been used in scenarios for searching and routing [3], their more 
specific features like payload carrying ability as also cloning have hardly been 
exploited. Mobile agents have been used in applications with robots and robotic 
networks. Researchers have already used robots in conjunction with mobile agents for 
a variety of functions [4, 5]. Mobile agents, in each of these cases, have been used 
either as an alternative to the traditional communication paradigms or for collecting 
data and forwarding to a centralized server. Many other features of these agents such 
as inter-agent communication, goal oriented, adaptive and proactive behaviors still 
remain to be effectively utilized.  

A model for a mobile agent based multi-robot network that uses immune system 
metaphors has been proposed by Godfrey and Nair [6]. The mobile agents assist in 
gathering and providing information to various robots forming a network. The agents 
used in their architecture migrate from one robot to another and provide a means for 
information retrieval and exchange, thereby providing for a mechanism for inter-robot 
information sharing. Information in this context could mean the knowledge of how a 
task is to be performed. Though the concept of information sharing is achieved in this 
architecture, the round robin strategy for mobile agent migration to discover a robot 
requiring a service seems grossly inefficient. Several network related strategies have 
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reportedly been implemented for agent migration [7, 8, 9]. Minar et al [10] describe 
two algorithms for mapping a network of hosts using mobile agents – viz. the 
conscientious and super conscientious approaches. These agents gather topological 
information of an underlying static network in a distributed fashion. 

The work reported herein portrays a strategy to attract a specific mobile agent, in 
the network, carrying a resource as its payload, to a robot requesting for the same. 
Robotic nodes diffuse pheromones [11, 12, 13] into the network as and when they 
need a service while the mobile agents moving conscientiously within the network 
track these pheromones to eventually reach and service them. We have compared our 
method with those proposed by Gaber et al [14, 15, 16] and found that using 
pheromones seem to be a far better alternative in both static and dynamic multi- robot 
networks.  

2 Resource Discovery Methods 

A survey of resource discovery methods can be found in [17]. In this section we 
describe two existing methods which make use of the mobility of agents to discover 
resources and later compare them with the Pheromone-Conscientious proposed by us. 
Our test-bed comprises a network of robots, each capable of hosting mobile agents. 
The agents carry, as payload, code for various tasks to be executed by the robot. A 
robot is provided with a set of tasks for which it does not have the associated code, 
initially. It thus sends a request for the same into the network. The mobile agents, on 
receiving the request, migrate to this robotic node and provide the code to complete 
the service. 

2.1 Conscientious Approach 

A mobile agent using the conscientious approach [10] aims at uniformly visiting all 
the nodes comprising the network. The agent maintains a queue of “visited nodes”. As 
it migrates, it tries to avoid nodes within this queue and in the process migrates to 
other nodes in its sojourn within the network. In doing so it maintains uniformity in 
its visits to the nodes and services those that have requested for a service which it 
carries as payload.  

2.2 Gaber-Bakhouya’s Random Walk and Cloning Based Approach  
(G-B Algorithm) 

Gaber-Bakhouya’s approach [14, 15] uses a mobile agent for locating resources 
available at distant nodes in a peer-peer network. Their algorithm works as follows- 
The node which requires to locate a service creates a mobile agent termed as the 
request agent. A service could constitute a set of resources {R1, R2, R3, R4} each of 
which is available at separate nodes in the network. The request agent is capable of 
cloning at each hop. Based on the number of neighbors of the current node, this agent 
chooses one path to a node and sends a clone each along the others.  Every agent and 



A Pheromone Based Mobile Agent Migration Strategy for Servicing Networked Robots 535 

clone has a Time to Live (TTL) parameter, which is decremented at each hop. If the 
TTL becomes zero before the service discovery is completed, the agent/clone contacts 
the requestor node to find whether any other agent has discovered the path to all these 
resources. If the requestor node responds negatively, the agent extends its TTL and 
proceeds in its search; else it kills itself. Once an agent discovers the path to all these 
resources, it sends back the path information to the requestor thereby completing its 
task. An adaptive immune approach [16] has reportedly been used to contain the 
population size of the clones. A reinforcement learning algorithm facilitates the 
strengthening of paths towards this set of resources.  

3 Pheromone-Conscientious (P-C) Mobile Agent Migration 
Strategy for Multi-robot Systems  

The work reported in this paper augments the multi-robot mobile agent architecture 
proposed in [6] with a combined pheromone cum conscientious strategy. The mobile 
agents opt for a conscientious approach while the robots requiring a service use 
pheromone diffusion to attract the concerned agents to satiate a service request. The   
Multi-Mobile Agent based Multi-Robot networked system has the following features: 

i)  Absence of a centralized server for hosting services. 
ii) Mobile agents carrying payload (resources) keep migrating across different robotic 
nodes conscientiously. 
iii) Robots need not have the resources (programs required for task execution) when 
they are deployed initially, thus facilitating a novice user to add and use robots on  
the fly. 
iv) The robotic network could be static or dynamic. 

A robot is issued a set of tasks by a human operator. A set of tasks for which the robot 
does not have relevant code to effect the execution could be looked upon as a service 
S = {CT1 CT2, CT3…CTn} where CTi is the code for the task Ti. A robot that needs a 
service is termed as a Robot Requesting Service (RRS). The mobile agents carry one 
or more of the CTis as their payload. The work described in this paper intends to 
reduce the time required by the relevant mobile agents to reach and satiate the RRS 
with the requested CTis, thereby providing for a quicker and on-site service. Once the 
programs for all the requested tasks are received at the RRS, they are ordered in the 
desired sequence, compiled and executed by the robot. This facilitates a novice user to 
hook on a robot to such a network and allow it to discover the essential programs. The 
main thrust of this paper is to describe a proactive RRS discovery process, on part of 
the mobile agents, using pheromones. The mobile agents normally use the 
conscientious method for migration within the network. They consciously avoid those 
robotic nodes recently visited and migrate towards those not yet visited by 
maintaining a “recently visited node list”. An RRS attracts the relevant agents by 
diffusing pheromones onto its immediate neighbors which in turn diffuse them 
further. Relevant agents that populate the network eventually hit the pheromones trail 
and on doing so, migrate thereon, along the shortest path to the RRS. The mobile 
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agent and the RRS thus perform a proactive and concurrent bidirectional search 
facilitating a faster service within the network. While the mobile agent uses the 
conscientious approach till it senses a pheromone trail, the RRS spreads out a 
pheromone network around it to attract and guide the agent towards it. 

3.1 Contents of the Pheromone 

The virtual pheromone used herein has embedded within it, the following: 

1) Task Identifier: Each task has an identifier and a pheromone is diffused 
specifically for that task so as to attract only those mobile agents that carry the 
relevant programs as their payload.  

2) Concentration: Concentration of a pheromone trail has direct relevance to the 
proximity of the RRS. A higher concentration indicates that the RRS is close by. A 
mobile agent always chooses pheromone trails of higher concentration and hence 
reaches the RRS through the shortest available path. 

3) Lifetime: Pheromones need to die out after the concerned mobile agent reaches 
and services an RRS, lest the agent be trapped at the RRS again for a redundant 
service.  A life time for pheromones ensures that they die out after the concerned 
mobile agent reaches the RRS. However it may happen that they die out before the 
agent reaches the RRS. Therefore the RRS is programmed to periodically re-diffuse 
pheromones till the service request is completed.  

4) Next Robot Identifier: Once a mobile agent selects a pheromone having the 
highest concentration at a node, it checks the Next Robot identifier of this pheromone 
to find the next robot node that will lead it to the RRS and then migrates towards it. 

3.2 Diffusion of Pheromones 

Diffusion of pheromones is carried out by a robotic node for every pheromone it 
receives from another by laying them across all its neighbors except the one from 
which it was received. Since the pheromone concentration gradient needs to be 
formed, the concentration of the pheromone as also its life time, are reduced 
proportionately.  This maximum concentration (Cmax) of a pheromone trail is laid 
between the RRS and its immediate one-hop neighbors. Successive diffusions have a 
concentration gradient given by equation 1. 

ΔC=100/d               (1) 

where d is the spanning length. The percolated pheromone concentration Ppc is given 
by equation 2. 

              Ppc(n)  = Cmax                     for n=1 
                                                   = Ppc(n-1) – ΔC      for n >1                 (2) 

where n is the hop count from the RRS. Similar to the concentration gradient, a gradient 
of the pheromone life time (ΔL) is also used to ensure that they disappear in  
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accordance. Farther the pheromone from the RRS, the lesser is its life time. The lifetime 
gradient is proportional to the concentration gradient and is given by equation 3. 

      ΔL = Lmax (ΔC/100).   
                                                    = Lmax/d        (3) 

where Lmax is the maximum value of life time. While laying the pheromones, their 
lifetimes are reduced over the hops using equation (4). 
 
   Plt (n)   = Lmax                     for n=1  

 = Plt(n-1) – ΔL       for n>1              (4) 

where n is the hop count from the RRS. If the tasks issued need to be procured and 
executed quickly, the RRS will correspondingly change the values of Plt, ΔC and d to 
allow a higher and longer diffusion into the network. This will increase the chances of 
the relevant agents hitting these pheromones trails. The maximum life time needs to 
be fixed based on the application scenario. For instance a larger network would, on an 
average, mean that the mobile agent takes more time to find the pheromone trail. 
Under such conditions we prescribe a larger life time.  

4 Experimental Results and Analysis 

We present a comparison of results obtained by using the three methods (viz. 
Conscientious, G-B and P-C) for scenarios with single and multiple RRSs populating 
a static robotic network. We also present a short discussion on how the three 
algorithms would perform when used in a dynamic network. 

4.1 With One RRS and Three Agents 

Simulations for several scenarios were carried out with 25 robotic nodes. Table 1 
shows the results of four such scenarios depicted in Figure 1 (a)-(d) using a single 
RRS requesting a service S = {CT1, CT2, CT3}. In case of the Conscientious and PC 
methods, the initial locations of three mobile agents, carrying three different 
resources, were changed for every run of the simulation as shown in the Figure 1. 
Likewise, the static resources were shifted accordingly for the G-B method. The 
number of hop counts taken by each of the agents to reach the RRS with their 
resources to service it is shown in Table 1. The hops taken, agents spawned/cloned 
and the messages/pheromones diffused together give us an idea of the amount of 
network resources expended in effecting a service. All these consume energy and/or 
time. The P-C method, carried out for 25 robotic nodes had a pheromone spanning 
depth of 2. As is evident, the P-C method outperforms its Conscientious counterpart 
due to the parallel and bidirectional search used. The use of pheromones greatly 
reduces the wayward movement of the mobile agents carrying resources. The P-C  
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method takes in all 12 hops (for all three agents) and 12 pheromone diffusions in the 
first network scenario. In the G-B method, wherein the RRS sends agents and their 
clones to discover the static resources, the first agent discovers all the resources in 10 
hops. The clones generated by this agent move in parallel and take an extra 10 hops. 
These agents may further clone and hop or pass messages all of which amount to a 
value greater than 15.  Though these hops occur in parallel and can be attributed to a 
faster search, they consume both network bandwidth and energy of the nodes. The G-
B algorithm also prescribes message passing between the agent/clone and the RRS 
every time the TTL becomes 0. The same is true for updating the path, and sending 
the path back to the RRS. These overheads have not been calculated here but if added 
makes the P-C algorithm perform far better as the mobile agents actually reach the 
services to the RRS. The path calculated by the learning mechanism used in the G-B 
algorithm is also restricted to a certain set of resources comprising a service. This path 
may prove to be suboptimal when proper subsets of the resources are taken into 
consideration. 

 

                 

(a)                                                         (b) 

                                    

                     (c)                                                                   (d)  

Fig. 1. Snapshots of simulations using 25 nodes. Scenarios (a)-(d) depict the placement of the 
agents/resources (in Blue) and that of the Requesting node (in Red).  
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Table 1. Table depicting the number of hops taken by three agents in the Conscientious and P-
C methods to bring the resources to the RRS together with the pheromones diffused in the 
latter. The number of agents, number of hops consumed to locate the resource locations in the 
G-B method are also shown. 

Scenarios 

Conscientious Method P-C Method G-B Method 

No. of hops No. of hops 

No. of 

pheromones 

diffused by 

the RRS 

No. of 

hops 

taken by 

the  

Agent 

that first  

locates 

all the 

resources 

No. of 

clones  

generated 

by the 

Agent 

that first 

located 

all the 

resources 

No. of  

other Clones 

and Messages 

1st 

Agent 

2nd 

Agent 

3rd 

Agent 

1st 

Agent 

2nd 

Agent 

3rd 

Agent 

(a) 26 10 45 5 3 4 12 10 10 Greater than 15 

(b) 17 37 33 8 7 4 12 14 10 Greater than 15 

(c) 29 6 15 5 5 6 12 4 2 Greater than 15 

(d) 31 5 8 4 4 10 12 7 6 Greater than 15 

4.2 Multiple RRS 

If the above experiment were to be repeated with the multiple RRSs requesting for the 
same resources (viz. CT1, CT2, CT3) at the same time, the G-B method would generate a 
large number of clones as also messages. It could result in an increase in energy 
consumed per node and also bandwidth. Though the G-B algorithm describes an 
immune approach to restrict clonal expansion, it has not taken into account the 
amount of processing involved per node and the subsequent delays caused in  
the search. As the number of RRSs increase clones too increase thereby increasing the 
effective time required for a migration. On the other hand, the P-C method is 
conservative in its use of both energy and network bandwidth and strives to bring the 
resources to the agent in times comparable to that of the G-B algorithm. A modified 
P-C algorithm for closely knit RRSs that request the same resource described in [18], 
allows for decreasing the service period.  

4.3 Dynamic Multi-robot Network  

Unlike the G-B algorithm that caters only to static networks, the P-C algorithm can be 
used in conjunction with dynamic networks with a moderate degradation in 
performance. In a dynamic network the links to neighboring robot nodes could make 
or break. Under these conditions, if the G-B algorithm were used, the agents would 
never be able to trace their path backwards. Even a single link failure can cause an 
agent to be lost. In the P-C algorithm, the agents could be made to come closer to the 
RRS by re-diffusing pheromones with low life times at a higher frequency and greater 
spanning depth. Since the pheromones have a short life time, those between separated 
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nodes will die out faster. The higher re-diffusion frequency will allow fresh and new 
pheromones to be laid in the current state of the network.  

5 Conclusions 

In this paper, we have discussed a pheromone based migration strategy for servicing 
networked robots. A comparison of this method with the Conscientious and the G-B 
algorithms is also presented. Observations indicate the viability of using the P-C 
algorithm which is conservative in its consumption of both network bandwidth and 
energy. Further unlike the G-B algorithm, it can perform even when the network is 
dynamic. The G-B algorithm, on the contrary may prove to be beneficial in terms of 
time in static networks provided we neglect bandwidth problems and energy consumed 
per node. We thus conclude that the P-C algorithm described herein seems to perform 
better than the G-B algorithm when used in conjunction with multi-robot networks.  
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Abstract. Stimulating is an important mechanism in Virtual Commu-
nity (VC) during the Knowledge Sharing (KS) process. In this paper, we
combine the power of game theory and stimulating mechanism together
to optimize the KS process in Social Network (SN). We first model the
basic stimulating mechanism as a static game of complete information,
under which the stimulating threshold for Nash Equilibrium (NE) is
derived. Next, we modify the static model by introducing the KREPS-
MILGROM-ROBERTS-WILSON (KMRW) reputation model, where the
dynamic case is studied and the Perfect Bayesian Equilibrium is proved.
We then propose a novel rational stimulating mechanism by combining
the finitely repeated game with basic stimulating mechanism together.
Theoretical analyzing indicates that, by introducing incomplete informa-
tion, the rational stimulating achieves a lower cost; through stimulating,
the Perfect Bayesian Equilibrium’s condition is satisfied and the KS rate
will approach 100% as long as the KS process is repeated enough. Fi-
nally, we extend our rational stimulating mechanism to the multi-person
model.

Keywords: Social Network, Virtual Community, Knowledge Sharing,
Stimulating, Game Theory.

1 Introduction

Social networks are built upon the idea that there exists a determinable structure
to how people know each other, whether directly or indirectly [1] . In such
networks, people are connected and cooperate through one or more specific types
of interdependency through common social relationships [2–4].

As one of the kernel technology in SN, Knowledge Sharing concerns about
how to turn individual knowledge into organizational knowledge [5,6]. Problems
arouse during KS process involves how to increase the KS rate, how to avoid
hitchhike and how to make most efficient utilization of knowledge [7–10].
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



Knowledge Sharing in Social Network Using Game Theory 543

The game theory [11, 12] is a powerful tool to model the interaction among
SN members and to analyze the optimal cooperation strategies. The static game
of complete information based KS model can only be used to analyze member’s
one time KS behavior. In dynamic game of complete information, the finitely
repeated game can not form collaboration behavior among members. Although
we can achieve the Subgame Perfect Nash Equilibrium in infinitely repeated
game, nevertheless, in real world SN, the KS process can not repeat endlessly.
While in incomplete information case of KMRWmodel [13], the Perfect Bayesian
Equilibrium can be achieved [14], however, the condition that equilibrium must
satisfy is not easy to obtain and control [12].

While SN without coordination can not accomplish KS simply, the stimu-
lating mechanism in VC [15] provides a feasible trick. A meticulously designed
stimulating mechanism can greatly arouse member’s enthusiasm as well as in-
crease the KS rate. If we transfer different form of stimulating into numerical
value defined as stimulating cost, then the key problem in stimulating mecha-
nism is that how does the SN coordinator optimally set this value under the
premise of guaranteeing a high KS rate among all the members in SN. Although
a large stimulating cost can motivate the KS process, however, the cost to SN
coordinator is non-neglectful; on the other hand, a small stimulating cost may
not promote the members enough to join KS.

In this paper, we propose a novel rational stimulating mechanism by combin-
ing the finitely repeated game with basic stimulating mechanism together, who
will optimize each other during the KS process. Through rational stimulating,
Game helps Stimulating to reduce its cost; Stimulating guarantees the existing
of Perfect Bayesian Equilibrium in return of Game’s help.

The rest of paper is organized as follows: Section 2 describes the problem in
KS process and gives out a basic solution using basic stimulating mechanism,
where the stimulating cost is left as a problem to handle. In Section 3.1 and 3.2,
we analyze the finitely repeated game of incomplete information and leave the
Perfect Bayesian Equilibrium condition as another problem to solve. In Section
3.3, we propose and explore our rational stimulating mechanism. In Section 4,
we extend the rational stimulating mechanism to multi-person case. Finally in
Section 5, we conclude our paper.

2 Basic Stimulating Mechanism

2.1 Problem Description

In this section it is assumed that there are only two members in SN, named
m1 and m2 respectively. They simultaneously choose actions and each member’s
payoff function is common knowledge between themselves. Further, we suppose
that m1 and m2 are both rational and will take their dominant strategy as their
best response to each other. The benefit of KS can be quantized, and so is the
cost. We can obtain the following static game of complete information: the KS
benefit for m1 and m2 are both of b; the KS cost is defined to be c, where b, c > 0
holds. As Table 1 shows, the KS process can be represented in the accompanying
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bi-matrix (We use the row of bi-matrix to indicate m1
′s action, and m2 is the

column).

Table 1. Knowledge Sharing Based on Static Game of Complete Information

sharing not sharing

sharing (b− c, b− c) (−c, b)
not sharing (b,−c) (0, 0)

If both the two members choose sharing strategy, then the payoff for each
one is b − c; if one of them (suppose mi) chooses not sharing, then mj , j �= i
will get a negative payoff of −c and mi will get a b payoff; if neither of them
chooses sharing, both will get nothing, represented as zero in the bi-matrix.
Under assumption of rationality, both of m1 and m2’s dominant strategy are not
sharing, and the corresponding equilibrium is thus (not sharing, not sharing).
While the SN coordinator expects a scenery of (sharing,sharing), the rationality
brings the KS process into Prisoners’ Dilemma.

2.2 Basic Stimulating Mechanism in Knowledge Sharing

To help SN members walk out of the Prisoners’ Dilemma and arrive into the
(sharing,sharing) equilibrium, the SN coordinator can take stimulating mecha-
nism. Define SN coordinator’s stimulating cost to be s. The payoff function by
introducing stimulating mechanism can be represented by Table 2.

Table 2. Knowledge Sharing Based on Static Game of Complete Information with
Basic Stimulating Mechanism

sharing not sharing

sharing (b+ s− c, b+ s− c) (s− c, b)
not sharing (b, s− c) (0, 0)

In basic stimulating mechanism, member mi achieves an additional award s
as long as he takes the sharing strategy. Under assumption of rationality, we
can easily get the equilibrium of this improved KS process in the following two
cases:

NE =

{
(N,N), if s < c

(S, S), if s > c
(1)

While in equations (1), S indicates sharing, N represents not sharing. The SN
members can achieve the (sharing,sharing) equilibrium in condition that the
stimulating cost provided by SN coordinator is larger than KS cost.

So much for this, we have derived the stimulating cost for SN coordinator.
Providing s > c, the rational SN members can achieve their NE. However, as
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described in Section 1, a large stimulating cost results in an non-neglectful cost to
SN coordinator. So the new problem arising here is that whether the threshold
of s, which is c till now, can be further decreased under the premise of this
decreased stimulating cost could still guarantee SN members’ (sharing,sharing)
equilibrium. In the following sections, we will find out an improved threshold by
introducing SN member’s uncertainty.

3 Rational Stimulating Mechanism

The static game of complete information discussed in Section 2 can only be used
to analyze member’s one time KS behavior. Although we can extend it to the
dynamic model and analize the multi-stage KS process, however, the finitely
repeated game can not form collaboration behavior among members. Further,
if the game is repeated infinitely, the Subgame Perfect Nash Equilibrium can
be achieved. Nevertheless, in real world SN, the KS process will not repeat end-
lessly. Fortunately, the KMRW reputation model [13] provides a Perfect Bayesian
Equilibrium solution within some finite stages under incomplete information con-
dition. In this section, we will explore the KMRW reputation model in our KS
process with two SN members. Extension to multi-person KMRW model is dis-
cussed in Section 4.

3.1 Two Stage Knowledge Sharing

Suppose m1,m2 are a little of complex than in the previous section by introduc-
ing incomplete asymmetric information. To be concrete, we assume that m1 has
private information about his strategy with probability p of playing the following
strategy and probability 1−p of playing rationally. Moreover,m2 dose not know
which type m1 actually belongs to, the only thing he knows is m1

′s probability
distribution (p, 1− p). The following strategy provides that m1 will first choose
sharing then mimic m2

′s previous strategy; playing rationally means that the
player will act according to its dominant strategy in the current stage. In an
actual SN, the following member (referred as non-rational later in paper) can
be explained as an action echo, who always follows other members’ opinion in
purpose of raising his status in SN.

The timing of m1 and m2 is described as follows:

– The SN coordinator knows the type form1, with probability p of non-rational
and probability 1− p of rational.

– m1 and m2 choose sharing or not sharing in the first stage. The non-rational
m1 will choose sharing according to the following strategy; m2 will choose
his strategy rationally.

– On observing the result of the first stage, m1 and m2 choose sharing or
not sharing in the second stage. The non-rational m1 mimics m2

′s first step
strategy; rational m1 and m2 play rationally.

– The payoff of the two stage KS is the sum of each stage’s payoff.
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Denote the rational and non-rational m1 as mr
1 and mn

1 respectively. Similar to
the finitely repeated game of complete information, not sharing is the dominant
strategy for both mr

1 and m2. So in the second stage of KS process, mr
1 and m2

will play not sharing. Because m2 will surely choose not sharing in the second
stage, mr

1 is not necessary to hide his type in the first stage, so he will also
choose not sharing in the first stage. Considering of mn

1
′s following strategy, the

equilibrium path of two stage knowledge sharing can be represented by Table 3,
where X ∈ {S,N} according to the following strategy.

Table 3. Two Stage Knowledge Sharing with Incomplete Asymmetric Information

t = 1 t = 2

mn
1 S X

mr
1 N N

m2 X N

If m2 choose sharing in the first stage, then the average payoff (without stim-
ulating) of m2 in the two stage KS process is:

p× (b− c) + (1− p)× (−c) + p× b (2)

If m2 choose not sharing in the first stage, then the average payoff of m2 in the
two stage KS process is:

p× b (3)

From equations (2) and (3), we can solve the condition of m2 sharing his knowl-
edge in the first stage:

p× (b− c) + (1− p)× (−c) + p× b > p× b

⇒p >
c

b
(4)

Inequality (4) indicates that according to m2
′s priori knowledge of m1

′s type,
to promote knowledge sharing, the SN coordinator should guarantee p > c

b .
However, given m1, p is fixed; given m2, b and c are fixed. It seems that the
SN coordinator has nothing to do with adjusting inequality (4). We will solve
this problem in Section 3.3 where the rational stimulating mechanism is dis-
cussed. Here, we continue our analysis in finitely repeated game of incomplete
information in three stage case.

3.2 Three Stage Knowledge Sharing and the General T Stage Case

Suppose inequality (4) is satisfied, we will derive the sufficient condition for the
equilibrium path of three stage KS as Table 4 shown. Under this equilibrium,
mr

1
′s average payoff is (b − c) + b; m2

′s average payoff is b − c + p × (b − c) +
(1 − p)× (−c) + p× b. We will next prove that m1 and m2 has no incentive to
derive the equilibrium path described in Table 4.
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Table 4. Three Stage Knowledge Sharing with Incomplete Asymmetric Information

t = 1 t = 2 t = 3

mn
1 S S S

mr
1 S N N

m2 S S N

If mr
1 chooses not sharing in the first stage, m2 will know m1

′s type is mr
1 so

as to choose not sharing in the following stages. To cope with m2, m
r
1 will also

choose not sharing. The resulting KS process is shown in Table 5. According to
Table 5, mr

1
′s average payoff is b which is lower than the equilibrium path payoff

2b− c (assuming b > c holds), so mr
1 will choose sharing in the first stage.

Table 5. Three Stage Knowledge Sharing: mr
1
′s Deviation

t = 1 t = 2 t = 3

mn
1 S S N

mr
1 N N N

m2 S N N

If m2 chooses not sharing in the first stage, according to following strategy,
mn

1 will mimic him and choose not sharing in the second stage. Considering that
m2 will surely choose not sharing in the third stage, mr

1 is not necessary to hide
his type in the second stage, so mr

1 will take its dominant strategy not sharing
in stage two. The resulting KS process is shown in Table 6.

Table 6. Three Stage Knowledge Sharing: m′
2s Deviation

t = 1 t = 2 t = 3

mn
1 S N X

mr
1 S N N

m2 N X N

Ifm2 choose not sharing in the second stage, the average payoff is b. So we can
get the condition of m2 having no incentive to deviate from equilibrium path:

b− c+ p× (b − c) + (1 − p)× (−c) + p× b > b

⇒p >
c

b
(5)

which is the same to inequality (4).
Ifm2 choose sharing in the second stage, the average payoff will be b−c+p×b.

Once again, we can get the condition of m2 having no incentive to deviate from
equilibrium path:
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b− c+ p× (b− c) + (1− p)× (−c) + p× b

> b− c+ p× b

⇒p >
c

b
(6)

which is the same to inequality (4) and (5).
Combine inequalities (4), (5) and (6), we conclude that under condition of

p > c
b , there exists a Perfect Bayesian Equilibrium in the three stage KS process,

which improves the KS rate in SN. To be general, we can have the following
theorem:

Theorem 1 (T Stage Knowledge Sharing). Given two SN members m1 and
m2, who satisfy p > c

b . There exists a Perfect Bayesian Equilibrium in the T
stage knowledge sharing process, under condition that mr

1 and m2 both take the
sharing strategy in the previous T-2 stages and the last two stages is taken as
Table 3 shown.

Theorem 1 indicates that according to m2
′s priori knowledge (p, 1 − p), to pro-

mote knowledge sharing, the SN coordinator should guarantee p > c
b . However,

as referred in section 3.1, givenm1 andm2, p, b and c are all fixed. The condition,
p > c

b , Theorem 1 relying on, is not naturally satisfied. In the next subsection,
we propose a novel rational stimulating mechanism, which contributes to both
satisfying Perfect Bayesian Equilibrium condition and reducing the stimulating
cost in SN’s members KS process.

3.3 Rational Stimulating in Knowledge Sharing

Theorem 2 (Rational Stimulating with Two Members). By introducing
incomplete information in the basic stimulating mechanism, the optimal stimu-
lating value sopt satisfies:

sopt > max{c− pb, c− 2

3
b, c− 2(1− p)b} (7)

Moreover, as KS process’s repeating times T increases, the KS rate η(T ) also
increases, which will approache 100% in the limit case as equation (8) shown:

lim
T→∞

η(T ) = 1 (8)

Proof. If m1,m2 play the game according to Theorem 1, the KS rate η(T ) is
computed as:

η(T ) =
(T − 2)(b− c) + p(b− c) + (1− p)(−c) + pb

T (b− c)
(9)

According to L′Hospital Rule, equation (8) can be easily achieved from equation
(9). By taking the first derivative of equation (9) with respect to T, we have:

η′(T ) =
2b(1− p)− c

T 2(b− c)
(10)
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Combining the Perfect Bayesian Equilibrium conditions (inequalities (4,5,6)) and
the first derivative of η(T ) (equation (10)), we get the condition under which
there exists Perfect Bayesian Equilibrium and the KS rate η(T ) increases as T
increases: ⎧⎪⎨

⎪⎩
c
b < p < 1− 1

2
c
b

c < b
c
b < 1− 1

2
c
b

(11)

Notice that in inequality (11), given SN membersm1 andm2, p, b, c are constants.
We have already assumed that the KS cost is lower than benefit, so condition
c < b is naturally satisfied. The problem mentioned in the previous section still
remains. That is, give m1 and m2, inequalities

c
b < p < 1− 1

2
c
b and c

b < 1 − 1
2
c
b

can not be naturally satisfied.
Rewrite Table 2 as Table 7. Denote c′ = c − s, then Table 1 and Table 7

jointly mean that the KS cost c under our rational stimulating mechanism can be
variable, which is adjusted through stimulating cost provided by SN coordinator.
Substitute c with c′ in inequality (11), we finally get inequality (18).

Table 7. Another Form for Knowledge Sharing with Basic Stimulating Mechanism

sharing not sharing

sharing (b− (c− s), b− (c− s)) (−(c− s), b)
not sharing (b,−(c− s)) (0, 0)

The significance of Theorem 2 can be explained as follows: given SN members
m1 and m2, although p, b, c are fixed, we can still achieve the finitely repeated
KS process’s Perfect Bayesian Equilibrium by coordinator optimally setting the
stimulating cost as sopt. On the other side, by modeling the KS process as an
incomplete information dynamic game, compared to the basic stimulating mech-
anism, the SN coordinator can reduce its stimulating cost in management of SN
activities. By adopting the rational stimulating mechanism, the SN coordinator
uses a lower cost to achieve an prosperous scenery of knowledge sharing among
different SN members.

4 The Multi-person Knowledge Sharing

In the original work of KMRW reputation model [13], only two players with
incomplete asymmetric information were discussed. However, in real world SN,
there are always more than two members sharing their knowledge. In this section,
we extend both of KMRW reputation model and rational stimulating mechanism
to the multi-person environment.

Suppose there are M members in SN, named m1,m2, . . . ,mM respectively.
They simultaneously choose actions and each member’s payoff function is com-
mon knowledge between themselves. Each of these M players is free to choose
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between sharing and not sharing. While the sharing strategy is taken by mem-
ber mi, a cost of c is accompanied with mi and a potential benefit of b is ready
for some players who will acquire mi’s knowledge. We further assume that every
member in SN is seeking knowledge all the time, which means when mi takes
the sharing strategy, other M − 1 players (mj , j �= i) always obtain a benefit of
b. While the not sharing strategy is taken by member mi, no additional cost is
needed. The payoff of mi relies on the number of his neighbors who take sharing
strategy.

4.1 M-Member Knowledge Sharing

Theorem 3 (Nash Equilibrium with M Members). The Nash Equilibrium
with M members in the KS process is a natural extension of two member Pris-
oner’s Dilemma, which can be described as:

NEM = (N,N, . . . , N) (12)

Proof. Consider one possible strategy combination:

P = (p1, p2, . . . , pM )

Where pi ∈ {N,S}, i = 1, 2, . . . ,M represents for m′
is strategy. m′

is payoff can
be calculated as:

ui = ki × b− ci (13)

Where ki ≤ M − 1 denotes the number of m′
is neighbors who take the sharing

strategy and m′
is cost ci is defined as:

ci =

{
c if mi shares knowledge,

0 otherwise
(14)

Notice that, the first part of equation (13) has nothing to do with m′
is strategy.

For a given ki, m
′
is best response is surely not sharing. �

4.2 M-Member Knowledge Sharing with Basic Stimulating

To help SN members walk out of the Prisoners’ Dilemma and arrive into the
(S, S, . . . , S) equilibrium, the SN coordinator can again take stimulating mech-
anism. As an improvement to Theorem 3, the basic stimulating mechanism in
multi-person KS process can be described as

Theorem 4 (Basic Stimulating with M Members). By introducing the
stimulating mechanism, the Nash Equilibrium with M Members can be migrated
to

NEM
bs = (S, S, . . . , S) (15)
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Proof. In basic stimulating mechanism, m′
is payoff can be calculated as:

ui = ki × b− ci + si (16)

Where ki ≤ M − 1 denotes the number of m′
is neighbors who take the sharing

strategy and m′
is cost ci is defined according to equation (14), the stimulating

cost si is defined as:

si =

{
s if ci = c,

0 otherwise

Given ki, m
′
is best response is to be sharing under condition of s > c. �

4.3 Multi-person Extension of KMRW and Rational Stimulating

In our model, all mi, i = 1, 2 . . . ,M are assumed to have private information
about his strategy with probability p of being mn

i and probability 1− p of being
mr

i . For any j, j �= i, mj dose not know which type mi actually belongs to, the
only thing he knows is mi

′s probability distribution (p, 1 − p). For a given mi,
it’s assumed to have connection with all the other M − 1 members in the SN,
and an M -member game with incomplete asymmetric information is played. We
have the following theorem:

Theorem 5 (T Stage Multi-person Knowledge Sharing). Given M SN
members m1,m2, . . . ,mM , who satisfy p > c

b . There exists a Perfect Bayesian
Equilibrium in the T stage knowledge sharing process, under condition that
mr

j(j �= i) and mi both take the sharing strategy in the previous T − 2 stages
and the last two stages are taken as Table 8 shown, where ī = {1, 2, . . . , i −
1, i, . . . ,M}.
Proof (Induction on T). Given that for each τ = 2, 3, . . . , T − 1, Theorem 5
holds. Then for a τ=T stage game,

➀ mr
j , j �= i has no incentive to deviate from the equilibrium path

in T stage game. If mr
j chooses not sharing in stage τ < T − 1, mi will

know m′
js type is mr

j and will choose not sharing in the following T − τ
stages. The payoff from τ to T in equilibrium path and deviation path are
(T− 2− τ +1)× (b− c) + b and b respectively. So mr

j , j �= i has no incentive
to deviate from the equilibrium path.

➁ mi has no incentive to deviate from the equilibrium path in T stage
game. According to equilibrium path, the payoff of mi from stage τ < T to
T to can be calculated as:

(M−1)×{2(b−c)+[(T−2)−(τ+2)+1](b−c)+p(b−c)+(1−p)(−c)+pb} (17)

If mi chooses not sharing in stage τ . All mn
j , j �= i will mimic this strategy

and choose not sharing in stage τ+1.mr
j will also choose not sharing strategy

for two reasons:
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– not sharing dominates sharing in stage τ + 1;

– not sharing hide m′
js type and will achieve a payoff of at least zero from

stage τ +2 to T; while sharing will expose himself to mi who will choose
not sharing in the rest stages and get a payoff of exactly zero.

Suppose this process for mi continues until stage τ + ϕ, ϕ ≥ 0(mi chooses
not sharing, all mn

j and mr
j also choose not sharing). In stage τ + ϕ+ 1, mi

adopts the sharing strategy. The continuation game from stage τ +ϕ+2 to
T thus constitute a T − (τ + ϕ+ 2) + 1 stage repeated game. According to
our hypothesis, this game can be played according to the equilibrium path.
We still need to discuss four different cases according to the τ + ϕ value:

– If τ + ϕ = T. m′
is payoff is (M − 1) × b in stage τ and zero in all the

other stages. Notice that p > c
b , we have pb > c. Thus m′

is payoff is less
than equation (17);

– If τ +ϕ = T− 1. m′
is payoff is (M − 1)× b in stage τ , (M − 1)× (−c) in

stage T and zero in all the rest stages, which is less than equation (17);

– If τ + ϕ = T− 2. m′
is payoff is (M − 1)× b in stage τ , (M − 1)× (−c)

in stage T − 1, (M − 1) × pb in stage T and zero in all the rest stages,
which is less than equation (17);

– If τ+ϕ < T−2.m′
is payoff is (M−1)×b in stage τ , (M−1)×(−c) in stage

τ+ϕ+1, (M−1)[(T−2)−(τ+ϕ+2)+1](b−c)+p(b−c)+(1−p)(−c)+pb]
from stage τ + ϕ + 2 to T and zero in all the rest stages, which is also
less than equation (17). �

Table 8. The Last Two Stages of T Stage Multi-Person Knowledge Sharing

t = 1 t = 2

mn
ī1

S X

mr
ī1

N N

· · · · · · · · ·
mn

īM−1
S X

mr
īM−1

N N

mi X N

According to Theorem 5, we can get the optimal stimulating cost under M -
member environment:

Theorem 6 (Rational Stimulating with Multi-person). By introducing
incomplete information in the basic stimulating mechanism, the optimal stimu-
lating cost sMopt satisfies:

sMopt > max{c− pb, c− 2

3
b, c− 2(1− p)b} (18)

The proof of Theorem 6 is similar with Theorem 2.
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5 Conclusion

Knowledge Sharing is one of the kernel technology in SN. During the KS pro-
cess, an efficient stimulating mechanism can greatly arouse member’s enthusiasm
as well as the KS rate. Although traditional stimulating mechanism can moti-
vate the KS process, however, the cost to SN coordinator is non-neglectful. In
this paper, a novel rational stimulating mechanism is proposed. By combining
the power of game theory and basic stimulating mechanism together during
the KS process, we successfully reduce the stimulating cost. We also solve the
Perfect Bayesian Equilibrium condition problem and the KS rate is proved to
approach 100% as long as the KS process is repeated enough. We also extend
both of KMRW reputation model and rational stimulating mechanism to the
multi-person environment.
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Abstract. Robotic cooperative tasks impose, in many cases, a grasping action. 
Grasping by coiling it is one of the most versatile action. The present article 
propose a frequency stability criterion based on the Kahman – Yakubovich – 
Popov Lemma for the hyper-redundant arms with continuum element that 
performs the grasping function by coiling. Dynamics of the biomimetical robot 
during non-contact and contact operations, for the position control, is studied. 
An extension of the Popov criterion is developed. The P control algorithms 
based on SMA snake-type robot actuators are introduced. Numerical 
simulations and experimental results of the snake type robot motion toward an 
imposed target are presented.  

Keywords: biomimetics, control, robot,snake-type robot. 

1 Introduction 

Snake type robot and continuum robot represents „state of art‰ for robotics specialist. 
The medical robots which allow minimal invasive medical techniques (surgery in the 
throat, inside the heart, in the stomach) is one of the strongest and actual application 
of this structure. Ingenious snake type robots consist of multiple miniaturized stages 
that are connected in series, or flexible links that function as both link and joint. 
Developing any of these robots poses a common set of problems: design optimization, 
choice of sensing, kinematic modeling, procedure planning and real-time control. This 
is the reason that remarkable studies are reported regarding: 

- kinematics - Gravagne [2] analyzing the kinematic model of “hyper-
redundant” robots, set up term of continuum” robots,  Chirikjian and Burdick 
introduce “backbone curve” of hyper-redundant robot, that captures the robot’s 
macroscopic geometric features),  
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- control  - Mochiyama investigated the problem of controlling the shape of an 
HDOF rigid-link robot spatial curves [7], in [8], the “state of art” of continuum 
robots, their areas of application and some control issues are presented) 

- technological implementation -  [9, 10] deal with several technological 
solutions for actuators used in hyper-redundant structures and with 
conventional control systems. 

 
Control problem of snake-type biomimetic robotic structure presented in the current 
paper has as target robot grasping function by coiling.  

2 Proposed Technological Implementation 

In this paper a 2D model for snake-type robot is discussed. The assumption is correct 
be cause even the serpentine technological robots operate in 3D space, the grasping 
function of these arms is, generally, a planar function.  

The technological proposed implementation is presented in Fig.1. It consists of 
layered structures that ensure the flexibility, driving and position measuring. The high 
flexibility is obtained by an elastic backbone rod. The driving layer is made up of two 
antagonistic SMA actuators, A and B, each of them having a number of SMA fibers 
that are connected to the ends of the beam and determine its bending by current 
control. These SMA fibers are well suited for grasping force control due to their high 
strength to weight ratio. 

 

 

Fig. 1. The segment layer structure Fig. 2. The body robot parameters 

The measuring layer is represented by an electro-active polymer curvature sensor. 
This sensor is placed on the boundary of the beam and allows for its curvature 
measuring by the resistance measuring. The sensor system is completed by a number 
of force sensors placed at each terminal of the beam segment. A rubber envelope 
protects and isolates this layer structure from the operator environment. 

The general form of the body snake-type robot consists of a number (N) of 

segments and the last m segments ( )m N<  represent the grasping terminals. 

As a theoretical model, we shall consider the beam in Fig.2 with the length L and 
the thickness l. This beam has been deflected into a circular arc by a SMA fiber. The 
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beam is composed of concentric arcs. The neutral arc defines the curvature of the 
beam, 

V
d

c
ds

φ=
, c

s

R
φ =

  (2.1) 
where φ  represents the angle of the current position, s is the arc length from the 

origin, and cR  is the radix of the arc. 

We denote the equivalent force developed by the SMA actuators at the end of the 
beam ( )s L=  by χ , the force density and the distributed force along the beam 

exercised by the SMA fibers on the beam surface by w and F, respectively, and τ  is 
the equivalent moment of the beam. 

From [11], we have the following relations 

dF
w

ds
= , Vw cχ= ⋅ , 

2

lτ χ= ⋅
                                     

(2.2) 

dF dχ φ= ⋅ , dF dχ θ= − ⋅                                          (2.3) 

3 Robot Dynamic Model for Grasping by Coiling 

The grasping function control is represented by the force control between the body 
robot and load. Consider that the robot body has achieved the desired position defined 
by the surface (object). 

 

 

Fig. 3. The grasping model Fig. 4. The grasping control closed loop system 

In Fig.3, an object with elastic and damping parameters o oE I , ob  and oc , 

respectively, is grasped by coiling. Using the same procedure as developed in [16], 
the dynamic model of the two bodies in contact, body and load, is represented by the 
following partial differential equations,  
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Where ( ) ( ) ( ), , , ,
T

b oe t s e t s e t s=    ,with ( ) ( ) ( ),b b bde t s s sθ θ= − ; 

( ) ( ) ( ),o o ode t s s sθ θ= − , f is the force error, τ ∗  is the control variation, and the 

indices b and o specify the parameters of  the beam and object, respectively. 
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4 Control Algorithm 

The grasping force control is the second problem of the grasping control. A force sensor 
network is used to account for the contact between the robot body and the load. We 
notice, from (2.2), that the force density w is constant along the robot segment and, in a 
steady state, w can be approximated to f. A force sensor with the position 

[ ]0,s s L∗= ∈  is used to measure the contact force. The contact force – displacement 

relation of the sensor is assumed to lie in the positive sector (Fig.4). 

( )F ψ θΔ = − Δ , ( ) 0ψ θ θΔ ⋅Δ ≥
                                      

 (4.1) 

( )0 0ψ =  for 0θΔ =                                                (4.2) 

The nonlinearity ( )ψ θΔ  is single-valued, time invariant and constraint to a sector 

bounded by slope sk  which is assumed to meet 
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( )
0 sk
ψ θ
θ
Δ

≤ ≤ < ∞
Δ                                                  (4.3) 

which is the case for most physically realistic elastic contacts. 

In terms of the sensor characteristics, the convergence to zero of the error be
 is 

equivalent to the convergence to zero of the contact force error f 

( )lim , 0b
t

e t s∗
→∞

=
   

( )lim , 0
t

f t s∗
→∞

=
                                        (4.4) 

The sensor nonlinearity (4.1) – (4.3) and the dynamic model of the grasping contact 
described by (3.1) – (3.5) suggest the closed – loop system of Fig.4. 

 

 

Fig. 5. The plot of ( )G jω  for the grasping 

control 

Fig. 6. The simulation of the grasping operation 

 
Theorem. The closed – loop system (Fig.4) is absolutely stable if: 

(1) ( )A B− +   is a Hurwitzian matrix; 

(2) the pair ( ),A B c− +    is completely controllable; 

(3) there is a positive definite and symmetrical matrix P such that ( )TA P PA+   is 

positive definite; 

(4) ( )( ) 11
Re 0T

s

n j I A B c
k

ω
− + − − + ≥  

  
                                                          

(4.5) 

(5) the moment of the robot body verifies the relation 

( ),p bk e t Lτ ∗ = ,        p b bk E I>  (4.6) 
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Equations (4.1), (4.3) and (3.1) – (3.5) describe the closed loop system (Fig.4), 
consisting of a partial derivative equation linear system and a nonlinear element 

represented by the function ( )ψ ⋅
 belonging to the sector [ ]0, sk . In this case, the 

condition (4) represents the Popov criterion for this class of systems. According to it, 

the system will be absolutely stable if the plot of ( )G jω
 

( ) ( ) 1TG j n j I A B cω ω
−

 = − − + 
   

                                             (4.7) 

crosses the negative real axis at a point that lies to the right of the critical point 

defined by 
1

sk
−  (Fig.5). For a pair “robot body segment – load” specified, the plot of 

( )G jω  has a well-defined characteristic and the intersection with the real axis 

determines the limit value of k. Let k∗  be the corresponding value of the crossing 
point. The absolute stability is guaranteed if the sensor parameters meet the condition 

sk k∗≤                                                                  (4.8) 

5 Numerical Simulation and Experimental Results 

A hyper-redundant manipulator with 4 segments is considered, Fig.6. The parameters 
of the robot body were selected run as follows: bending stiffness 1b bE I = , linear 

mass density 0.5b kg mρ = , rotational inertial density 20.001bI kg mρ = ⋅  and 

damping ratio 0.35. These constants are realistic for long thin backbone structures. 
The grasping function is exercised by the last three segments of the robot body, the 
length of each segment is 1L =  (Geometrical parameters are scaled.). The load is a 

cylinder with the radix 1R = , bending stiffness 0.2o oE I = , rotational inertial density 

and damping ratio 0.22. 
The plot of ( )G jω , Fig.7, crosses the negative real axis at 0.14− , which imposes 

the limit of tension at 7.15T N∗ = ; the plot of ( )G jω  crosses the negative real axis 

at 0.74− , which corresponds to the critical value of the force sector at 1.3k∗ = .  
In Fig .8 force phase portrait for a P – control algorithm (4.5) with 24pk =  is 

illustrated. Please note the convergence to zero of the force error, but, also, the 
transient response of the system determined by the P – control law and a low damping 
factor of the system. 

In order to verify the suitability of the control algorithm, a planar continuum 
terminal robot structure consisting by a layer structure has been employed for testing 
(Fig.9). The robot body consists of two ( )25 6 4mm× ×  continuum segments with an  
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elastic backbone rod. The two antagonistic SMA actuators ensure the actuation 
system. Each actuator consists of G fibers in parallel. A polymer thick film layer 
which exhibits a decrease in resistance with an increase of the film curvature is used. 
Also, a Force Sensing Resistor is used at the end of each segment. 

A Quancer based platform is used for control and signal acquisition. The load is 
represented by a sphere ball with 0.02cR m= . A P-control with 2.17pk = , 5sDT = , 

7sPT =  is implemented. The contact force in the grasping operation is represented in 

Fig.10. 
 

 

Fig. 7. The plot of ( )G jω  for position and 

force control 

Fig. 8. The force phase portrait 

 

 

Fig. 9. Experimental platform 
 

Fig. 10. The contact force diagram 
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6 Conclusions 

In this paper, we have presented a control algorithm for biomimetic snake-type robot 
with continuum elements that performs the coil function for grasping. First, the 
dynamic model of continuum robot for the position control during non-contact 
operations with environment is studied. The P control algorithms are proposed. Then, 
the grasping control problem for the robot in contact with a load is analyzed. The 
control algorithms based on SMA actuators are introduced. Proposed approach is 
validated through simulations and experiments. Our future work is to use for actuation 
polymer based artificial muscle, in order to improve the robot flexibility and to 
develop an improved version of biomimetic robotics structure  
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Abstract. In the cooperative kinase network, a kinase interacts with other 
kinases for sustaining cellular signaling processes that greatly influence the 
major functions of cells. Here a key question is how the interacting kinases 
form a filtering network to estimate the original signal in the presence of 
stochastic fluctuation caused by the interactions. In this short paper, a filter is 
designed to estimate the concentration of the molecular signal Ste20 of the 
MAPK (mitogen-activated protein kinase) cascade in budding yeast based on 
the Ste20-Ste11-Ste7 pathway, in which kinases interact with each other. The 
filter is tested in simulations and the result shows that the estimated signal can 
be used to recognize the original signal. It is concluded that the Ste20-Ste11-
Ste7 pathway can be regulated to analyze cell cycle processes through the 
interactions among kinases in the MAPK cascade. 

Keywords: Signaling pathway, kinase, MAPK cascade, bioinformatics.  

1 Introduction 

Motivated by a recent report on a kinase and phosphatase interaction network which 
shows that cross-talks among kinases play an important role in cellular signaling 
[1,2], we have investigated filtering mechanisms of the MAPK (mitogen-activated 
protein kinase) cascade in budding yeast Saccharomyces cerevisiae – the Ste20-
Set11-Ste7-Kss1/Fus3 pathway [3] where cross-talks act as the convolution factor of a 
layered filter. In this pathway, signaling is initiated from the top of the hierarchy of 
signaling processes involving Ste20 and streamed toward the bottom of the hierarchy 
where Kss1 or Fus3 is involved. Here MAPKKKK (mitogen-activated protein kinase 
kinase kinase kinase) is Ste20; MAPKKK (mitogen-activated protein kinase kinase 
kinase) is Ste11; MAPKK (mitogen-activated protein kinase kinase) is Ste7; MAPK 
(mitogen-activated protein kinase) has two types – Kss1 and Fus3 that have different 
effectors. This pathway determines the function of the cell cycle process of budding 
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yeast where the kinases of the pathway interact with each other as well as other 
signaling molecules in the kinase interaction network. In the MAPK cascade, Ste20 
also interacts with Cdc28, Cbk1 and Swe1; and Ste11 interacts with Pbs2 in addition 
to Ste7, Kss1, and Fus3. 

In order to investigate the ability of the pathway to restore the original signal in the 
presence of stochastic effects, we have designed a filter based on the Ste20-Ste11-
Ste7 pathway where Ste11 interacts with Pbs2, Ste11 with Kss1, and Ste11 with Fus3. 
The filter is designed based on four order derivatives to perform nonlinear filtering for 
random signals. Simulation experiments were conducted to understand the ability of 
the pathway to estimate the original signal level of Ste20 where the interactions of 
Ste20 with Cdc28, Cbk1, and Swe1 are formalized as a stochastic process.  

2 Results 

A simulation result is given in Figure 1 where the original signal level of Ste20 varies 
in the range of [2.57, 3.44] (nM) and the estimated result for the filter is stationary 
with the variation within [2.82,3.11] (nM). Owing to the stationary characteristic of 
the estimated result, the mean (expectation) of the original signal level is inferred as 3 
nM with the error limitation ±0.2 nM. When the periodic and random influence on 
Ste20 is considered, the filter can also restore the original signal with the error 
limitation of ±0.2 nM. It is inferred that the filtering mechanism of budding yeast may 
help us to explain how the specificity of the MAPK cascade is sustained in the 
dynamic processes of cell division. 

 

 

Fig. 1. Concentration-
versus-time curve of the 
original signal (blue) 
under the uniform 
distribution; the original 
signal under the periodic 
and random influence 
(black); the estimated 
result of the filter (red) in 
the uniform case; the 
restored result of the filter 
(green) in the periodic 
random case 
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Abstract. The communications industry is currently witnessing a continued 
increase in energy consumption, and this trend is predicted to increase even 
more in the coming years. This is largely driven by the popularity of the 
Internet, which continues to attract growing numbers of users who now rely on 
the Internet as part of their daily lives. A major factor behind this attraction is 
the multitude of services available on the Internet, ranging from web based 
services (e.g. facebook) to heavy power consuming services such as multimedia 
(e.g. youtube, IPTV). Therefore the data centres housing these services are 
seeing their energy consumption increase proportionally, now leading 
researchers to actively search for solutions to improve the energy efficiency of 
data centres. In this paper we propose a green data centre solution that makes 
data centres and services prioritise the usage of clean, renewable energy 
sources. The solution allows data centres to share information regarding 
renewable energy and cooling, in order to exploit variance between different 
countries energy and temperature profiles by moving services between data 
centres. We employ a genetic-algorithm to find the optimal placement of 
services on the data centres.  

Keywords: Green Data Centres, Energy Efficiency, Genetic Algorithm.  

1 Introduction 

In recent years there has been a growing focus on the impact of the internet, and more 
specifically data-centres, on the environment, in terms of their increasing energy 
usage. Figure 1(a) shows that from 2000-2006 the energy usage for data centres in the 
US [1] more than doubled. It also depicts the predicted trends up to 2010, 
extrapolated based on both the historical data and also based on recent trends towards 
energy efficiency, where both show huge increases in energy usage.  

While these trends do consider the impact of the move towards more energy 
efficient practices, they do not consider the impact that new technologies and 
computing models may have. For instance the growth in the usage of ‘smart’ phones 
in recent years has been exceptional. These phones are in essence resource limited 
computing platforms, where often times much of the processing is done in back-end 
service/application residing on the data-centre. Also, the recent move towards cloud 



566 R. Carroll et al. 

computing holds huge potential for increasing data centre usage. Cloud computing 
proposes to move all the majority of the application processing and data storage into 
the data centre, with ‘thin’ client devices running simple interfaces. These emerging 
trends suggest that data-centres could grow beyond what has been predicted, and 
continue this rate of growth into the future. At the same time, many countries are now 
actively pursuing more renewable sources of energy, through their own capital 
infrastructure projects or through grid feed-in tariff incentive schemes. This is 
illustrated in Figure 1(b), where we show the recent capacity increases in wind and 
solar energy within the EU states.  

 Based on these developments, our work attempts to address the problem of data-
centre energy usage by allowing data-centre operators to determine a service 
placement strategy with the best renewable and cooling energy profile. This in turn 
reduces the overall carbon footprint of the data centre operator. To do this we employ 
a genetic algorithm (GA) based service placement approach, where the GA 
determines the most optimal service/data-centres pairings to maximize data-centre 
usage of renewable energy sources and minimise cooling energy.  

 

 

Fig. 1. (a) Data Centre Energy Trends (b) Wind and Solar Capacity increases of EU countries 

2 Related Work 

There is now an array of work being carried out in the area of energy efficiency for 
data centres. Many of these approaches focus on moving or scheduling workload in 
some way to achieve greater energy efficiency. Many of these have looked at 
consolidating workloads on a minimum number of servers in order to allow certain 
servers to be switched off or sleep to save power [2][3][4][5]. In [6] biological 
mechanisms are used to determine more efficient servers in a data centre where load 
is subsequently moved. Other works investigate how to make the data centres more 
efficient by reducing the load on the cooling systems through better workload 
placement and scheduling within and between data centres [7][8][9][10][11]. A 
similar approach to ours is taken in [12], where traffic load is moved between data 
centres based on electricity costs rather than renewable energy. 
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3 Sustainable Energy Prioritization Solution 

In this section we introduce our proposed solution, outlining the service placement 
process and underlying genetic algorithm. Our goal is to place services on data 
centres in such a way as to maximise renewable energy usage and minimise cooling 
energy. The renewable energy consumption of a data-centre is measured through a 
value we call the renewable energy ratio (RER – Section 4), and this is used as a key 
metric in calculating the data centres which use more renewable energy. In terms of 
cooling, the ambient temperature of the country can have a significant effect on the 
efficiency of the cooling system. This efficiency is measured through a value termed 
the Coefficient of Performance (COP – Section 3.2) and so this value also plays a key 
role in calculating the data centres with the most energy efficient cooling. By using 
these values we can determine the best data-centres to place services on which will 
result in more renewable energy usage and lower cooling energy usage. 

3.1 GA-Based Service Placement 

The service placement process takes place in effectively three stages. Initially all data 
centres must co-ordinate and share information regarding their renewable and cooling 
energy usage levels, service usage details and data centre configuration information. 
This information forms the basis for our genetic algorithm to determine the fittest 
service configuration. In our solution the genetic algorithm is run periodically by a 
specific, pre-selected data centre (referred to as the GA-DC). However, for the 
purposes of redundancy each data centre is capable of running the algorithm and so 
the energy data is shared among all data centres. 

 

Fig. 2. Service Placement Process 
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As mentioned earlier the genetic algorithm will determine the most optimal 
service/data centre configuration, based on maximising the usage of renewable energy 
and minimising the consumption of energy in cooling the data centre. The genetic 
algorithm is described in detail in the following sections.  

Once the optimal configuration has been found, this configuration is disseminated 
to all data centres. Each data centre then examines this configuration and implements 
its recommendations. To do this the data centre determines which of its currently 
hosted services have been selected to move and to what data centre. Once ascertained 
the data centres then migrates the selected services to their newly designated data 
centre. Each data centre is notified of the change in order to update their information 
registries and so that requests for the service at the originating data centre will be 
forwarded to its new location.  

3.2 Genetic Algorithm 

We begin the discussion of our genetic algorithm by looking at the fitness function we 
will use to determine the best solution. The fitness function is composed of two parts, 
the renewable energy consumed and the cooling energy consumed. These are 
conflicting optimization goals, since the data centres with the best renewable energy 
ratio are not necessarily the data centres with the best environmental conditions for 
efficient cooling. Below (1) we present our approach for maximising the renewable 
energy consumed and minimising the cooling energy used. Let the set of services be 
Si = {s1, s2,...si...sN}, where N is the total number of services; the set of Data Centres 
be DCj={DC1, DC2,....DCj.....DCM}, where M is the total number of Data Centres. Let 
RERj be the Renewable Energy Ratio of data centre j, CEj be the Cooling Energy of 
Data Centre j, slij be the service load of service i on data centre j, and DCCj is the 
capacity of data centre j. In (1) below we present our fitness function which attempts 
to maximise the renewable energy consumed and minimise the cooling energy used. 
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To determine the renewable energy consumed we use the renewable energy ratio 
(RERj) of the data centre in question. The RER is the ratio of renewable energy 
production to total energy production in the data centres host country (see Section 4). 
This ratio gives us the best indication possible of what proportion of energy from 
renewable sources the data centre is consuming. However the quantity of renewable 
energy consumed is a factor of the load on the data centre also. As such we need to 
calculate the load exerted on the data centres by the service (sli). 

The cooling energy (CE) of a data centre is calculated based on heat load (HL) to 
be removed from the data centre subject to the efficiency of the cooling system (COP) 
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in removing this heat (see (3)). The heat load is directly related to the energy being 
consumed by the computing equipment, which is then converted to heat. As such we 
calculate the heat load by determining the power being used in the data centre. This is 
shown in (4) , where Pmax is the maximum power a single server consumes at peak 
load, Pidle is the power a single server consumes while idle (load = 0), sl is the load 
exerted on the server by a single service i and ns is the number of servers in the data 
centre. Since the idle power is consumed irrespective of server workload, the 
workload only impacts the power consumed above the idle power (Pmax – Pidle). 
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Before we discuss the COP in more detail, there are constraints on the GA which we 
must mention. The utilisation of the services assigned to a specific data centre cannot 
exceed the capacity of that data centre (2). In addition, a service must be assigned to 
only one data centre (especially important in crossover and mutation). 
 
Coefficient of Performance (COP) 
Critical to the calculation of the cooling energy fitness value is the Coefficient of 
Performance (COP) of each data centre. The COP value indicates the efficiency of the 
cooling system in removing the heat load from the data centre (5). A high COP means 
the thermodynamic process is more efficient.  
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Under the principles of thermodynamics [13], the efficiency of a typical heat pump is 
highly dependant on both the inside (target) temperature and the environmental 
(outside) temperature to which the removed heat is rejected. Therefore the greater the 
outside temperature is (for a set inside temperature) the more inefficient the system. 

In most cases, once the outside temperature drops below the indoor temperature air 
conditioning is typically not required. However in the case of data-centres, the 
primary heat load is not coming from heat transfer from the environment but rather 
the computing equipment, so cooling is still required. In line with best practices of 
data centre cooling, we design each data-centre with a free cooling system in addition 
to conventional cooling. Free cooling allows data-centres to utilize the outdoor 
environmental conditions to part, or even fully, cool the data centres when conditions 

Th = Outside Temperature 

Tc = Inside Temperature 
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allow. Typically this is when the outside temperature is below the indoor temperature, 
thus free cooling is also highly dependant on the weather conditions.  

As a result we employ a COP model based on the assumption that both free-
cooling and electric/mechanical-cooling are employed. Once the outdoor temperature 
is above the required cooling temperature, COP values based on standard electrical 
cooling are employed. However, when the outdoor temperature drops below the 
required indoor temperature we move to free cooling and adapt the COP model inline 
with the changeover. We do not subscribe to a specific free-cooling system, instead 
we generalize based on the assumption that free-cooling provides a significant 
improvement in efficiency of the cooling system. 

For our non-free cooling COP model we adopt COP values from the ORNL [14] 
heat pump simulator. For free cooling we simply adapt the values of the ORNL COP 
such that when the outside temperature drops below the inside temperature, we adjust 
the COP relative to the original COP value (e.g. +40%). This aims to represent that, 
once the outside temperature is cooler than inside, the free-cooling system is in 
operation. However we do not assume that free-cooling COP is uniform, as the energy 
required by a free-cooling system can vary depending on the extent by which the 
outside temperature is cooler than inside. For instance air-pumps may need to pump 
less air to cool the server room the cooler the outside temperature gets. So, using this 
model we can determine the COP based on the known outside and inside temperature. 

The next step in implementing our GA solution is to encode our problem into a 
chromosome representation. In essence each chromosome is required to represent a 
configuration of the entire set of services placed across the nine selected data centres. 
In our representation each gene represents a single service placed on a single data 
centre. Specifically, each gene contains two parts, the service in question and an 
ordered list of binary values indicating the data centre on which the service is placed. 
In this way we must first calculate the fitness of each individual gene, by examining 
the workload details of the service, and the details of the data centre on which it is 
placed. Once each gene’s fitness has been calculated we can then sum these values to 
determine the overall chromosome fitness. 

3.3 Genetic Algorithm Operation 

The algorithm begins by randomly creating a population of chromosomes subject to 
the constraints outlined before (2). Once the initial population has been generated, we 
calculate the fitness of each chromosome. Then, based on the elitism approach, we 
select the two fittest chromosomes to be carried forward to the next generation. In 
order to populate the remainder of the new generation, we select two parent 
chromosomes and perform crossover in order to generate new offspring 
chromosomes. We employ roulette wheel selection to choose the parents and then 
perform single point crossover to create the child chromosome(s). Again care must be 
taken when performing crossover, that the resulting chromosome(s) do not cause any 
data-centre to exceed its maximum capacity. In our algorithm mutation is carried out 
by simply changing one of the binary values representing the data centre on which a 
service resides. In other words this results in the service being placed on a different 
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data-centre than before, and again care must be taken to not break the constraints 
outlined. 

3.4 GA Evaluation 

In this section we perform some initial evaluations of the genetic algorithm itself, to 
ensure its correct operation. We vary the main GA parameters (population size, 
generations, crossover rate) as seen in the results presented in Figure 3.  

 

 

Fig. 3.  (a) - Varying Generation Size (b) Varying Population Size (c) Varying Crossover Rate 

We start by varying the number of generations for which the GA runs, as seen in 
Figure 3. As expected the greater the number of generations the better the overall 
result. The smaller generation size does obtain a reasonable fitness value quickly, but 
the 60 and 100 generation simulations are able to obtain higher values over time. 
Increasing the population size reduces the effects of randomness and gives a more 
diverse starting population. As expected, this leads to a stronger average population 
fitness, increasing in line with the population size increase. Finally, again as we 
would predict, higher crossover rates lead to more diversity in the populations and 
hence allow fitter, more optimal solutions to be found. At a low crossover rate we can 
see that the algorithm struggles to improve the population fitness since it is more 
difficult to breed new solutions from parents with higher fitness values. 

4 Case Study 

In order to properly present our solution we confine it to a fixed case study 
comprising a specific set of data centres and services, which will also be used later in 
the evaluation of our solution. We also specify the real temperature and energy data 



572 R. Carroll et al. 

we have obtained, which are used in the calculation of the fitness function. Nine data 
centres were selected from major European cities, including Dublin, London, Lisbon, 
Madrid, Milan, Athens, Amsterdam, Berlin and Copenhagen. These were chosen in 
an attempt to give a significant variation in both climatic conditions and sources of 
renewable energy used. 

 

Fig. 4. Case Study Configuration 

The data centres are connected in a network topology as depicted above, in line 
with the European Optical Network. The size of each data centre is determined by the 
number of servers it contains, which is relative to the population of the host country. 
Core to the approach taken in this paper is the use of real energy and weather data for 
the countries where the data centres reside. In line with this we have carried out a 
detailed search for data relating to the renewable energy production of each data 
centre host country, as well as temperature variations for a period covering January 
2007 to December 2009. The energy production values, as described subsequently, 
are taken from [15].  

 

Fig. 5. (a) Renewable Energy Production, (b) Renewable Energy/Total Production Ratio 

In Figure 5(a) we show the total renewable production for each of the selected data 
centres countries over the aforementioned period. Instinctively the larger countries 
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will have greater volumes of renewable energy production (e.g. Germany and Spain), 
with the country’s policy for sustainable growth also affecting capacity values. Other 
factors, such as weather conditions and capacity increases account for variations in 
the values from month to month. In Figure 5(b) we present the renewable energy 
values as a fraction of the overall energy production of the data-centres home country. 
This gives a clearer representation of the countries with the most energy production, 
and hence those that are more desirable candidates for services to migrate to. In terms 
of the temperature variations of each country/data centre, we used data from the 
European Climate Assessment & Dataset (ECA&D) [16] project, recording real 
temperature data from across Europe. Also, in order to calculate the cost impact on 
data centres we also used the real energy unit price as reported by the European 
Commission (Eurostat [17]). 

5 Simulation and Results 

In the following section we perform a case study simulation of the potential 
renewable energy gains possible for a small sized data centre operator, based on the 
genetic algorithm and scenario outlined in the previous sections. The operator runs 
nine data centres distributed as seen in Figure 4. Within each of these data centres 
there are a varying number of servers (8-200) and services (16-400), proportionate to 
the population of the country. In terms of the server specifications, we stipulate a 
standardized server across all data centres with a maximum power draw (Pmax) of 
400w and an idle power draw (Pidle) of 150w. To represent the workload exerted on 
the server, each service is randomly assigned a value that denotes how much of the 
servers processing capability it is using. This value effectively represents each 
services utilisation at a given time. In this work we keep the request rate uniform (i.e. 
we do not alter the service workload values) in order to allow clear comparisons in the 
evaluation of our solution. The request does vary between data centres however, 
proportionate to the population of the host country. 

The simulation runs over 23 simulated months where the evaluation of data 
centre/service configurations by the GA takes place each month.  In our simulations 
we compare our proposed approach using the genetic algorithm to the scenario where 
services remain statically on their allocated data centre. In the static case services are 
allocated relative to the size of the data centre and remain there throughout the course 
of the simulation. In Table 1 we show the parameters used for our simulations.  

Table 1. Simulation Parameters 

Parameter Value 
Population Size 100 
Mutation Rate .7 
Crossover Rate .1 
# Generations 60 
Free-Cooling Efficiency +40% 
α 0.5 
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In Figure 6(a) we present the overall quantity of renewable energy used when 
employing both the genetic algorithm approach and the static approach. As you can 
see the GA based solution out performs the static solution. In this case the GA 
utilises, on average, 15.9% more renewable energy than static services which 
accounts for approximately 1566MWh of electricity. The overall energy usage (of IT 
equipment) remains constant for both solutions, indicating that the GA did not 
increase the renewable quantity simply by increasing the total energy utilisation. 

 

 

Fig. 6. (a) Total Renewable Energy (b) Renewable Energy per Data Centre 

In Figure 6(b) we break this renewable energy usage down according to the 
individual data-centre usage. As expected, the change in the level of renewable 
energy used varies from data-centre to data-centre, depending on it’s renewable ratio. 
Many data centres (e.g. Lisbon, Copenhagen, Berlin) increase their renewable usage 
while others (e.g. London, Milan, Athens) perform worse, using more fossil-fuel 
based energy. Increases in renewable energy are as a result of more favourable 
conditions (i.e. higher renewable ratios) in that country and vice versa. We can see a 
strong correlation here with the utilisation as indicated in Figure 8, as data centres that 
increase utilisation also increase renewable enregy utilisation, while those with lower 
utilisation decrease renewable usage. Correlation can also be seen with the renewable 
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ratios in Figure 5(b), as those with generally higher renewable ratios gain renewable 
while those with lower ratios again perform worse.  

 

 

 

Fig. 7.  (a) Total Cooling Energy (b) Cooling Energy per DC (c) COP per DC 

In Figure 7(a) we present the total cooling energy used by both the genetic 
algorithm and static simulations. In the fitness function we aim to minimize the 
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cooling energy expended, where cooling energy is directly proportionate to the COP 
of the data centre and the load exerted on the data centre. Savings in cooling energy 
are made by moving load to countries with lower temperatures and hence better COP 
values. If there is no significant variance in the temperatures of the countries then 
there is little opportunity to make significant savings.  

 

Fig. 8. Utilisation per DC 

In Figure 7(c) we can see that, during the winter periods the COP values for each 
data centre are very close and so the savings observed are very small. During the 
summer periods the COP values begin to diverge and so the GA can find service 
placements that can provide energy savings. In general however the savings observed 
for cooling energy are small (at best 3% for months 6-8), and this is due to the 
geographic proximity of the data-centres. In Figure 7(b) cooling energy values for 
each individual data centre are shown. Again there is a strong correlation here with 
the utilisation values in Figure 8, where DCs with higher utilisation will see higher 
cooling energy. The cooling energy values may appear somewhat counter-intuitive at 
first, given that the data-centres with the best COPs generally show increased cooling 
energy values for the GA (e.g. Dublin, Copenhagen, Berlin). However, given that the 
data centres with the best COP values are targeted for service placement, this will lead 
to increased utilisation and hence increased cooling energy usage. Since these have 
the most efficient cooling conditions, the cooling cost is lower than on those data 
centres with higher COPs for the same load. In other words, by removing load from 
lower-efficiency data centres and placing it on more efficient data centres we reduce 
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the cooling energy consumed. There are some exceptions though, such as London and 
Amsterdam, who generally have good COP values but their cooling values do not 
necessarily reflect this. However we must consider the effects of the renewable aspect 
of the fitness function. Dublin, Copenhagen and Berlin also have good or very good 
renewable energy ratios, which make them more attractive for placement (i.e. higher 
fitness) while London and Amsterdam have poor or very poor renewable values. This 
offsets the effect of a positive COP value.  

Figure 8 presents the utilisation experienced by each data centre over the course of 
the simulation. The utilisation values presented here are relative to the overall 
capacity of the entire data-centre group (i.e. all 9 data centres). As expected we can 
see that many of the data centres in the GA approach decrease capacity compared to 
the static while others increase. The data centres that consistently increase 
(Copenhagen, Lisbon, Dublin, Berlin) can be seen to correspond to those data centres 
that perform well in terms of renewable energy and also cooling energy. It must be 
noted that utilisation is also influenced by the capacity of the data centres. For 
instance Copenhagen is generally the best performer in terms of renewable energy 
and one of the top performers for cooling, yet Berlins utilisation increase is 
significantly larger. This is simply because Berlin is a considerably larger data centre 
and can handle a much larger utilisation increase. In terms of reduced utilisation, we 
can see that London and Milan show significant reductions with Athens, Amsterdam 
and Madrid show varying levels of reduction. For London and Milan, both have very 
poor renewable energy ratios (specifically London).  

 

Fig. 9. Total Cost 

Finally in Figure 9 we show the cost values incurred in both simulations. Since 
cost is not part of the fitness function this is presented only to evaluate the cost impact 
of our solution. Here it can be seen that the cost of our solution is lower than the cost 
of the static approach. However the cost decrease is very small (approx. 2.5% 
average), but the aim here is not to considerably reduce the cost, merely to ensure that 
our proposed approach does not come at a financial burden to the data centre operator. 
This is important in promoting the proposed solution to data centres operators, as 
increased costs will negatively impact the renewable energy benefits of the system.  
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6 Discussion and Future Work 

Here we will briefly discuss some issues and notions that we feel warrant 
highlighting. Firstly, we abstract the energy grid of each country to be a ‘black box’, 
where we assume each energy source is fed into the grid and its source becomes 
indiscernible. In other words, the energy produced from renewable sources is not 
partitioned or reserved for specific usage, but is available in the grid for common 
usage in direct proportion to the rate at which it was produced. In electrical grids, 
detailed forecasting determines the required electrical capacity required at any given 
time. Consumption beyond this capacity requires additional generators to be brought 
online (typically using dispatchable, fossil fuel based energy sources such as natural 
gas) to cater for this additional consumption. In this regard, it may be suggested that 
causing a data centre to consume more energy in fact only utilises more non-
renewable energy. However, when looking at the quantity of additional consumption 
our system places on the data centre, it equates to approximately 2 x 10-5 percent of 
the country’s electricity production. This minute change we believe would be covered 
by the grids forecasting model. If the system were to be adopted in a large scale this 
may present a more significant issue, however, given the disparity in data-centre 
locations it might still not be directly discernable. That is to say that not all data-
centre operators will have data-centres in the same countries, so the load increase will 
not always affect the same countries. However, in future work we aim to factor more 
detailed information from the grid, so that processing load only moves to data centres 
when its energy consumption drops below the forecasted consumption.  

Another issue that we discuss here is the additional energy and latency costs that 
may be incurred by moving quantities of services between data centres. Moving 
services could cause higher loads on networking equipment along the migration path, 
hence increasing their energy consumption. Also, moving services further from the 
source of requests could potentially increase delays times and hence reduce end user 
Quality of Experience (QoE). In future work we plan to expand our simulations to 
evaluate these effects on the underlying network infrastructure. However, we feel that 
these effects could be limited by placing a distance limit on migrating services or 
indeed integrating a distance metric directly into the move metric objective function 
itself. In this way we could ensure that we always attempt to minimise the effects of 
migration on energy and QoS. 

7 Conclusion 

Due to the increasing popularity of the Internet, the communication systems of the 
future are predicted to consume large quantities of energy. In particular, the data 
centres that house various types of Internet services are poised to be the most 
significant consumer of energy. While improving energy efficiency is one objective 
of modern society, another key objective is to move towards green, renewable energy 
sources to reduce our carbon footprint. In this paper we have proposed a green data 
centre solution that uses a GA-based service placement approach based on targeting 
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countries with the highest production of renewable energy and the best conditions for 
cooling. To validate our proposed solution, we carried out some demonstrative 
simulations by gathering data regarding the renewable energy production and 
temperature profiles of each country, and implementing a genetic algorithm that aims 
to maximise the quantity of renewable energy consumed and minimise cooling energy 
expended. From our simulations we have demonstrated that by employing this 
technique it is feasible to make significant improvements in the proportion of 
renewable energy utilised in data centre operation, hence reducing the quantity of 
fossil fuels burned and ultimately carbon emissions. We also demonstrated that 
cooling energy can be reduced in circumstances where there is significant variance in 
the country’s temperature profiles. At the same time, we showed that this improved 
renewable energy utilisation did not come at an increased monetary cost for the 
operator.  
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3 Schepens Eye Research Institute, Harvard Medical School
4 Image Processing and Analysis Laboratory, University “Politehnica” Bucharest

rasche15@gmail.com

Abstract. Our study explores eye movements and driving behaviour
in safety-critical situations. We collected eye movements from subjects
instructed to drive predetermined routes in a driving simulator. While
driving, the subjects performed various cognitive tasks designed to di-
vert their attention away from the road. The subjects were divided in
two groups, a control and a “gaze-contingent cue” (GCC) group. For
the latter, potentially dangerous simulator events, such as a pedestrian
suddenly crossing the street, were highlighted with temporally transient
GCCs, which were triggered if the subject did not look at the event.
Preliminary results, with 11 GCC subjects and 9 controls, show a sig-
nificantly diminished accident rate for the group that drove with gaze
guidance.

Keywords: eye movements, driving, attention, gaze guidance, driver
assistance.

1 Introduction

Driving is a visually guided behaviour and driving performance often suffers
from limited attentional resources.

The analysis of eye movements can reveal where a subject is deploying atten-
tion and, in consequence, which aspects of a scene are being processed. Eye move-
ments are influenced by the structure and the saliency of the viewed scene as well
as by the task performed by the observer (Yarbus [1967], Hayhoe and Ballard
[2005], Henderson [2003], Torralba et al. [2006]). Everyday tasks involve using
complex eye movement patterns (Land and Hayhoe [2001], Rayner et al. [1998],
Land and Lee [1994]). Nevertheless, eye movements can be reliably predicted by
low-level features of the visual input (Vig et al. [2009]).

When driving a car, peripheral cues intertwine with foveal scanning to
provide the driver with enough information (Mourant and Rockwell [1970],
Land and Lee [1994]). The increase in scene complexity or the presence of dis-
tracting stimuli have immediate consequences both on the gaze pattern and
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on the driving performance (Crundall et al. [1998], Chapman and Underwood
[1998]).

Along with excessive speed and reckless behaviour, driver inattention and
misperception errors are listed as major contributing factors for fatal traffic
accidents (Mosedale et al. [2006], NHTSA [2009]).

One way to help inattentive drivers is to build enhanced vision systems that
can direct their eye movements towards regions of increased risk. By using gaze-
contingent interactive displays to display the visual information with increased
salience in desired regions, a gaze guidance effect can be obtained (Barth et al.
[2006]).

In the following we will show that gaze guidance techniques applied in a driv-
ing simulator improve the eye movement pattern of the drivers and considerably
reduce accident rates.

2 Methods

Our experiments took place in a PC-based driving simulator with integrated eye
tracking and with the ability to display gaze-contingent events.

The simulation environment reproduced a virtual city populated with cars and
pedestrians involved in realistic traffic scenarios. Subjects drove predetermined
routes inside the simulated city, while performing additional cognitive tasks. To
guide the driver along the route, transparent directional arrows were overlaid on
the road at intersections.

For the experiment, we designed three distinct routes, each stretching on
average over a distance of 900 m. Amidst benign traffic scenarios, each route
had approximately four critical sections. They consisted of pedestrians crossing
or coming close to the street from angles of low visibility, creating the risk of a
crash with the egocar (the subject-controlled car).

Fig. 1. Simulator scene. Because the driver is looking away, the pedestrian beginning
to cross the street is highlighted with a gaze-contingent cue
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The cognitive tasks were designed to act as a distractor. In the first task, the
observers were instructed to count the number of floors on all buildings along
the route, and to remember the approximate location of the one with the highest
count. In the second task, the observers had to search for an item (e.g. a copy
shop) on the route, and to report how many occurrences of it they observed,
and where they were located. In the last trials they were told to drive freely, but
they were verbally distracted by conversation with the experimenter.

An experiment consisted of nine trials resulting from the combination of each
route with each task. Each subject drove each route three times, every time
with a different cognitive load. All the experiments began with a short training
route, in which the drivers were allowed to drive freely in a remote part of the
city. Only when the observer was able to drive safely on the simulated road,
the actual trials would begin. On average, an experiment lasted approximately
thirty minutes.

For one subject group, the potentially critical events were highlighted with
gaze-contingent cues (GCC). The chosen cue material was a simple, opaque,
red overlay shaped like four rays converging on the pedestrian (see Fig. 1).
Several shapes and colours were tested in order to make the cue as unobtrusive
as possible, while leaving it salient enough to capture the driver’s eye movements.
The cue was only triggered if the observer did not look at the critical event, and
was turned off immediately when the subject looked at it. The control group
was not exposed to any GCCs.

We recorded data from 20 volunteers with normal or corrected to normal vision
(7 female and 13 male, with ages between 20 - 45 years). All had a driving licence
and at least one year driving experience. Their computer gaming experience
was variable. 11 subjects were part of the gaze guidance aided group, with the
remaining 9 being controls.

The setup consisted of two computer workstations, one running and displaying
the simulation, the other acting as a server controlling the events and the eye
tracking device. The server and the simulator were connected through a direct
ethernet interface.

The participants were seated 70 cm away from the 22” display. They con-
trolled the simulator with an off-the-shelf pedals and steering wheel system. Eye
movements were recorded using a SensoMotoric Instruments RED250 remote
eye tracker running at a sampling frequency of 250 Hz. The eye tracker device
was connected via USB to the server. The display had a spatial resolution of
1680x1050 pixels and was viewed under an angle of about 38x24 degrees. Before
each trial, a 9 point calibration was performed.

From the over 280 minutes of gaze data recordings, more than 54,000 saccades
were extracted using a velocity-based algorithm (Böhme et al. [2006]). The simu-
lator also recorded driving parameters such as speed, pedal position and steering
wheel inclination at a frequency of 60 Hz.
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3 Results

3.1 Influence of Cognitive Load

We first analyzed how the subjects’ gaze was distributed across the screen. The
three heat maps (Fig. 2) show the statistical distribution of the eye movement
data across the display for each condition, throughout the experiment. The dis-
tribution was computed for all subjects (N = 20).

(a) Counting task (b) Search task (c) Free driving

Fig. 2. Gaze distribution across the display. In the free driving task, the subjects
fixated more in the centre of the screen; counting the number of floors led to a more
vertically stretched gaze distribution.

Next, we examined the degree in which the saccade amplitudes varied with
the cognitive load (Fig. 3). We plotted the empirical cumulative distribution
function of the saccade amplitudes for every task. For each task, the saccade
amplitudes follow significantly different distributions (p << 0.001, Kolmogorov-
Smirnov test).
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subjects performed more short saccades, while in the search task (bottom curve) there
were more large, exploratory, saccades.
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3.2 Efficiency of Gaze Guidance

For the analysis of the GCC influence on driving performance, no distinction
was made between the cognitive tasks. The data were pooled for each observer
group over all three conditions.

Reaction Times. We examined the reaction time between the triggering of a
critical event and the first gaze hit on the pedestrian of interest (Fig. 4). The
latency between the onset of a critical event and the first gaze hit tends to be
smaller for the GCC subjects.
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Fig. 4. ECDF of the reaction time to a critical scenario pedestrian (mean/s.d. 0.27/0.71
s for GCC subjects, 0.39/1.1 s controls)

Provoked Accidents. To evaluate the subjects’ driving performance, we looked
at the number of accidents caused in the experiment. An accident was considered
a crash of the egocar against one of the critical scenario pedestrians.

Crashes were detected using a distance based-algorithm. An “encounter” was
considered to be a crash if the distance between the centre of the egocar and the
pedestrian was smaller than 1 m.

We found that the accident rate is substantially decreased for the gaze guid-
ance subjects (0.021), being less than a third of that of the controls (0.067). This
reduction is highly significant (95% confidence interval: [0.0393, 0.1004]).

4 Conclusions

We have performed experiments in a gaze-contingent driving simulator to study
the impact of gaze guidance on driving performance. We found that subjects



586 L. Pomarjanschi et al.

exhibited different gaze behaviour under different cognitive tasks. When safety-
critical events were highlighted with briefly flashed, gaze-contingent cues, drivers
attended to these events more quickly. More importantly, such gaze guidance led
to a significantly reduced number of accidents. Subjects reported that they were
not distracted by the cues; a part of the cues went unnoticed.
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Abstract. Self-organized sensor networks are expected to automatically 
configure sensor nodes into networks. Node addresses are essential for network 
communications, and the address size has a substantial impact on the amount of 
energy consumption during the long-term report of small sensing data. This 
paper introduces a Scalable and Dynamic Infrastructure based Configuration 
scheme (SDIC), which addresses the problem of how to organize a large 
number of sensor nodes to configure small addresses with scalability and 
energy efficiency. The special features that make our approach unique are the 
exploitation of an optimized autoconfiguration infrastructure that is inspired by 
the flight formation of migration birds. SDIC enables sequential address 
assignment in a deterministic manner without address conflicts. SDIC utilizes 
mechanisms of the optimized server term control to achieve the scalability of 
infrastructure and configuration operation. The evaluation results of SDIC show 
that it achieves small-size address with few conflicts and with energy 
efficiency.  

Keywords: Self-organization, bird flight formation, address autoconfiguration, 
network infrastructure.  

1 Introduction 

Two features distinguish the sensor networks with the conventional Internet. One is 
the self-organization of sensor nodes. The other is energy efficient operations in the 
network. Small sensor nodes are deployed in a region of interest to observe physical 
phenomena such as temperature, humidity, or solar radiation. Battery-powered sensor 
nodes are expected to self-organize into networks and provide long-term operations of 
reporting data and keeping network connectivity [1],[2].  

The IP addresses have a high energy cost for sensor nodes. It is possible for a 
sensor node to adopt a local unique address as its network-layer address, because 
delivery and process of sensing data in a sensor network are generally carried out 
inside a task area, such as a monitoring region [3]. In other words, each node in a 
distributed system can have a node address that is unique with respect to the 
connectivity of the network. A network-wide local unique address has a potentially 
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short address size. For instance, a typical sensor network of a few hundred nodes 
could use as few as 10 bits if the addresses were locally unique. Although sensor 
attributes, such as temperature, humidity and location, can be used to partially identify 
the sensor destinations in an information query, attribute addresses can not distinguish 
individual sensor node and the sources of sensing data. 

To configure addresses for a large number of nodes, it is difficult to manually 
allocate the addresses to a number of nodes in sensor networks, and a reasonable 
option is to use autoconfiguration of sensor addresses. The address autoconfiguration 
is a self-organization procedure. It selects, allocates, and assigns a unique network 
address to each unconfigured node. However, most of conventional autoconfiguration 
schemes deal with the IP address configuration, generally within a large address space 
[4],[5],[6],[7],[8],[10],[12],[13]. Although a few schemes of Non-IP address 
autoconfiguration have also been adopted to configure addresses, these configuration 
schemes either assume using a pre-defined large address space for small scale nodes, 
or configuring the addresses that are not unique in the network [9], [11]. To configure 
small-size addresses of sensors, it requires that addresses being assigned within a 
potential smallest address space for a number of sensor nodes. This leads to a high 
probability of address collisions.  

This paper introduces a Scalable and Dynamic Infrastructure based Configuration 
scheme (SDIC), which self-organizes sensor nodes to efficiently configure addresses 
in a small address space. SDIC utilizes the model of the birds’ flight formation, in 
which all birds shares the responsibility of being lead bird by rotation to keep the 
team consistency and have energy saving [15]. Like the role rotation among birds in 
flight formation, SDIC constructs a controllable network infrastructure by utilizing 
dynamic roles of address server and address client among sensor nodes. The address 
servers manage the use of address space in a deterministic manner and assign address 
in a sequential way. Each address server only maintains small amount of state 
information (such as the address sequence) during the configuration. SDIC utilizes the 
optimized control of the server term that manages the role rotation of sensors to avoid 
overuse of energy at a certain node. As a result, SDIC has a temporary centralized 
infrastructure, which, however, operates in distributed manner for the long-run. 

The rest of the paper is organized as follows: Section 2 presents related work. 
Section 3 describes the flight formation inspired infrastructure self-organization in 
SDIC scheme. Section 4 describes the basic SDIC autconfiguration. Section 5 
describes the optimized control of address-server’s term. Section 5 presents the 
simulation results of the proposed SDIC protocols. Section 6 concludes.  

2 Background and Related Work 

Conventional approaches of address autoconfiguration can be categorized as 
infrastructure-based or infrastructureless-based according to the utilization of 
predefined network infrastructure. In traditional IP networks, the address 
configuration is infrastructure-based due to the use of address servers. Dynamic Host 
Configuration Protocol (DHCP) operates based on centralized server-client 
architecture, is an effective address assignment approach in the IP Internet [8].  
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In mobile ad hoc networks, address configurations are infrastructureless: without the 
dependence of predefined address server. Autoconfiguration of node addresses in ad hoc 
networks has been extensively studied in recent years. There are mainly two types of 
address autoconfiguration in ad hoc networks, stateful autoconfiguration and stateless 
autoconfiguration. Stateful address autoconfiguration adopts address allocation table to 
maintain uniqueness of addresses, such as MANETconf [4], prophet [13]. Stateless 
autoconfiguration utilizes the on-demand duplicate address detection, such as WDAD, 
IETF zero-configuration [5],[14]. Many of them are based on Duplicated Address 
Detection (DAD) approach, which operates based on full distributed self-organization 
architecture [6]. The existing address autoconfiguration approaches are generally 
utilized for IP address configuration (for the ease of installation) in a relative small 
network. These approaches have a general target of dealing with the invalid address 
configuration caused by the network merge and partitions [4],[5],[7]. But such a target is 
not the ultimate goal in sensor networks, the topologies of which are generally static and 
energy efficiency is of more importance than the mobility issue. 

A few approaches of address autoconfiguration have been proposed in sensor 
networks. Random addressing lets each sensor node select an address randomly in a 
defined address space. Random addressing is a simple way for each node to get an 
address. It is an infrastructure-less approach and operates in a full distributed 
organized manner. But the uniqueness of the address can not be guaranteed, and the 
incidence of address collisions will be high when the address size is short [9]. 
Treecast addressing has also discussed node address issues in sensor networks [10]. It 
is an infrastructure-based approach, however, it utilizes a static centric organized 
architecture assuming there are special sink servers already deployed in sensor 
networks. Furthermore, Treecast addressing does not consider the energy efficiency 
aspect for node addressing in sensor network, such as configuring small-size 
addresses. A MAC addressing scheme has been proposed in [11], which achieves 
small MAC address by adopting address reuse in the networks. However, the 
proposed approach cannot be utilized for configuring unique network-layer addresses. 
[16] has proposed energy-efficient MAC and network-layer addressing schemes in 
sensor networks. However, it have not addressed and analyzed the efficient 
organization of sensor nodes and the infrastructure optimization for address 
configuration. Spatial-time based address configuration was proposed in [17], in 
which the location of nodes and time of configuration are used to represent the node 
address. Due to the large configuration space of location and time, there are few 
address conflicts. However, the spatial-time configuration has not considered the 
problem of large address size caused by the using location and time in the address. 

3 Flight-Formation Inspired Network Infrastructure  
Self-organization  

3.1 Network Model 

A sensor node consists of sensing, computing, and communication capabilities. The 
node address of a sensor is configurable in that the address and its size can be set up  
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in an on-demand manner rather than being predefined before the node joins the 
network. Unlike the conventional Internet nodes, the sensor node generally has a 
power constraint.  

A self-organized sensor network does not depend on the predefined network 
infrastructure such as network servers. In contrast, sensor nodes cooperatively 
perform the role of network infrastructure, automatically configuring sensor nodes 
into a network. A typical self-organized sensor network operates as follows. Sensor 
nodes are firstly deployed in a field with a certain density that enables nodes to be 
connected, and sufficiently cover the sensing area. Then, the nodes, which operate in 
an unattended mode, self-organize into a network. Node addresses are essential for 
nodes to cooperatively form the network, and communicate with each other. After the 
configuration, sensor nodes start to collect and report the information about their 
surroundings. Each sensor node connects to others by either one hop connection or 
multi-hop connections. 

The task of address autoconfiguration is to assign each node a unique address in an 
automatic manner. To configure small-size unique addresses, it requires configuring 
addresses within potential smallest address space for a number of sensor nodes. 
However, it is difficult to utilize the individual operation of node configuration such 
as distributed random address selection and assignment, which is widely used in 
conventional autoconfiguration schemes. This is because there will be many collisions 
to configure a number of addresses in a small address space. The cooperation of self-
organized sensor nodes is necessary to efficiently manage the address space.  

3.2 Flight Formation Model 

The self-organization for sensor nodes to cooperatively configure addresses is 
inspired by the formation flight model of birds. Many species of large birds, such as 
goose, duck, and other migration birds, fly together in formation. A group of such 
birds will typically fly in a large “V” type [15]. In the “V” type formation, generally 
there is one bird in the lead position at the vertex of “V”, and others trail behind in 
two lines, as shown in Fig.1 (a). 

Researchers who have studied formation flight believe that birds fly in this way for 
two reasons. The first reason is that the shape of formation reduces the drag force that 
each bird experiences compared to it flying alone [18]. The second reason that may 
explain the flight is that the “V” formation allows the birds to communicate more 
easily with good visual contract of each other.  

The formation flight keeps the consistency of speed and direction of birds as a 
group. Each bird takes the advantages of the power of the formation. But the lead bird 
in the vertex of “V” consumes more energy than others. When the lead bird gets tired, 
it will rotate back in the wing, and another bird takes the lead position, as shown in 
Fig.1 (a). This results in the dynamic formation of “V” to keep the energy balance 
among birds [15]. 
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Fig. 1. Overview of SDIC address configuration. The bird flight formation model describes that 
all birds share the responsibility of being lead bird by rotation to keep the team consistency and 
to have energy balance. This brings insights into the self-organization of sensor networks for 
address autoconfiguration.  

3.3 Insights from Flight Formation to SDIC 

The bird flight formation model brings important insights into the self-organization of 
sensor networks for address autoconfiguration. First, flying birds as a group represent 
a well established team with shared goal (such as flight migration). With the flight 
formation, the team operates in a consistent manner with regard to speed and 
direction. Further, the formation result in the energy saving of birds during the flight.   
Second, to maintain the flight formation, each bird in the flight has its own roles and 
responsibilities for the entire group. The lead bird takes most of the responsibility 
during the flight, but other birds also become leaders when needed.  

In SDIC configuration, a mutlihop server-client formation is self-constructed by 
sensor nodes. The server node manages the use of address space and assigns address 
to client sensors in a deterministic manner and keeps the consistency of address 
usage. This formation allows sensor nodes to configure address with little address 
conflicts, keeps the address assignment within the smallest necessary address space. 
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The sensors take advantage of the server-client formation with a high successful 
configuration rate, and save the configuration energy by using easy communication of 
unicast between server and clients.    

In SDIC, like the flight formation, each sensor node has a role of becoming address 
client or address server. A node in the server state acts as an address server, and then 
takes the responsibility of address assignment, while a node in the address client state 
might issues the configuration request or relay packets for other sensors. 

Like the lead bird in flight formation, the server node consumes more energy than 
other nodes. Thus it will rotate back to client after a certain term of server operation. 
In this paper, the optimized server term is studied by both of analysis and simulation. 
The server rotation avoids the overuse of energy at one node, balancing the energy 
consumption of the network. Further, server rotation provides the configuration 
scalability in the network. 

4 Fundamental SDIC Address Autoconfiguration 

SDIC configures addresses in a potential smallest address space by assigning address 
sequentially from low to high without the overuse of address space. The sequential 
assignment of node addresses requires a deterministic operation rather than an 
opportunistic operation so as to maintain the consistency of address configuration in 
self-organized sensor networks.   

To realize these functions, SDIC scheme self-organizes sensor nodes into a 
dynamic server-client based network infrastructure. Each address server is 
automatically elected among sensor nodes, and has a limited server term, after which, 
another sensor node will be selected as a new server. As shown in Fig.1 (b), the 
address server performs the address assignment in its term to the address clients, 
which are nodes that have not had their address configured yet. In the configuration, 
an address client (e.g. node A) that asks for an address sends an address-request 
(AREQ) message to the server (e.g. S1). In response to the AREQ message, the 
address server selects an unused address in the address space and sends an address-
reply (AREP) message, which includes the assigned address, to the address client.  

At the beginning of configuration, when a node needs an address to be configured 
and does not have any information about the address server, the node searches for the 
address server by broadcasting a server-query message at a random time. If an address 
server already exists, the server should inform of its presence to the node that is 
searching for a server. If a searching node receives no reply within a certain period of 
time, it turns into a server initiation state, assigns itself as an address server, and then 
announces its status to other nodes by broadcasting a server-announcement message. 
Each sensor node that receives the server-announce message records the server 
address and also the source route to the address server for future connections. Thus, 
the route for an address client to deliver an AREQ message to an address server is 
obtained from the source route of a server-announcement message. And the route for 
the server to deliver an AREP message to an address client is obtained from the source 
route of the AREQ message from the address client.  
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SDIC utilizes the server term control to obtain the infrastructure scalability. The 
server term control computes and sets an optimized term for each address server. It 
controls the server rotation (as shown in Fig.1 (c)) among sensors to achieve both 
deterministic and distributed operation, leading to the server robustness by avoiding 
the overuse of server energy. A node in a server state perform the server role in a 
server term that is measured by a certain number of AREQ/AREP rounds in the 
configuration.  

With the central control of address servers, node addresses can be assigned in a 
sequential manner to sensor nodes. This results in the smallest necessary address 
space and few address conflicts during the configuration procedure. That is, the 
address server assigns each address in a sequential increasing order, beginning at 0. A 
sequence of addresses is maintained at each server, and the address sequence is 
delivered to a new server from the server that finishes its server term.  

5 Optimized Address-Server Term Control 

Note SDIC sets each address server a server term. As shown in Fig.2, after an address 
server (such as Sn in the figure) has assigned addresses n times, it selects a new server 
from the clients that obtained its address in its server term. In this paper, the last client 
that is assigned with an address from current address server will be the candidate of 
new address server (e.g. Sn+1 in the figure). After a new server is selected, the 
address sequence is delivered from the current server to the new server so as to keep 
the consistence of address configuration. A simple procedure of server rotation can 
just includes the new server assignment by delivering the address sequence message 
to the next server.   

There should be a certain condition with regards to the server numbers, by 
adjusting which the energy consumption at the servers could be optimized. We 
calculate the server number that results in the minimum energy consumption at a 
server since the server generally consumes the largest part of energy.  

At first we calculate the configuration cost in a centric address configuration 
operation without server rotation. We define following parameters. 

 

 
 

N     The total number of nodes in the network 
K     The number of address servers during the configuration 

SE     Energy consumption at an address server 

ACE    Energy consumption at an address client 

SIE      Energy consumption of address server initiation 

SCE   Energy consumption of the address server configuration 

SRE    Energy consumption of the address server rotations 

TXE   The energy consumption of transmitting a packet  

RXE   The energy consumption of receiving a packet 
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Fig. 2. Server term control. After an address server finishes its term, a new server will be 
selected to assign addresses to sensors. 

The energy consumption at a server, ][iES , includes three parts: the energy 

consumption
SIE  in the server initiation, 

SCE  in the address configuration, and SRE  in 
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where k is the number of servers during the configuration, each sever assigns (N/K) 
addresses. In this paper, we adopt the simple procedure of server rotation which just 
includes the new server assignment by delivering the address sequence message to the 
next server, and requires the new server to initiate an announcement broadcast. The 
server announcement lets other node the new server’s ID and route so as to avoid 
much overhead of broadcasting for address clients to find server. The minimum 
energy consumption at a server can be expressed as follows.  
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To derive the optimal server number K that yields the minimum ][iES , we calculate the 

derivative of ][iES  with respect to K as follows. 
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  and the ][iES  has the smallest value.  The 

corresponding server term is ][
K

N . Thus, substituting ]1[ −= NK  to equations (3) 

and (4) gives the minimum energy consumption at a server. 
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As for the address clients, the corresponding energy cost is as follows. 
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From the above analysis, we find that there is an optimized server number that gives 
rise to the lowest energy consumption at servers, leading to both small and balanced 
energy cost among sensor nodes.  

6 Simulation Evaluation 

6.1 Simulation Setup  

Unless otherwise stated, the simulation is setup as follows. The number of sensor 
nodes varied from 20 to 256. Each sensor is equipped with a radio module that has a 
transmission range of 10m. The sensor nodes are distributed over the rectangle fields: 
field of 100m× 20m for 20 nodes, 100m× 50m for 50 nodes, 100m× 100m for 100 
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nodes, 100m× 150m for 150 nodes, 100m× 200m for 200 nodes, and 100m× 250m for 
250 nodes.  Each node boots at a random time within 0-300seconds.  Each node has 
a 32 bits unique temporary address, the difference of temporary address, temporary 
configured addresses, and configured addresses are identified by the packet type field 
in the packet header.  As for SDIC used in the simulation, each server rotates its role 
to another node after it has assigned addresses 5 times. That is, a default number of 
addresses assignment in a round service of one address server is 5. The configuration 
message is assumed with the same packet size. The proposed SDIC scheme is 
evaluated and compared with a random address configuration (DAD) approach, 
because DAD is  a widely used approach for address autoconfiguration in self-
organized networks[4], [5], [6]. In DAD, each node configures address individually 
by randomly selecting a candidate address for configuration, and then detects its 
validity in the network. If the selected address is duplicated with other nodes, the 
node should configure again by selecting another candidate address.  

6.2 Numerical Results 

A. Configuration Procedure Efficiency 

Fig.3. shows the configuration procedure efficiency that is measured by the total 
number of configuration attempts during the configuration. Here a configuration 
attempt refers to a round of address request and reply. As shown in the simulation 
results in Fig.3. (a) and (b) , to configure addresses for 100 nodes in an address space 
of 128, random address configuration (DAD) requires 205% configuration attempts of 
that of SDIC. And to configure addresses for 250 nodes in an address space of 256, 
DAD requires about 425.2% configuration attempts of that of SDIC, as shown in 
Fig.3. (c) and (d). DAD requires much more attempts and has many reconfigurations 
to have each sensor node a valid address. This is because that the probability of 
address conflicts is high for configuring a number of addresses in a small address 
space by the random address selection. In contrast, SDIC has a high efficiency for 
each sensor node to successfully get a valid address in each configuration attempt. 
This is because that SDIC utilizes a temporarily centralized and deterministic 
operation of address servers, leading to few address conflicts. 
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(a) Performance of DAD approach for configuring 100 nodes in address space of 128 
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(b) Performance of SDIC approach for configuring 100 nodes in address space of 128 
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(c) DAD approach for configuring 250 nodes in address space of 256 
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(d) SDIC approach for configuring 250 nodes in address space of 256 

Fig. 3. Configuration procedure efficiency. To configure addresses for 100 nodes in an address 
space of 128, random address configuration (DAD) requires 205% configuration attempts of 
that of SDIC. And to configure addresses for 250 nodes in an address space of 256, DAD 
requires about 425.2% configuration attempts of that of SDIC. 

813 Reconfigurations  
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B. Configuration Scalability: The Impact of Server Term Control 

Fig.4 shows the impact of server number during the configuration on the average 
energy consumption at the server nodes. The energy is measured by the energy unit 
that is the energy consumption in transmitting or receiving a configuration message.  
Since every server has the same server term, the number of servers reveals the server 
term of a server. More number of servers means small server term of an address 
server. The energy consumed at the server nodes is large in cases of either the server 
number is very small or the server number is very large. When there is only one 
server in the configuration, much configuration messages, such as AREQ and AREP, 
overhead will focus on the server, leading to large energy consumption. Further, there 
is a much unbalance of energy consumption between the address server and clients. 
On the other hand, when the entire nodes are selected to perform a server’s role the 
energy consumption is large at both server and client. This is because that many 
servers causes much server rotation operations, leading to the large energy 
consumption. 

One the other hand, we can observe that there is a optimized number of servers, 
which achieves the smallest energy consumption at the server nodes. When the server 
number approaches to a certain number such as 10 in the network of 100 nodes, and 
15 of a network with 200 nodes, the energy consumption of servers has the  
lowest level. This result is in accordance with the analysis of the optimized server  
number. 
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Fig. 4. Impact of the server term control. There exist optimized server numbers, which result in 
the smallest energy consumption at server nodes. 

7 Conclusion 

This paper introduced a SDIC approach that self-organizes the sensor nodes like the 
flight formation of birds to cooperatively configure energy efficient addresses. SDIC 
configures addresses for a large number of sensor nodes within a small address space 
by constructing a controllable and optimized network infrastructure. Like the role 
management among birds in flight formation, sensor nodes are self-organized with the 
roles of address servers and address clients to manage the use of address space. SDIC 
controls server term for the server’s rotation among sensors to achieve server 
robustness and the energy efficiency of configuration. Consequently, the roles and 
duties of server/clients are dynamically assigned to sensor nodes and are performed in 
a distributed way.  

SDIC configures local unique addresses sequentially, leading to small address size. 
The configuration is scalable with regard to address conflicts, energy consumption of 
servers, and information maintained in the servers. Simulation results show that SDIC 
avoids address conflicts and requires little reconfiguration compared with the 
conventional address autoconfiguration schemes, especially when there are many 
nodes in the network. With the efficient server term control, SDIC achieves low and 
balanced energy consumption among sensor nodes. The use of energy-efficent 
addresses in sensor network and the bird-flight formation inspired self-organization 
also highlight the future applications of sensor networks, in which sensor nodes can 
perform various sensing tasks by cooperatively sharing the roles of network 
managements with energy efficiency and scalability.  
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{vig,barth}@inb.uni-luebeck.de

Abstract. Much research has been concerned with the notion of bottom-
up saliency in visual scenes, i.e. the contribution of low-level image fea-
tures such as brightness, colour, contrast, and motion to the deployment
of attention. Because the human visual system is obviously highly opti-
mized for the real world, it is reasonable to draw inspiration from human
behaviour in the design of machine vision algorithms that determine re-
gions of relevance. In previous work, we were able to show that a very
simple and generic grayscale video representation, namely the geometric
invariants of the structure tensor, predicts eye movements when view-
ing dynamic natural scenes better than complex, state-of-the-art models.
Here, we moderately increase the complexity of our model and compute
the invariants for colour videos, i.e. on the multispectral structure tensor
and for different colour spaces. Results show that colour slightly improves
predictive power.

Keywords: video saliency, eye movements, intrinsic dimension, multi-
spectral structure tensor.

1 Introduction

The human visual system uses a sophisticated approach to efficiently cope with
the vast amounts of data that enter the eye and which need to be processed
in real time. Only information from a small central fraction of the visual field,
the fovea, is processed at high spatial resolution; more peripheral information
is processed only at a very coarse scale and is used mainly for action guidance.
One particular problem that the human vision system seems to solve surprisingly
well is then when and where to direct the fovea via eye movements to sample all
relevant aspects of a visual scene.

Early work found that fixated image regions differed from non-fixated regions
in their low-level features such as contrast [10] or higher-order statistics [7].
Nevertheless, it is still a matter of debate whether these altered image statistics
at fixation are actually causal of eye movements [4], or whether it is high-level
objects that draw attention [3].

For machine vision applications and systems, however, the distinction between
a causal and a mere correlative contribution of saliency to eye movement guid-
ance is rather philosophical. It is safe to assume that the human visual system

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 601–606, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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is highly optimized for the real world, and thus mimicking its performance will
find the most informative regions in a scene. Consequently, many models have
been developed for saliency on both static images and videos [6,5,8,13]. Typi-
cally, these models first extract a range of biologically-inspired low-level features,
such as brightness, colour, contrast, orientation, and motion on multiple spatio-
temporal scales, and then fuse this information into a single saliency map that
assigns a single value of “interestingness” to each image location.

Contrary to these often complex models with a high number of parameters,
in previous work we have successfully modelled eye movements using a simple
and very generic video representation: the geometric invariants of the structure
tensor that capture the amount of spatio-temporal intensity variation [11]. Based
on these invariants, we can derive the intrinsic dimensionality of the video, that
is the number of degrees of freedom that are used locally. For example, at a
stationary edge, the signal changes in only one spatio-temporal direction (or-
thogonal to the edge), and thus edges constitute i1D regions; transient corners,
on the other hand, change in all directions and are therefore i3D. One impor-
tant finding is that the predictive power increases with intrinsic dimensionality:
in other words, corners are more informative than edges, and transient features
are more informative than their stationary counterparts. A further, surprising
finding is that prediction based on this generic video representation outperforms
complex state-of-the-art models [12].

So far, the geometric invariants were only computed in grayscale on the luma
channel. In the following, we shall compute the invariants on a multispectral
structure tensor in order to investigate whether the incorporation of colour in-
formation can improve eye movement predictability in dynamic natural scenes.

2 Methods

2.1 The Multispectral Structure Tensor

To estimate the intrinsic dimension of a given video region Ω, we choose a linear
subspace E ⊂ R

3, of highest dimension, such that

∂f

∂v
= 0 for all v ∈ E,

with the intrinsic dimension of f = 3 − dim(E) [9]. E can be estimated as the
subspace spanned by the set of unity vectors that minimize the energy functional

ε(v) =

∫
Ω

∣∣∣∣∂f∂v
∣∣∣∣
2

dΩ = vT Jv,

where the structure tensor J [1] is given by

J =

∫
Ω

∇f ⊗∇fdΩ
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with the tensor product ⊗. Alternatively, we can then write

J = ω ∗
⎛
⎝fxfx fxfy fxft
fxfy fyfy fyft
fxft fyft ftft

⎞
⎠

with a spatio-temporal lowpass filter kernel ω and partial derivatives fx, i.e. fx =
∂f/∂x. Therefore, E is the eigenspace associated with the smallest eigenvalue
of J , and the intrinsic dimension of f corresponds to the rank of J . Instead of
performing an eigenvalue analysis, the intrinsic dimension can also be obtained
from the symmetric invariants of J :

H = 1/3 trace(J) = λ1 + λ2 + λ3 (iD ≥ 1)
S = |M11|+ |M22|+ |M33| = λ1λ2 + λ2λ3 + λ1λ3 (iD ≥ 2)
K = |J | = λ1λ2λ3 (iD = 3).

For a multispectral image sequence, we look for the subspace E of highest
dimension such that, in Ω,

∂f

∂v
= 0 for all v ∈ E.

Note that f is now a vector from R
q (for an image sequence with q colour

channels), so we choose an appropriate scalar product for y = (y1, . . . , yq) and
z = (z1, . . . , zq) such that y ·z =

∑q
k=1 akykzk, with positive weights ak that can

be used to assign higher importance to certain colour channels, and we arrive at
the multispectral structure tensor

J =

∫
Ω

⎡
⎣ ‖fx‖2 fx · fy fx · ft

fx · fy ‖fy‖2 fy · ft

fx · ft fy · ft ‖ft‖2

⎤
⎦dΩ.

In our implementation, we chose 5-tap spatio-temporal binomials for ω and for
smoothing the video sequence before taking the derivatives, and J was computed
for a spatio-temporally downsampled version of the original video (factor four
in space and time). Saliency was then determined as the average energy of the
geometric invariants in an 8x8 pixel window around a location.

2.2 Colour Spaces

The colour space RGB is commonly used in computer graphics and stores images
with red, green, and blue components. Video formats, however, often exploit the
reduced colour resolution of the human visual system and thus our original
videos had been recorded in the Y ′CbCr format with one luma and two chroma
channels (of halved resolution). When using Y ′CbCr directly, the dynamic range
of the luma channel is much larger than that of the chroma channels, and the
contribution of colour to JY′CbCr is small. We therefore computed the standard
deviation of each channel in our set of videos (Y ′: 124.8; Cb: 39.7; Cr : 44.9)
and used their inverse for the weights ay, acb, acr to obtain the colour space
Y ′CbCr weighted. As a baseline, we computed the invariants in grayscale on the
Y ′ channel only.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Example frames for colour saliency. a) Invariant H computed on the luma chan-
nel only (inverted for legibility). b) Original video frame. c) H on JRGB. d) Absolute
difference between a) and c). Even though colour information is represented in RGB,
the difference is small. e-f) H on JY′CbCr weighted and absolute difference to a).

2.3 Experimental Data

We used a large eye movement database of about 40000 saccades obtained from
54 subjects watching 18 high-resolution movies (1280 by 720 pixels, 29.97 fps,
about 20 s duration each) described in detail elsewhere [2]. For a set of negative
examples, we did not generate random data, but shuffled scanpaths on different
movies in order to keep the spatio-temporal distribution of positive and negative
samples over all movies constant. These samples were then classified with a
Maximum Likelihood classifier based on one of the invariants.

3 Results

The ROC scores for the geometrical invariants H , S, and K on the multispectral
structure tensor for different colour spaces are shown in Fig. 2. We can replicate
the previous result that regions with higher intrinsic dimensionality are also
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Fig. 2. ROC scores for eye movement predictability of the geometrical invariants of
the multispectral structure tensor in different colour spaces. The higher the intrinsic
dimension, the higher the predictability (K > S > H); saliency on colour video predicts
eye movements better than on grayscale video (Y ′).

more predictive of eye movements (K > S > H). Furthermore, the inclusion of
colour information improves predictive power, but only slightly. The differences
between the different colour spaces are very small, except for the invariant K on
RGB, which performs worse even than the grayscale K.

4 Conclusion

We have previously found that a simple, generic model of spatio-temporal in-
tensity variation can predict eye movements on natural videos at least as well
as complex state-of-the-art models. In the present manuscript, we have incorpo-
rated colour information into our model while maintaining its conceptual sim-
plicity (but at increased computational cost). Results show that indeed colour
improves predictive power, but only moderately so. Whether this is due to a
ceiling effect or to a relatively small contribution of colour to eye guidance in
dynamic natural scenes remains to be determined. Future work will also incor-
porate further colour spaces, such as HSV, which is particularly sensitive for skin
colour, or the perceptually equidistant LAB space.
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Abstract. Mobile robots have been used widely in large number of intelligent 
based applications, where a random manoeuvring is an essential part of such 
systems, [1,2]. In this regards, experience has shown that mobile robots do 
require advanced parallel intelligent based control mechanisms. In this article, it 
is shown how a mobile robot can be controlled in movement via some rule 
based system. In this sense, the design, construction and testing of an 
autonomous mobile robot have already been defined in the literature. A 
Transputer Embedded Real-Time Controller has been widely used for industrial 
applications due to their advances. Here, a Fuzzy based Transputer System is 
used (on board the robot) to meet some intelligence requirements for the 
navigation and obstacle avoidance.  A parallel fuzzy controller is implemented 
for a mobile robot guidance and obstacle avoidance.  This is based on parallel 
processing of sonar data that do come from the mobile sensory system.  

Keywords: Bio-Inspired Robots, Parallel Processing, Occam Processes, Mobile 
Robots Kinematics, Fuzzy Systems, Autonomous Robot. 

1 Introduction 

1.1 A Mobile Robotics System 

The mobile robot indicated here in this article is known as the " Occam Mobile 
Robot".  The robot has been modeled and controlled through parallel processing units. 
Occam parallel processes has been used to control the mobile robot is shown in  
Fig. (1). For the design of the robot, the following assumptions were made 
accordingly: 

 
{a} The mobile robot must be capable to follow an (x,y) path in any direction 

(θ) over the plane. 
{b} It must be robust in its  mechanical design. 
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{c} It must include sufficient sensors and actuators. 
{d} It has to be easily controlled  and of ease to maintain. 
{e} It should be intelligent to make navigation decisions on its own.  
{f} It should have simple mechanical design.  
{h} All steering axes are perpendicular to the surface.  

 
In addition,  the following operational assumptions were assumed: 

 
{i}   The mobile robot is to  move on a planar surface. 
{ii} The translation friction at the point of contact between a wheel and the 
surface is large enough so that no translational slip occur. 
{iii} The rotational friction at the point of contact between a wheel and the 
surface is small enough so that rotational slip may occur. 

 
Transputer Embedded Real-Time Controller has been widely used for industrial 
applications due to their advances.   Fuzzy based Transputer system  is used on board 
the robot to meet the intelligence requirement for the navigation and obstacle 
avoidance.  Parallel fuzzy controller is implemented for the robot guidance and 
obstacle avoidance.  This is based on processing of  sonar data that do come from the 
mobile sensory system. 

1.2 Proposed Control System 

The system proposed  here,  is to allow a fuzzy controller to control the movement 
and the maneuver actions of a mobile robot. This is done via the use of a parallel 
processing of the sensory data.  Sensory data are processed in parallel fashion, hence 
a fuzzy controller output is computed accordingly quickly.  The proposed fuzzy 
controller is then used to control the movement of the mobile robot.  The fuzzy 
controller has been trained and defined using the operators experience. 

 

 

Fig. 1. The Occam process, and a T414 Transputer chip. The transputer architecture was 
designed as an Occam engine.  
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2 Mobile Robot Physical Construction 

2.1 Robot Physical Body 

We define the following: The Occam Mobile Robot can follow a path in any direction 
but first it must rotate around its axis to face that direction. It has two diametrically 
opposed drive wheels.  Because of the simplicity of its mechanical design it has 
simple kinematics.  The mobile robot weighs about two kilograms in a rectangular 
shape of width (30cm) and length of (40cm).  It has two wheels of diameter (10 cm) 
located at the centre of the robot used for motion and steering.  Each wheel actuates 
through a gear (10:1 ratio) by an independent DC motor.  A shaft encoder is attached 
to each motor for wheel position sensing. Two free-wheeling castors are located one 
in the front and one at the back of the robot to balance the robot. The corners of the 
robot circumference are flat and with  (45o) angle from the adjacent flat wall. These 
flat corners are used to mount the corner ultrasonic sensors in order to enable the 
robot  to see in that direction.   The sensors are mounted around the circumference of 
the robot body, and they are at 30cm high from floor.  The sensors are slightly tilted 
upward to prevent ultrasonic echo reflection from the ground floor.  The mobile robot 
is powered by four rechargeable (12V batteries), 2×12Ah and 2×6Ah. These batteries 
are configured to supply (+12V,  −12V,  +24V and −24V).  A voltage converter is 
also used to provide  (+5V). 

2.2 Robot Kinematics Development 

To provide a framework within which to develop the robot kinematic models,  Muir 
and Neuman, 1986 [3],  defined a wheeled mobile robot as:  “ A robot capable of 
locomotion on a surface solely through the action of wheel assemblies mounted on the 
robot and in contact with the surface.  A wheel assembly is a device which provides 
or allows relative motion between its mount and a surface on which it is intended to 
have a single point of rolling contact”,  [2].   Kinematics is the study of the geometry 
of motion.  All kinematics are derived by straightforward application of the axioms 
and corollaries of the transformation algebra, [3].   In the context of the wheeled 
mobile robots, the motion of the robot can be determined from the geometry of the 
constraint imposed by the motion of the wheels.  

3 The Mobile Robot Fuzzy Controller 

3.1 The System Controller 

In the mobile robot fuzzy controller, the eight ultrasonic sensor range measurement 
data are the input to the controller and the output is the left and the right wheel speeds 
as shown in Fig. 2. 

This fuzzy controller is integrated with the sensor fusion and the low level PID 
controller to form the complete controller for the mobile robot as shown in Fig. (3).  
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Fig. 2.  Body coordinates assignments.  Input-Output Mobil Robot Fuzzy Controller.  

The overall controller starts with a user interface where the user can enter the desired 
control parameters and in this interface the statues of the mobile robot will be 
displayed before starting the controller.  The robot checking routine will perform self 
testing on the various parts of the hardware of the robot and report any problem to the 
user before starting.  The sensor fusion is the integration of all of the eight ultrasonic 
sensors to form the input to the fuzzy controller.  The robot sensors are grouped in to 
four regions as shown in  Fig.  4. 

 

 

Fig. 3. Block diagram of the overall controller for the mobile robot 
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Fig. 4. Mobile sensing units:  As grouped in four regions 

Region #1 consist of sensor (1, 2 and 3).  Region #2 consist of sensor 3, 4 and 5.  
Region #3 consist of sensor 5, 6 and 7.  Region #4 consist of sensor #7, 8 and 1.  In 
this arrangement some sensors are part of more than one region and this grouping is 
consistent with the fuzzy group classification where the borders between the sets 
(regions) are not crisp.   In the process of  selecting a region out of the four,  the 
following steps are implemented: 

 

1)  Read all the sensors (S1  to  S8), and pass to controller. 

2)  Arrange the sensor output value in ascending order. 

3)  Identifying the three sensors with the lowest value. 

4)  Check if two of the three are in one region. 

5)  If yes,  that region will be selected. 

6)  If no, go to step one again. 
 

The selection of the region will define the fuzzy rule that will be used in the fuzzy 
controller. 

3.2 Fuzzy Control Information Processing 

The processing of the information in the fuzzy process will first include the 
fuzzification of the input variables and then the defuzzification of the output variables 
as discussed in (4.4).  

3.3 Fuzzification of  Sensors Data (Variables  dmin1  and  dmin2 ) 

Once the region is selected the information supplied by the sensor in that region will 
indicate the nearest obstacle to the robot and the next nearest obstacle (dmin1 and dmin2) 
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facing that region. The fuzzy control can be realized by the control of the robot 
wheels rotation to keep the robot within a pre-set distance from the obstacle facing 
that region of the robot.   A fuzzy operator converts the crisp input data, say{d}, into 

the linguistic values ( )
∧
d  determined as labels of fuzzy sets given by Equ (1): 

 
                                           )d^

2,d^
1()d,d(fuzzifier 21 ∈                                                              (1) 

 
where fuzzifier denotes a Fuzzification operation. From now on, the sign (^) 
representing the fuzzy set will be omitted for simplicity. The input linguistic variables 
d1 and d2 are expressed by linguistic terms as illustrated by the membership function 
in Equ. (2) and Equ. (3) and in Fig. 5. respectively.  The meanings of the linguistic 
terms are given in Table (1). 

                                      {es  vvs  vs  s  m  b  vb  vvb  eb}  ⊆ m(d1)                     (2)              

                     {es  vvs  vs  s  m  b  vb  vvb  eb  eeb} ⊆ m(d2)                           (3) 

 

vvbpvvbn m p p bp vbpm nn bn vbn z

wheel speed  in  
rad/sec.

NL,  
NR

m (             )  N L, NR 

d2

m (         )  d1

m (         )  d2

d1
most m inimum 
d istance

next m ost m inimum 
d istance

 bvvs vs  s  m vbes vvb eb

 bvvs vs  s  m vbes vvb eb eeb

a1 a20 a3 a4 a5 a6 a7 a8 a9a1 a20 a3 a4 a5 a6 a7 a8 a9

b1 b20 b3 b4 b5 b6 b7 b8 b9 b10

c1 c20 c3 c4 c5-c1-c2-c3-c4-c5

(a)

(b)

(c)

 

Fig. 5. Fuzzification of the input and output variables 

The fuzzy output is the speed of the right and the left wheels in (rad/sec). They are 
expressed by the linguistic values with membership functions having a triangular 
shape functions as shown in Fig. 5.  The halfway of this membership function is 
determined by an initial value of zero. The linguistic provisions for the output 
variables are given in Equ (4) and in Table  (2) : 

                          {vvbn,  vbn, bn, n,  mn,  z,  mp, p,  bp, vbp,  vvbp}     ⊆  m(NL)                            (4) 
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Table 1.  Membership for the input variables d1 and d2 

Symbols Linguistic variable 

es extremely small 

vvs very very small 

vs very small 

s small 

m medium 

b big 

vb very big 

vvb very very big 

eeb extremely big 

 
Table 2. Membership for output variables  (NL and NR) 

Symbols Linguistic variable
vvbn very very big negative 
vbn very big negative
bn big negative
n negative

mn medium negative
z zero

mp medium big
p positive big

bp big positive
vbp very big positive

vvbp very very big positive
 
 
In Equ.  (4), the eleven states membership function is expressed in terms of degree 

of  membership function (MF).  Fuzzy subsets embody elements with degree of 
membership.  On the other hand, fuzzy FM μz( ) of the fuzzy set{ }, assigns a real 
number between (0 to 1) to every element in the universe of discourse. With reference 
to the membership functions of the fuzzy sets defined in Fig. 5., these membership 
values indicate the degree to which the element (a number) belongs to the fuzzy set. A 
fuzzy membership function can have various shapes depending on the designer’s 
preference and the need for it in a particular fuzzy controller.  The triangular shape is 
the most common shape of the membership function in the literature and the easiest to 
implement, [7]. After isolating the control features of the fuzzy controller and 
decomposing each variable into fuzzy sets, the conceptual model is completed.  This 
done by writing the production rules describing the action taken on each combination 
of the control variables.   The mobile fuzzy controller is a two input (d1, d2) and one 
output which is the desired speed of the motor ( refer to Fig. 5.).  It is convenient to 
consider such control as an individual matrix of actions in an (d1×d2) array.  

The fuzzy states of one control variable (d1) form the horizontal axis and the fuzzy 
states of the other control variable (d2) form the vertical axis.  At the intersection of a 
row and column is the fuzzy state of the solution variable.  For this system the 
representation assumes the shape of (d1×d2×NR ) cube.  Systems of higher order are 
most difficult to conceptualize but, in principle, the same kind of correspondence 
between control and solution variables exists.  This form of representation, very 
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common in the control engineering field, is called a Fuzzy Associated Memory or the 
(FAM).  Table. 3.  shows the FAM for the right wheel speed and in Table. 4. the FAM 
for the left wheel speed. 

3.4 Construction of  Rule Base Fuzzy System 

The rule base for realizing each behaviour can be constructed based on the operator 
experience. For the fuzzy controller, the partial mapping is to be translated into 
linguistic rules.  The fuzzy rule has an (IF-THEN) format as follows : 

Table 3.  The FAM for the right wheel speed (Region 1) 

 
 The FAM for the right wheel speed (Region 1) 

 

Table 4. The FAM for the left wheel speed. The linguistic rules of the left wheel speed in 
region two. 

 

The linguistic rules of the left wheel speed  The FAM for the right wheel speed (Region 1) 
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Table 4. (continued) 

 

 
                IF (d1  is  mb  AND  d2  is  vb)  then   (NL is vvb   AND   NR is vb) 
 

where d1, d2 , NL, and NR are the fuzzy variables and mb, vb, vvb and vb are the fuzzy 
subsets in the universe of discourses (X, Y and Z).  The fuzzy rule base consists of 
several rules of the form given  above. The experience of the operator play a big role 
in the shape and form of the rules and in the number of the rules, in the rule base 
fuzzy controller. In this fuzzy controller, the membership functions (μ1, μ2, μ3, μ4) 
with  association with  the (d1) and (d2) are computed as follows, [7]: 

 
x = Int ((d1+1)/10)       y = Int ((d2+1)/10) 

 
where (Int)  is the integer part of the expression : 

  
 xx = (10x  + 5 − d1)     yy = (10y  + 5 − d2) 

 
and complement of these fuzzy sets is given by: 

 (Cxx = 1 − xx)     (Cyy = 1 − yy) 
 

μI  = μi(d1) ⊕ μi(d2)                                                
μ1 = min (xx , yy)                                                 
μ2 = min (xx , Cxx)                                               
μ3 = min (Cxx , yy)                                               

              μ4 = min (Cxx , Cyy)                                              (5) 
 

In Equ. (5) is the fuzzy OR operator for the fuzzy set which select the minimum of the 
two variables given.  The membership function in Equ. (5)  is used in the 
defuzzification process, [12].  

3.5 Defuzzification of  Output Variables 

In order to determine the crisp output (NL ,NR) from the fuzzy control action, a 
defuzzification process is required , [8]. The centre of gravity defuzzification is a 
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commonly used method utilized in the control engineering applications.  In the centre 
of gravity method we define the value (α) located under the centre of gravity of the 
area that is given by the function μi =1,2,3,4 . The crisp output is founded by, [8]: 

 

                                         
4321

44332211
LN

μ+μ+μ+μ
μα+μα+μα+μα

=                                  (6) 

 

where ( α1 , α2 , α3 ,α4 ) are the corresponding values for the fuzzy rule for the NL 
output. And for the second crisp output NR the same Equ. (5) will apply using the 
corresponding ( α1 , α2 , α3 ,α4  )  values.   Each one of the four regions of the sensor 
grouping of Fig. 4. has two base rules,  ones rule for the left wheel and another rule 
for the right wheel. The mobile robot fuzzy controller described above can be 
illustrated further by Fig. 6.  This figure shows the interaction of the various parts of 
the fuzzy controller, the robot environment and the robot dynamics.  In addition to the 
four regions rules, there is a fifth region which is the negative of the rule for region 
one.  This fifth region is applied whenever the robot gets trapped in a situation where 
it cannot go left or right. This region well be selected by the fuzzy controller to 
reverse the robot from the entrapment.  After the robot is out of the entrapment, one 
of the other four regions rules will be selected as applicable.  The above fuzzy 
controller has been divided in two parts: the obstacle avoidance routine and then a  
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Fig. 6.  Overall configuration of the fuzzy controller and its  interaction with the robot  dynamic 
and with the environments surrounding the robot speed in region one 
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goal seeking routine. The obstacle avoidance routine has been tested by simulation 
and by experiment which will be shown in the next section.  

4 Simulation and Experimental Evaluation Fuzzy Controller 

4.1 The Simulation Environment 

The obstacle avoidance fuzzy controller has been simulated using the fuzzy rules and 
the kinematics of the mobile robot using MATLAB programming algorithms. The 
simulation x-y space has been made similar to the size of the operating area (6×6 
meters) of the robot in the experimental setup. The simulation program starts by 
asking the initial (x,y) location in the (x,y) plane and the orientation angle with respect 
to the x-y world coordinate. The simulation shows that the robot moves around the 
plane geometry governed by the fuzzy-base rules without colliding with the 
surrounding boundaries. The simulation results are shown in Fig. 7. with the mobile 
robot as moving circles. The robot was tested, in real-time, using this fuzzy controller 
used in the simulation but was written in Occam language. Fig. 7. shows the 
experimental court (circles)  with the erected walls.  The robot in the experimental 
testing exhibited similar behavior to the one shown in this simulation.  The 
experimental behavior of  Occam Robot was recorded on a video tape. 
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Fig. 7.  The simulation of the robot movement using fuzzy controller with the robot moving in 
a circle. It started at 90o orientation at    x = 2.5  and   y = 2.5. 
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Fig. 8. The robot goal seeking and the global coordinate system 
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Fig. 9. The goal seeking simulation, the robot started at   x= 0.75,  y= 0.35  and 90o  orientation. 
First the robot rotated until it faced the goal and then proceeded to the goal. 



 Bio-Inspired Transputer Based-Fuzzy Mobile Robot 619 

4.2 Robot Goal Seeking  

The goal seeking simulation is shown in Fig. 9.  Here the robot starts from known 
position and orientation in the world coordinate and stopped at the location of the 
desired goal position. The control algorithm enables the robot to start from a known 
position and stop at the specified goal position.  If the robot encounters any obstacle 
in its way, the obstacle avoidance controller will take control of the mobile robot until 
the path of the robot is clear from any obstacle within the seeing range of the robot. 
After the path is clear of any obstacle the goal seeking controller will be active again. 

4.3 Robot Collision Avoidance 

The goal seeking algorithm is based on first rotating the robot until it does face the 
goal if it is not already facing it, than the algorithm try to reduce the distance between 
the robot and the goal to zero as shown in Fig. 9.,  where the distance to goal dg ,  [8]: 

                 2

vg

2

vgg )yy()xx(d −+−= ,     and heading error   θHE  =  (θ v+ θg) 

5 Conclusions 

In this paper a Transputer-based embedded controller has been successfully used to 
drive the mobile robot.  Coordinate system frames are hence used for modeling 
purpose, as has been presented in details.  The ability of the Transputer embedded 
controller (as a good example of parallel computation), to perform a demanding 
parallel fuzzy controller, has been demonstrated in a real-time experimental testing of 
the mobile robot in the obstacle avoidance behavior.  Ultrasonic sensor fusion in the 
mobile robot navigation have been accomplished successfully.   For such moving 
mobile robots,  the parallel implementations of fuzzy controller and its advantages 
have been outlined.  The obstacle avoidance fuzzy controller has been constructed and 
tested by simulation and experimentally. The goal seeking fuzzy controller has been 
also tested via some simulated robot movements and hence verified by some 
experimental tests. 
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Abstract. This paper describes the bio-inspired visual information processing 
by neuromorphic system, mimicking the primitive behavior of visual cortex. 
The neuromorphic components are investigated for implementation of the 
visual signal selectivity of cortex, based on the CMOS conductance-based 
synaptic connections and neurons of Hodgkin-Huxley formalism. The proposed 
neuromorphic system exhibits the biologically plausible function mimicking the 
cat’s visual cortex experimentation of Hubel and Wiesel. The detection of 
human head figure or pose demonstrates the feasibility of vision applications.  

Keywords: neural networks, CMOS, vision, neuromorphic, visual cortex, 
simple cell, Hodgkin-Huxley formalism. 

1 Introduction 

There have been many works proposed recently for neuromorphic circuits and system, by 
mimicking both the functional and physiological characteristics of biological systems. We 
describe here the bio-inspired implementation of primary visual cortex, based on the 
neuron of Hodgkin-Huxley formalism and the visual cortex experimentation of Hubel and 
Wiesel. In this paper, the elements of neuromorphic implementation of visual cortex are 
presented with the orientation tuned map of synaptic weights and the spiking neuron, 
based on the electronically programmable MOSFET conductance. 

The feasibility of neuromorphic VLSI visual cortex is investigated by simulated 
experimentation based on the CMOS 0.18um technology, with demonstrated vision 
applications of detecting the fire, human head figure, or pose from image sequences. 

2 Primary Visual Cortex Function and Bio-inspired Spiking 
Neuron Based on CMOS Circuit 

The physiological studies about visual cortex from the investigation of cat’s striate 
cortex by Hubel and Wiesel have confirmed the consensus of knowledge [1], though 
there are many models about visual cortex. The idea on the primary visual cortex of 
simple cell motivated various theories of object recognition from characters to complex 
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natural images [2]. For an idea of neural system implementation, the research about 
neurophysiology introduced the principles and demands of biologically plausible 
electronic implementation. In this paper, we propose the new way of implementing the 
neuromorphic VLSI for the primary visual cortex, inspired by the ideas on the primary 
visual cortex by Hubel and Wiesel’s experimentation and the neurophysiological 
model of neuron by Hodgkin and Huxley [3]. The design motivation is from the well-
known experimentation of simple cell in Fig 1. by Hubel and Wiesel.    

 

 

Fig. 1. Response of the cat’s cortex to shining a rectangular slit of light, in various orientations [1]  

The experimentation of spike burst with static line is aimed to mimic, while there 
is another experimentation of complex cell based on moving stimulus by Hubel and 
Wiesel. 

The controlled conductance by CMOS transistors is used as an element of our 
neuromorphic system, which have been studied for biologically plausible analog-
mixed neural networks VLSI [4, 5]. 

2.1 Neuromorphic Neuron Based on Voltage-Controlled CMOS Conductance 

The Hodgkin-Huxley (H-H) formalism is a widely adopted idea of neuron’s 
biophysical characterisation and dynamics. An electrical equivalent circuit model of 
Fig. 2 (a) is known as the empirical model of H-H formalism, which describes 
quantitatively the dynamics of the voltage-dependent conductance. Although most of 
particular neural networks tasks do not exhibit any major advantages based on H-H 
formalism, asynchronous spikes are considered as a principle element of high level or 
large scale neural computing system. The H-H formalism is widely of interest for its 
biophysical dynamics, though its complexity in computation is prohibitively high. 
Hence asynchronous dynamics of the H-H formalism is adopted as the idea of neuron 
model. 



 Bio-inspired Visual Information Processing – The Neuromorphic Approach 623 

 

Fig. 2. (a) An electrical equivalent circuit of a neuron, Hodgkin-Huxley formalism (b) 
dynamics of asynchronous spike and refractory period vs. the membrane potential [3] 

The overall dynamic behaviour of biological neuron is illustrated by the ion-based 
conductance controlled by membrane potential (or Action Potential), with the 
illustrated dynamics of conductance in Fig. 2(b) [4]. 

 

 

Fig. 3. (a) Voltage-controlled linear conductance by a pair of MOSFETs in the triode region, 
(b) the tunable linear transconducance circuit, (c) the chip photograph of CMOS transconductor 

A circuit of Fig 3 (a) was proposed as a voltage-controlled linear conductance 
circuit by a PMOS transistor and a pair of identical NMOS transistors M1 and M2, 
while the conductance of MOS transistors is one of essential components in the 
analogue circuit design. The circuit of Fig. 3 has been investigated for various neural 
networks applications, from implementing synapses to neuron [4, 5].  

The total drain current ID of M1 and M2 can be expressed as 

 ID = α (VGS - VBIAS - 2VTH)(VC - VBIAS) . (1)
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where VGS =VinDC ± ΔVin is the gate-source voltage of transistor M1, VDS=VC-VBIAS is 
the drain-source voltage of transistors M1 and M2, and VC is the tuning voltage of 
transconductance.  

As the repeated two circuit in Fig. 3(b) operate in the same condition, the output 
current IOUT is  

IOUT = Gm ΔVin (2)

where IOUT= ID3-IDA. The transconductance circuit of Fig. 3(b) can be used as a 
programmable conductance of neuron’s ion-channel or a synaptic connection with 
pulse/spike inputs. 

2.2 Spiking Neuromorphic Circuit Mimicking the Primary Function of Visual 
Cortex 

The tuning properties of orientation selectivity have been believed to play the key role 
for perception in visual cortex. As shown in Fig. 1, the tuning of specific neurons to 
the orientation of visual stimulus probably depends on the tuning features after 
passive or active learning for the earlier processing of natural image. The rule we 
assume is very simple as illustrated in Fig. 4, though some modifications are likely 
necessary for being more plausible to the natural system. Here, the tuned feature map 
(or connection) of 5 x 5 synaptic weights is based on the reference stimulus to match, 
with the minor adjustment depending on the output. The tuned feature map of vertical 
orientation is illustrated in Fig. 4(b), with the synaptic connections to 24 neurons 
(visual sensor, equivalent to a pixel) and itself. The synaptic weights of Fig. 4(b) are 
in the ration of (1: -0.6: 0.1 for black : grey : white). The six types of input stimulus 
(50 x 50 pixels) are experimented with the feature map (as synaptic connections) and 
spiking neurons based on H-H formalism.  

The VLSI neuron is implemented by CMOS transconductance circuit of Fig. 3 in 
0.18 µm CMOS technology. The spike burst output of Fig. 5 is observed by SPICE 
simulation, where the neuromorphic visual cortex mimic the biological spike burst of 
Fig. 1 from the experimentation work of Hubel and Wiesel.  

The feasibility of bio-inspired neuromorphic system is demonstrated with its 
plausibility to primary simple cell function of visual cortex as exhibited in Fig. 5. The 
tuned feature characteristics of other orientations (-45˚, 25˚) are evaluated with the 
consistent outcomes as expected in the original experimentation of Fig. 1. 

 

 

Fig. 4. The artificial primary visual cortex model with orientation selective synaptic weights to 
mimick the simple cell 
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Fig. 5. The simulated spike burst of VLSI visual cortex to stimulus in various orientations  

3 Bio-inspired Visual Information Processing and Application 
to Object Detection 

The visual signal processing, particularly for vision application has been widely 
investigated, however, there is always a challenge such as the robustness to 
environmental change. The proposed bio-inspired processing is applied to example 
cases for evaluating its feasibility, as animal or human usually has the reasonable 
robustness. The previous research demonstrated the robustness to a certain application 
of object detection, i.e. the vehicle license plate detection. The license plate detection 
was investigated for the flexible detection based on the rectangle with the right angle, 
regardless of the aspect ratio or the whole size. It is based on the particular selective 
response to orientation at the right angle, i.e. presenting both components of 
horizontal and vertical orientation of the still image. It demonstrated the robust 
detection under some environmental interference such as the shiny reflection from the 
nearby area of license plate, in addition to the different sizes from the various distance 
[5]. In this paper, the application of multi-directional selectivity on the video 
information is investigated further for the detection of outdoor fire and human pose. 

3.1 Human Pose Detection Based on the Edges of Multi-Direction  

The visual perception processing is the one with the fast growing interests, with the 
emerging demands in applications of human detection or intelligent man-machine 
interface. In this paper, the neuromorphic vision system is evaluated for detecting  
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human or human pose based on the video image. There are two major principles 
employed – first, the head of human has the high density if orientation components 
regardless of front view or side view. The other principle is the head linked to torso, 
while the arm is also linked to torso. Example cases are illustrated in Fig. 6, where the 
multi-directional orientation components (based on Fig. 4) are used prepare the 
orientation feature [6]. 

 
 

 
 

Fig. 6. Detection of passengers in different poses based on the multi-directional edges 

The image of Fig. 7 illustrates the complex orientation features, which are caused 
by both the poor illumination condition and complicated environment. The orientation 
features of test image shows the complicated non-human objects, such as the glossy 
pattern of marble floor, reflection on the mirror like floor, wall-mounted art work and 
etc. In fact, the outside wall of the building is the transparent glass which causes the 
continuous and substantial changes in the illumination level and direction. Those 
features from the environmental cause is reduced by taking the difference of extracted 
orientation features of two video frames, as the background of two video frames has 
the similar features. The noise characteristics in the shadow area on the floor still 
remain in the reference features by two video frames. The application of neural net 
head detector generates the neuromorphic visual image, which has the high lightened 
area of human head. The equivalent of action potential locates the human head in the 
image, based on the winner neuron. The head area is successfully detected, while the 
head detection is successful throughout the entire video from appearing to 
disappearing. During the video experimentation of human head detection, the pose 
detection is evaluated with the movements of right arm. The pose detection is 
motivated for the alternative user interface of TV like haptic input to smart phone, 
which allows the unconstrained natural environment. The additional process is to 
introduce another neural network detector to characterize the arm, torso and 
background. The prior head detection can determine the region of interest as the arm 
is attached to the torso, as the head is also attached to the torso.   
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Fig. 7. Detection of human pose based on the neuromorphic vision: top-left to bottom-right, 
object video image, difference of detected edge components from two video frames, Action 
level of detection neuron, identified region of interest for detecting the pose of arm, 
neuromorphic visual image with the neural network arm pose detector, detected human head 
(yellow box) and arm pose (blue box) 

The detected objects in Fig. 7 illustrate the successful feasibility of proposed pose 
detection, while the test on the entire video process shows the successful detection of 
arm when posed.  

4 Conclusion 

The bio-inspired neuromorphic vision is proposed as a feasible way of implementing 
the electronic hardware mimicking the primitive function of visual cortex, with 
application examples of object detection of various human pose. The example cases 
are successfully demonstrated by neuromorphic processing with the neural network 
detector or histogram detector. The neuromorphic circuit design is based on the linear 
controlled conductance of CMOS transistors, and is feasible for intelligent image 
sensors with the primitive visual cortex function by bio-plausible neurons of 10um x 
10um in 0.18um CMOS technology. 
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The successful detection of outdoor fire or human pose is demonstrated with the 
simple bio-inspired principles, and the feasibility of neuromorphic vision is exhibited 
for various applications in the limited operation environment.   
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Abstract. Recently, analyses of fMRI data have revealed functionally
connected and interacting spontaneous active regions in the brain, which
are referred as ”Default Mode Brain Network”. The fluctuations on
BOLD signals of the default mode brain network have shown spatiotem-
porally correlated synchronization at a rate lower than 0.1 Hz in con-
trast to signals under concrete tasks like high frequency rhythms. Here
we construct the default mode brain network by functionally connect-
ing a neural network using functional correlation factors. For numerical
simulations with Izhikevich’s spiking neuron model, the condition on the
slow synchronization of this network model is fixed, and the network
dynamics is analyzed.

Keywords: spiking neuron model, default mode brain network,
spontaneous activity, firing rate, synchronization.

1 Introduction

The functional magnetic resonance imaging (fMRI) has been yielding substantial
results for the brain science. The visualization of active regions in the brain
by fMRI is expected to ravel not only functions of the brain but also relations
between the brain and the mind. For instance, how does one make a choice when
two thoughts emerge ? fMRI implied that both regions involved in abstract
reasoning and those that process emotions get active in the brain under this
situation. Greene and his group found using fMRI that if the dilemma is not so
personal, the reasoning part of the brain is dominant when processing a difficult
and personal moral dilemma [1].

Thus fMRI makes regions corresponding to any task light up, and also one
more possible of fMRI on analyzing the brain is recently presented. It is obser-
vation for the slow fluctuations in the blood oxygen level dependent (BOLD)
signal in the default or resting state of the brain for dozing situation [2]–[5].
The default or resting state means that someone does not focus on the external
environment, namely be in the absence of an explicit task. The fluctuations have
shown spatiotemporally correlated synchronization at a rate lower than 0.1 Hz.
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These analyses of fMRI have revealed functionally connected and interacting
spontaneous active regions in cerebral cortex, which is so-called ”Default Mode
Brain Network” and distinct from other systems within the brain. Being the
activity in the default, the default mode brain network is a brain system much
like the motor or visual systems and/or is associated with the ability of cognitive
processing, development, aging, consciousness and psychiatric/neurological dis-
eases. Then, some regions of the brain are in a system that has the spontaneous
cognition and other memory-related functions from evidences in brain imaging of
fMRI and anatomy [5]. The resting state, but these regions are active, is regarded
to be related to the psychological function of the brain such as autobiographical
memory. Integration of the neural activities on two states, namely the resting
and the task-induced, tells us the entire story of the intrinsic organization of the
dynamic networks of the brain that is formulated by anti-correlated signals [2].
Considering the fact that the brain is regarded as a dynamical system, the resting
state of the brain is defined as the baseline. Therefore, the resting state is used
as a condition of experiments compared with the task positive state, and the
knowledge on the default mode brain network from multiple disciplines ranging
from psychology to brain imaging technique is important for us to completely
understand the brain’s function at a systematical level.

2 Default Mode Brain Network and Its Modeling

The default mode brain network has been established as a new field highlighted
in recent years though its history is short – just about a decade [5]. Of course,
the related fundamentals in neuroscience leading to the advances of the default
mode brain network research can be traced to 1970s [5]. In the early era of the
fundamental research, the form of the image is rCBF (regional cerebral blood
flow) that is obtained by using the nitrous oxide technique. The signals in this
kind of images reflect the neural activity of the frontal area of the brain [5]. Later,
other brain imaging techniques including PET (positron emission tomography),
fMRI and other techniques are used, and the resolution of the obtained images
becomes higher.

In informatics, the correlation network of the default mode brain network is
verified by the evidences in neuroscience. The graphical representation of the
default mode brain network consists of different nodes of the regions of the
brain that are functionally connected and is formulated as an interaction of sub-
systems. This kind of structure is expected to help us to explain how different
parts of the brain perform a cooperated function. The intrinsic (spontaneous) ac-
tivity of the resting state of the brain measured from BOLD signals demonstrates
the brain’s doing without any input/output. Table 1 is functional connecting core
regions suggested as architectonics of the default mode brain network.

Currently, two aspects – the functions of the default mode brain network in
neuroscience (e.g., neurophysiology) and pattern analyses of correlated signals
(e.g., BOLD) [4] supported by related means of signal processing and data anal-
ysis (e.g., handing the noisy case [6]) - are the main streams of the research on
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Table 1. Core regions of the default mode brain network. The corresponding brain
areas generally imply Brodmann’s areas from Refs.[2,5].

Regions Abbreviation Corresponding brain areas

Leteral temporal cortex LTC 21

Medical prefrontal cortex MPFC 24, 32ac, 10m/10r/10p, 9

Inferior parietal lobule IPL 39, 40

Posterior cingulate cortex/restrosplenial cortex PCC/Rsp 23/31, 26,29,30

Parahippocampal cortex PHC 36

Hippocampal formation HF −

the default mode brain network. With the advanced of brain imaging techniques
offering satisfactory resolution in space and time, the quantitative analyses of
the default mode brain network in spatial and temporal dynamics become pos-
sible. For example, the stability of the default mode brain network for aging
brain [7] is useful for modeling the temporal dynamics of one. Accordingly, it is
a promising theme to explore the complete structure of the default mode brain
network.

However, there is a problem in going forward it. It is how we can model a
causality network from the correlation network based on theoretical models of
nonlinear dynamics. So, we carry out simulation experiments on the default mode
network by constructing a functionally connected system composed of eleven
nodes with Izhikevich’s spiking neuron model in order to solve this question.
Basing on the spiking model proposed by Izhikevich [8,9] that explains eight
patterns of neuron spikes with four variables and reproduces firing patterns
exactly, we construct a functionally connected system composed of eleven nodes
that corresponds to the regions of the brain, which is regarded as the default
mode brain network here. Simulation experiments are carried out to investigate
systematically the default mode brain network of the brain where firing patterns
are mapped to neuron assemblies, and we attempt to shed new light on the root
of dynamical systems of the brain.

3 Simulation Model and Method

Based on the functionally connected system of the brain in Refs.[2,5], we assume
that the cortex region is composed of the neuron assembly formed by placing 160
excitatory neurons and 40 inhibitory neurons in one dimension, and construct a
new neural network with the spiking neuron model for the default mode brain
network. The ratio of the excitatory neuron’s number to the inhibitory one in
the region is fixed to follow that of anatomical insight for the human brain. In
addition, the neural network takes into account 2 different intrinsic properties
as follows:
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– Hierarchic neuroanatomical connectivity structure
• Neuron assembly in each region

The network is taken to be randomly coupled with the strengths.
• Collective regions in clusters

The coupling strength between each region is given as the func-
tional correlation one with the default mode brain network, which
is named an inter-connection here. On the other hand, we call an
intra-connection the coupling strength between each neuron.

The conceptual diagram of new neural network with this hierarchic struc-
ture is shown in Figure 1.

– Time delay in the transmission of information
The delay is simply considered as temporal transmission, and obtained
by a common propagation velocity and 3D Euclidean distance between
any 2 different regions. Then, we take the velocity as a parameter v,
and estimate the distance from the typical locations of the regions in 3D
space. Table 2 is the distance calculated using the human data.

Fig. 1. A network model with the spiking neuron model on the default mode brain
network is illustrated. Each region has 200 spiking neuron with intra-connections, and
is functionally connected at correlation strengths from anatomical analyses.

Considering these intrinsic properties, the membrane potential of the ith neu-
ron in the M -region with the synaptic current IMi is given by

dvMi(t)

dt
= 0.04 vMi(t)

2 + 5 vMi(t) + 140− uMi(t) + IMi +
∑

Mj=Firing

sMiMj

+α
∑

N(N �=M)

CMN xN (t− τMN ) , (1)

duMi(t)

dt
= aMi (bMi vMi(t)− uMi(t)) . (2)
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Table 2. 3D Euclidean distances between each region. The values are obtained by
computing on the coordinate system of the Montreal Neurological Institute.

Nodes L LTC R LTC dMPFC vMPFC L IPL R IPL PCC/Rsp L PHC R PHC L HF R HF

L LTC − 120 106 78.1 72.5 126 67.3 36.3 89.6 39.0 82.5

R LTC − 106 78.1 125.8 72.5 84.7 89.6 36.3 82.5 39.0

dMPFC − 51.1 134 134 107 103 103 91.5 91.5

vMPFC − 120 120 88.0 71.9 71.9 51.6 51.6

L IPL − 88.0 41.4 57.9 91.0 82.2 103

R IPL − 60.4 91.0 57.9 103 82.2

PCC/Rsp − 36.4 50.6 55.9 64.0

L PHC − 56.0 25.1 55.6

R PHC − 55.6 25.1

L HF − 44.0

R HF −

sMiMj , CMN , and α in equation (1) are taken as the strength of intra-, inter-
connection, and the parameter of the coupling strength for the inter-connection,
respectively. Also, xN is the firing rate of the region N , and τMN is the time
delay from the region N to M [10]:

τMN =
LMN

v
, (3)

where v and LMN are the velocity as parameter and typical distance listed in
Table 2, respectively. For simulation experiments, we use the result of hubs and
subsystem within the default mode brain network mapped and estimated from
functional connectivity analysis as CMN in equation (1). As a result, our each
region now is regarded as in the functional connectivity region in the brain.
The values of CMN are listed in Table 3. In addition, other parameters in equa-
tions (1)–(2) are listed in Table 4, and sMiMj mentioned between neurons are
randomly assigned values between 0 and 0.5 in the case of coupling with an
excitatory neuron and between −1 and 0 for an inhibitory neuron.

Analyzing the fluctuations of the synchronization for neuron firing patterns
calculated by equations (1)–(2), we define an order parameter for the region
M [10]:

KM =
K ′

M (tf )− < K ′
M (tf ) >

< K ′
M (tf ) >

, (4)

where <> denotes the average over time, and

K ′
M (tf ) =< |Σi∈MFi(t)− < Σi∈MFi(t) > | > , (5)

with Fi(t) representing the neuron firing i in the region M at the time t.



634 T. Yamanishi, J.-Q. Liu, and H. Nishimura

Table 3. Functional correlation strengths of each region within the default mode net-
work [5,11]

Nodes L LTC R LTC dMPFC vMPFC L IPL R IPL PCC/Rsp L PHC R PHC L HF R HF

L LTC 1.00 0.41 0.16 0.12 0.14 0.12 0.12 0.11 0.06 0.18 0.14

R LTC 1.00 0.16 0.18 0.07 0.20 0.19 0.08 0.10 0.15 0.17

dMPFC 1.00 0.47 0.22 0.31 0.34 −0.06 −0.10 −0.01 −0.04

vMPFC 1.00 0.27 0.31 0.52 0.11 0.06 0.20 0.16

L IPL 1.00 0.47 0.49 0.25 0.10 0.11 0.06

R IPL 1.00 0.42 0.12 0.05 0.09 0.07

PCC/Rsp 1.00 0.23 0.16 0.26 0.21

L PHC 1.00 0.57 0.31 0.28

R PHC 1.00 0.28 0.28

L HF 1.00 0.61

R HF 1.00

Table 4. Parameter values of the Izhikevich neuron model used in our simulations

Parameters Excitatory neuron Inhibitory neuron

Time scale a 0.02 0.02 ∼ 0.10

Sensitivity b 0.20 0.20 ∼ 0.25

Resting membrane potential c −65 ∼ −50 −65

Inactivity period d 2 ∼ 8 2

4 Simulation Results and Progress of Research

Using the values of CMN at Table 3, we examined the fluctuation in equation (4)
and the power spectrum in the sliding time window of 500 ms shifted by steps of
500 ms for each region. For randomly connected neurons in each region, the result
is shown in Figures 2 and 3 in case with the parameter of the coupling strength
for the inter-connection α = 76 in equation (1) and the velocity v = 10 mm/ms
in equation (3). We find weakly synchronized firing patterns temporally for each
region, and obtain the peak of the power spectrum for the fluctuation with the
rate lower than 0.1 Hz. As the resting state is considered as a doze condition
without strongly synchronized patterns like the alpha and/or gamma rhythms,
one see that our model has correct results for their patterns. By changing the
synaptic current IMi to large values, the firing patterns become to be strongly
synchronized both spatially and temporally for each region, but the fluctuation
with the rate lower than 0.1 Hz is relatively small.

Now, simulation experiments on the power spectrum of communities consist-
ing of core regions indicated by the strength of the functional correlation are
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Fig. 2. Simulation results of the raster plots for L LTC, dMPFC and L PHC regions
as typical cortices with α = 76 and v = 10 mm/ms in equations (1)–(3). The firing
excitatory (inhibitory) neurons are drawn in area below (above) the line at 160 in each
graph.

Fig. 3. (Left) Results of the synchronization order parameter KM in equation (4).
(Right) Power spectrum on each region with α = 76 and v = 10 mm/ms.
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simultaneously carried out, because the slow fluctuation of the default mode
brain network is not observed at each core region, but at functional collective
region constructed by core regions. Also, we are estimating the dependence on
the amount of neuron to the power spectrum of the fluctuation.
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Abstract. Program equivalence refers to the mapping between equiva-
lent codes written in different languages – including high-level and low-
level languages. In the present work, we propose a novel approach for
correlating program codes of different languages using artificial neural
networks and program characteristics derived from control flow graphs
and call graphs. Our approach correlates the program codes of different
languages by feeding the neural network with logical flow characteristics.
Our evaluation using real code examples shows a typical correspondence
rate between 62% and 100% with the very low rate of 4% false positives.

1 Introduction

Equivalence between two programs can be characterized by their executing be-
havior. The behavior equivalence can be established between distinct languages
– including high-level and low-level languages. The equivalence problem refers to,
given two programs, deciding if they present the same executing behavior or not.
In the following, we present some scenarios of Software Engineering concerned
with the equivalence problem.

1. Platform migration. Consider a developer who, for historic reasons, has a
small part of a certain system written in a distinct programming language
from the rest of the system. For maintainability reasons, this developer may
track the homogeneity of the system by rewriting the routines in the predom-
inant language of the system. One way to determine whether the “rewritten
routines” were properly coded is to verify if they are equivalent to the “older
routines”.

2. Legacy software recovering. Consider a developer who has a software
system in production that, due to difficulties in its software configuration
management, needs to “recover the baseline” of the software system in pro-
duction, i.e., for each software module that has a binary code in execution,
the developer must identify among several versions of source code, which
corresponds to that binary in execution. One possibility for this task could
be recompiling the distinct source code modules, comparing the generated
binaries with the ones in the production environment. This approach how-
ever, besides being impractical – given the huge amount of versions and
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compilations that should be conducted, still has the possibility of failure in
the case that the setting parameters are not exactly the same as those used
in the compilation of the modules currently in the production.

3. Introduction of non-intentioned behavior in the compilation pro-
cess. This scenario refers to the fact that the compilation process is a part
of the software development and must be validated. In fact, the compilation
process may introduce bugs and non-intentioned behavior in the software [1].
Besides, the software code and the compiler may be deliberately corrupted
by the insertion of a malicious behavior (backdoor). Hence, it becomes in-
teresting to have tools to directly compare the behavior described by source
and binary code, independently of the compilation process.

4. Software acquisition management. Assume that a software manufac-
turer wishes to outsourcing the development of some libraries in a project.
For so, the manufacturer gives some specifications to an independent de-
veloper, which returns the specified product developed. Naturally, such a
product should be submitted to a battery of tests in order to characterize it
according to the specifications. However, these tests normally are ineffective
with hidden malicious behavior. Such a behavior is typically activated by
the insertion of hidden undocumented commands — for instance, by using a
counterintuitive sequence of keystrokes1. The detection of hidden behavior
only can be done through of code analysis. In this case, the manufacturer
may require not only the binary code but also the associated source code.
Once the source code be analyzed, further step requires the mapping (equiv-
alence) between the source and the binary code.

In the previous examples, we see that frequently the equivalence problem refers
to the mapping of a binary code from a source code or of a binary code from
another binary code, which we term “traceability”. A simple and direct way of
performing such “traceability” is to reproduce exactly the development environ-
ment of the software developer and to compile the source code, verifying whether
the generated binary code is as expected. For this approach we must assure that
the compilation environment is the same. Such a hypothesis, however, may be
impractical — as the case (2), in which the compilation settings may be lost due
to flaws in the configuration management, or as the case (4), which would restrict
the developer to a unique environment. Another drawback is related to the cost
and the complexity required to keep several software development environments.
Moreover, as demonstrated in the Thompson Turing Award Lecture [1]: unless
the “language transformation” performed by the compiler can be completely
characterized — which would require a binary analysis of the compiler code —
it is not possible to guarantee that the compilation process, itself, does not in-
troduce some kind of flaw or malicious behavior into the software (this is closely
related to the example in case (3)). Another way of performing the software
traceability is to audit the software development environment of the software
developer. Such an approach presents disadvantages similar to those described

1 These sequences of commands are sometimes called easter eggs.
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in the previous paragraph, and it is likely to be ineffective when dealing with a
malicious developer.

Summarizing, binary code verification is the only true way to detect hidden
capabilities, as demonstrated by Thompson in his Turing Award Lecture [1].
Lest Thompson’s paper be considered theoretical, his ideas have been put into
practice by the malware W32.Induc.A [2]. On large and complex systems, how-
ever, binary verification can require long and laborious work to integrally track
variable manipulations and to perform vulnerability analysis, so that a usual
approach is to conduct such verification on the source code. Depending on the
architectural complexity of the software, this software can be explicitly submit-
ted to a white-box approach entailing a source code analysis. However, source
code verification is not sufficient enough to give any guarantee about the behav-
ior of the related binary code. To certify that the binary code being executed
works properly, one must guarantee that such binary code was, in fact, generated
from the approved source code through an honest compilation process.

Source code verification does not preclude the verification as to whether the
binary code corresponds to its source code. Traceability of executable codes is
the process for establishing the correspondence between source and object codes.
That is, once the source code of a given software version is analyzed, evaluated
and approved, it is necessary to verify whether a given binary code — which will
be, in fact, in execution — corresponds to that source code.

In the present work we propose a different strategy to verify whether two
programs of different languages (typically source code and binary machine code)
describe the same software behavior. This paper presents a novel approach for
performing program equivalence of program codes of different languages by using
artificial neural network (ANN). More specifically, we collected properties of the
control flow graphs and call graph, such as number of edges, number of nodes and
number of functions, and we used an ANN to discover the degree of similarity
of the program languages based on the collected properties.

The rest of the paper is structured as follows. Section 2 discusses the related
works on program equivalence. Section 3 describes our proposed method by
characterizing the properties extraction of program languages and by showing
the application of an artificial neural network to discover the degree of similarity
of the program languages. Section 4 presents the empirical evaluation of the
method presented, followed by our concluding remarks.

2 Related Works

There are not many contributions related with program equivalence in the lit-
erature. However, there were works for verifying and analyzing of source and
binary codes that may assist in achieving the proposed approach.

Quinlan et al. [3] proposed a framework for software defects verification (bi-
nary or source). However, it does not compare source and binary codes. Hassan
et al. [4] observed that the architecture of some programs is intrinsically re-
lated with the their source and binary codes. They used two types of extractors:
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a transfer control extractor of a code binary (LDX) and a label extractor of a C
source code (CTAGX). After the extraction process, they conducted a compari-
son of the obtained results in order to infer the software architecture. Hatton [5]
investigated the defect density as a relationship between a binary code and a
source code. For so, he used the size (number of rows) of the source code and
its defect per 1,000 lines to seek the relationship with the binary code. Neither
of these works addresses the program equivalence problem.

Buttle [6] utilizes the program logical structure (control flow graph) of the
binary code to match with the program logical structure of the source code. We
also use program flow characteristics to match binary codes, however, in our
approach other relationships that may coexist between source and binary codes
in order to obtain a better matching were considered.

On a tangential direction there has been significant work in binary differing
with the intent to review sequential versions of the same piece of software, to
analyze malware variants of the same high-level language and to analyze security
updates [7,8]. Most of these works use graph matching to compare the binaries.
A good summary of these works may be found in [9], which also introduces
anti-differing techniques with the intent to thwart algorithms based on graph
matching. Research results from differing binaries [7,8,9], may thus be borrowed
for the program equivalence problem for analogous constraints.

Some contributions in security use neural networks for cryptography ap-
proaches. A new digital image encryption algorithm using neural networks is
presented in [10]. Such algorithm employs a hyper-chaotic cellular neural net-
work using chaotic characteristics of dynamic systems.

Artificial intelligence based methods for software validation, verification and
reliability can be found on the literature. The approaches in [11] and [12] propose
the use neural networks for software reliability prediction. The former uses the
prediction for software defects fix effort, while the second the prediction system
is based on neural network ensembles. In [13], a neural network is used to predict
a fault-prone module in a web application. In [14], a self-organizing system for
reliability of modules is constructed.

The use of artificial neural networks was previously considered in [15], which
described a method for verifying the correspondence between source and binary
codes using artificial neural networks. The approach described in this paper
improves upon that work by refining the extracted properties and by applying
the method for program equivalence of distinct languages.

3 Proposed Approach

Our approach for program equivalence involves two steps. In the first step, we
use software tools to extract characteristics of distinct program languages. Such
characteristics could be simple ones, such as size, or more sophisticated ones, such
as those derived from the control flow graphs or call graphs. In the second step,
we use a nonlinear nondeterministic classifier to determine the correspondence
of the program languages. In this section, we show how this approach was put in
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practice with the use of four characteristics (size, number of procedures, number
of nodes of control flow graph and number of edges of control flow graph) and
an artificial neural network as classifier.

3.1 Extraction Process

In the compilation process there is a lot of lost information that should be taken
into account when designing a program equivalence approach. The amount of
available information of the compiled code is platform and compiler-specific. In
the following, we mention some properties regardless of the source and binary
codes, which may be explicitly or implicitly available, in order to give insights
about the complexity of designing a program equivalence method.

Considering the fact that most embedded softwares are written in imperative
language, properties such as variable names, variable types and procedure names
may be lost during the compilation process since the compiler goal is to maximize
the performance. This process normally decreases the legibility of the binary
code, so representing low confidence for the mentioned properties to use in our
program equivalence problem.

Data contents are not explicitly available in the source and binary codes.
Nonetheless, these contents may be computed by data-flow analysis. The scope
of the data-flow analysis for source and binary is faintly different. In the source
code, the scope is at the variable level, meanwhile, in the binary code it is
at memory and registers. This difference certainly increases the number of in-
structions contained in the binary in comparison to the respective number of
the source code. Besides being positive for compiler data optimizations since it
tracks fine-grained transitions, it requires more memory to analyze more code
lines. Since the extraction of this property is complex, it is not suitable for our
program equivalence problem.

The control sequentiality is certainly kept in the binary, albeit, its tree of
execution is not clearly structured as such in the source code. A good summary
of algorithms to structure the control sequentiality may be found in [16]. The
control sequentiality describes the program logic of a certain code, and it can be
characterized by call graphs and the individual function flow graphs. The call
graphs show the caller-callee relationship. The individual function flow graphs
represent the basic blocks and its flow of information based on conditional and
unconditional branches.

The characteristics used in our program equivalence method are based on
the program logic of the code (control sequentiality). These characteristics are
number of nodes, edges and functions. The sizes in bytes of the codes were also
used in our method. The sizes of the codes were obtained in a straightforward
manner, however, the number of nodes and edges of the control flow graph
for the source code were obtained by using a shell script that counted these
properties. Such a control flow graph of the source code was built from the Gnu
Compiler Collection with the parameter “fdump-tree-cfg”. For the extraction
of the same characteristics from the control flow graph in the binary code, we
used an idapython script over the IDA disassembler [17]. The number of the
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functions for the source codes and binary codes were extracted from the call
graphs, generated by the GNU cflow [18] tool for the source code and by the
IDA disassembler for the binary code.

3.2 Artificial Neural Network

The fundamental point in program equivalence is to establish an association
of the program languages by linking their intrinsic logical characteristics. For
such, it is fundamental to find an efficient approach that combines the four
different parameters extracted from logical program code (number of nodes,
edges, functions, and the sizes of the codes (in bytes)).

At first analysis, some linear separation methods could be investigated to solve
this problem. However, as will be shown in the further sections, this problem
is both nonlinear and highly complex to solve using a linear method. For these
reasons, we examine the use of artificial neural networks.

Neural networks, with their remarkable ability to derive meaning from compli-
cated or imprecise data, can be used to extract patterns and detect trends that
are too complex to be noticed by either humans or other computer techniques.
A trained neural network can be thought of as an “expert” in the category
of information it has been given to analyze. Obviously, there are many kinds
of Back-propagation networks applied to a large set of different problems, like:
classification, recognition, prediction and others.

In this work, the main focus will be on neural networks applied to the clas-
sification problem. For that, we propose the use of Cascade-Forward Back-
propagation Neural Networks, since they are widely used in this context
[19,20,21]. In the next section, the details of neural network implementation
will be presented.

Neural Network Implementation. To design a neural network, four char-
acteristics (number of nodes, edges, functions, and the sizes of the codes (in
bytes)) were fed into the input nodes of the one fully-connected cascade forward
network using the Back-propagation training procedure [22]. From the empirical
analysis, the best neural configuration was built with two neurons in the hidden
layer. For the output layer, only one neuron was used (see Figure 1).

In order to simulate the neural network, the Matlab Neural Network Tool-
box [23] was used. The selected activation function for the neurons was the
hyperbolic tangent sigmoid. The target vector for the training phase was de-
fined by establishing a target value of 1 when the input parameters represent
equivalent codes (called class of true association), otherwise the target value was
set to -1 (called class of false association).

4 Experimental Evaluation

We now present the results of an empirical evaluation for mapping equiva-
lent codes written in distinct languages. Three evaluations were performed:
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Fig. 1. Neural Network Topology

1) evaluation of malware modified binaries, 2) evaluation of binaries of different
platforms and 3) evaluation of binaries generated from different compilers.

For all the evaluations, the percentage used for training phase was ≈70% and
the remaining samples were used to verify the capacity of generalization of the
ANN. We studied the improvements of our method by comparing it against Sup-
port Vector Machine (SVM) — a technique typically applied to the construction
of classifiers [24,25]. Our empirical evaluation shows that our method produces
more precise results than SVM.

4.1 Evaluation of Malware Modified Binaries

Since most malwares are predominant for Windows environment, we performed
the evaluation in this environment. Before starting to infect the system in order
to extract the characteristics of the infected codes, we established some security
policies to avoid malware dissemination. We setup an isolated machine for the
malware infection and characteristics extraction. The extracted characteristics
of the infected codes were used to build the set of false association.

For this evaluation, we collected 94 source codes, taken from [26,27] and com-
piled them using the gcc compiler of Windows platform. Figure 2 shows the
training set of true association, i.e., characteristics extracted from 70 pairs of
correlated source and binary codes. The 24 remaining were utilized in the eval-
uation phase. The histograms show the distribution of the normalized variables:
edges, nodes, functions and size, respectively, in the x-axis and their frequency
in the y-axis. The control flow graph characteristics (edges and nodes) were fed
into input #1 and input #2 of the ANN, respectively. The number of functions
(extracted from the call graph) was fed into input #3, and the size into input
#4. All the characteristics were correlated by subtracting the source code char-
acteristic from the binary code characteristic except for the size characteristic,
in which a division was applied. Before inputing such parameters into the ANN,
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a normalization step was necessary since our ANN only accepts values in the
interval [-1,1]. The normalization of the parameters was calculated by dividing
all data of each parameter by the largest value of the same parameter.
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Fig. 2. Training set of the true association using correlated binary and source codes

The false association was created by infecting the 94 codes with four mal-
wares (Virus.Cabanas.a, Virus.Win32.NGVCK.1003, Virus.Win32.Qudos.4250,
Virus.Win32.Artelad.2173). Figure 3 shows the training set of false association
using characteristics extracted from 280 infected samples (70 for each malware),
in which the characteristics were correlated by subtracting the source code char-
acteristic from the infected binary code except for the size characteristic, in
which a division was applied. All the characteristics were normalized before in-
puting into the ANN. The 96 remaining infected samples were utilized in the
evaluation phase.
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Fig. 3. Training set of the false association using malware modified binaries

Figures 4 and 5 show the sets utilized for the evaluation of the ANN. Table 1
shows the neural network results with respect to the number of hits and mis-
takes for both classes (true and false association). The data shows ≈4% (4/96)
false positives and ≈37% (9/24) false negatives. The results of our approach are
promising since the program equivalence is mainly concerned with a low rate of
false positives.

Table 1. Neural network results of the evaluation of malware modified binaries

Class True association False association

True association 15 9
False association 4 92
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Fig. 4. Evaluation of the ANN using correlated binary and source codes
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Fig. 5. Evaluation of the ANN using non-correlated binary and source codes

We compare the results of our proposed ANN with the results achieved using
a Support Vector Machine (SVM). The classifier used was a two-norm and soft-
margin SVM. The kernel function that maps the training data into kernel space
was linear and the method to find the separating hyperplane was quadratic
programming. However, the SVM did not converge to any separating hyperplane
for the training sets exhibited in Figures 2 and 3. However, using only one
malware (Virus.Cabanas.a) for the false association we found a division of the
4d-space — that is, a 3-d hyperplane that divides the 4-d space into two semi-
spaces. In this experiment, the SVM correctly identified 19 among the 24 pairs
of corresponding codes, with 7/23 (≈30%) ratio of false positives. Observe that
the SVM method achieved a reasonable accuracy regarding the identification of
corresponding codes (exactly the same 19/24 as the ANN), but with a much
higher number of false positives (7/23 against the 1/24 ratio of the ANN).

4.2 Evaluation of Binaries of Different Platforms

For this evaluation, we compiled 81 source codes using both gcc compiler on the
Windows environment and gcc compiler on a Linux-like environment to build the
true association. Figure 6 shows the training set of true association, i.e., charac-
teristics extracted from 60 pairs of correlated Windows binary and Linux binary.
The 21 remaining were utilized in the evaluation phase. The normalization and
extraction processes are analogous to the ones of the previous evaluation.

Figure 7 shows the training set for the false association, created naively by
random values. Figures 8 and 9 show the sets utilized for the evaluation of the
ANN. Table 2 shows the neural network results with respect to the number of
hits and mistakes for both classes (true and false association). The data shows
≈9% (2/21) false positives and zero false negatives. We used the same training
sets exhibited in Figures 6 and 7 to feed the SVM. The SVM correctly identified
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Fig. 6. Training set of true association using correlated binaries of different platforms
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Fig. 7. Training set of the false association using non-correlated binaries of different
platforms
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Fig. 8. Evaluation of the ANN using correlated binaries of different platforms

Table 2. Neural network results of the evaluation of binaries of different platforms

Class True association False association

True association 21 0
False association 2 19

all the 21 pairs of corresponding codes as the results of our ANN, with 3/21
(≈14%) ratio of false positives against 2/21 ratio of our ANN approach.

4.3 Evaluation of Binaries Generated from Different Compilers

For this evaluation, we compiled 83 source codes using the gcc compiler and the
Borland C++ compiler, both on the Windows environment. Figure 10 shows the
training set of true association, i.e., characteristics extracted from 63 pairs of
correlated binary generated from the compilers above. The 20 remaining were
utilized in the evaluation phase. The normalization and extraction processes are
analogous to the ones of the previous evaluation.

Figure 11 shows the training set for the false association, created naively by
random values. Figures 12 and 13 show the sets utilized for the evaluation of the
ANN. Table 3 shows the neural network results with respect to the number of
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Fig. 9. Evaluation of the ANN using non-correlated binaries of different platforms
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Fig. 10. Training set using correlated binaries generated by different compilers
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Fig. 11. Training set using different non-correlated compiled binaries
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Fig. 12. Evaluation of the ANN using correlated binaries generated by different
compilers

Table 3. Neural network results of the evaluation of binaries compiled with distinct
compilers

Class True association False association

True association 19 1
False association 1 19

hits and mistakes for both classes (true and false association). The data shows
5% (1/20) false positives and 5% (1/20) false negatives. We used the training sets
exhibited in Figures 10 and 11 to feed the SVM. The SVM correctly identified
18/20 pairs of corresponding codes against 19/20 of our ANN, with 10/20 (50%)
ratio of false positives against 1/20 ratio of our ANN approach.
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Fig. 13. Evaluation of the ANN using non-correlated binaries generated by different
compilers

5 Conclusions

This paper deals with the issue of program equivalence of different languages
— including high-level and low-level languages. The problem is fundamental for
software validation: since the software evaluation is frequently based on source
code analysis, it is important to guarantee that the compilation process did not
introduce security flaws, backdoors or unwanted behaviors.

In the present work, we tackle the problem of program equivalence by extract-
ing meaningful characteristics of program codes, obtaining such characteristics
from program call graphs and control flow graphs. We use such characteristics to
feed a nondeterministic classifier that decides whether a binary code corresponds
to a given source code or whether a binary corresponds to another binary of a
different platform or compiler. The originality of our approach lies on the extrac-
tion of characteristics of the call graphs and control flow graphs of the program
codes, and on the use of an artificial neural network to decide the legitimacy of
a binary code based on those characteristics. The performance of the proposed
approach is well characterized through an experimental evaluation that, besides
confirming a very low rate of false positives (considered as a basic requirement),
also provides a reasonable amount of false negatives.

It could be argued that the proposed approach would not work in detecting
simple binary code modifications that do not alter call graphs and control flow
graphs, such as a change of a constant. We observe, however, that such modifica-
tion would be immediately noted by the conventional functional tests performed
on devices under verification. The kind of modification that our approach pro-
poses to encounter is more subtle. For example, a malicious manufacturer could
leave a backdoor that when activated transfers the execution control to a mali-
cious behavior. Such a malicious modification would hardly be noticed by func-
tional tests. However, it would not be possible for the manufacturer to include
a backdoor without modifying the call graph and the control flow graph of the
binary code. This makes the malicious modifications exactly the ones amenable
to our approach based on call graph and control flow graph parameters.

An open question in the proposed approach, and the subject of ongoing re-
search, concerns the necessity of also considering obfuscated codes during the
training phase, to better understand its implications. For example, control-flow
obfuscation alters the flow of control of the application by reordering state-
ments, procedures, loops, obscuring flow of control using opaque predicates and
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replacing transfer flow instructions. Using such obfuscation some properties used
in our approach may change, so violating our results. Other possible avenues of
research involve merging our current technique with data-flow strategies to cir-
cumvent attacks such as modification of variable contents. Finally, in future
works we plan to investigate which other graph invariants — crossing number,
cycle covering, chromatic number etc. — are meaningful to improve the corre-
spondence of codes written in different languages.
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Abstract. Spiking Neural P(SN P) system with anti-spikes uses two
types of objects called spikes and anti-spikes which can encode binary
digits in a natural way. We propose a formal method based on Petri
nets, which provides a natural and powerful framework to formalize SN
P systems with anti-spikes. This enables the use of existing tools for
Petri nets to study the computability and behavioural properties of SN
P systems with anti-spikes.

1 Introduction

Spiking neural P systems (shortly called SN P systems) introduced in [1] as a
variant of P systems, are biologically inspired parallel and distributed computing
models inspired by the neurobiological behaviour of neurons sending electrical
pulses of identical voltages called spikes to neighbouring neurons.

SN P system with anti spikes (shortly called SN PA system) introduced in [5],
is a variant of an SN P system consisting of two types of objects, spikes(denoted
as a) and anti-spikes(denoted as a) participating in spiking and forgetting rules.
We propose a relationship between SN P system with anti-spikes and Petri nets
to complement the functional characterization of the behaviour of SN PA sys-
tems. The relationship between SN P systems and Petri nets is no means a new
idea. Behavioural aspects of different variants of membrane systems were studied
by translating them into equivalent Petri net models [4,3]. In [8], a formal trans-
lation has been given for basic class of SN P systems with delays into a class of
Petri nets. In these Petri nets, places are used to represent neurons and spikes
are encoded with tokens. Transitions are used to implement rules inside the neu-
rons. Status places are associated with each place to maintain the state(open
or closed) of the each neuron. The inhibitor and test arcs are used to test the
status of the place and to only send the tokens to the open places.

To represent spikes and anti-spikes in SN PA systems, we use coloured Petri
nets [2] in which tokens can of different types. We introduce coloured Petri
nets with localities, with each transition is assigned a location based on the
input place and locally sequential and globally maximal firing semantics to the

J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 651–658, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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sequential firing in a neuron. The annihilation rule present in each neuron is
encoded as a highest priority transition with exhaustive firing semantics. It is
worth noting that as far as the rules are concerned, SN P systems are highly
concurrent in nature and Petri nets play an important role in the modelling,
analysis and verification of concurrent systems. As the procedure is direct, it
involves less complexity in translation and the rich theoretical concepts and
practical tools from well developed Petri nets can be used in the field of SN PA
systems. We can also prove the correctness of the computation of SN PA system
and also study the some behavioural properties like boundedness by means of
Petri nets.

2 Spiking Neural P System with Anti-spikes

First we recall the definition of SN P system with anti-spikes (or SN PA system).

Definition 2.1 (SN P system with anti-spikes). Mathematically, we represent a
spiking neural P system with anti-spikes of degree m ≥ 1, in the form

Π=(O, σ1, σ2, σ3 ,. . . , σm , syn , i0), where

1. O = { a, a } is the alphabet. a is called spike and a is called anti-spike.
2. σ1, σ2, σ3 ,. . . , σm are neurons, of the form

σi=(ni, Ri) , 1 ≤i≤m, where

(a) ni is the multiset of spikes or anti-spikes contained by the neuron.
(b) Ri is a finite set of rules of the following two forms:

i. E / br → b’ where E is a regular expression over a or a , while b, b′ ∈
{a, a}, and r ≥1.

ii. br → λ, for some r ≥ 1, with the restriction that br /∈ L(E ) for any
rule E / br→ b′ of type (1) from Ri;

3. syn ⊆ { 1, 2, 3, . . . , m} × { 1, 2, 3, . . . , m} with (i, i) /∈ syn for 1≤ i ≤m
(synapses among neurons);

4. i0 ∈ { 1, 2, 3, . . . , m } indicates the output neuron.

The rules of type E / br → b′ are spiking rules, and they are possible only if the
neuron contains n b’s such that bn ∈ L(E ) and n≥ r. When neuron σi sends a
b, it is replicated in such a way that one b′ is sent to all neurons σj such that
(i, j ) ∈ syn. The rules of type br → λ are forgetting rules; r number of b′s are
simply removed (“forgotten”) when applying. Like in the case of spiking rules,
the left hand side of a forgetting rule must “cover” the contents of the neuron,
that is, as→ λ is applied only if the neuron contains exactly s spikes.

There is an additional fact that a and a cannot stay together, so annihilate
each other. If a neuron has either objects a or objects a, and further objects of
either type (maybe both) arrive from other neurons, such that we end with ar

and as inside, then immediately an annihilation rule a a → λ, which is implicit
in each neuron, is applied in a maximal manner, so that either ar−s or as−r
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remain for the next step, provided that r ≥ s or s ≥ r, respectively. This mutual
annihilation of spikes and anti-spikes takes no time and that annihilation rule
has priority over spiking and forgetting rules, so the neurons always contains
either only spikes or anti-spikes.
lhs(v) and rhs(v) gives the multiset of spikes/anti-spikes present in the left

and right hand sides of rule v respectively. Like in [5], we avoid using rules
ac → a, but not the other three types, corresponding to the pairs (a, a), (a, a),
(a, a). If E=br then we will write it in the simplified form br → b’.

The standard SN P system works in a similar way but with only one type of
object called spike(a) and so there exist no annihilation rules.

Definition 2.2 (Configuration). The configuration of the system is described
C =< n1, n2, · · · , nm > where ni is the multiset written in the form ni = axay,
where x is the number of spikes and y is the number of anti-spikes present
in neuron σi. Because a neuron always contains spikes or anti-spikes, either
ni(a) = 0 or ni(a) = 0.

Definition 2.3 (Vector rule). We define a vector rule V as a mapping with
domain Π such that V (i) = rij , rij is a spiking or forgetting rule from Ri i.e
| V (i) | = 0 or 1 where 1 ≤ i ≤ m. If no rule is applicable from σi then V (i) = ri0.
If a vector rule V is enabled at a configuration C=〈n1, n2, . . . , nm〉 then C can
evolve to C′ =〈n′

1, n
′
2, . . . , n

′
m〉 (after applying annihilation rules in each neuron

in exhaustive way), where
n′
i = ni − lhs(V (i)) +

∑
(j,i)∈syn rhs(V (j))

Definition 2.4 (Transition). Using the vector rule, we pass from one configu-
ration of the system to another configuration, such a step is called a transition.

For two configurations C and C′ of Π we denote by C V
=⇒ C′, if there is a direct

transition from C to C′ in Π .
A computation ofΠ is a finite or infinite sequences of transitions starting from

the initial configuration, and every configuration appearing in such a sequence is
called reachable. Note that the transition of C is non-deterministic in the sense
that there may be different vector rules applicable to C, as described above. A
computation halts if it reaches a configuration where no rule can be used. There
are various ways of using such a device [6].

Example 2.1. Consider the graphical representation of an SN P system with
anti-spikes in Fig.1(a), the neurons are represented by nodes of a directed graph
whose arrows represent the synapses; an arrow also exits from the output neuron,
pointing to the environment; in each neuron we specify the rules and the spikes
present in the initial configuration. It is formally denoted as

Π=({a, a}, σ1, σ2, σ3, σ4, syn , 4), with
σ1 = (a3, {a3/a→ a, a3 → a}), σ2 = (a, {a→ a} ),
σ3 = (a, {a→ a} ), σ4 = (a, {a→ a , a→ a} ),syn={(1, 2), (2, 1), (1,4), (4,1),
(1,3), (3,1)}.

We have four neurons, with labels 1, 2, 3, 4; neuron 4 is the output neuron.
Initially neuron 1 has three spikes with non-determinism between its first two
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rules and neurons 2, 3 and 4 have one spike each. The initial configuration of
the system is < a3, a, a, a >.

The evolution of the systemΠ can be analysed on a transition diagram as that
from Fig.1(b) because the number of configurations reachable from the initial
configuration is finite, we can place them in the nodes of a graph and between
two nodes/configurations we draw an arrow if and only if a direct transition is
possible between them. In the Fig.1(b), we have also indicated the rules used in
each neuron with the following conventions; for each rij we have written only
the subscript ij; when a neuron i=1, 2, 3, 4 uses no rule, we have written i0.

The functioning can easily be followed on this diagram, so that we only briefly
describe it. We start with spikes in all neurons. Neuron 1 can behave non-
deterministically choosing one of the two rules. As long as neuron 1 uses the
rule a3/a → a, the computation cycles in the initial configuration sending a
spike to neurons 2, 3 and 4; neuron 4 uses its first rule and sends an anti-spike to
environment and neuron 1. Neurons 2 and 3 use their rules and send a spike to
neuron 1. So neuron 1 receives one anti-spike and two spikes (and two spikes are
already present in it), after using annihilation rule, the neuron will have again
three spikes. Neuron 2, 3 and 4 will have one spike each.

If neuron 1 uses its second rule a3 → a, the three spikes are consumed and
an anti-spike is sent to other three neurons. So neuron 1 will have one spike
and neurons 2, 3 and 4 will have one anti-spike each, reaching the configuration
< a, a, a, a >. In the next step neurons 1, 2 and 3 cannot fire and neuron 4
uses the rule a→ a sending a spike to environment and neuron 1 , reaching the
configuration < a2, a, a, λ > and the system halts.

3 Colored Petri Nets

In coloured PN, color refers to the type of data associated with tokens. In other
words, tokens can have arbitrary values determined by their type or color. Each
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place has an associated color set, which constrains the number and color of
tokens that may reside in the place or move along the arc from that place.

Definition 3.1(Coloured Petri net). A coloured Petri net is represented by a

tuple N df
=(Σ,P, T, C,A,W, Γ,G,M0), where Σ , P and T are finite, non-empty

set of colours, places and transitions respectively.
C:P → Σ is a color function that assigns set of colours to every element of P.
A ⊆ (P × T )∪(T × P ) is a set of directed arcs which connect places with

transitions and transitions with places.
W : Assigns a multi-set of coloured tokens from the domain of input places if

f ∈ (P × T ) and from domain of output places if f ∈ (T × P ).
G: T −→ {true,false}, the guard function maps each transition Ti to boolean

expression, which specifies an additional constraint which must be fulfilled before
the transition is enabled.
M0={m1,m2, · · ·mn} ∈ P , eachmi is a multi set of tokens initially associated

with each place Pi and n is the number of places in the net N .
Coloured Petri nets are drawn in a similar way as simple Petri nets with

coloured tokens drawn as coloured dots (for tokens of different attributes) or as
multi-set inside the places. The directed arcs connecting places to transitions and
transitions to places may be labelled with an arc expression having the multi-set
of tokens of different colours.

Definition 3.2 (Marking). M is a marking which assigns a finite semi-positive
multi-set over C(p) to every p ∈ P . M0 is called the initial marking.
The state or marking of Petri net is changed by the occurrence of transition.
Firing rules in the Petri net model are:

1. Transition Tj is enabled iff Tj satisfies the guard condition and its every
input place has enough tokens of needed colours as specified in the input arc
expression.

2. Upon firing the transition Tj removes number of tokens from each of its
input places equal to the weight of the input arcs and deposits number of
tokens into the output places equal to the weight of output arcs.

Concurrency is also a concept that Petri net systems represent in an extremely
natural way. Two transitions are concurrent at a given marking if they can be
fired at the same time i.e. simultaneously. This determines a new marking in a
net, a new set of enabled transitions, and so on. An important concept in Petri
nets is that of conflict. Conflict occurs between transitions that are enabled by
the same marking, where the firing of one transition disables the other. A ma-
jor feature of net is that they do not define in any way how and when a given
conflict should be resolved, leading to non-determinism in its behaviour. This
non-determinism is inherent in Petri nets.

Definition 3.3 (Step). A step is a multi-set U of transitions which are en-
abled at a marking M and we denote this by M [U〉. The input and output of
places of step U are given by INNU(p)=

∑
t∈U U(t).W (p, t) and OUTNU(p)=∑

t∈U U(t).W (t, p) for each p ∈ P
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A step U which is enabled at a marking M can be executed leading to the
markingM ′ =M +OUTNU - INNU . We denote this by M [U〉M ′. A step U is
a maximal step at a marking M if M [U〉 and there is no transition t′ such that
M [U + {t′}〉 and for every place p ∈ P , transition t ∈ U , t can only be executed
if it satisfies the guard function.

A Petri net system N with maximal concurrency is such that for each mark-
ings M and M ′ if there is a step U such that M [U〉M ′, then U is a maximal
step.

A computation of a Petri net N is a finite or infinite sequences of executions
starting from the initial marking and every marking appearing in such a sequence
is called reachable.

A major strength of Petri nets is their support for analysis of many properties
and problems associated with concurrent systems such as reachability, bound-
edness and liveness. The reachability problem for Petri net is the problem of
finding if a marking Mi is reachable from the initial marking M0. Formally a
Petri net with a given marking is said to be in deadlock if and only if no transi-
tion is enabled in the marking. A Petri net where no deadlock can occur starting
from a given marking is said to be live. Generally Petri nets are analysed using
tools to study important behavioural properties of the system like reachabil-
ity, liveness, boundedness etc. Before implementation, we introduce the most
appropriate Petri net semantics.

Definition 4.1 (Coloured Petri nets with Localities). A coloured Petri net with

localities (or CPL-net) is a tuple NL df
= (Σ,P, T, C, A,W, Γ,G,M0, ψ, L), where

UND(NL) df
= (Σ,P, T, C,A,W, Γ,G,M0). ψ : T → N defines the priority func-

tion and L : T → N is a location mapping, for the transition set T .
The markings and steps already defined for coloured Petri nets carry over to
CPL-net.

Definition 4.2 (Enabled step). A step U is enabled at a marking M if M ≥
INNLU and, for every place p ∈ P and transition t ∈ U , G(t) = true. Moreover,
an enabled U is: lseq-gmax (locally sequential globally maximal) enabled if t ∈ U
then there is no transition u ∈ U such that L(u) = L(t) and there is no transition
l such that U + l is enabled at M such there L(t) �= L(u) for any u ∈ U . The
priority of all transitions in a step should be the same. So the priority of the step
is same as priority transitions in the step. If two steps are enabled at a marking
then the step with higher priority is executed first. In this paper we consider
prioritized locally sequential globally maximal firing of CPL-nets.

Definition 4.3 (Executed step and Computation). We introduce two modes of
execution of lseq-gmax enabled step U . In minimal execution mode every t ∈ U
is fired only once and is denoted as Umin where as in exhaustive execution mode
every t ∈ U is fired as many times as possible with the same binding for its
controlled variables and we denote this as Uexh.

Let m ∈ {min, exh} be a mode of execution. A lseq-gmax enabled step U at
a marking M can be m-executed leading to the marking M ′. We denote this by
M [U >m M ′. A computation of a CPL-net NL is a finite or infinite sequence
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of executions starting from the initial marking, and every marking appearing in
such a sequence is called reachable. The step semantics and the execution modes
defined above corresponds to the way rules are fired in the SN PA systems. Using
this correspondence we will give in the next section a faithful translation of SN
PA systems into CPL-nets.

4 SN P System with Anti-spikes to Petri Net

In this section, we propose a formal method to translate SN PA systems into
CPL-nets.

Definition 5.1(SN PA system to CPL-net). Let Π=(O, σ1, σ2, σ3 ,. . . , σm ,
syn , i0) be an SN P system with anti-spikes, then the corresponding CPL-net

NLΠ
df
= (Σ,P, T, C,A,W, Γ,G,M0, ψ, L), where

1. Σ=O
2. P = {P1, P2, · · · , Pm} is the set of places. Pi0 is the output place.
3. T = T1∪T2∪· · ·Tm where each Ti contains a distinct transition Tij for every

rule of rij ∈ Ri and Tia, a transition corresponding to the annihilation rule
implicitly present in each neuron Pi.
For every place p = Pi ∈ P and every transition t = Tjk ∈ T and k �= a,
W (p, t) = lhs(rjk) if i = j, W (t, p) = rhs(rjk) if i �= j and (i, j) ∈ syn,
ψ(t) = 1, L(t) = i and
for every p = Pi ∈ P , W (P, Tia) = aa, ψ(Tia) = 2, L(Tia) = i.

4. For every place Pi ∈ P , its initial marking is M0(Pi)
df
= ni.

To capture the very tight correspondence between the SN P system with anti-
spikes Π and Petri nets NLΠ , we introduce a straight forward bijection between
configurations ofΠ and markings ofNLΠ , based on the correspondence between
places and neurons.

Let C =< n1, n2, · · · , nm > be a configuration of an SN PA system Π . Then

the corresponding marking φ(C) of NLΠ is given by φ(C))(Pi)
df
= ni for every

place Pi of NLΠ .
Similarly, for any vector rule V = (r1j1 , r2j2 , · · · , rmjm) of Π , we define a lseq-

gmax enabled step ξ(V ) of transitions of NLΠ such that ξ(V )(Tij)
df
= rij for

every Tij ∈ T and j �= a. It is clear that φ is a bijection from the configurations
of Π to the markings of NLΠ , and that ξ is a bijection from vector rules of Π
to lseq-gmax enabled steps of NLΠ .

We now can formulate a fundamental property concerning the relationship
between the dynamics of the SN PA system Π and that of the corresponding

CPL-net: C V
=⇒ C′ if and only if φ(C)[ξ(V >min [H >exh φ(C′).

where H is lseq-gmax step only containing Tia ∈ T for every 1 ≤ i ≤ m.
Since the initial configuration of Π corresponds through φ to the initial mark-

ing of NLΠ , the above immediately implies that the computations of Π coincide
with the locally sequential and globally maximal concurrency semantics of the
CPL-net NLΠ .
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The reader might by now have observed that the structure of neurons in Π is
used in the definitions of the structure of the CPL-net NLΠ (i.e., in the defini-
tions of places, transitions and the weight function). Let C be a configuration of
Π and there is a vector rule V enabled at C reaching a configuration C′. As there
is a mapping between configuration and markings, φ(C) is marking of CPL-net
NLΠ corresponding to the configuration C of Π . There is a one-to-one mapping
between the rules in the SN PA system and transitions in CPL-net. For locally
sequential and globally maximal concurrency firing semantics of SN PA systems,
the prioritized locally sequential globally maximal steps are defined CPL-nets. Two
execution modes minimal and exhaustive are defined to encode the working spik-
ing rules and annihilations rules in the SN PA system. So there exists a step ξ(V >
enabled at the marking φ(C). After the execution of the step in the minimal mode,
and after firing the stepH containing the transitions corresponding the the anni-
hilation rules in exhaustive way, the system reaches the configuration φ(C′). We
can prove only if part in the similar way. So the evolution of the CPL-netNLΠ is
same as the evolution of the SN PA system Π . The CPL-netNLΠ corresponding
to the SN PA system Π is given in the Fig.2.

5 Conclusion
In this paper we have proposed an approach to the performance modeling of
the behaviour of SN P systems with anti-spikes through a class of Petri nets,
called coloured Petri nets with localities. The annihilation rule implicitly present
in a neuron is successfully encoded as highest priority sink transition and its
exhaustive firing enables to represent working of annihilation rule. Based upon
the introduction these features, the neural structure can be successfully encoded
as a Petri nets model which permit the description the behavioural state based
process run-time structure change of SN P system with anti-spikes.
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Abstract. Progress on large-scale simulation of neural models depends in part 
on the availability of suitable hardware and software architectures. 
Heterogeneous hardware computing platforms are becoming increasingly 
popular as substrates for general-purpose simulation. On the other hand, recent 
work highlights that certain constraints on neural models must be imposed on 
neural and synaptic dynamics in order to take advantage of such systems. In this 
paper we focus on constraints related to learning in a simple visual system and 
those imposed by a new neural simulator for heterogeneous hardware systems, 
CogExMachina (Cog).  

Keywords: Large-scale system, learning laws, neural networks, neural network 
software, heterogeneous computing.  

1 Introduction 

Building neural models capable of simulating complex behaviors requires simulating 
large-scale models linking the macro-scale of behavior to the micro-scale of 
individual neural events. In recent years a large number of simulation platforms have 
emerged that satisfy different modeling needs, ranging from simulators that include 
the low-level spiking behavior of individual neurons [1] to some that abstract away 
biological details about neurons but try to maintain some of their functions [2]. 
Although large-scale neural modeling has greatly benefited from the introduction of 
supercomputers [3], the potential of heterogeneous computing systems still remains 
largely unexplored. Heterogeneous computing offers many advantages for neural 
modeling, including the possibility to scale simulations at virtually no cost, and to 
employ a variety of hardware accelerators to optimize specific model components. On 
the other hand, heterogeneous computing severely constrains the design of general-
purpose neural network modeling software. This paper addresses the issue of how to 
embed learning in such a system based on our experience with CogExMachina (Cog), 
a new neural simulator designed for heterogeneous computing systems [4].  
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We start in the next section with a brief description of the general modeling 
framework imposed by Cog. Section 3 examines in more detail the constraints that 
relate specifically to learning and presents simulation results of a model of the early 
visual system able to learn orientation preference and ocular dominance maps. We 
conclude with a description of our current efforts on generalizing the learning 
capabilities of the system.  

2 Neural Modeling Framework 

Single neurons in Cog are implemented based on the following neuron model [5]:  

( )xwTfy =  , (1) 

where x and w are the presynaptic input and associated synaptic weight vectors, 
respectively, f is a scalar-valued activation function, and y is the activation value of 

the postsynaptic neuron. The product xwT  is referred to as the partial inference. 
Cog imposes virtually no restrictions on the choice of the activation function, thereby 
leaving the modeler free to determine the kind of computation performed by each 
neuron. However, external input is obtained via partial inference only. This restriction 
ensures that models implemented remain tractable and efficient by removing the need 
for sophisticated synchronization mechanisms to handle parallelism. 

The segregation of computation into a set of partial inferences followed by an 
activation function is a critical bridge between biological and silicon computation 
built into Cog. A neural population can maintain relatively little state, but perform 
potentially highly nonlinear computations. The web of dendrites feeding that 
population has states stored in each synapse, but computes in a much more rigid 
manner. 

This dual-natured computation maps extremely well to heterogeneous computers. 
Conventional general-purpose processors can only work on relatively small sets of 
data efficiently, but include highly robust strategies for handling irregularity and 
nonlinearity. Special-purpose accelerators like graphics processors are designed for an 
opposite set of constraints. They require dramatically higher memory bandwidth, but 
de-prioritize handling of irregular computation. The signal function component of 
computation is best mapped to a conventional processor, where the partial inference 
calculation maps efficiently to a graphics processor. 

Beyond graphics processors, single-purpose hardware offers multiple additional 
orders of magnitude in power efficiency. Graphics processors are vastly more 
efficient than conventional processors for computations like partial inference, but data 
is still not as physically local as needed for power efficiency rivaling biology. A 
graphics card includes its own bank of memory with a very wide connection to the 
processor, but these two components are still physically separated. This separation 
means data must be shuttled from a memory chip, across a bus, and finally in to the 
processor. Efficiency would be dramatically higher if memory could be co-located 
directly on the processor.  
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Memristive crossbar memory is a viable contender for this unification of 
processing and memory. Memristor crossbars can be manufactured directly on top of 
a conventional chip, but with dramatically higher density than existing memory 
technologies. This means a massively multi-core chip designed to handle partial 
inference can localize storage of the weights directly on top of the processing core 
performing calculations – in particular, partial inference and learning - with those 
weights. Weight data need not move more than a few millimeters, resulting in a 
massive increase in energy efficiency. Cog’s design is in part motivated by such 
considerations of locality [4]. 

In summary, the modeling framework provided by Cog limits communication 
between neurons to partial inferences and tries to maintain computation related to 
synaptic weights local to the partial inference processors. The next section addresses 
the impact of these constraints on learning. 

3 Learning 

The above considerations lead to the question of how to efficiently introduce synaptic 
weight learning in a large-scale model instantiated on a distributed, heterogeneous 
network. One way to answer this question is to restrict learning to a single learning 
rule which can then be optimized in the same hardware that computes partial 
inference. From this point of view, one good candidate learning rule might be spike-
timing-dependent-plasticity [6] since it appears to give the most complete account of 
biological synaptic modification mechanisms. Indeed, some large-scale models adopt 
this rule as their only learning mechanism [7]. However, in a system in which 
biological realism is only secondary to functionality, such a choice is no longer 
justified. Moreover, it is fundamentally impossible to determine in advance which 
learning law is most appropriate without knowing exactly which behavioural task the 
model needs to perform. Finally, even if the task is known, it is not always clear 
which learning law will perform best, and if so in what parameter range can it be 
expected to perform well. Thus, learning in Cog follows the approach of 
implementing only a generic form of the learning equation which can then be tailored 
for specific applications. Crucially, the use of a generic form allows for hardware 
acceleration on the same processors that also compute partial inferences.  

3.1 Current General Form of Learning Laws 

Cog currently supports learning laws for which weight changes can be implemented 
in the following general form [8]: 

( )N
ij

C
ij

H
ijij wwwsw Δ+Δ+Δ=Δ λ  , 

(2) 

where λ is a learning rate, s is a sign factor (-1 or +1), and H
ijwΔ , C

ijwΔ and N
ijwΔ are 

weight-change terms related to Hebbian, competitive and normalization operations 
respectively. Presynaptic and postsynaptic units are respectively denoted in Eq. 2 by 
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indexes i and j. This general form was shown in [8] to be able to encapsulate a 
number of learning rules performing independent component analysis and is 
implemented in Cog as the following sequence of three steps: 
 

ijijij xhww +← 01  , (3) 

ijijij

jiji

xhww

hwx

'

'
12

1

−←

←
 , (4) 

223
ijjijij wgww −←  . (5) 

 
Eqs. 3, 4 and 5 implement the Hebbian, competitive and normalization steps, 
respectively. Quantities hj and gj incorporate the learning rate λ and sign s and are 
computed by the postsynaptic neuron yj at each time step. Crucially, the forms of hj 
and gj are determined by the user so as to implement a particular learning rule. 

Simulation flow in Cog can thus be described as a sequence of two operations 
performed at each time step. First, all partial inferences are computed and learning is 
performed based on Eqs. 2-5 with feedback terms hj and gj returned from postsynaptic 
neurons computed at the previous time step. Second, all activation functions are 
computed as well as feedback terms hj and gj, which are sent back to the partial 
inference processors to be used at the next time step. 

3.2 Examples 

The simplest example of a learning law that can be implemented in Eqs. 4-6 is 
Hebbian learning: 

jiij yxw λ=  , (6) 

where continuous-time notation is used for simplicity. A sequential implementation of 

this learning rule is easily obtained by setting jj yh λ= in Eq. 3 and skipping the 

remaining steps. A slightly more complicated learning rule is the instar law [9]: 

( ))(twxyw ijijij αλ −=  , (7) 

where learning is gated by postsynaptic activity yj and an additional decay rate, α, 
needs to be specified by the modeler. Another common law used in the literature on 
self-organization is the Hebbian rule with postsynaptic normalization [10, 11]: 
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( ) ij

k
jkkj

jiij
ij w

yxw

yxw
w −

+
+

=
 α

α
  . (8) 

Eq.8 can be implemented in Cog as follows. First, the Hebbian step is computed 

as jj yh λ= . The competitive step is then skipped by setting 12
ijij ww = , and the 

normalization step is computed as follows: 

( )  +
−=

+
−=

k
kj

k
jkkj

j xyyxw
g

αα 1

1
1

1
1

0
 , 

(9) 

where the fact that all weights sum to 1 (due to postsynaptic normalization) is used to 
simplify the denominator. Still, Eq. 9 implies that postsynaptic unit yj needs to have 
access to the unweighted sum of its presynaptic inputs, requiring additional data 
transfers between processors computing the signal functions. Nevertheless, this can be 
accomplished in Cog by allocating an additional synaptic projection consisting of 
constant unit weights (i.e. 1' =ijw ) connecting presynaptic inputs xi to postsynaptic 

neurons yj. This costly duplication of weights illustrates well that any learning rule 
that does not comply naturally with the general form in Eq. 2 cannot be efficiently 
implemented in a large-scale, distributed, heterogeneous system. 

3.3 Simulations 

Learning of orientation preference and ocular dominance maps was implemented in 
Cog as a preliminary test of the simulation framework. The model implemented here 
is based on the LISSOM architecture [11] which builds on a widely popular tradition 
of research starting with the model in [10]. Network topology consists of two retinas, 
each projecting to distinct populations of on-center off-surround and off-center on-
surround LGN cells (Fig.1a). Projections to area V1 consist of bottom-up inputs from 
each LGN population as well as horizontal excitatory and inhibitory connections from 
within V1. Details about the model and training procedure can be found in [11]. The 
network was trained using the Hebbian rule with postsynaptic normalization (Eq. 8) 
which implements competition between synaptic weights and has been shown to be 
efficient at learning cortical maps.  

Figs. 1b-d illustrate the effect of learning using randomly presented inputs on the 
distribution of ocular dominance across V1 cells, where 0 indicates a cell sensitive to 
the left eye and 1, a cell sensitive to the right eye. Before learning, all cells are 
clustered at the center of the x-axis, indicating no strong preference for any eye 
(Fig.1b). After a period of normal rearing, a large proportion of cells become more 
selectively tuned to a particular eye (Fig.1c). In contrast, if the network is trained with 
inputs to the right eye only, all cells become sensitive to the right eye (Fig. 1d).   
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Fig. 1. a) LISSOM model architecture for orientation preference and ocular dominance map 
development. b) Distribution of ocular dominance before learning (0: left eye selectivity; 1: 
right eye selectivity). c) Distribution after a period of binocular training. d) Distribution after 
monocular training.  

Figure 2 shows the topography of orientation maps and ocular dominance maps 
before learning (a and c, respectively) and after a period of learning (b and d, 
respectively).  

 

Fig. 2. Topography of learned feature maps. Panels a) and c) respectively display orientation 
and ocular dominance maps before learning. Panels b) and d) display corresponding maps after 
a period of learning. In a) and b), color codes for preferred orientation, and in c) and d) 
grayscale values indicate ocular dominance. 
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As a large-scale learning experiment in Cog, the LISSOM model can be criticized 
on the grounds that it does not lead to stable representations without concurrently 
decreasing the learning rate, and that it requires a duplication of weights to implement 
synaptic weight normalization (Eq. 9). Both issues remain important topics which we 
are addressing in our current modeling efforts. In particular, on the second issue, the 
instar rule (Eq. 7) can be shown to lead to normalization based on postsynaptic 
activity only, thereby escaping the duplication of weights, but requires that inputs be 
normalized to a fixed constant. Although this assumption does not hold in the 
LISSOM model, it remains to be shown whether strict normalization is necessary in 
general. Another candidate learning rule is the BCM law which also implements 
competition based only on postsynaptic quantities, and also displays stability [12].     

3.4 Toward a Generalized Learning Law Equation 

In order to allow for a more thorough study of learning in large-scale systems, the 
general form in Eq. 2 and its associated three-step procedure in Eqs. 3-6 must be 
generalized to encompass a wider class of learning rules. For example, the outstar 
learning rule [13]: 

( ))(twyxw ijjiij αλ −=  , (10) 

cannot be directly mapped to the existing learning procedure due to the multiplication 

of weights ijw by the inputs ix . As in the case of Hebbian learning with postsynaptic 

normalization, Eq.10 can be implemented by a suitable modification of the network 
topology, but this would reduce the efficiency of the framework.  

Our group recently introduced a new general form of learning law capable of 
handling several classes of learning rules, including Hebb rule derivatives, threshold-
based rules, input reconstruction-based rules and trace-based rules [14]. Crucially, this 
generalization is achieved by inserting only one additional postsynaptic feedback term 
to the already existing two terms (hj and gj) of the current procedure, making it a 
suitable candidate for hardware acceleration as mentioned in Section 2. 

4 Conclusions 

In this paper, we investigated the kind of issues that are likely to be faced when 
implementing learning in a large-scale neural model instantiated on a distributed, 
heterogeneous network. In particular, we argue that learning calculations should be 
local to the partial inference processors, should minimize data transfer to and from 
signal function processors, and should be implementable in a common general form 
equation. Our current efforts are aimed at implementing such a general form, which 
will facilitate the study of learning in large-scale neural network. 
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Abstract. Towards dexterous manipulation and human-like grasping 
capabilities, a new phase of robotics hands have been developed recently with 
biomimeticly oriented functionalities. This manuscript is an attempt to survey in 
details biomimetic based dexterous robotics hands.  In particular, the article 
focuses on a number of developments that have been taking place over the last 
two decades, in recent development related to this biomimetic filed of research.   

Keywords:  Biomimetic, Dexterous Manipulation, Biomimetic Robotics.  

1 Introduction 

Over the past two decades,  large number of dexterous robotics hands have been 
developed that explicitly emulate human like hand shape and movements.  However,  
it was clear that biological functionalities could not be fully emulated due to luck of the 
right technologies.  Over past few years, engineering such biomimetic intelligent 
creatures, such  as robots,  was hindered by physical and technological constraints and 
limitations.   Literatures in this vital field have been focused since early 1990,  when 
the Utah and JPL hand  researchers published their research work in progress in 1984 
(refer to Fig. 1., [1,2]).  Biomimetic robot hands, as indicated by Yoseph B. [3],  have 
been introduced lately over the last decade.  This is due to a number of potential 
advantages over purely mechanical robot hands, as known here as the classical hand.  
Within this article, we shall survey a number of potential research frameworks that 
have been focused lately towards Biomimetic robot hands design and implementation.  

 

   

Fig. 1. The Utah and JPL hands,  early  attempts to emulate  human grasps,  [1,2] 
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2 Bio-inspired Dexterous Robotics Hands 

2.1 Hand Biomimetic Compliance Control  Structures of Human Finger 

In their paper, Byoung K. et, al.  [4], for an object grasped by a robot hand to work in 
compliance control domain, they analyzed necessary condition for successful stiffness 
modulation in the operational space.   They proposed a new compliance control 
method for robot hands which consist of two steps. RIFDS (Resolved Inter-Finger 
Decoupling Solver) is to decompose the desired compliance characteristic specified in 
the operational space into the compliance characteristic in the fingertip space without 
inter-finger coupling, and RIJDS (Resolved Inter-Joint Decoupling Solver) is to 
decompose the compliance characteristic in the fingertip space into the compliance 
characteristic in the joint space without inter-joint coupling.  It was found, a finger 
structure should be biomimetic in the sense that either kinematic redundancy or force 
redundancy are required to implement the proposed compliance control scheme. 

2.2 Control of A Multi-finer Prosthetic Hand 

In [5],  Craelius W. et. al.  have developed a control of multi-finger prosthetic hand.   
The prosthetic hand is controlled by extrinsic flexor muscles and tendons of the 
metacarpal-phalangeal joints. The hand uses Tendon-Activated Pneumatic control and 
has provided most subjects, including amputees and those with congenital limb 
absence, control of multiple fingers of the hand.  This is illustrated in Fig. 2. 
 

    

Fig. 2. (a)  Linear actuators provided movement of 3 independent fingers. (b)  Signals derived 
from TAP sensors, 9-sec. period of repetitive finger flexions,  [5]. 

2.3 A Biomimetic Controller for a Multifinger Prosthesis 

In [6], Abboudi R. et. al. have presented a novel controller for a multifinger hand 
prosthesis, and developed it and tested to measure its accuracy and performance in 
transducing volitional signals for individual "phantom" fingers.  Pneumatic sensors 
were fabricated from open-cell polymeric foam, and were interposed between the 
prosthetic socket and superficial extrinsic tendons associated with individual finger 
flexion. Test subjects were prompted to step individual fingers or combinations thereof 
to perform either taps or grasps.   Sensor outputs were processed by a computer that 
controlled motions of individual fingers on a mechanical prosthesis.   Trials on three 
upper-limb amputees illustrated that after brief training sessions, the TAP controller 
was effective at producing voluntary flexions of individual fingers and grasping 
motions.    



 Bio-inspired Robotics Hands: A Work in Progress 669 

2.4 Tendon and Muscle Force Requirements for Humanlike  

In [7], Pollard N. And Richards G. have  stated that adapting human examples to a 
robot manipulator is a complex problem, however,  in part due to differences between 
human and robot hands.  Force transmission mechanisms in robot fingers are 
generally symmetric about flexion / extension axes, but in human fingers they are 
focused toward flexion, Fig. 3.  The reserach describes how a tendon driven robot 
finger can be optimized for force transmission capability equivalent to the human 
index finger.  They have shown  that two distinct tendon arrangements that are similar 
to those that have been used in robot hands can achieve the same range of forces as 
the human finger with minimal additional cost in total muscle force requirements. 

 

    

Fig. 3. (a) : 2N and N+1 tendon fingers.  (b) : Flexor and extensor tendons of the index,  [7].  

2.5 Principal Components Analysis Based Prosthetic Hand 

In [8], Matrone G. et. al.  presented  prosthetic hands and controlled by means of non-
invasive interfaces based on electromyography (EMG). Driving a multi degrees of 
freedom (DoF) hand for achieving hand dexterity implies to selectively modulate 
many different EMG signals in order to make each joint move independently, and this 
could require significant cognitive effort to the user. A principal components analysis 
based algorithm is used to drive a 16 DoFs underactuated prosthetic hand prototype 
with a two dimensional control input, in order to perform the three prehensile forms 
mostly used in Activities of Daily Living (ADLs).  Principal components set has been 
derived directly from the artificial hand by collecting its sensory data while 
performing 50 grasps, and subsequently used for control.   This is shown in Fig. (8). 

   

 

Fig. 4. Power, precision and lateral grasp,  as in [8] 
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2.6 Biomimetic Tactile Sensor for Control of Grip 

In [9], Wettels N. et. al. , are developing a novel,  robust tactile sensor array that 
mimics the human fingertip and its distributed set of touch receptors. The mechanical 
components are similar to a fingertip, with a rigid foundation surrounded by a weakly 
conductive fluid contained within an elastomeric skin,  Fig. 5.  It uses the deformable 
properties of the finger pad as part of the transduction process.  Multiple electrodes 
are mounted on the surface of the rigid core and connected to impedance measuring 
circuitry within the core.  External forces deform the fluid path around the electrodes, 
resulting in a distributed prototype of impedance changes containing information 
about those forces and the objects that applied them.   

 

     

Fig. 5. eft : a)  Drawing of  biomimetic tactile sensor.   b) Sensor prototype core with “skin” 
removed,  Right : A circuit diagram for single sensor channel,  [9]. 

2.7 A Shape Memory Alloy-Based Tendon-Driven Actuation 

According to  Bundhoo V. et. al. [10], a new biomimetic tendon-driven actuation 
system for prosthetic and wearable robotic hand applications is presented.  It is based 
on the combination of compliant tendon cables and one-way shape memory alloy 
(SMA) wires that form a set of agonist–antagonist artificial muscle pairs for the 
required flexion/extension or abduction/adduction of the finger joints, Fig. 6. The 
performance of the proposed actuation system is demonstrated using a 4 degree-of-
freedom (three active and one passive) artificial finger test-bed, also developed based 
on a biomimetic design approach. A microcontroller-based pulse-width-modulated 
proportionalderivation (PWM-PD) feedback controller and a minimum jerk trajectory 
feedforward controller are implemented and tested in an ad hoc fashion to evaluate the 
performance of the finger system in emulating natural joint motions.  

    

Fig. 6. Left :   An artificial finger, [10]. Right : Examples of interactive grasp planning using 
input provided by an operator,  [11].  

 
 



 Bio-inspired Robotics Hands: A Work in Progress 671 

2.8 Biomimetic Grasp Planning for Cortical Control of a Robotic Hand 

In [11], Ciocarlie M. et. al.,  and in their paper, they outlined a grasp planning system 
designed to augment the cortical control of a prosthetic arm and hand.  A key aspect of 
this task is the presence of on-line user input, Fig. 6., which will ultimately be obtained 
by identifying and extracting the relevant signals from brain activity.  The grasping 
system can combine partial or noisy user input and autonomous planning to enable the 
robot to perform stable grasping tasks.  They used principal component analysis 
applied to the observed kinematics of physiologic grasping to reduce the 
dimensionality of hand posture space and simplify the planning task for on-line use. 
The planner then accepts control input in this reduced-dimensionality space, and uses it 
as a seed for a hand posture optimization algorithm based on simulated annealing.  

2.9 Grip Control Using Biomimetic Tactile Sensing Systems 

Wettels N. et. al. in [12], have presented a proof-of-concept for controlling the grasp 
of an anthropomorphic mechatronic prosthetic hand by using a biomimetic tactile 
sensor, Bayesian inference and simple algorithms for estimation and control. The 
sensor takes advantage of its compliant mechanics to provide a tri-axial force sensing 
end-effector for grasp control, Fig.7.  By calculating normal and shear forces at the 
fingertip, the prosthetic hand is able to maintain perturbed objects within the force 
cone to prevent slip. A Kalman filter is used as a noise-robust method to calculate  
tangential forces. Biologically-inspired algorithms and heuristics are presented that 
can be implemented on-line to support rapid,  reflexive adjustments of grip. 

 

   

Fig. 7. Left:  Otto Bock M2 Hand.  Tac prototype sensor array Right:  Effect of normal and 
tangential forces on different electrodes, [12].  

2.10 Development of Bio-mimetic Robot Hand Using Parallel Mechanisms 

In [13] Lee S. et. al., describe a development of bio-mimetic robot hands and its 
control scheme.  Each robot hand has four under-actuated fingers, which are driven by 
two linear actuators coupled, Fig. 8. Each fingertip can reach toward objects by 
curved surface workspace in 3D-space. The robot hand was designed considering the 
dexterity and the size suited for human tools and has tactile sensors equipped on the 
fingertips of each finger. The robot hand has 4 fingers with totally nine DOFs 
including two linear actuators and linkage knuckles. In the former part of this paper, 
the design of the robot hand is presented.  And in the latter part of the paper, 
computational simulations are described.   The simulations show the performance of 
the robot hand to manipulate tools of various shapes. 
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Fig. 8. Features of parallel actuated robot hand, [13] 

2.11 Biomimetic Sensing for Robotics Manipulation 

In [14], Petroff N. stated that in manipulation tasks, humans have the advantage over 
machines due to an unparalleled ability to process information from various inputs, 
including touch. A set of four robot end-effectors was equipped with force sensors to 
provide haptic feedback to aid in performing the manipulation tasks of rotating a 
sphere and a cube.  The algorithm gives rise to new vector fields called Lie brackets 
that allow the fingers to be reconfigured without releasing the object, effectively 
increasing the workspace of the manipulation system.  Experiments were conducted 
with fixed-point manipulation to produce a baseline for comparing reconfigurable 
manipulation experiments. Both open loop and closed loop, reconfigurable 
manipulation experiments were conducted on a spherical object. 

2.12 Bio-inspired Sensorization of a Biomechatronic Robot Hand 

In [15] Edinc B. et. al., have concluded from numerous neurophysiological studies, 
that humans rely on detecting discrete mechanical events that occur when grasping, 
lifting and replacing an object, i.e., during a prototypical manipulation task. Such 
events represent transitions between phases of the evolving manipulation task such as 
object contact, lift-off, etc., and appear to provide critical information required for the 
sequential control of the task as well as for corrections and parameterization of the 
task. They have sensorized a biomechatronic anthropomorphic hand with the goal to 
detect such mechanical transients. The developed sensors were designed  
to specifically provide the information about task-relevant discrete events rather than 
to mimic their biological counterparts. To accomplish this they have developed (1) a 
contact sensor that can be applied  to the surface of the robotic fingers and that show a 
sensitivity to indentation and a spatial resolution comparable to that of the human 
glabrous skin, and (2) a sensitive low-noise three-axial force sensor that was 
embedded in the robotic fingertips and showed a frequency response covering the 
range observed in biological tactile sensors. 
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2.13 Design and Control of a Shape Memory Alloy Based Dexterous Hand 

In [16], Price A. et. al., modern externally powered upper-body prostheses are 
conventionally actuated by electric servomotors. Although these motors achieve 
reasonable kinematic performance, they are voluminous and heavy.  Deterring factors 
such as these lead to a substantial proportion of upper extremity amputees avoiding the 
use of their prostheses. It was found, it is apparent that there exists a need for functional 
prosthetic devices that are compact and lightweight. The realization of such a device 
requires an alternative actuation technology, and biological inspiration suggests that 
tendon based systems are advantageous.   Shape memory alloys are a type of smart 
material that exhibit an actuation mechanism resembling the biological equivalent.  

2.14 Bio-inspired Grasp Control In A Robotic Hand (Massive Sensorial Input) 

In [17]  Ascari L. et. al., found that no robotic tools able to perform an advanced 
control of the grasp as, for instance, the human hand does, have been demonstrated to 
date.  In their paper a bio-inspired approach to tactile data processing has been 
followed in order to design and test a hardware–software robotic architecture that 
works on the parallel processing of a large amount of tactile sensing signals. The 
working principle of the architecture bases on the cellular nonlinear/neural network 
(CNN) paradigm, while using both hand shape and spatial–temporal features obtained 
from an array of microfabricated force sensors, in order to control the sensory-motor 
coordination of the robotic system.  Prototypical grasping tasks were selected to 
measure the system performances applied to a computer-interfaced robotic hand. 

2.15 Adaptive Grasping by Multi Fingered Hand 

In [18] Takahashi T. et. al., proposed a new robust force and position control method 
for property-unknown objects grasping.   The proposed control method is capable of 
selecting the force control or position control, and smooth and quick switching 
according to the amount of the external force. The proposed method was applied to 
adaptive grasping by three-fingered hand which has 12 DOF, and the experimental 
results revealed that the smooth collision process and the stable grasping is realized 
even if the precise surface position, the mass and the stiffness are unknown.   This is 
shown in Fig. 9.  

 

   

Fig. 9.  (a) Joint Drive Unit    (b) Tactile sensor, [18] 



674 E. Mattar and K.A. Mutib 

3 Conclusion 

This article is a part of work in progress that is prepared to be looking into and 
surveying a number of research efforts towards building biomimetic based dexterous 
robotics hands.  The study has indicated that,  there are tremendous number of efforts 
towards building dexterous robotics multi-fingered hand with biomimetic based ideas 
and initiatives.  In addition,  it was shown that research is even moving towards 
muscles type hand fingers,  which means moving totally from the concept of motor 
driven fingers movements and grasping.  In terms of bio-inspired robotics hand design 
and control, technology is promising us with vital solutions in this directions.  
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Abstract. Optical networks have been widely implemented and they
are usually used as the backbone of high-capacity telecommunication
infrastructures. However, the nowadays traffic demand over these net-
works has increased in a way that congestion over the architecture is
considerable. Due to the high costs of implementing new optical links,
the routing and wavelength assignment process become an important
point of analysis. This paper presents a time-efficient routing and wave-
length assignment algorithm for optical mesh networks by applying bio-
inspired calculation methods. The algorithm’s main goal is to reduce
computational costs and time during lightpath selection and wavelength
assignment.

Keywords: Bio-Inspiration, Genetic Algorithms, Optical Mesh Networks,
Routing, Wavelength Assignment.

1 Introduction

Optical networks work over a wavelength-division multiplexing –DWM– tech-
nology which allows a single optical channel to carry multiple signals and enable
bidirectional communication links by multiplexing carrier signals into different
wavelengths of laser light [1].

An optical network is usually composed by a mesh of interconnected routing
nodes. For each new request between source and destination nodes it must be
given a route and a wavelength. This optical network’s challenge is known as
the routing and wavelength assignment –WRA– problem [2,3]. The main goal of
a WRA algorithm is to maximize the number of established connections within
the optical mesh network [4].

2 A Useful Representation of Optical Mesh Networks

Optical mesh networks can be easily represented by using matrices. For a given
network, a matrix is built in order to represent the presence or absence of
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direct links between nodes. The links –L– matrix is then given by the condi-
tions represented in (1).

L(i,j) =

⎧⎨
⎩

0 if ni and nj are the same node
1 if there is direct link between ni and nj

1000 if there is no direct link between ni and nj

(1)

Then, L = 1 means that two different nodes are directly communicated and L =
1000 represents the absence of direct link between nodes. The final representation
of a n-nodes optical network is finally given by (2).

L =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 L(1,2) L(1,3) . . . . . . L(1,n)

L(2,1) 0 L(2,3) . . . . . . L(2,n)

L(3,1) L(3,2) 0 . . . . . . L(3,n)

. . . 0 . . . . . .

. . . . 0 . . . . .

. . . . . 0 . . . .

. . . . . . 0 . . .

. . . . . . . 0 . .

. . . . . . . . 0 .
L(n,1) L(n,2) L(n,3) . . . . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

3 Routing and Wavelength Assignment Algorithm

The RWA problem is approached by dividing the algorithm into two parts. The
first one solves the routing issues and the second part deals with the wavelength
assignment process.

3.1 Routing Algorithm

Let us assume there is an optical network with n routing nodes and a commu-
nication request between a source node –ns– and a destination node –nd– is
received.

In order to find the best path –BP– throughout the network, the routing
algorithm defines an initial matrix, which we will refer to as BP matrix. The
BP matrix is given by a m× n array, where m represents the number of initial
possible solutions to the problem.

The matrix’s content is set under the criteria given by (3).

BP(i,j) =

⎧⎨
⎩

ns if j = 1
random(1 ∼ n) if 1 < j < n

nd if j = n
(3)

Every single row, in fact, represents a possible path between ns and nd and
this is why the first and last columns of the matrix are fixed and respectively
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identify the source and destination nodes. The remaining data on the BP matrix
is then filled with random values between 1 and n. The final representation of
BP matrix is shown in (4).

BP =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ns r(1,2) r(1,3) . . . . . r(1,n−1) nd

ns r(2,2) r(2,3) . . . . . r(2,n−1) nd

ns r(3,2) r(3,3) . . . . . r(3,n−1) nd

ns . . . . . . . . nd

ns . . . . . . . . nd

ns . . . . . . . . nd

ns r(m,2) r(m,3) . . . . . r(m,n−1) nd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Once the initial matrix is defined, the algorithm compute the path cost –PC–
over every single proposed solution.

The PC mainly depends on the network links matrix represented by (2) and
is given by the total sum of the cost for each hop between nodes, as shown in
equation (5).

PCi =
n−1∑
k=1

L(BP(i,k),BP(i,k+1)) (5)

The algorithm’s main goal is to minimize the PC and indeed three genetic oper-
ators are applied over the BP matrix. Selection: the m/2 paths that present the
lowest costs are selected to be part of a new generation of best paths.Crossover:
m/2 new paths are obtained by crossing the previously selected paths at a ran-
dom point within its second and (n-1)-th column. Mutation: the nodes within
the paths matrix have a given probability of changing.

After the process, a new BP matrix has been created and its average PC is
lower than the previous one’s. The whole process can be iterated as many times
as required in order to get closer to the best path solution.

3.2 Wavelength Assignment Algorithm

The second part of the RWA problem is solved by applying the well-known First
Fit algorithm [5]. First Fit is one of the most common methods for wavelength
assignment and consists on simply choosing the available wavelength with the
lowest index. It has to be here considered that the assigned wavelength must be
defined for the entire lightpath.

4 Conclusion

The bio-inspired routing and wavelength assignment algorithm represent a time-
efficient solution for the optical mesh network’s RWA problem. The goal of max-
imizing the number of possible connections within an optical telecommunication
architecture is finally achieved by minimizing the time taken during the genetic
algorithms-based calculation of best paths and wavelength assignments.
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Abstract. Network security attacks have a dynamical performance and their 
rate of change is commonly faster than protection technologies. The defense 
mechanisms usually act with reactive non proactive solutions in a non-self 
learning procedure. However, bio-inspired methods such as AIS could give a 
new dynamical method to defend entire data network from malicious attacks. 
This short paper briefly analyzes the possible use of AIS in secure network 
architectures to be implemented with future research projects. 

Keywords: AIS, BIS, Network Security.  

1 Introduction 

The Artificial Immune Systems –AIS began in the early 90s as a branch of the 
Computational Intelligence –CI [1], and their main goal is to develop computational 
methods inspired by Biological Immune Systems –BIS in order to solve 
computational problems [2].The natural characteristics of BIS are their ability of 
pattern matching by the recognition of foreign cells that are mixed with the cells that 
belong to the body [3]. Other important features of BIS includes: feature extraction, 
memory, learning, and distributed nature [2]. When applying these concepts to 
computational problems, it is possible to find interesting solutions with the analogies 
found on BIS, for example: computer security applications, machine learning, 
detection in time series, anomaly detection, and chemical spectrum recognition. [4], 
[5], [6], [7], [8], [9]. We want to focus the AIS solutions into security applications by 
using analogies between BIS and the behavior of malicious attacks over 
telecommunication networks, in order to propose investigation projects to solve the 
challenge of protecting information. 

2 Security Threats and BIS 

Malicious software has a similar behavior than its biological counterpart. Trojan 
horses get into computer network by simulating a trustable behavior and turns into 
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malicious application inside the network. Worms can act by a mechanism of self-
replication affecting the protection system and creating backdoors for the entrance of 
more dangerous attacks. Rootkits help malware to remain hidden. A bug is an error 
into the normal function of a system. A Botnet acts in a highly distributed system with 
a well synchronized performance in order to achieve a massive attack.  

In the BIS, the central lymphoid organs generate immune cells and include bone 
marrow and the thymus [2]. There are a wide range of immune cells with different 
task in order to act in an immune response. Examples of these cells are stem cell, 
Lymphocytes, B and T cell progenitor, Natural killer cell, Neutrophil, Eosinophil and 
so on. New network security architecture should have a structure that could produce 
digital cell detectors for an entire network and not just a passive detection. 

It is possible to map pathogens and antigens with malware and network attacks, 
immune cells with detectors, proteins with strings, immunological response with 
elimination strategies [4]. 

3 Conclusion 

With AIS, it is possible to propose an interactive security scheme, not only at the final 
equipment but also in a Bio-inspired complete network defense architecture to be 
integrated with classical and new security appliances. 

References 

1. Dasgupta, D.: Advances in Artificial Immune Systems. IEEE Computational Intelligence 
Magazine (November 2006) 

2. Dasgupta, D., Nino, L.F.: Immunological Computation, Theory and Applications. CRC 
Press, Boca Raton (2009) 

3. Engelbrecht, A.: Computational Intelligence: An Introduction, 2nd edn. John Wiley & Sons 
Ltd., England (2007) 

4. Harmer, P., Williams, P., Gunsch, G., Lamont, G.: An Artificial Immune System 
Architecture for Computer Security Applications. IEEE Transactions on Evolutionary 
Computation 6(3), 252–280 (2002) 

5. Zhou, X.: Evolutionary Algorithm and its Application in Artificial Immune System In: The 
Second International Symposium on Intelligent Information Technology Application (2008) 

6. Dasgupta, D., Forrest, S.: Novelty Detection in Time Series Data using Ideas from 
Immunology. In: ISCA 5th International Conference on Intelligent Systems, Reno, Nevada, 
June 19-21 (1996) 

7. Dasgupta, D.: Using Immunological Principles in Anomaly Detection. In: The Artificial 
Neural Networks in Engineering (ANNIE 1996), St. Louis, USA, Nov. 10–13 (1996) 

8. Cao, Y.D., Dasgupta, D.: An Immunogenetic Approach in Chemical Spectrum Recognition. 
In: Ghosh, Tsutsui (eds.) Advances in Evolutionary Computing, ch. 36. Springer-Verlag, 
Inc. (January 2003) 

9. Timmis, J., Neal, M., Knight, T.: AINE: Machine Learning Inspired by the Immune System. 
IEEE Transactions on Evolutionary Computation (June 2002) 



J. Suzuki and T. Nakano (Eds.): BIONETICS 2010, LNICST 87, pp. 682–686, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

WebSeA: A Secure Framework for Multi-site Knowledge 
Representation in Software Engineering 

Muhammad Ilyas1, Ahmad Ali2, and Josef Kueng1 

1 FAW Institute, University of Linz, Altenberger Str. 69, A-4040 Linz, Austria 
2Shaheed Zulfikar Ali Bhutto Institute of Science and Technology, Islamabad, Pakistan 
{milyas,jkueng}@faw.uni-linz.ac.at, engr.ahmadali@yahoo.com 

Abstract. Multi-site software engineering is one of the most extensively used 
mean of sharing and communicating information of “software projects” to 
remotely located stake holders. It involves different domains and large number 
of users. This requires different security measures, to interact and protect 
relevant data sources. That is why, the issue of securing the data from 
unauthorized access is very critical. This research work elaborates a secure 
framework, named WebSeA, to counter the security measures of multi-site 
software engineering. WebSeA application and WebSeA services are also 
developed for the practical implementation of proposed WebSeA framework.  

Keywords: Multi-site software engineering, WebSeA, Security measures.  

1 Introduction 

Multi-site software engineering is an approach dealing with software projects that are 
carried out by multiple teams over multiple sites where team members use different 
tools, methods and platforms. Exchange of semantics among team members can be 
complicated if software engineering principles and discipline are not understood and 
followed exactly. They could use a particular text as their personal guide, and when 
they share, their own terminology and knowledge-base could be inconsistent in the 
perception of software engineering theories and practices. As a result, multiple 
practical issues arise that need to be explored. 

Handling the shortcomings linked with remote communication is a question in 
multi-site software engineering. A common or unique communication language is 
necessary for knowledge sharing. This enables efficient ways of reaching an 
agreement of understanding which is of useful to remote team members in a multi-site 
software engineering. Successful secure communication and coordination among 
multiple sites is very important for worldwide software development. Due to rapid 
increase of business at global level, software engineering projects demonstrates 
importance while dealing with multi-site project development as well as multi-lingual 
project management. But as here internet is used as a communication medium, there 
must be preventive measure in terms of security of such communication. Users with 
mal-intentions may alter such data and create in-consistencies in mutually agreed 
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project information. To handle such potential vulnerabilities, we have given an idea of 
WebSeA, a framework for a secure and authentic solution for web based applications. 
Moreover, we have developed WebSeA application and its services, and the practical 
implementation of WebSeA framework. 

Section 2 gives some background information. Section 3 presents the WebSeA 
framework, WebSeA application and WebSeA Service, where as Section 5 focuses on 
conclusion and future work. 

2 Background 

Sidharth et. al. [1] has worked on web based security issues and presented an 
integrated application and protocol-based framework. IAPF approach based 
framework provides protection against vulnerabilities in the UDDI/ WSDL protocol, 
and prevention against DoS/ DDoS based attacks.  

Singh [2] has addressed security requirements of grid services and presented a 
layered grid security model which deals with web services security specifications. 
This is a five layered model which provides advanced security features like dynamic 
trust establishment, privacy enforcement, authorization, secure logging, management 
of certificates, audit trails and key distribution etc. Provision of these features is based 
on policies like WS-Policy, WS-Trust, WS-Federation and WS-Secure Conversation 
specifications. The Security Application Layer provides security services are provided 
by security function so that other domains can also access these features.  

Similarly Zhang [3] has presented an integrated security framework for web 
services. They have focused on different threats to web services like loss of 
confidentiality, principal spoofing, falsified messages, forged claims and services 
denial etc. In their model, they have given the concept of usage of Role-based access 
control, attribute-based access control and risk-adaptive access control respectively.  

3 WebSeA Framework 

WebSeA framework focuses on  techniques to safeguard the web repository to ensure 
its consistency i.e. use of spam control pictures, alpha-numeric passwords, user 
identification and authentication, password aging and password social engineering, 
cryptography in security, personal identity verification, electronic authentication and 
user authentication on web. Figure 1 represents the WebSeA framework. 

This framework supports three types of users. First type is internet users, who just 
view or browse available web resources. These users do not require registration to 
view the available web resources. Second type of users requires registration through 
WebSeA framework to view and participate for the improvement of web repository.  
Once registered, the user can raise issues which after categorization and filtrations are 
directed to respective think tanks for further evaluation. However, to prevent un-
authorized and computer-based DDOS attacks, we propose in WebSeA framework 
that each raised issue must accompany spam control image data. 
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Third type of users is most privileged being software team members working on 
software projects on multiple sites. Baseline privileges of these users are similar to 
that of the second type of users discussed above.  However, these users may also 
request for the updating, deletion and append rights on the web repository.  

 

 

Fig. 1. WebSeA Framework 

Here, figure 2 shows the proposed Authentication process of WebSeA framework. 
The secure authentication process is explained below:  

• S-1 Privileged signed-in Member Requests for Admin Rights followed by a spam 
controller 

• S-2, S-3 Generate Dynamic UID and PWD, Encrypt UID, PWD and Session 
Duration using User’s Public Credentials and email to members registered e-mail. 

• S-4 Member Get and decrypt UID, PWD and Session Duration and again sign in 
with new parameters. 

• S-5 Server Create a session with admin rights and Connects to Web Repository in 
editable mode. 

• S-6 User is connected to Web Repository Server in editable mode. 

Here second and third step are the key innovation in WebSeA framework. For the 
implementation of WebSeA framework, we have developed an application. WebSeA 
Application is a web base application, implementing all the processes discussed in 
WebSeA framework, however, WebSeA Web Service is the backbone of WebSeA 
Application. Privileged users request for editing rights, these requests are listened and 
entertained by WebSeA Web Service. 

Any user can access web repository by accessing WebSeA Website, however, only 
registered users can raise issues. These issues are categorized and after getting filtered 
sent to respective category think tanks for be resolved.  

The privileged users, like software project teams can also request for appending, 
editing and deleting web repository data. However, this access is granted by sending 
encrypted access key to the user’s email box. These users have decrypting application 
on their remote sites. Figure 3 shows the screen shot of decrypting application.  
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Fig. 2. WebSeA Secure Authentication Process 

 

Fig. 3. WebSeA Decryption Application 

Users after receiving encrypted key via email use decrypting application and their 
pass key can get dynamically generated username and password, however, age of this 
username and password is also very limited, generally 10 to 20 minutes (or as decided 
by the organization). This username and password will no more be valid once that 
session gets expired. Moreover, user must also have to pass through the same spam 
image control check each time he/she requests for editing rights.  

4 Conclusion and Future Work 

WebSeA framework has been introduced as a mean of secure web based knowledge 
representation. Usage of spam control images, dynamic generation of usernames and 
passwords for a limited time, usage of non-dictionary words as usernames and 
passwords, sending of encrypted key via email and decrypting application are the 
features used by remote site users under the supervision of site manger. User needs 
encrypted key and passkey to execute the required action. All the above mentioned 
features have been implemented in WebSeA framework against authentication 
vulnerabilities. Currently, WebSeA framework is based on symmetric encryption 
methodology. In future, we plan to implement the same by using Asymmetric 
encryption methodology.   
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Abstract. Wireless mobile ad-hoc networks are characterized by the lack of 
physical connections. Due to the mobility of nodes, interferences, multipath 
propagations and path losses, they do not exhibit a fixed topology; hence, 
dynamic routing protocols are required. In recent years, new approaches 
inspired by nature have been tried: among them, particular interest has been 
raised by ants and bees colonies. The characteristics inherited by the collective 
behaviors of social insects empower algorithms with features such autonomy, 
self-organization, adaptivity, robustness, and scalability. Here, we propose a 
salmon-based approach, that, although different since salmons do not show 
evidence of social behaviors, suggests interesting cues to solve the routing 
problem when observing salmons in their way from the birth river to the sea, 
and back at the spawning time. 

Keywords: Wireless communications, mobile ad-hoc networks, routing 
algorithms, bio-inspired paradigms of computation.  

1 Introduction 

Advances in wireless communication technology have strongly encouraged the use of  
low-cost and powerful wireless transceivers in mobile applications. As compared with 
wired networks, mobile networks exhibit unique features: recurrent network topology 
changes, link capacity fluctuations, critical bounds to their performances. 

Mobile networks can be classified into infrastructure networks and mobile ad hoc 
networks [1]. In an infrastructure mobile network, mobile nodes communicate 
through wired access points that work in the node transmission range and create the 
backbone of the network. In a mobile ad hoc network (MANET) nodes are self-
organized without any infrastructure support: they move arbitrarily causing the 
network to experience quick and random topology changes, some of them do not 
communicate directly with each other, every node has to act as a router, too.  

The design of MANET routing protocols is a challenging task. Proactive routing, 
reactive routing and hybrid routing, [2] are the most popular classes of MANET 
routing protocols. In a proactive routing protocol nodes continuously evaluate routes 
towards  all reachable nodes and  maintain consistent, up-to-date routing information 
even though network topology changes occur. In a reactive routing protocol, routing 
paths are searched only when needed by means of a route discovery operation 
established between the source and destination node. Hybrid routing protocols 
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combine the merits of both proactive and reactive  protocols and overcome their 
shortcomings.  

Many routing protocols for MANETs, have been considered in the literature for a 
number of different network scenarios. Among them, algorithms inspired by the 
behavior of some classes of insects have shown interesting performances. More 
specifically, the ability of ant colonies to discover shortest paths between their nest 
and sources of food has been put to work in the general optimization framework of 
the Ant Colony Optimization (ACO), and the communication and recruitment 
strategies adopted for effective foraging within a beehive have inspired the 
development of some novel algorithms for routing problems, [3]. 

In the remainder of this report, Sections 2 and 3, respectively, introduce the basic 
salmon behaviors and a new routing algorithm for MANET inspired by it.  Even 
though different from the underlying philosophy of self organized systems intrinsic 
with social insects, this new approach suggests interesting cues to solve MANET 
routing. 

2 Homing Mechanisms in Salmons 

In the framework of nature inspired algorithms, we have examined the salmon 
behavior. Their life history is dominated by their strong tendency to home to their 
natal site for reproduction. Typically, salmons spawn in streams or lakes and, after a 
variable period of freshwater residence (0–3 years), the offspring migrate to the 
ocean. Salmons remain in the ocean until they mature and then return to their natal 
site to spawn. Homing migrations are often thousands of kilometers from home river, 
and in-river migrations back to their natal site may be as long as the ocean migration. 
These diverse marine and freshwater habitats provide distinct sets of orientation clues 
and pose distinct challenges for orientation. Despite these challenges, homing is 
generally precise. Although little experimental evidence exists regarding orientation 
mechanisms in the ocean, the final freshwater phase of the homing migration is 
governed primarily by olfactory discrimination of the homestream water. The 
olfactory imprinting hypothesis for salmon homing was first proposed by Hasler and 
Wisby (1951) based on behavioral experiments demonstrating that fish can 
discriminate between the waters of different streams on the basis of odors. This 
hypothesis has several components: (1) streams differ in chemical characteristics that 
are stable over time; (2) salmon can distinguish these differences; and (3) salmon 
learn the chemical characteristics of their natal stream prior to or during their seaward 
migration, remember (even after 4 years) them without reinforcement during ocean 
residence, and respond to them as adults,[4]. 

Foraging ants in a colony converge on the shortest paths connecting their nest to a 
food source by means of a catalyst, the pheromone. While moving, ants lay 
pheromone on the ground attracting, in this way, other ants on the same path, that is to 
say they use a form of learning and control based on indirect communication which 
locally modify the environment and react to these modifications leading to a phase of 
global coordination ( stigmergy).  
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Thus, the common point between the ant and salmon behaviors is the recognition 
of a trail on the route they passed through some time before. The main differences 
rely on two aspects: first, the salmon learning is individual, second the learning object 
is used quite immediately by ants and after a long time by salmons.  

3 Salmon Routing Algorithm 

In this section we propose the Salmon Routing Algorithm (SRA), based on the 
behavior of salmons. The network topology is determined by the stream morphology 
of the areas interested by the salmon migration; thus, we consider a star topology 
where all nodes connect to a unique destination (the sea). Such an hypothesis of 
unique destination exactly reflects the migration conditions.  SRA is constituted by 
two phases: Descent, associated to the salmon path from its birth river to the sea, and 
Ascent: associated to the salmon path from the sea to  its birth river. Descent and 
Ascent are similar to forward and backward phases of ACO with the substantial 
difference that forward and backward are consecutively executed, whereas a Ascent is 
executed a long time after a Descent according to the real behaviour of a salmon. In 
the network context,  this implies that the routing information stored in Descent will 
not be any more consistent for Ascent  because the high node mobility will have 
completely modified the network topology. To overcome this mess, SRA uses 
different data in the two phases: routing information in Descent, and pheromone 
tables in Ascent.  Network topology changes  and   nodes mobility  are accounted  by   
river modifications  due to landslides, floods,  earthquakes, etc. Such cases, where in 
nature  salmons cannot  return to their birth rivers, are associated in the network 
framework to a link failure state, where  the salmon packet cannot reach the source 
node. 

In the next subsection we analyze two variants of the SRA algorithm: P-SRA 
(ProactiveSRA), and R-SRA(Reactive SRA), which, respectively, in Descent use 
AODV and DSR paradigms. The Ascent is the same for both proactive and reactive 
versions. 

3.1 P-SRA 

A proactive algorithm maintains routing information for each node of the network 
through the periodic update of routing tables ensuring stable and  reliable routing 
information. In the P-SRA, as well as in ACO, we use two tables: 

Routing table: destination, next hop, distance of the destination, sequence number 
Pheromone table:  pheromone values, that is to say the identification items, id, of the 
salmon packets traversing a node in the descent phase. 
P-SRA executes the Descent and Ascent as follows:  

• Descent: the salmon packet leaves from the source node s and arrives at the 
destination node sea by using  the information in the routing tables of each 
node it passes through.  Along the path, for each node P-SRA builds/updates 
the pheromone table by means of the id of  the salmon packet.    
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• Ascent: the salmon packet ascends from the destination node sea to the 
source node s by using the information stored in the pheromone tables. More 
specifically, P-SRA looks for an entry correspondent with the id of its 
salmon packet in order to choose the correct sub-network containing its birth 
river. If there is a link failure in the path,  the salmon packet will be 
eliminated after a fixed TTL.  

3.2 R-SRA 

A reactive algorithm does not maintain routing information for each node of the 
network, but  looks for and obtains a path only on demand ensuring a scarce overhead 
for routing information.  
R-SRA executes the Descent and Ascent as follows: 

• Descent: two types of packets,  SalmonRouteRequest and SalmonRouteReply, 
are flooded through the network. The first is used when a path for a 
determinate destination is required; the second is a reply and contains a 
possible path known by the destination node itself or another node of the 
network. Every SalmonRouteRequest contains a sequence number of 
updating useful to prevent cycles and multiple transmissions of the same 
messge. 

• Ascent: it is the same as P-RSA. 

3.3 Performance Evaluation  

We are actually testing SRA on a real MANET constituted by 12 node positioned 
along the perimeter of our campus.  The mobility is simulated by means of random 
changes in the topology of network, and the SRA performances are compared to 
AODV, DSR, DSDV, ACO algorithms and BeeAdHoc [5]. Although in an early 
stage, experimental results seem to be encouraging because of the following 
considerations.  

SRA drastically decreases the overhead for storing the routing information. More 
precisely, major advantages are achieved by P-SRA Ascent since the routing of 
packets is exclusively based on the pheromone tables stored in  Descent: there is no 
need of  routing tables. A same result holds for R-SRA Ascent where the use of 
pheromone tables allows to avoid the flooding of SalmonRouteRequest and 
SalmonRouteReply packets. Descent shows similar performances to AODV for P-
SRA and to DSR for R-SRA, respectively.  
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