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Preface

This volume includes invited papers, research papers, and short papers presented
at DEXA 2012, the 23rd International Conference on Database and Expert Sys-
tems Applications, held in Vienna, Austria. DEXA 2012 continued the long and
successful DEXA tradition begun in 1990, bringing together a large collection of
bright researchers, scientists, and practitioners from around the world to share
new results in the areas of database, intelligent systems, and related advanced
applications.

The call for papers resulted in the submission of 179 papers, of which 49 were
accepted as regular research papers, and 37 were accepted as short papers. The
authors of these papers come from 43 different countries. The papers discuss a
range of topics including:

– Database query processing, in particular XML queries
– Labeling of XML documents
– Computational efficiency
– Data extraction
– Personalization, preferences, and ranking
– Security and privacy
– Database schema evaluation and evolution
– Semantic Web
– Privacy and provenance
– Data mining
– Data streaming
– Distributed systems
– Searching and query answering
– Structuring, compression and optimization
– Failure, fault analysis, and uncertainty
– Predication, extraction, and annotation
– Ranking and personalization
– Database partitioning and performance measurement
– Recommendation and prediction systems
– Business processes
– Social networking

In addition to the papers selected by the Program Committee two interna-
tionally recognized scholars delivered keynote speeches:

Georg Gottlob: DIADEM: Domains to Databases

Yamie Aı̈t-Ameur: Stepwise Development of Formal Models for Web Services
Compositions – Modelling and Property Verification



VI Preface

In addition to the main conference track, DEXA 2012 also included seven
workshops that explored the conference theme within the context of life sciences,
specific application areas, and theoretical underpinnings.

We are grateful to the hundreds of authors who submitted papers to DEXA
2012 and to our large Program Committee for the many hours they spent care-
fully reading and reviewing these papers. The Program Committee was also
assisted by a number of external referees, and we appreciate their contributions
and detailed comments.

We are thankful for the Institute of Software Technology at Vienna Univer-
sity of Technology for organizing DEXA 2012, and for the excellent working
atmosphere provided. In particular, we recognize the efforts of the conference
Organizing Committee led by the DEXA 2012 General Chair A Min Tjoa. We
are gratefull to the Workshop Chairs Abdelkader Hameurlain, A Min Tjoa, and
Roland R. Wagner.

Finally, we are especially grateful to Gabriela Wagner, whose professional
attention to detail and skillful handling of all aspects of the Program Committee
management and proceedings preparation was most helpful.

September 2012 Stephen W. Liddle
Klaus-Dieter Schewe

Xiaofang Zhou
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Annalisa Appice Università degli Studi di Bari, Italy
Mustafa Atay Winston-Salem State University, USA
James Bailey University of Melbourne, Australia
Spiridon Bakiras City University of New York, USA
Zhifeng Bao National University of Singapore, Singapore
Ladjel Bellatreche ENSMA, France
Morad Benyoucef University of Ottawa, Canada
Catherine Berrut Grenoble University, France
Debmalya Biswas Nokia Research, Germany
Athman Bouguettaya RMIT, Australia
Danielle Boulanger MODEME,University of Lyon, France
Omar Boussaid University of Lyon, France
Stephane Bressan National University of Singapore, Singapore
Patrick Brezillon University of Paris VI (UPMC), France
Yiwei Cao RWTH Aachen University, Germany
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Guy De Tré Ghent University, Belgium
Olga De Troyer Vrije Universiteit Brussel, Belgium
Roberto De Virgilio Università Roma Tre, Italy
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Rania Khéfifi, Pascal Poizat, and Fatiha Säıs
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Abstract. This paper introduces a framework that integrates a reasoner
based on defeasible argumentation with a large information repository
backed by one or several relational databases. In our scenario, we assume
that the databases involved are updated by external independent appli-
cations, possibly introducing inconsistencies in a particular database, or
leading to inconsistency among the subset of databases that refer to
the same data. Argumentation reasoning will contribute with the possi-
bility of obtaining consistent answers from the information repository
with the properties described. We present the Database Integration for
Defeasible Logic Programming (DBI-DeLP) framework, which enables
commonsense reasoning based on Defeasible Logic Programming (DeLP)
by extending the system capabilities to handle large amounts of data and
providing consistent answers for queries posed to it.

1 Introduction

Argumentation represents a sophisticated mechanism for the formalization of
commonsense reasoning, which has found application and proven its importance
in different areas of Artificial Intelligence (AI) such as legal systems, multi-agent
systems, and decision support systems among others (see [1–3]). Intuitively, an
argument is a coherent set of statements leading from some premises to a claim
or conclusion, whose acceptance will depend on considering the relevant argu-
ments in favor and against the argument. This process is effected through a
dialectical analysis, which is formalized by some form of a proof procedure [3].
In the literature of argumentation systems, certain systems called Rule Based
Argumentation Systems (RBAS) can be found [4–7]; in them, the structure of
the arguments is made explicit. In the RBAS, arguments are build from a specific
knowledge base of rules, usually known as a program. An argument in these sys-
tems will be a set of rules from which the claim of the argument can be inferred.
RBAS are suitable tools to develop real-world applications that can handle the
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inconsistency found in the data coming from real domains while providing con-
sistent answers and human-like explanations.

However, in RBAS the arguments are build using information contained in
the program; this information can be perceived as local information, i. e., more
subjective and therefore affected by the agent’s particular vision of the domain.
To avoid giving answers heavily influenced by fixed facts in the program, it
is important to include in the reasoning new sources of supporting data from
which the arguments can be build. Nevertheless, using external sources of data
can introduce another problem: any massive collection of real data is prone to
contain contradictory data. For example, consider a legal environment where new
legal precedents are established each time a case resolution is given. A particular
case can have a resolution in a first instance that declares a person guilty of a
crime, but then in a second instance the sentence is changed declaring the person
not guilty. In a relational database (or simply database) these two events can be
stored as different records of the same table, making the database inconsistent
as it says that the same person is both guilty and not guilty of the same crime,
i. e., it maintains conflicting data.

Conflict can also arise when data, while not by itself contradictory, still can
lead to conflicting conclusions. Consider a RBAS with the following rules from
a movies domain:

– If a movie has a rating below five then it is a bad movie.
– If an action movie has the actor Stallone as its star then is not a bad movie.

Suppose that the system has access to a database with film reviews that states
the rating of a film as four, and there is another database showing that in the
same film Stallone has the leading role. There exists a conflict between these two
data sources as they can support both the conclusion of the movie being bad
and not bad. This type of situations are very common and have to be addressed.

We will introduce a framework that enables argumentative reasoning over data
stored in relational databases referred to as Database Integration for Defeasible
Logic Programming (DBI-DeLP). For this, DBI-DeLP uses DeLP [7] to handle
the argumentation process and feeds it with information retrieved from available
domain data sources that are not expected to maintain a consistent state, but
can still give consistent answers for queries posed to the system.

The paper is organized as follow: in Section 2 we briefly review DeLP, the
argumentation formalism that supports DBI-DeLP, in Section 3 we show how
argument supporting information can be retrieved from relational databases,
and in Section 4 we present how consistent answers can be obtained from an
inconsistent environment. Finally, in Section 5 we offer some conclusions and
identify future lines of work.

2 Background

We begin by giving a brief summary of Defeasible Logic Programming (DeLP).
DeLP combines results of Logic Programming and Defeasible Argumentation
providing the capability of representing information as rules in a declarative
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manner, and a defeasible argumentation inference mechanism for warranting the
entailed conclusions. These rules are the key element for introducing defeasibility
and they will be used to represent a relation between pieces of knowledge that
could be defeated after all things are considered.

A Defeasible Logic Program (de.l.p. for short) is a pair (Π,Δ) where Π is a
set of strict rules and facts, and Δ is a set of defeasible rules. Facts are ground
literals representing atomic information or the negation of atomic information
using strong negation “∼” (e. g., L, or ∼L ). In what follows Li are literals. Strict
rules (s-rules) are denoted L0 ← L1, . . . , Ln, and represent information that can
not be refused, i. e., if Body L1, . . . , Ln can be accepted then Head L0 is granted.
Defeasible Rules (d-rules) are denoted L0−≺L1, . . . , Ln. A d-rule represents ten-
tative information that may be used if nothing could be posed against it. A
d-rule Head−≺Body expresses that reasons to believe in the antecedent Body
give reasons to believe in the consequent Head. Since strong negation can appear
in facts or in the head of rules, from a de.l.p. contradictory literals could be
derived. Given a literal L, L̄ represents the complement with respect to strong
negation. Nevertheless, the set Π must be non contradictory.

We will adopt the notation of logic programming, where variable names begin
with uppercase letters, and where constant and predicate names begin with low-
ercase letters, e. g., actor← sean penn represents a strict rule; and good movie(M)
−≺ performs in(M, arnold) represents a defeasible rule.

The last element we need to introduce is Presumptions, which are defeasible
rules with an empty body. Presumptions are assumed to be true if nothing could
be posed against them. In [7] an extension to DeLP that includes presumptions
is presented, where an extended de.l.p. is a pair (Π,Δ) where Π is a set of strict
rules and facts, and Δ is a set of defeasible rules and presumptions.

We can define how a literal will be derived from a de.l.p. A literal L is derivable
from a set of facts, strict rules, presumptions and defeasible rules X , denoted
by X |∼L, iff it is derivable in the classical rule-based sense, treating strict and
defeasible rules equally. These inferences are called defeasible derivations, and
are computed by backward chaining applying the usual SLD inference procedure
used in logic programming.

Definition 1. (Defeasible derivation)
Let P = (Π,Δ) be a de.l.p and L a ground literal. A defeasible derivation of
L from P, denoted P|∼L, consists of a finite sequence L1, L2, . . . , Ln = L of
ground literals, and each literal Li is in the sequence because:
(a) Li is a fact or a presumption,
(b) there exists a rule Ri in P (strict or defeasible) with head Li and body

B1, B2, . . . , Bk and every literal of the body is an element Lj of the sequence
appearing before Li (j < i).

A set X is contradictory, denoted X |∼⊥, iff both X |∼ L and X |∼ ∼L holds
for some L. That is, X is contradictory (or inconsistent) if both a literal and
its complement can be derived from them. For example, the sets {a, ∼a} and
{a, b, ∼a −≺ b} are contradictory as a and ∼a are supported by them. We will
see later how this concept can be applied to databases as well. A literal L is
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consistently derivable by X , denoted by X |∼c L, iff X |∼ L and X |∼/ ⊥, i. e., if it
can be derived but not its complement. In DeLP when contradictory literals are
derived, a dialectical process is used for deciding which literals are warranted.
A literal L is warranted if there exists a non-defeated argument A for L. Using
rules, presumptions and facts arguments can be constructed as follows.

Definition 2. (Argument, Subargument)
Let L be a literal and let P = (Π,Δ) be an extended de.l.p. 〈A, L〉 with A ⊆ Δ is
an argument for L, iff Π ∪A|∼cL and A is minimal, i. e., not exists a set A’ ⊆
A such that Π ∪A’ |∼cL. An argument 〈B, q〉 is a subargument of an argument
〈A, L〉, iff B ⊆ A.

Two literals L and L1 disagree regarding a de.l.p. P = (Π,Δ), iff the set
Π ∪ {L,L1} is contradictory. An argument 〈A1, L1〉 is a counterargument to
an argument 〈A2, L2〉 at a literal L, iff there is a subargument 〈A, L〉 of 〈A2, L2〉
such that L and L1 disagree. When this happens, we have to solve the dis-
pute between them by using a formal comparison criterion among disagreement
arguments; here we use generalized specificity [7, 8] to this end. According to
this criterion an argument is preferred to another argument, iff the former is
more specific than the latter. For example, 〈{(c−≺a, b)}, c〉 is more specific than
〈{(∼ c−≺a)},∼ c〉, denoted by 〈{(c−≺a, b)}, c〉 
 〈{(∼ c−≺a)},∼ c〉, see [8] for
a formal definition and further discussion.

Thus, an argument 〈A1, L1〉 is a defeater of an argument 〈A2, L2〉, iff there
is a subargument 〈A, L〉 of 〈A2, L2〉 such that 〈A1, L1〉 is a counterargument of
〈A2, L2〉 at literal L and either 〈A1, L1〉 
 〈A, L〉 (proper defeat) or 〈A1, L1〉 �

〈A, L〉 and 〈A, L〉 �
 〈A1, L1〉 (blocking defeat).

When considering sequences of arguments, the definition of defeat is not suf-
ficient to describe a conclusive argumentation line since it disregards the dialec-
tical structure of argumentation, cf. [7]. Basically, when a query is received the
dialectical proof procedure attempts to build an argument for it. Then attempts
to build arguments against it (called interfering arguments), and defeaters for
the interfering arguments (called supporting arguments as they defend the first
claim), and so on. This is called an argumentation line.

In DeLP a literal L is warranted from a de.l.p. P (noted P |∼wL), if there is
an argument 〈A, L〉 which is ultimately non-defeated. To decide whether 〈A, L〉
is defeated or not, every argumentation line starting with 〈A, L〉 has to be con-
sidered. This leads to a tree structure called dialectical tree (d-tree), denoted
T〈A0,L0〉. In a dialectical tree every node (except the root) is a defeater of its

parent, and leaves are non-defeated arguments. A node is defeated if at least one
of its attackers is undefeated. Again, we refer the interested reader to [7] for a
deeper treatment of both argumentation lines and dialectical trees.

When we have build the dialectical tree, it is necessary to perform a bottom-up
analysis of the tree to decide whether the argument at the root of it is defeated
or not. Every leaf of the tree is marked undefeated and every inner node is
marked defeated if it has at least one child node marked undefeated ; otherwise
it is marked undefeated. We call a literal L warranted in a DeLP P , denoted by
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P|∼wL, iff there is an argument 〈A, L〉 for L in P such that the root argument
in its d-tree have all its attackers marked as defeated. Then 〈A, L〉 is a warrant
for L. We will see latter that dialectical trees (and the process to build them)
will be crucial to obtain consistent answers based on inconsistent databases.

3 Supplying Information to the Argumentative Process

As mentioned earlier, DeLP is a framework that enables query resolution by an
argumentative process which deals with inconsistency by considering uncertain
data as defeasible information. DeLP can also resolve conflicts between conflict-
ing data by using some appropriated preference criteria. This property is used
to model commonsense reasoning similar to the one performed by humans. Nev-
ertheless, in a production environment we often want to base our reasoning in as
much information as we can gather. However, we need to have in mind that in-
formation provided by different entities can be contradictory. In Argumentation
using contradictory information allows the system the construction of different
arguments and counter-arguments, but we have to be careful that answers given
by the system are still consistent although they are based on contradictory data.
Here the non-monotonic characteristic of defeasible argumentation is useful as it
allows us to have different answers at different times as knowledge that supports
them is updated with new, opposite data; and still the dialectical process ensures
the consistency of these answers.

Clearly, characteristics of DeLP must be combined with great amounts of
dynamically updated data to be useful in any real production environment.
Operationally speaking, this can not be achieved by including new data as a
static part of the program, therefore we need to consider alternatives for making
available the new data to the system. Two distinct problems arise in this scenario.
First, we have to establish the information sources that will be used to obtain
a supporting argument; secondly, we need to define an efficient way to provide
the information to be used in the argumentation processes.

To address the first issue, different sources of data can be used to support argu-
ments. We think that a good option as data sources can be relational databases,
as it is probably the most popular storage system these days. Moreover, in the re-
cent time we have witness how datasets with information from different domains
have been released. Therefore it is reasonable to assume that the argumentation
part of the system will need to have access to relational databases containing
the information for a specific domain.

For the second problem we have to obtain from these databases the evidence to
support arguments and make the data available for the argumentation process.
To achieve this we present DBI-DeLP, a framework that integrates a reasoner
based on Defeasible Logic Programming with a large information repository
based on one or several relational databases.

Before we can show the framework itself and how it solves queries, we need
to establish some definitions for elements present in the DBI-DeLP formalism.
First we need to define how the records obtained from databases will be rep-
resented so they can be used by the reasoner to solve queries. As said before,
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we have to keep in mind that one possible problem that arises from the use of
several databases is contradictions.We think that all information can be valu-
able in an argumentation process, so we want a database record representation
strategy that allow us to reason with them without the need to clean up in-
consistencies. We cannot use facts to represent database obtained information
because it can lead to inconsistencies in the set of strict knowledge Π . Thus, in
DBI-DeLP we introduce operative presumptions (OP), which are presumptions
used to represent such knowledge.

Definition 3. (Operative Presumption) Given a set of databases D1 . . .Dn,
an operative presumption is a literal L0 with the form pred(p1, . . . , pn) denoted
“L0−≺true” such that there exists t = {q1, q2, . . . , qm} ∈ Dk with 1 ≤ k ≤ n
such that qi = pi for all i. The set of all operative presumptions for D is called
OPsetD. The set of all operative presumptions is OPset=

⋃n
i=1 OPsetDi .

Operative presumptions provide a way to represent the information coming from
external sources. Thus, we define a DBI-DeLP program as a set of strict rules,
facts, defeasible rules and operative presumptions, where the set Π of strict rules
and facts and the set Δ of defeasible rules are fixed parts of the program, while
the set Σ of operative presumptions dynamically changes when the databases
that provide them are modified. The set Σ contains all potential operative pre-
sumptions that can be obtained from information maintained in all the databases
the system uses. Generally speaking, Σ can be thought as a representation in
the program of all the information in the universe of databases that are available
to the system. We say that a database is available if we can somehow connect
and make queries to the DBMS that manages it.

Definition 4. (DBI-DeLP Program)
Given a set of databases D1 . . .Dk, a DBI-DeLP program (d.b.i.-de.l.p.) P is a

triplet (Π,Δ,Σ) where (Π,Δ) is a DeLP program, and Σ =
⋃k

i=1 OPsetDi is a
set of Operative Presumptions.

Before we can obtain consistent answers for queries posed to the system based
on possibly inconsistent databases, we need to establish how we can feed the
argumentation process with data from these relational databases, i. e., how we
determine that a tuple in a database is relevant to the particular query that the
system is trying to solve at a given time. One goal of our approach is the use of a
massive repository of domain data formed by several relational databases, possi-
bly provided by different entities. Therefore, as we will use external data sources
that may be constantly growing, it is important to devise an efficient method
to extract information relevant to a particular query, instead of constantly en-
coding new data in the program. Different approaches have been developed over
the years regarding information extraction and consistent query answering from
possibly inconsistent databases. In [9] inconsistencies are solved by means of da-
tabase repair, that is, explicit addition, modification or suppression of conflicting
tuples in databases. A different focus is used in [10, 11], where modifications to
queries are made so consistent answers can be returned (although they also
use repairs as auxiliary objects to obtain them). Despite its differences, both
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approaches center in obtain consistent data from the databases (or its repairs),
and then give them as answers. But, keeping in mind that what needs to be con-
sistently answered is the query posed to the system and not the SQL query sent
to databases, we think that another possibility is to extract from the databases
all relevant data (contradictory or not) and then work our way around them.
So, in our strategy we will not try to obtain consistent information from the
databases nor there is the need to modify them to maintain their consistency.
Instead, inconsistencies in data obtained will be handled by the dialectical pro-
cess in DBI-DeLP. This will allow us to retrieve every possible support data for
building arguments, regardless of the possible inconsistencies among them. For
instance, suppose that we have a database with a tuple indicating that tux is a
bird, and another one saying that it is a penguin. A priori these database tuples
are not contradictory. Also suppose that we know that almost every bird fly ,
and that penguins does not fly . If we have the query fly(tux)? then those tuples
became conflictive, as they support complementary conclusions, but still we will
retrieve both and let the argumentation process in charge of the problem.

To make a record in a database available to the argumentation process, we
need to do two main things. First, we need to determine that a certain database
(and which tables and fields in it) may contain important data to the query the
system is solving. Secondly, we need to retrieve that data and make it available
to the process. In a nutshell, we use the elements in the literal that the dialectical
procedure is trying to warrant to determine which available databases are related
to it, and then we extract relevant information from these databases using the
pertinent SQL queries. Finally, we transform all retrieved results into operative
presumptions so they become available to the argumentation process.

To start the process of obtaining from databases relevant data to a particular
query, we first identify the literal in the query that is being solved. In section 2
we have outlined how DeLP constructs arguments to solve queries by a backward
chaining process. That is, when DeLP is trying to build an argument for a literal
L it searches its knowledge base looking for strict rules, facts, presumptions and
defeasible rules that has L as Head, and then it tries to prove the literals in the
Body . We will call these literals in the Body part of a rule Function Objectives
(FO), as they will be the next targets of the inference procedure.

Definition 5. (Function Objective (FO))
Given a strict rule L0 ← L1, . . . , Ln, or a defeasible rule L0−≺L1, . . . , Ln, we
call Function Objective to each literal Li (1 ≤ i ≤ n). The set of every possible
operative presumption is called FOset.

For example, if DeLP tries to prove recommended(commando, mike) and finds a
rule recommended(Film, User) −≺ genre(Film, Genre), likes(User, Genre),
high rating(Film); then genre(commando, Genre), likes(mike, Genre) and
high rating(commando) are Function Objectives. As we can see, all FO are
first order predicates in the form func(p1, . . . , pn), where func is the predi-
cate’s functor and p1, . . . , pn is a list of the predicate’s parameters (e. g., for
genre(commando, Genre) its functor is genre while commando and Genre are its
parameters).
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The SLD procedure will try to prove every Function Objective using all rules,
facts and presumptions in the DBI-DeLP program; but for the purpose of this
section we will focus on how presumptions can be obtained from databases. To do
this, a search for presumptions is launched (see condition (a) of Def. 1), in order
to retrieve from the databases, if exists, some information offering support to
the literal. For this we have to identify our data sources, that is which databases
(and which tables and fields in them) are expected to have useful data for the
FO. We will say that a data source (actually, tables and fields in a database) is
pertinent to a FO if the data source has the potential to support the FO, i. e.,
we may use some data stored in those table and fields to prove the literal.

Definition 6. (Data Source Pertinency)
Let O be a FO func(p1, . . . , pm) , T be a set of m {table, field} pairs, Ai be the
set of all possible values for pi and Bi be the set of all possible values for {table,
field}i. We say that T is pertinent to O iff Bi ⊆ Ai for all 1 ≤ i ≤ m

Thus, the FO-DataSource pertinency relation states that for a particular data
source there are certain fields in tables that corresponds to a FO. For example,
if we have an available database set up like the one shown in Fig. 1, the set
{[movies, title], [actors, name]} is pertinent to the FO performs in(movie, actor)
because by looking in the title field of table movie and the name field of the
actors table we can find out if a certain actor had been cast in a given film.
Actually, we will have to look in those fields but in the SQL JOIN of the three
presented tables, but for the purpose of this paper we will not focus on this.

Fig. 1. Database with data about films’s casts

If a database is pertinent to the FO, we can use it to support the FO,
i. e., we can obtain the necessary operative presumptions from it. For exam-
ple performs in(“Commando”, “Stallone”)? is proven to be true. Notice that
the pertinency relation does not guarantee that a given database will in fact
prove the literal. For instance, we cannot use the database in Fig. 1 to prove
performs in(“The One”, “Jet Li”), as there is no tuple in the database indicat-
ing that Jet Li performs in the movie The One. Instead, the pertinency relation
indicates that the data source is a candidate as it may have the required data.

Nevertheless, pertinency of a data source to a FO is necessary to obtain the
correspondent operative presumption, but may not be sufficient. Sometimes we
may want to subject the retrieval of a result from the databases to certain condi-
tions (besides values given in the FO). For instance, lets say that we will consider
the FO good performance(“Demolition Man”, Actor)?, trying to retrieve from
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the database all actors that have had a good performance in the movie De-
molition Man. If we establish that only the Ok or Great performances can be
considered as good performances, then good performance(“Demolition Man”,
“Stallone”)? is true, but good performance(“Demolition Man”, “Bullock”)? is
not, as database state that Sandra Bullock has a regular performance in the
film. So, although {[movies, title], [actors, name]} is pertinent to the FO, the
tuple for Sandra Bullock should not be retrieved. So, sometimes we will restrict
which tuples should be retrieved from databases by stating some conditions that
need to hold to consider a certain tuple a valid result. Basically, a condition for a
FO over an available database D is the sets of values that certain fields in a table
from D must have to enable the retrieval of tuples in that mentioned database.

Definition 7. (Condition)
Let D be a database, T1, T2, . . . , Tn tables in D, Fi a field in Ti, Vi be a set of
values valid for Fi, and FO be a Function Objective. Then a condition for FO
over D is the triplet (FO, D, {(T1, F1, V1), (T2, F2, V2), . . . , (Tn, Fn, Vn)}).

So, for the FO good performance(“Demolition Man”, Actor) in the last example,
the condition (good performance, Example Database, { (Movie-Actor table, Per-
formance field, {“Ok”, “Great”})}) is established. We will only use the functor of
the FO in the condition as a condition is valid for all FO that shares the functor,
e. g., the conditions imposed to the FO good performance(“Demolition Man”,
Actor) and the FO good performance(“Rambo”, “Stallone”) are the same.

So, we have defined all we need to determine when a database tuple have to
be retrieved to make it available to the argumentation process. Now we need to
define the presumption retrieval function used to retrieve these tuples. Generally
speaking, the goal of the function is to feed the argumentation process with
relevant data obtained from the databases that are available to the system. As
expected, relevancy of data in a database is settled by the combination of the
pertinency of the data source and conditions established for the FO.

Definition 8. (Presumption Retrieval Function (PRF))
Let FOset be the set of all the Function Objectives, OPset be the set of all the op-
erative presumptions, FO be a function objective func(p1, . . . , pm) , C be a condi-
tion (FO, D, {(T1, F1, V1), (T2, F2, V2), ..., (Tn, Fn, Vn)}) for FO over an available
database D. The presumption retrieval function (PRF) PRF : FOset �→ OPset
is such that PRF(FO) = S where

1. func(q1, . . . , qm)−≺true in S iff exists a tuple t {q1, q2, . . . , qm, r1, r2, . . . , rn}
in the database D such that

– if ground(pi), then qi = pi for all 1 ≤ i ≤ m
– and ri ∈ Vi with ri being the value stored in field Fi of table Ti for all

1 ≤ i ≤ n .

2. the set of m {table, field} pairs for t is pertinent to func(p1, . . . , pm)
3. S is maximal: there is no set S’ of OP such that S is a proper subset of S’

which satisfies conditions (1) and (2).
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So, the PRF will retrieve all database tuples which values are equal to the
correspondent grounded values in the FO and that fulfill all conditions im-
posed to the FO. For example, given the data shown in Fig. 1, for the FO
good performance(“DemolitionMan”, Actor), if conditions imposed are the same
ones that had been stated before, the PRF will retrieve the tuples (“Demo-
lition Man”, “Stallone”, “Ok”) and (“Demolition Man”, “Snipes”, “Great”).
So, the resulting set S is {good performance(“Demolition Man”, “Stallone”) −≺
true, good performance(“Demolition Man”, “Snipes”) −≺ true}, unifying the
non grounded parameter Actor with both “Stallone” and “Snipes”. As we can
see, good performance(“Rambo”, “Stallone”) −≺ true is not included in S as the
tuple (“Rambo”,“Stallone”, “Ok”) does not match the value required for the
grounded parameter. Also, good performance(“Demolition Man”, “Bullock”) is
not included as the tuple (“Demolition Man”, “Bullock”, “Regular”) does not
fulfill the restriction imposed, as stated before. As a remark, notice that oper-
ative presumptions built by the function will not include values for conditions,
as they does not belong to the literal in which the OP are based.

4 Consistent Query Answering Based on Multiple Data
Sources

In Section 3 the method used by DBI-DeLP to obtain argument supporting
information is presented. As stated before, in our approach multiple repositories
will be used as data sources for the argumentative process, and is safe to assume
that inconsistencies will appear in a massive collection of data, both in the sense
of opposite data or data that can lead to conflicting conclusions. In this section,
we will introduce the strategies used to solve these clashes to give useful answers,
but first we need to define what is a query in our framework. We have already
seen queries in past sections, e. g., fly(tux)?. Intuitively, a query in DBI-DeLP
is a yes/no question we pose to the system. Thus, queries DBI-DeLP will solve
are not the ones like Give me all stocks certain company has bought but ones
like Should I buy stocks from that company?. That is why we do not need to
retrieve consistent information as long as we can still give a consistent answer.
Queries are expressed as a first order predicate that the system will try to prove,
i. e., will try to build arguments for and against it and then consider them to
give a final answer. Thus, a query (or more precisely the process involved in
its answering) is dynamic: it begins when the question arrives and ends when
the system gives an answer. Syntactically, we distinguish queries from regular
predicates by adding the question mark at the end of queries.

Definition 9. (Query Warranting)
Let L be a queried literal in the form func(p1, . . . , pm) where ground(pi) for all
1 ≤ i ≤ m, Σ be the set of all operative presumptions for the available databases
and Σ’ ⊆ Σ be the set of all operative presumptions obtained by the PRF for
all Functions Objectives in arguments included in the dialectical tree T〈A,L〉 built

for L. Let P = (Π,Δ,Σ) and P’ = (Π,Δ,Σ’) be two d.b.i.-de.l.p. We say that
L is warranted from P iff P’ |∼w L.
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Remark: The process of answering a query is considered as part of an atomic
transaction in the sense used in database theory.
So, as stated by this last definition, to give an answer the system combines
the knowledge represented in strict rules, facts and defeasible rules with data
obtained from the available databases so arguments can be builded and the
warranting procedure can be carried out. Basically, the process is the same as
the introduced in Section 2: given a queried literal L we build an argument in
favor of it, then interfering and supporting arguments to this first argument,
and we analyze them using the dialectical tree structure. Nevertheless, there is
one obvious difference: when arguments are build we encounter several FO that
may be proved by searching for supporting data in available databases in the
way described in Section 3. Thus, we do not use the entire set Σ to answer a
query. Instead, we use a subset of Σ formed only by presumptions needed to
build arguments in the d-tree of the queried literal.

Regarding disagreement and defeat relations between arguments in DBI-DeLP,
we will use the notions of proper and blocking defeaters defined just like in
[7]. Nevertheless, to determine which argument prevails when two arguments
disagree in DBI-DeLP we will use a combination of the generalized specificity
comparison criterion introduced earlier with an additional comparison criterion
that will be used to define the preference of data coming from some available
databases over others. Thus, we will give a notion of preference between argu-
ments that reflects this difference from DeLP. We begin by defining a comparison
criterion for operative presumptions, and then we will show how it will be used
by the framework.

Definition 10. (Operative presumptions preference criterion) Let DB1 and DB2

be two available databases. Let OPDB1 and OPDB2 be operative presumptions
retrieved from DB1 and DB2, respectively. Let “>” be a preference relation ex-
plicitly defined between DB1 and DB2. We say that OPDB1 is preferred than
OPDB2 (denoted OPDB1 � OPDB2) iff DB1 > DB2.

Notice that we do not define which “>” stands for, so we can choose whatever
criteria we want to determine which databases are preferred.

So, basically we say that operative presumptions obtained from sources in
which we trust more are preferred in arguments. Although this distinction is
important, we still think that arguments as a whole are obviously a more strong
structure than the components that built them, as arguments may contain more
information than data obtained from databases. So, when comparing two argu-
ments in DBI-DeLP, we give the generalized specificity criterion more importance
than the operative presumptions preference criterion. To do this, when two argu-
ments disagree, we will only use the operative presumptions preference criterion
if the generalized specificity criterion cannot solve the disagreement.

Definition 11. (Argument Preference) Let 〈A1, L1〉 and 〈A2, L2〉 be arguments.
We say that 〈A1, L1〉 is preferred than 〈A2, L2〉 iff

(a) 〈A1, L1〉 is more specific than 〈A2, L2〉 or
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(b) 〈A2, L2〉 is not more specific than 〈A1, L1〉 and exists an OPA1 in 〈A1, L1〉
and an OPA2 in 〈A2, L2〉 such that OPA1 � OPA2 and not exist an OP’A2

in 〈A2, L2〉 and an OP’A1 in 〈A1, L1〉 such that OP’A2 � OP’A1 .

Remark: We use the generalized specificity criterion to compare arguments as
a whole as it is the more widely used criterion in DeLP and its extensions to
compare arguments, but clearly this criterion can be replaced by any other, e. g.,
priority among rules, without changing anything else in the framework.

So, now that we have defined a defeat relation between arguments in DBI-
DeLP, we can build dialectical trees for queries posed to the system and give
answers to them. It is important to note that any answer given by DBI-DeLP
will fulfill the consistency requirement, although no consistency restrictions are
imposed to the Σ set. To demonstrate that, we show that the set of warranted
queries inferred by a d.b.i-de.l.p. is non-contradictory, i. e., a d.b.i-de.l.p. cannot
warrant a literal and its complement simultaneously.

Proposition 1. Given a d.b.i-de.l.p. P = (Π,Δ,Σ) where Π is consistent, the
set W = {Qi | P|∼wQi} is non-contradictory.

Proof. Let W be the set of warranted queries from P and L1 ∈W . Thus, there
exists an argument 〈A1, L1〉 for L1 which is undefeated in a dialectical process.
Suppose L2 ∈ W , and L1 and L2 are complementary (L1 = L̄2). As L2 is
warranted there exists an argument 〈A2, L2〉 for L2, which is undefeated in the
argumentation process. As L1 and L2 are contradictory 〈A1, L1〉 is a counter-
argument for 〈A2, L2〉 and vice versa. Depending on the comparison criterion
used, 〈A2, L2〉 can be a proper defeater of 〈A1, L1〉 (or viceversa), or 〈A2, L2〉
and 〈A1, L1〉 are blocking defeaters. Since 〈A2, L2〉 is undefeated and is a defeater
(blocking or proper) for 〈A1, L1〉, L1 is not warranted from P, which contradicts
our original hypothesis. ��

To briefly illustrate the process we introduce a reduced example in which we
show how we can use inconsistent databases to support that argumentative pro-
cess and still obtain consistent answers. For space reason, we will show builded
arguments without focusing on how operative presumptions that supports them
are obtained. Consider the d.b.i.-de.l.p and conditions to FOs shown in Fig. 2
and databases shown Fig. 3 in that contains information about the movies do-
main, as a recommender system may have, so it can advice to the user whether
or not to watch a certain film.

Suppose that we want to answer the query recommended(“Just go with it”,
“ted”)?. To solve the query, the DeLP Core starts the argumentation process
by trying to build an argument supporting the claim indicating that “Just Go
With It” is a film that can be recommended to the user Ted.

The process starts using recommended(Film, User) −≺likes film(User, Film2),
share genre(Film, Film2, Genre), share actor(Film, Film2, Actor),Film �= Film2.
Based on the fact likes film(“Ted”, “Click”) and information in the Movies
Database, it builds an argument in favor of the recommendation, as Click is
a film the user Ted likes that shares actor and genre with Just Go With It.
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Fig. 2. The d.b.i.-de.l.p. for the example

Fig. 3. Available databases

The dialectical process will try to build a counter-argument, i. e., it will try
to prove ∼recommended(‘Just go with it’, ‘ted’), using ∼recommended( Film,
User) −≺ lead role(Actor, Film), poor performance(Actor, Film). Both lead role
and poor performance are proved using data in the available databases. For the
FO lead role the PRF retrieves for example lead role(“Adam Sandler”, “Just go
with it”). As for the poor performance predicate both the Forum Users and the
Critics databases are listed as data sources for it. In the Forum Users database we
can see that a user has stated that Adam Sandler had a bad performance in the
film, and as this is the value indicating a poor performance in the Condition for
this FO then poor performance(“Adam Sandler”, “Just go with it”) is proved.
Then an argument for ∼recommended(“Just go with it”, “ted”)is built, and it
defeats the first argument as is more specific.

The process continues by trying to defeat ∼recommended(“Just go with
it”, “ted”). After considering all possibilities the dialectical process build an
argument for ∼poor performance(“Adam Sandler”, “Just go with it”) based
on the presumption supported by the Great critic’s review stored in the
Critics Database, attacking ∼recommended(“Just go with it”, “ted”) in its
sub-argument, i. e., here we have a conflict between operative presumptions.
To solve this conflict we use the operative presumption preference crite-
rion. Suppose that Critics Database > Forum Users Database, i. e., we prefer
a critics’ opinion, then ∼poor performance(“Adam Sandler”, “Just go with
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it”) � poor performance(“Adam Sandler”, “Just go with it”), thus making
∼recommended(“Just go with it”, “ted”) a defeated argument.

Finally, the dialectical tree is build and marked, establishing that the root
argument recommended(“Just go with it”, “ted”) is warranted, as all its at-
tackers are defeated, thus the server sends YES as the answer to the query
recommended(“Just go with it”, “ted”)?, indicating that the film Just Go With
It can be recommended to the user Ted as it shares genre and actor with another
film that he likes, in this case the film Click. In Figure 4 the builded dialectical
tree is shown. It can be seen that a consistent, reasoned answer to the received
query is build although inconsistent data is used in the process.

Fig. 4. Dialectical tree for recommended(“Just go with it”,“ted”)

5 Conclusions and Related Work

We have introduced an approach to commonsense reasoning using information
stored in relational databases; their use to store information from which ar-
guments are build is more efficient than the explicit codification of facts in a
program. In this manner, other systems may feed the data repository without
the need of complex interfaces, making the system’s knowledge evolution easier.
Nevertheless, the use of externally updated data sources has at least a drawback:
since no control over added data is effected, inconsistencies can appear. We have
shown how Defeasible Argumentation is a suitable tool to handle inconsisten-
cies, allowing a consistent query answering based on potentially conflicting data
without the need for modifications neither on databases nor on queries sent to
them. We have presented a framework that extracts query related data (possibly
inconsistent) from databases and answers the query through an argumentative
process. As for future work, we have identified several lines of research such as:
semantic-level translation between predicates and database schemas, reasoning
over database schemas, novel mechanisms for resolving non-ground queries, and
the addition (learning) of new rules based on obtained data (rule mining). Also,
we will study different presumption comparison criteria.
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To the best of our knowledge, there has been no work integrating relational
database technologies with defeasible argumentation systems in the manner pre-
sented here. However, in Section 3 we have already introduced some work re-
garding information extraction and consistent query answering from possibly
inconsistent database [9–11] and discussed the differences between these ap-
proaches and ours. In addition, in [12] the problem of using defeasible reasoning
in a massive data repository is addressed. In that work we can see how defeasible
reasoning is a suitable tool to solve inconsistencies, in the same manner that we
have shown here. Nevertheless, instead of using databases to look for information
to support conclusions (and solving the possible inconsistencies), they use the
Web as repository, more specifically the Semantic Web.

In a more general way, in [13] a view of the inconsistency issue is given;
they state, in the same manner as we did, that inconsistency is not always a
bad thing, even can be a desirable thing for certain systems, as long as we can
somehow handle it and give sound answers. Moreover, they mention databases
as an example of possible inconsistency holders, and defeasible argumentation
as a possible solution to it.
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Abstract. The analysis of scientific simulations is highly data-intensive and is
becoming an increasingly important challenge. Peta-scale data sets require the
use of light-weight query-driven analysis methods, as opposed to heavy-weight
schemes that optimize for speed at the expense of size. This paper is an attempt in
the direction of query processing over losslessly compressed scientific data. We
propose a co-designed double-precision compression and indexing methodology
for range queries by performing unique-value-based binning on the most signifi-
cant bytes of double precision data (sign, exponent, and most significant mantissa
bits), and inverting the resulting metadata to produce an inverted index over a re-
duced data representation. Without the inverted index, our method matches or
improves compression ratios over both general-purpose and floating-point com-
pression utilities. The inverted index is light-weight, and the overall storage re-
quirement for both reduced column and index is less than 135%, whereas existing
DBMS technologies can require 200-400%. As a proof-of-concept, we evaluate
univariate range queries that additionally return column values, a critical compo-
nent of data analytics, against state-of-the-art bitmap indexing technology, show-
ing multi-fold query performance improvements.

1 Introduction

Increasingly complex simulation models, capable of using high-end computing archi-
tectures, are being used to simulate dynamics of various scientific processes with a high
degree of precision. However, coupled with this opportunity to augment knowledge and
understanding of the highly complex processes being studied are the challenges of con-
ducting exploratory data analysis and knowledge discovery. Specifically, data size on
the tera- and peta-scale is becoming a limiting factor in understanding the phenomena
latent in these datasets, especially in a post-processing context.

Due to massive dataset sizes, full context analysis is a crucial bottleneck in the
knowledge discovery pipeline, being restrained by the limits of computer memory and
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I/O bandwidth. Most commonly, the applications that such data exploration processes
are characteristic of are interactive and require close to real-time I/O rates for full data
exploration. However, I/O access rates are too slow to support efficient random disk ac-
cess in real-time for large-scale data sets, necessitating new approaches geared towards
reducing the I/O pressure of extreme-scale data analytics.

A knowledge priors approach to data analytics is promising in restricting data to
smaller and more practical sizes. Often times, scientists have some prior knowledge
about the regions of interest in their data. For example, fusion scientists aiming to un-
derstand plasma turbulence might formulate analyses questions involving correlations
of turbulence intensities in different radial zones (0.1<ψ < 0.15;0.3<ψ < 0.35;0.5<
ψ < 0.55;0.7 < ψ < 0.75;0.9 < ψ < 0.95). Likewise, climate scientists aiming to un-
derstand factors contributing to natural disasters might limit their search to particular
regions or perhaps only a single region.

Formulating queries on scientific simulation data constrained on variables of interest
is an important way to select interesting or anomalous features from large-scale scien-
tific datasets. Traditional database query semantics can effectively be used for formu-
lating such queries. This allows us to leverage a great deal of work done in the database
community on query processing. The indexing techniques used in traditional database
systems, such as B−trees [7] or bitmap indexes [20], have been used extensively in the
literature. However, while indexing is a blessing for fast and efficient query processing,
it is arguably a curse in terms of storage; the index size is often 100-300% of the orig-
inal column size for high-cardinality data (such as double-precision data), which is a
huge bottleneck for storage-bound extreme-scale applications.

A number of bitmap index compression techniques have been introduced to reduce
the size of the bitmap index while keeping fast query retrieval possible. In particu-
lar, Word Aligned Hybrid (WAH) [13] bitmap compression is used in FASTBIT [20],
a state-of-the-art scientific database technology with fast query processing capabili-
ties. Overall, the storage footprint used in FASTBIT for a high-cardinality column and
its corresponding index is around 200% of the original size, which still becomes pro-
hibitive for extreme-scale data sets. Furthermore, these indexing schemes are optimized
for returning the record ID, or region index in the context of spatio-temporal data sets.
However, for data analytics, the actual values of the variables associated with these
points are equally important.

Therefore, we present a co-designed data reduction and indexing methodology for
double-precision datasets, optimized for query-driven data analytics. We believe that a
tight cohesion between the methods allows us to optimize storage requirements while
at the same time facilitating both fast indexing at simulation-time and range query pro-
cessing with value retrieval, desirable features for data analytics. Our focus in particular
is on write-once, read-many (WORM) datasets utilizing double-precision floating-point
variables, representing large-scale, high-fidelity simulation runs that are subsequently
analyzed by numerous application scientists in multiple (often global) contexts. A few
examples of such data are in the particle-based fusion simulation GTS [17] and in the
direct numerical combustion simulation S3D [6], each of which are comprised of pri-
marily double-precision, high-cardinality variables (≈ 100% unique for GTS, ≈ 50%
unique for S3D).
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To be more specific, our paper makes the following contributions:

– We present a lossless compression methodology for floating-point (single and
double-precision) columns that can be utilized for indexing and range query pro-
cessing, utilizing unique-value encoding of the most significant bytes. Our lossless
compression reduces the size of a number of high-entropy, double-precision sci-
entific datasets by at least 15%. Compared to lossless compression techniques like
FPC [4], optimized for double-precision data, we report superior average compres-
sion ratios.

– Using our lossless compression method, we optimize range query evaluation in-
cluding value retrieval by binning the column data by the distinct significant byte
metadata, integrating efficient compressed-data organization and decompression of
retrieved results. Compared to state-of-the-art techniques like FASTBIT [20], we
provide comparable or better performance on range queries retrieving record IDs.
For range queries additionally retrieving variable values, we achieve a performance
improvement of one-to-two orders of magnitude.

– For query processing, we utilize an inverted index that uses approximately 50%
space with respect to the original column size. Considering both the compressed
column data and index, our method has a smaller storage footprint compared to
other database indexing schemes.

2 Background

Search and query processing operations on traditional database systems like Oracle,
MySQL, and DB2 involve the use of indexing techniques that are usually variants
of either bitmap indexes or B−trees. While these techniques are effective in speeding
up query response times, they come at the cost of a heavy-weight index management
scheme. Indexing with B−trees [7], which tends to be more suitable for transactional
databases that require frequent updates, is observed to consume storage that is three
to four times the size of the raw column data for high-cardinality attributes. Scientific
data, which is typically read (or append) only, have been shown to be better served with
bitmap-based indexing techniques [16, 20], providing faster response times with lower
index storage overhead.

While there are numerous technologies that use variants of bitmap indexing, we pri-
marily focus on FASTBIT [20], a state-of-the-art bitmap indexing scheme, that is used
by a number of scientific applications for answering range queries. FASTBIT employs
a Word-Aligned-Hybrid (WAH) compression scheme based on run-length encoding,
which decreases the index storage requirement and allows FASTBIT to perform logical
operations efficiently on the compressed index and compute partial results by scanning
the index. For those records that cannot be evaluated with the index alone, FASTBIT

resorts to performing a read of the raw data, in what is called candidate checks. Unfor-
tunately, the bitmap index created is sensitive to the distribution and cardinality of the
input data, taking anywhere from 30 to 300% of the raw column size. The space can
partly be reduced through techniques such as precision binning, at the cost of disturbing
the distribution of values along the bins.
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On the other side of the coin, data compression methods within databases have been
widely studied [9, 12, 18]. For example, the column-oriented database C-Store [2] uses
null compression (elimination of zeroes), dictionary encoding, and run-length encoding
for effective data reduction of attributes organized contiguously, as opposed to the tra-
ditional row-store organization. MonetDB, on the other hand, uses the patched frame
of reference (PFOR) algorithm and variants, which promotes extremely fast decom-
pression speeds for query processing [23]. While these methods have limited use on
double-precision data due to high-entropy significand bits, our work does share sim-
ilarity with the dictionary encoding method, in that we compress floating-point data
through identifying unique values and assigning them reduced bitwise representations.
However, we perform this on only the most significant few bytes of the double-precision
data, as opposed to the full dataset as in C-Store, and discard the representation entirely
when using the inverted index for our query processing methodology.

As mentioned, many general-purpose and specialized compression methodologies
fail to provide high compression ratios on double-precision data. Part of the reason
for this is that floating-point scientific data is notoriously difficult to compress due to
high entropy significands, of which floating-point data is primarily composed of (23
of 32 bits for single precision and 52 of 64 bits for double-precision). Much work has
been done to build compressors for these kinds of data, mostly based on difference
coding. Algorithms such as FPC [4] and fpzip [15] use predictors like the Lorenzo
predictor [10], FCM [21] and DFCM [8] to compress. Given an input stream of double-
precision values, the predictors use the previously seen values to predict the next value
in the stream, and rather than attempt to compress the double values themselves, the
compression algorithm uses a measure of error between the predicted and actual value,
typically as an XOR operation.

Our methodology is based on treating the most significant bytes of double-precision
data differently than the least significant bytes. Isenburg et al. use the same underlying
concept in a prediction-based compression utility, which partitions the sign, exponent,
and significand bits of the prediction error, followed by compression of each compo-
nent [11]. Unlike their method, our method must maintain the approximability of the
floating point datasets by treating the most significant bytes as a single component (sign,
exponent, and the most significant significand bits), enabling efficient index generation
and range query processing over the compressed data.

3 Method

3.1 System Overview

As mentioned, the goal of this paper is to facilitate query-driven analysis of large-scale
scientific simulation data with storage-bound requirements. There are two stages where
we focus our design to achieve this goal: first, while simulation data is being generated
and in memory, or as a post-processing step, we can process and reorganize a double-
precision dataset to compress the data. Second, we can modify the new organization
of data to optimize query processing on the preprocessed data. For this purpose, we
introduce two components in the scientific knowledge discovery pipeline, the lossless
compressor and query engine.



20 J. Jenkins et al.

3.2 Compression

Scientific simulations use predominantly double-precision floating-point variables, so
the remainder of the paper will focus on compression and query processing for these
variables, though our method can be applied to variables of different precision. The
underlying representation of these variables, using the IEEE 754 floating-point stan-
dard [1], is a primary driver of our compression and querying methodology, so we briefly
review it here. The standard encodes floating point values using three components: a
sign bit, a significand field, and an exponent field. 64-bit double-precision values use
one sign bit, 11 exponent bits, and 52 significand bits. Given the sign bit s, the unsigned
integral representation of the exponent field e, and each significand bit mi (most to least
significant), the resulting value encoded by a double-precision variable is:

value = (−1)s× 2e−1023× (1+
52

∑
i=1

(mi2
−i)). (1)

Note that, all other components being equal, a difference of one in the exponent fields
of two double-precision variables leads to a 2x difference in the represented values.

Our key observation for the compression process is that there is similarity with re-
spect to orders of magnitude in our target datasets. For instance, in a simulation grid,
adjacent grid values are unlikely to differ in orders of magnitude, except perhaps along
simulation-specific phenomenon boundaries. Furthermore, the encoding naturally lends
itself to accurate approximation given the exponent components. Hence, we base our
compression and query processing methodology on the commonality in the sign and
exponent field of double-precision datasets.

Figure 1 gives an overview of the compression process, developed under the assump-
tion of similar exponent components and with the intention of applying to range query
processing. For an N-element partition, or compression stream of maximum bounded
size, we split the 8N-byte double-precision column stream into two components: a kN-
byte high-order byte stream consisting of the most significant k bytes of each value,
and the remaining (8−k)N-byte low-order byte stream consisting of the remaining sig-
nificant bytes. Using the observation of highly similar sign and exponent values, we
identify the unique high-order bytes and discard redundant values. Let n be the number
of unique high-order byte patterns. We define a bin to be a set of low-order bytes with
equivalent high-order bytes, with bin edges B1,B2, . . . ,Bn corresponding to the sorted
unique patterns. The low-order bytes are reorganized into their respective bins, and a
record ID (RID) to bin mapping M is generated to maintain the original organization,
using a bitmap with �log(n)� bits per identifier. The unique high-order bytes, M, and
optionally the low-order bytes are then compressed using the general purpose compres-
sor bzip2. We do not consider using more complex algorithms, such as prediction-based
compressors, in this paper. We feel that the use of a general-purpose compression algo-
rithm provides a solid baseline of performance that applications can improve on, given
additional application-specific knowledge of dataset characteristics.

Three data structures are produced as the result of the compression process: (1) the
compression metadata, defining the high-order byte values and file offsets of each bin,
(2) the compressed RID-to-bin mapping M, and (3) the bin-organized low-order bytes.
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Fig. 1. Various stages of the compression methodology, described in Section 3.2. The bitmap
index is used for compression, while the inverted index is used in query processing.

The value of k should be chosen with two goals in mind: to cause the cumulative
number of distinct high-order bytes to stabilize with an increasing stream size, and
to maximize the redundancy of the patterns (for compression) while encoding the en-
tirety of the sign and exponent components (for future query processing). For scientific
floating point data, we found k = 2 to be the most effective; it covers the sign bit, all
exponent bits, and the first four significand bits of double-precision values (approx-
imately two significant figures in base 10 scientific notation). This makes sense, as
higher degrees of precision in scientific data tend toward high-entropy values. To verify
our choice of k for this paper, Figure 2 shows the number of distinct high-order bytes
recorded as a data stream is processed. For both k = 2 and 3, a relatively small cardinal-
ity is seen relative to the number of points processed, with the distinct values quickly
reaching a (near) maximum.
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Fig. 2. Cumulative growth of the number of distinct higher order 2-byte and 3-byte pattern for
increasing data size

Recall that the metadata consists of unique high-order bytes as well as their respec-
tive file offsets to the low-order byte payload. Hence, the metadata size is directly pro-
portional to the number of unique high-order bytes. As shown in Figure 2, for two of
the scientific datasets, the size of metadata is less than 0.1% of the dataset for k = 2,
due to the small number of distinct patterns. For k = 3, however, the number of distinct
patterns increases by a factor of 100 due to the addition of the higher-entropy signifi-
cand bits. This increases the metadata size similarly, while additionally increasing the
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size of the RID to bin mapping logarithmically. Thus, we use k = 2 in this paper. Given
the trends in Figure 2, we expect random sampling to be sufficient to determine a good
value of k for double-precision datasets.

3.3 Query Processing: Index Generation

The compression methodology presented in Section 3.2 is, as will be shown, effective
at improving the compression ratio of many scientific datasets, but is not optimized for
query processing. If a range query is performed using our compression index, the en-
tire RID-to-bin mapping M would need to be traversed to map the binned data back to
RIDs. Thus, at the cost of additional storage, we optimize for range queries by using an
inverted index M−1 which maps each bin to a list of RIDs sharing the same high-order
bytes, creating a bin-based value-to-RID mapping. Figure 3 illustrates the index used
in compression compared to the inverted index. This organization is advantageous for
range query processing, because we now access the RIDs by bin, the same as access-
ing the low-order bytes. The organization is disadvantageous because of the increased
space, both for the index itself as well as the additional metadata, such as file offsets,
needed to access the new index. This means, for a partition of N elements, approxi-
mately Nlog(N) bits is needed to store the index, with marginally additional space to
store metadata such as the number of elements within each bin. Bounding the maximum
partition size to 32GB of double-precision data ensures that each RID in the inverted
index needs no more than four bytes, making the index size less than 50% of the raw
column size, or lower for smaller partitions. As a simple example, a partition size of
2GB of double-precision data requires 28 bits for each RID, translating to an index size
of 43.75% of the raw column size. This is assuming, of course, that the partition is com-
pletely filled. Furthermore, we do not consider compression of the inverted indexes, a
well-studied topic [19, 22] that we hope to integrate into our method in the future.

Fig. 3. Building an inverted index for query processing from the index used in compression

3.4 Query Processing: File Layout

The data used by the query processing engine is split into three components: a metadata
file, an index file, and a compression file, each corresponding to its purpose described
in the previous sections. The metadata file is shown in Figure 4.

The metadata file contains partition information, including file offsets for each par-
tition and bin, the number and bounds (high-order bytes) of bins, and the number of
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values per bin per partition. The index file and the compression file contain the RIDs
and compressed low-order bytes, respectively. A single scan of the metadata file is nec-
essary for query processing and is small enough to be held in memory to optimize future
queries. In our experimentation, however, we do not consider this possibility.

<N number of partitions>
<Metadata offset for partition t> (0≤ t < N)
<Index offset for partition t> (0≤ t < N)
<Compression offset for partition t> (0≤ t < N)
(Repeat for 0≤ t < N)
<P number of elements in partition t>
<B number of bins>
<Number of elements in bin b> (0≤ b < B)
<Bin bound b> (0≤ b < B)
<Compression offset b> (0≤ b < B)
(End Repeat)

Fig. 4. Metadata file format

3.5 Query Processing: Range Queries

The processing of range queries is based on two characteristics of our compression/in-
dexing process: data arranged per-bin (low-order bytes and inverted index) are orga-
nized on disk in increasing order of high-order bytes, and bin edges (the high-order
bytes) provide a lower bound on the values of RIDs within each bin by treating the
high-order bytes as a truncated double-precision value.

The query evaluation process is shown in Figure 5. Given a variable constraint
[v1,v2), the metadata file shown in Figure 4 is traversed to obtain the necessary high-
order bytes and bin file-offsets. Using the high-order bytes as a lower-bound for values
within a bin, the boundary bins Bx and By are obtained using a binary search. Then, a
single seek per-partition is needed in the index and low-order bytes files to fetch the data
corresponding to the range of bins Bx,Bx+1, . . . ,By, taking advantage of the bin organi-
zation in file. The column data corresponding to the low-order bytes are reconstructed
and only the data in boundary bins are filtered against the query bounds.

Fig. 5. Query processing methodology, taking into account metadata, index, and compression
data fetching and aggregating
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In the case of queries requesting only RIDs, not all of the low-order bytes need to be
fetched and reconstructed. Only the bins at each boundary need be checked against the
query constraints, as all remaining bins are guaranteed to fit within the query bounds.

4 Results and Discussions

4.1 Experimental Setup

We performed our experiments on the Lens cluster, dedicated to high-end visualization
and data analysis, at Oak Ridge National Laboratory. Each node in the cluster is made
up of four quad-core 2.3 GHz AMD Opteron processors and is equipped with 64GB
of memory. In the following figures and tables, we refer to our methodology as CDI,
corresponding to the Compressed representation of both the column Data and Index. All
experiments were run with data located on the Lustre filesystem. For the indexing and
query processing experiments, we compare against WAH encoding within the FASTBIT

software. To avoid database-related overheads such as concurrency control, transaction
support, etc. and provide a fair comparison between technologies, we wrote a minimal
query driver for FASTBIT using only the necessary indexing and querying functions
provided in the FASTBIT API. Furthermore, for fairness of comparison, we use the
same partition size of 2GB for both our method and FASTBIT.

4.2 Datasets

To evaluate our compression, indexing, and query processing performance, we use
a collection of double precision datasets from various sources. The majority of the
datasets (msg, num, and obs) are publicly available and discussed by Burtscher and
Ratanaworabhan [5]. We additionally use timeslice data for numerous variables gener-
ated by the GTS [17], FLASH [3], S3D [6], and XGC-1 [14] simulations.

In particular, we used the following two scientific simulation datasets to evaluate
our query performance in terms of value centric queries and region centric queries: 1)
GTS [17], a particle-based simulation for studying plasma microturbulence in the core
of magnetically confined fusion plasmas of toroidal devices, and 2) S3D [6], a first-
principles-based direct numerical simulation (DNS) of reacting flows which aids the
modeling and design of combustion devices.

4.3 Query Processing

Index Generation
We evaluate the performance of our index generation methodology with respect to both
computational efficiency as well as storage efficiency. Table 1 shows the results that we
obtained from these experiments. Without low-order byte compression, our indexing
operates an order of magnitude or more faster than FASTBIT when not considering
I/O, and requires storage smaller than that of all tested configurations for FASTBIT for
17 of the 24 datasets tested. With low-order byte compression, our method performs
roughly two to three times faster, while having a smaller storage footprint on 19 of
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Table 1. Query index generation throughput and storage footprint. C: CDI. Cb: CDI with bin com-
pression. FD: FASTBIT with default configuration (105 bins). F2,3: FASTBIT with bin boundaries
at two/three significant digits.

Dataset Index Gen. (MB/sec) Storage (data+index) Req. (%)
In-situ Post-processing

C Cb F3 C Cb F3 C Cb F2 F3 FD

msg bt 180 21 9 71 18 7 125.01 119.36 152.05 178.13 192.58
msg lu 187 21 9 72 17 7 125.01 124.44 162.63 197.86 201.55
msg sp 205 20 10 79 18 8 125.01 124.01 126.24 157.04 197.67

msg sppm 191 37 13 77 30 11 125.03 59.60 114.75 116.75 125.32
msg sweep3d 204 22 9 72 19 8 125.02 96.62 148.39 187.49 200.86

num brain 215 20 9 86 17 7 125.00 124.50 122.93 191.54 202.31
num comet 153 17 6 81 15 5 125.04 116.20 150.32 193.07 196.06

num control 164 21 6 78 18 5 125.03 124.05 154.83 199.63 200.89
num plasma 184 62 9 48 32 8 125.02 51.44 126.15 189.31 197.56

obs error 222 30 10 35 22 8 125.00 94.90 130.34 167.63 176.93
obs info 207 37 8 15 19 7 125.05 75.06 117.53 181.31 219.32

obs spitzer 213 20 10 89 17 8 125.01 94.37 138.29 195.90 198.31
obs temp 187 21 7 43 15 6 125.03 125.03 174.65 200.11 209.95
gts phi l 164 21 7 50 16 5 125.04 125.04 181.49 199.42 208.79

gts phi nl 169 21 7 62 16 5 125.04 125.04 183.64 199.70 208.85
gts chkp zeon 168 21 5 42 13 4 125.10 125.10 176.35 198.87 220.36
gts chkp zion 175 21 5 57 14 5 125.11 125.11 166.08 194.58 220.00

gts potential 143 20 15 62 17 14 125.00 125.00 184.01 197.95 199.85
xgc iphase 133 22 8 65 19 7 125.00 105.33 168.28 172.33 176.91

s3d temp 223 19 17 70 16 12 125.00 123.28 117.17 135.41 202.25
s3d vvel 186 20 9 76 17 8 125.01 125.01 168.89 194.96 202.12

flash velx 209 21 11 92 18 10 125.00 125.00 123.76 157.18 195.68
flash vely 217 21 12 91 18 9 125.00 125.00 112.30 137.32 193.07

flash gamc 219 17 20 89 15 14 125.00 121.37 100.40 102.14 198.11

the 24 datasets. We attribute these gains to the less computationally intensive unique
value encoding method as well as the data reduction enabled by data reorganization and
redundant value removal.

End-to-End Query Performance Evaluation
For an end-to-end performance comparison, we perform queries under a number of
scenarios, using the GTS potential (gts potential) and S3D temperature (s3d temp)
variables. We look at two types of range queries: those that output record IDs given
constraints on variables, which we will refer to as “region-centric” queries, named for
the use-case of retrieving “regions of interest” from datasets arranged on a spatial grid
structure, and those that additionally output the values of the variables, which we will
refer to as “value-centric” queries. We compare each of these query types against FAST-
BIT, which is specifically optimized for range queries.
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Fig. 6. Comparison of speedup of our method over FASTBIT and sequential scans, for value-
centric queries when the query selectivity is varied from 0.001% to 10.0%. The left plot is for
GTS potential, while the right plot is for S3D temperature.

Value-Centric Queries. Figure 6 shows the speedup in value-based query response
time using our method, compared to FASTBIT’s default and precision-based indexing,
with varying query selectivity. By query selectivity, we refer to the percentage of the raw
dataset returned by a query. For two scientific application variables S3D velocity and
GTS potential, we provide a speedup of greater than a factor of 28. Due to the clustering
of the data, a very small number of I/O seek operations are needed by our method as
opposed to FASTBIT. The reason that sequential scan performs better than FASTBIT in
this context is that, in parallel file systems such as Lustre, seeks are a very high-latency
operation; FASTBIT resorts to seeking per item, while sequential scan reads all data in
a single read.

For value-centric queries, not much difference is observed in the response time by
FASTBIT using precision binning and default binning. This is because, in both cases,
random disk access dominates processing time. While FASTBIT has a very fast CPU
processing time for each query, the I/O time spent on random file access dominates the
overall query response time.

The speedup observed increases from a factor of 35 for 0.001% selectivity to 105
for 0.1% selectivity. Here the performance improvement is due to a significantly lower
number of seeks. On decreasing query selectivity, FASTBIT can fetch more consecutive
blocks of file from disk, thus reducing I/O seek time. The I/O read time contributes to
most of the query response time. Thus, the speedup comes down for 10% selectivity to
a factor of about 28.

Region-Centric Queries. Figure 7 shows region query response time with varying
number of hits (records returned) for our method compared to FASTBIT with precision
and default binning. For region-centric queries, only the points falling within misaligned
bins need to be evaluated. For FASTBIT, the type of binning used plays a definitive role
in determining the time taken to respond to region queries. In the case of precision
binning for FASTBIT, it can answer queries involving three decimal point precision by
going through the set of bitmap indexes alone. It need not seek to the disk if the range
specified in the query involves less than three decimal points. On the other hand, the
default binning option needs to perform raw data access to evaluate edge bins.
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Fig. 7. Comparison of response return by FASTBIT against our method for region-centric queries
with varying number of query hits

The performance of our method is better than the precision binning in many cases,
but both methods see instances of lower performance. This is caused by partitioning
methods that split on a fixed, rather than arbitrary, precision, causing lower degree of
regularity between the bins. This happens when misaligned bins happen to be those
with the largest number of points contained in them. In these cases, there is a higher
false positive rate, causing it to be slower than FASTBIT, though FASTBIT is seen to
have similar issues when using the precision-binning option.

4.4 Performance Analysis

Figure 8 shows the breakup of overall query processing time into I/O and compute com-
ponents, corresponding to index/bin loading and processing, respectively. The dataset
tested on is S3D using the velocity variable. I/O is the dominant cost of query process-
ing, while the application of the query constraints and data transformations is a low
but not insignificant component. We believe multithreading or asynchronous I/O would
be able to hide most of the compute costs by interleaving it with the more costly I/O
operations.
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Fig. 8. Comparison of computation and I/O time distribution for our method for different query
types of varying selectivity, on the S3D temperature variable. In comparison, FASTBIT spends
over 90% of the time on I/O.
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4.5 Compression

To analyze the performance of our lossless data compression scheme, we compared the
compression ratios obtained with our method (without the inverted index) to those ob-
tained by other standard lossless compression utilities, as well as more recent floating-
point compressors. Out of the datasets tested, our method performed better than all of
the other compressors tested (gzip, fpzip [15], bzip2, and FPC [5]) on 18 of 24. FPC
gave superior performance compared to our method on two of the 27 datasets, while
fpzip gave better performance on the remaining four. Overall, our method was consis-
tent in yielding comparable or better compression ratios than the other compressors,
providing evidence of strong compression ratios in other application datasets.

Table 2. Compression ratio and CDI storage components. CDIb: CDI with bin compression.

Dataset Compression Ratio Storage Requirement (%)
gzip fpzip bzip2 FPC CDIb Data Index Metadata

msg bt 1.12 1.20 1.09 1.29 1.40 69.35 1.86 ≈0.00
msg lu 1.05 1.13 1.01 1.17 1.30 74.42 1.97 0.01
msg sp 1.10 1.11 1.06 1.26 1.33 73.98 1.11 ≈0.00

msg sppm 7.41 3.25 7.09 5.30 8.87 9.58 1.66 0.02
msg sweep3d 1.09 1.33 1.32 3.09 2.11 46.60 0.67 0.02

num brain 1.06 1.25 1.06 1.16 1.28 74.50 3.39 ≈0.00
num comet 1.16 1.27 1.17 1.16 1.34 66.16 8.16 0.03

num control 1.05 1.12 1.03 1.05 1.15 74.02 12.22 0.02
num plasma 1.77 1.06 6.17 15.05 80.67 1.40 1.04 0.03

obs error 1.44 1.37 1.36 3.60 2.59 44.90 5.88 ≈0.00
obs info 1.14 1.06 1.22 2.27 3.52 24.97 3.36 0.04

obs spitzer 1.23 1.07 1.78 1.03 1.90 44.36 8.05 ≈0.00
obs temp 1.03 1.09 1.03 1.02 1.13 75.00 12.70 0.03
gts phi l 1.04 1.18 1.02 1.07 1.19 75.00 8.56 0.03

gts phi nl 1.04 1.17 1.01 1.07 1.19 75.00 9.2 0.03
gts chkp zeon 1.04 1.09 1.02 1.01 1.17 75.00 10.04 0.10
gts chkp zion 1.04 1.10 1.02 1.02 1.18 75.00 9.6 0.11

gts potential 1.04 1.15 1.01 1.06 1.18 75.00 9.60 ≈0.00
xgc iphase 1.36 1.53 1.37 1.36 1.58 55.33 7.56 ≈0.00

s3d temp 1.18 1.46 1.15 1.34 1.35 73.38 0.77 ≈0.00
s3d vvel 1.04 1.24 1.02 1.15 1.27 75.00 3.74 ≈0.00

flash velx 1.11 1.34 1.08 1.26 1.32 75.00 0.81 ≈0.00
flash vely 1.13 1.43 1.09 1.29 1.32 75.00 0.80 ≈0.00

flash gamc 1.28 1.62 1.28 1.53 1.40 71.37 0.06 ≈0.00

To justify our superior performance on most of the datasets, we argue that the bin-
based compression of the data generally allows a much greater exploitation of existing
compression algorithms than the normal distribution of scientific data that was passed
to the other compressors. The reorganization of the data allowed gzip and bzip2’s
algorithms to be utilized as best as possible, causing the data to be reduced signifi-
cantly because of the splitting of the low-entropy and high-entropy sections of the data.
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As evidenced by the small compressed index and metadata sizes, the reorganization is
a low-overhead operation with respect to storage. We attribute the better performance
of FPC and fpzip on some of the datasets to the encoding of data dependency which the
FCM [21], DFCM [8], and Lorenzo [10] predictors used by FPC and fpzip were able to
capture in their predictions.

5 Conclusion

As the size of scientific datasets in various disciplines continues to grow, new meth-
ods to store and analyze the datasets must be developed, as I/O capabilities are not
growing as fast, and new technologies, such as SSDs are not currently able to achieve
the storage density and cost-efficiency of traditional mechanical disk drives. Successful
methods of mitigating this growing gap must involve data reduction in all stages of the
knowledge discovery pipeline, including storage of raw data as well as analytics meta-
data. We believe our effort at compression, indexing, and query processing of scientific
data represents a step in the right direction, allowing both efficient lossless compression
of double-precision data for accuracy-sensitive applications as well as efficient query
processing on variable constraints, all with less space and I/O requirements than other
database technologies.

Acknowledgements. We would like to thank ORNLs leadership class computing fa-
cility, OLCF, for the use of their resources. This work was supported in part by the
U.S. Department of Energy, Office of Science and the U.S. National Science Foun-
dation (DE-1240682, DE-1028746). Oak Ridge National Laboratory is managed by
UT-Battelle for the LLC U.S. D.O.E. under contract no. DEAC05-00OR22725.

References

1. IEEE standard for floating-point arithmetic. IEEE Standard 754-2008 (2008)
2. Abadi, D., Madden, S., Ferreira, M.: Integrating compression and execution in column-

oriented database systems. In: Proceedings of the 2006 ACM SIGMOD International Con-
ference on Management of Data, SIGMOD 2006, pp. 671–682. ACM, New York (2006)

3. Fryxell, B., Olson, K., Ricker, P., Timmes, F.X., Zingale, M., Lamb, D.Q., MacNeice, P.,
Rosner, R., Truran, J.W., Tufo, H.: FLASH: An adaptive mesh hydrodynamics code for mod-
eling astrophysical thermonuclear flashes. The Astrophysical Journal Supplement Series 131,
273–334 (2000)

4. Burtscher, M., Ratanaworabhan, P.: High throughput compression of double-precision
floating-point data. In: IEEE Data Compression Conference, pp. 293–302 (2007)

5. Burtscher, M., Ratanaworabhan, P.: FPC: A high-speed compressor for double-precision
floating-point data. IEEE Transactions on Computers 58, 18–31 (2009)

6. Chen, J.H., Choudhary, A., Supinski, B., DeVries, M., Hawkes, S.K.E.R., Liao, W., Ma,
K., Mellor-Crummey, J., Podhorszki, N., Sankaran, S.S.R., Yoo, C.: Terascale direct numer-
ical simulations of turbulent combustion using S3D. Comp. Sci. and Discovery 2(1)

7. Comer, D.: The ubiquitous B-Tree. ACM Comput. Surv. 11, 121–137 (1979)
8. Goeman, B., Vandierendonck, H., Bosschere, K.D.: Differential FCM: Increasing value pre-

diction accuracy by improving table usage efficiency. In: Seventh International Symposium
on High Performance Computer Architecture, pp. 207–216 (2001)



30 J. Jenkins et al.

9. Graefe, G., Shapiro, L.: Data compression and database performance. In: Proceedings of the
1991 Symposium on Applied Computing, pp. 22–27 (April 1991)

10. Ibarria, L., Lindstrom, P., Rossignac, J., Szymczak, A.: Out-of-core compression and de-
compression of large n-dimensional scalar fields. Computer Graphics Forum 22, 343–348
(2003)

11. Isenburg, M., Lindstrom, P., Snoeyink, J.: Lossless compression of predicted floating-point
geometry. Computer-Aided Design 37(8), 869–877 (2005); CAD 2004 Special Issue: Mod-
elling and Geometry Representations for CAD

12. Iyer, B.R., Wilhite, D.: Data compression support in databases. In: Proceedings of the 20th
International Conference on Very Large Data Bases, VLDB 1994, pp. 695–704. Morgan
Kaufmann Publishers Inc., San Francisco (1994)

13. Wu, K., Ahern, S., Bethel, E.W., Chen, J., Childs, H., Cormier-Michel, E., Geddes, C.,
Gu, J., Hagen, H., Hamann, B., Koegler, W., Lauret, J., Meredith, J., Messmer, P., Otoo,
E., Perevoztchikov, V., Poskanzer, A., Prabhat, Rubel, O., Shoshani, A., Sim, A., Stockinger,
K., Weber, G., Zhang, W.-M.: FastBit: interactively searching massive data. Journal of
Physics: Conference Series 180(1), 012053 (2009)

14. Ku, S., Chang, C., Diamond, P.: Full-f gyrokinetic particle simulation of centrally heated
global ITG turbulence from magnetic axis to edge pedestal top in a realistic Tokamak geom-
etry. Nuclear Fusion 49(11), 115021 (2009)

15. Lindstrom, P., Isenburg, M.: Fast and efficient compression of floating-point data. IEEE
Transactions on Visualization and Computer Graphics 12, 1245–1250 (2006)

16. Sinha, R.R., Winslett, M.: Multi-resolution bitmap indexes for scientific data. ACM Trans.
Database Syst. 32 (August 2007)

17. Wang, W.X., Lin, Z., Tang, W.M., Lee, W.W., Ethier, S., Lewandowski, J.L.V., Rewoldt,
G., Hahm, T.S., Manickam, J.: Gyro-kinetic simulation of global turbulent transport proper-
ties in Tokamak experiments. Physics of Plasmas 13(9), 092505 (2006)

18. Westmann, T., Kossmann, D., Helmer, S., Moerkotte, G.: The implementation and perfor-
mance of compressed databases. SIGMOD Rec. 29(3), 55–67 (2000)

19. Witten, I.H., Moffat, A., Bell, T.C.: Managing Gigabytes: Compressing and Indexing Docu-
ments and Images, 2nd edn. Morgan Kaufmann (1999)

20. Wu, K.: Fastbit: an efficient indexing technology for accelerating data-intensive science.
Journal of Physics: Conference Series 16, 556 (2005)

21. Yiannakis, S., Smith, J.E.: The predictability of data values. In: Proceedings of the 30th An-
nual ACM/IEEE International Symposium on Microarchitecture, MICRO 30, pp. 248–258.
IEEE Computer Society, Washington, DC (1997)

22. Zobel, J., Moffat, A.: Inverted files for text search engines. ACM Computing Surveys 38(2)
(July 2006)

23. Zukowski, M., Heman, S., Nes, N., Boncz, P.: Super-scalar ram-cpu cache compression. In:
Proceedings of the 22nd International Conference on Data Engineering, ICDE 2006. IEEE
Computer Society, Washington, DC (2006)



 

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 31–38, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Prediction of Web User Behavior by Discovering 
Temporal Relational Rules from Web Log Data 

Xiuming Yu1, Meijing Li1, Incheon Paik2, and Keun Ho Ryu1,2 

1 Database / Bioinformatics Laboratory, Chungbuk National University, South Korea 
{yuxiuming,mjlee,khryu}@dblab.chungbuk.ac.kr 

2 The University of Aizu, Aizu-Wakamatsu, Fukushima, Japan 
paikic@u-aizu.ac.jp 

Abstract. The Web has become a very popular and interactive medium in our 
lives. With the rapid development and proliferation of e-commerce and Web-
based information systems, web mining has become an essential tool for disco-
vering specific information on the Web. There are a lot of previous web mining 
techniques have been proposed. In this paper, an approach of temporal interval 
relational rule mining is applied to discover knowledge from web log data. 
Comparing our proposed approach and previous web mining techniques, the 
attribute of timestamp in web log data is considered in our approach. Firstly, 
temporal intervals of accessing web pages are formed by folding over a peri-
odicity. And then discovery of relational rules is performed based on constraint 
of these temporal intervals. In the experiment, we analyze the result of relation-
al rules and the effect of important parameters used in the mining approach. 

Keywords: the Web, e-commerce, web log data, temporal interval, relational 
rules. 

1 Introduction 

Recently, the Web has become an important channel for conducting business transac-
tions. With the rapid development of web technology, the Web has become an impor-
tant and favorite platform for distributing and acquiring information. The data  
collected automatically by the Web and application of web servers represents the 
navigational behavior of web users. Web mining is a technology to discover and ex-
tract useful information from web log data. Because of the tremendous growth of 
information sources, increased interest of various research communities, and recent 
interest in e-commerce, the area of web mining has become vast and more interesting. 

There are so many techniques of web, but most of previous studies have a common 
problem in that all those studies are limited without considering the temporal interval 
of web log data during the mining task, which may miss some of the time series cha-
racteristics. 

Temporal interval relational rule mining is a new approach to discover the relation-
ships among transactions; it involves temporal interval data. The advantage of tem-
poral interval data mining is presented in [1]. In this paper, we apply the approach of 
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temporal interval relation rule mining to web usage mining. Infrequent events can be 
discarded after obtaining a large event set and uniform event set, and relational rules 
are generated from a generalized database that only includes the uniform events, 
which can reduce the scale of data set to perform an effective task. 

The reminder of this paper is organized as follows. In section 2, we present the de-
tail of the temporal relational rule mining from a web log via an example. In section 3, 
we run several experiments to show the result of the approach of temporal relational 
rule mining from web log data, and we discuss the effect of important parameters used 
in the mining approach. Finally, we summarize our work, present conclusions, and 
discuss future work in section 4. 

2 The Process of Mining Task 

This section presents the process of mining temporal interval relation rules from web 
log data. The process mainly includes data preprocessing and relation rules discovery.  

2.1 Data Preprocessing 

Generally, the data applied to the access patterns mining task is not fit to be used di-
rectly. The web log data should be converted into general temporal interval data. An 
operation of preprocessing is essential in order to avoid noise, outliers, and missing 
values. We introduce a process of preprocessing with an example.  

The aim of preprocessing is to obtain clean data that satisfies the format of relation 
rules mining task. An experimental data set is selected from the web log file that 
comes from an institution’s official web site, which it is used as experimental data in 
paper [2]. 

We remove the data with wrong statue numbers that start with the numbers 4 or 5 
and the irrelevant attributes for clarity. There are many attributes in one record of web 
log file, such as IP address, user id, time, method, URL, and so on. In this paper, we 
need the attributes of IP Address, Time, and URL; thus, the rest of attributes of Me-
thod, Status, and Size need to be discarded.  

The URLs always come with long strings, which make it difficult to distinguish the 
requested URLs of web log data in thousands of records, the URLs can be trans-
formed into code numbers for simplicity.  

There are also lots of noise data in the web log files caused by the breaking of 
loading web page, resulting in inability to obtain the URL of the page. These records 
also need to be removed. 

2.2 Relational Rules Mining 

After preprocessing of data is complete, we get more formal data. Different from 
previous approaches, the proposed approach contains three main steps: getting a large 
event set, getting temporal interval data, and getting access patterns using the ap-
proach of discovering temporal relational rules. 
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Getting Large Event Set. A Large Event Set (LES) is an event set that contains the 
events that satisfy a user specified minimum support threshold. The events in LES 
represent the transactions or objects with large proportion in the entire data set. In this 
paper, a web log file denotes a data set, and one web page is defined as an event and 
LES denotes the set of web pages that are accessed by web users with enough  
frequency over a period of time. An important definition for generating LES is user 
session. Here the user session time is defined as one hour for simplicity. Then, the 
example data is grouped by one hour for each web user. According to the experimen-
tal data, candidate event types are extracted and their supports are calculated. To cal-
culate the support count for each candidate, we need to count the visit times that are 
accessed by different web users. Finally, a user specified Minimum Support threshold 
for Large Event (MSLE) must be defined. MSLE denotes a kind of abstract level that 
is a degree of generalization. The support value will be determined by the proportion 
of web users accessing times of web pages. Selecting MSLE is very important; if it is 
low, then we can get a detailed event. If it is high, then we can get general events. In 
this example, MSLE is defined as 75%. In other words, if a web page is accessed by 
greater than 75% web users, then this web page can be denoted as a large event. After 
dealing with the entire example data, LES is obtained as shown in Table 1. 

Table 1. Large event set 

Event Type Support 
2 
4 
6 
7 

3 
3 
3 
4 

 

 

Fig. 1. Temporal interval graph 

Getting Uniform Event Set. The sequences that are only included in the above large 
event types table are expressed with temporal interval. As we know, events within an 
element do not have to occur at simultaneously. Window Size (WS) can be defined to 
specify the maximum allowed time difference between the latest and earliest occur-
rences of events in any element of a sequential pattern. In this paper, the value of WS 
is defined as 2. There are 12 windows generated in 24 temporal intervals according to 
access time, and the events are signed into the time line. So, the event sequences  
with temporal intervals are as shown in Fig. 1. A Uniform Event Set (UES) means 
that the set of events has occurred continuously. Uniform events in a sequence can be 
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summarized into one event with a temporal interval. A criterion for judging whether 
the event is uniform or non-uniform is needed; it is a Minimum Support threshold for 
Uniform Event (MSUE), and we define MSUE as a user-defined value of frequency 
of event that occurs in intervals, as was previously done in [3]. In this example, the 
frequency of each event in LES is calculated, and the candidates of uniform events are 
then obtained. Then, the uniform event set <{4}, {6}, {7}> is obtained from the can-
didate of uniform events, which satisfies the given value of MSUE 25%.  

Getting Generalized Database. In order to discover a candidate temporal interval 
relation, the Generalized Database (GD) has to be generated. A generalized event 
with the parameters of VS and VE means that an event has occurred continuously in 
the temporal interval [VS, VE]. According to the event types in the uniform event 
type set and the original data in the sorted database, the generalized database is 
created as shown in Table 2. There, VS is the start time of web user who accessed the 
web site (sequence in event type) that are only included in the uniform event type set. 
And VE is the last time of accessing the web site that is also contained in the uniform 
event type set. 

Table 2. Generalized database 

IP Address VS VE Event Type 
82.117.202.158 
82.117.202.158 
82.117.202.158 

1 
2 
3 

4 
5 
5 

4 
6 
7 

82.208.207.41 
82.208.207.41 

1 
2 

2 
5 

4 
7 

82.208.255.125 
82.208.255.125 

2 
5 

5 
5 

6 
7 

83.136.179.11 
83.136.179.11 
83.136.179.11 

1 
2 
4 

3 
6 
6 

4 
6 
7 

 

Fig. 2. Relations between events 

Getting Relational Rules. Any two intervals of the events have one relation. There 
are many types of relations between two events, such as before, meets, overlaps, 
starts, during, and so on. In this paper, we only consider the relations of before, meets, 
overlaps, during, and equals, as is shown in Fig. 2. Then, temporal interval relation 
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rules are generated from the generalized database as follows: first, we obtain all the 
candidate relation rules by comparing the time interval of each two event types. For 
example, for the first web user "82.117.202.158" in Table IV, the generalized event 
set contains three events <4, 6, 7>; we compare  with the time interval VS and VE of 
each two events <4, 6>, <4, 7> and <6, 7>. There are three relation rules, such as 4 
[overlaps] 6, 4 [overlaps] 7, and 7 [during] 6. Following this step, we can obtain all 
candidate relation rules. Then, after generating the candidate relation rules and calcu-
lating the supports of each candidate relation rule, a suitable value of user-defined 
Minimum Support threshold for Relation Rule (MSRR) is defined. In the example, we 
define the value of MSRR as 50%; it means that there are four web users. If there are 
at least two web users that satisfy a relation rule, then it is a frequent relation rule. 
After discarding the infrequent relation rules, the result of temporal interval relation 
rule is as shown in Table 3. 

Table 3. Relation rules 

Relation Rules Support 

4 [overlaps] 6 

7 [during] 6 

50% 

75% 

3 Experiments and Results 

This section presents several experiments based on the approach of temporal interval 
relational rule mining. The first experiment shows the real application of temporal 
interval relational rule mining for web mining. The other experiments show the effect 
of parameters of our approach, such as MSLE, MSUE, and MSRR. 

3.1 Data Set 

The first experimental data records the accessing information of web site 
(http://www.vtsns.edu.rs), requests to the institution’s official website on November 
16, 2009 which is referenced in the paper [4]. The other experimental data come from 
NASA Web log files (http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html) which is 
referenced in the paper [5].  

3.2 Result and Discussion 

Analysis of Result. In this section, we show the results that are obtained by applying 
the approach of discovering temporal relational rule mining to the above web log file. 
An experiment is performed with the above data after data preprocessing. At the step 
of getting a large event set, 7% is defined as the value of MSLE. In the step of getting 
uniform event set, 8% is defined as the value of MSUE; an event that is not a very 
frequently uniform set can be obtained, and 50% is defined as the value of MSRR. 
Then, we get the result of temporal interval relation rules as shown in Table 4. From 
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the result of the experiment, we can obtain the hidden information in the web log data. 
For example, for the rule “6 [before] 18”, we can determine that 55.6% of the web 
users who visit web site 18 (oglasna.php) always visit web site 6 (is-
pit_raspored_god.php) first. According to this discovery, the web site designer can 
improve the layout of web page; for instance, he can modify web page 6 by adding a 
hyperlink in web page 6 to web page 18. 

The application of our approach can be used to find the relationship between web-
sites. For example it can be used to find the relational merchandise on web sites. 
When a customer finishes his online shopping, it will show the next popular mer-
chandises that are also popular for the persons who purchased the same merchandise. 

Table 4. Experimental result 

Relation Rules Support 

6 [before] 7 

6 [before] 8 

6 [before] 18 

7 [meets] 8 

7 [before] 18 

8 [during] 18 

18 [before] 7 

30 [before] 8 

88.9% 

77.8% 

55.6% 

54.4% 

54.4% 

66.7% 

88.9% 

66.7% 

Effect of Parameters. Previous studies have shown the approach of access patterns 
mining using the approach of temporal relation rule mining. To discuss the effect of 
parameters used in the mining task, we perform some experiments. 

 

Fig. 3. Effect of parameter of MSLE 

Effect of MSLE. The process of getting a large event set aims at extracting the events 
that satisfy a user defined MSLE. It can discard the infrequent events to reduce the 
size of experimental database for reducing the search space and time and maintaining 
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the accuracy of the whole process of mining task. We compare the numbers of large 
events when the values of MSLEs are changed. The experimental result is shown in 
Fig. 3. We can see that the smaller the MSLE, the more generalized the LES. There 
always exists a value of MSLE, and from the value, the number of large events will 
not change, or will change very little. This value is always selected to be used as the 
value of MSLE in the experiment. 

 

Fig. 4. Effect of parameter of MSUE 

 

Fig. 5. Effect of parameter of MSRR 

Effect of MSUE. In the process of getting a uniform event set, the parameter of MSUE 
is used to judge whether the event is uniform or non-uniform. This step can discard 
the events that do not occur continuously to avoid the situation that a web user ac-
cesses a web page repeatedly in a short period of time. We perform the experiment by 
using the records from a processed database that only contains the events in LES. In 
this experiment, we compare the numbers of uniform events when the values of 
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MSUEs are changed. The experimental result is shown in Fig. 4. We can see that 
greater MSUE, the more uniform UES. There always exists a value of MSUE, from 
the value, the number of large events will not change, or it will change very little. 
This value is always selected to be used as the value of MSUE in the experiment. 

Effect of MSRR. In the process of getting relation rules, the parameter of MSRR is 
used to judge whether the candidate relation rules are frequent. This step can discard 
the infrequent rules that do not satisfy MSRR to exploit for the efficient discovery of 
relation rules. We perform the experiment by using the candidate relation rules that 
contain 450 rules. In this experiment, we compare the numbers of relation rules and 
the values of MSRRs. The experimental result is shown in Fig. 5. We can see that 
greater MSRR, the more efficient the relation rules. In other words, if specific rules 
need to be obtained, then the value of MSRR should be greater. 

4 Conclusion and Future Research 

In this paper, we presented the application of mining access patterns via discovering 
the temporal interval relation rules in web log data. In the process of mining task, a 
novel approach of data preprocessing and relation rules mining method are intro-
duced: removing irrelevant data and discarding irrelevant attributes and missing value 
data are used to obtain cleaning data; Getting large event set, uniform event set, and 
relation rules is the main steps of discovery of temporal interval relation rules. This 
approach can help web site designers to improve the layout of web pages and make 
the web pages more comfortable for web users. We can also uncover some hidden 
information about the relationships between web pages via the result of mining task. 

In future works, we will find a more efficient algorithm for access patterns mining, 
and more efficient way for preprocessing the data in web log files. 
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Abstract. In this paper, a hybrid approach is presented as a new tech-
nique for text categorization, based on machine learning techniques such
as Vector-Space Model combined with n-grams. Given a specified con-
tent this technique takes care of choosing from different categories the
one that best matches it. FLERSA is an annotation tool for web con-
tent where this technique is being used. The hybrid approach provides to
FLERSA the capability for automatically define semantic annotations,
determining the concepts that the content of a web document deals with.

Keywords: semantic annotation, vector space model, n-gram, FLERSA,
information retrieval, semantic web.

1 Introduction

One of the main issues to be resolved in order to progress towards the Semantic
Web is how to convert existing and new unstructured web content that can be
understood by humans into semantically-enriched structured content that can
be understood by machines.

The semantic markup of web documents is the first step towards adapting un-
structured web content to the Semantic Web. Annotation consists of assigning
a note to a specific portion of text. The note assigned contains semantic infor-
mation in the form of metadata in order to establish a link between a reference
ontology [5] and the specific part of text which is being marked-up.

FLERSA (Flexible Range Semantic Annotation) is our annotation tool for
web content. The tool has been developed over a CMS and allows both manual
[6] and automated annotation of web content [7].

The main contribution of this paper is to present our hybrid approach for
text categorization applied to create automated semantic annotations on web
documents, and to illustrate its performance in FLERSA, a tool in which this
approach has been implemented. The paper begins with the theoretical basis of
our approach; then, the paper undertakes a detailed study of the hybrid approach
proposed; finally, the paper ends with the approach evaluation in the physiology
area, conclusions and bibliography.

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 39–47, 2012.
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2 The Hybrid Approach

This section presents our proposal for text categorization based on theoreti-
cal principles such as Vector-Space Model combined with n-grams. First, the
theoretical basis of the study is summarized. Next, our hybrid approach is pre-
sented, demonstrating its performance through an illustrative example. Finally,
how FLERSA implements and benefits from the approach is shown.

2.1 Theoretical Basis

In the Vector-Space Model [8], each document in a collection is considered to
be a weight vector in a space of T dimensions where T is the number of different
terms that appear in the collection.

Di = (di1, di2, di3, ..., dit). (1)

Equation 1 represents a document in a Vector-Space of T dimensions. dij is the
weight of the j-nth term for the document Di.

The Vector-Space Model, when calculating the weight of a term in a document,
takes into account the following aspects:

– The frequency of occurrence in the document, tf [4]. The most repeated
words in a document are, in principle, more relevant than those less used.

– The number of documents in the collection in which the term appears, df
[3]. The most common terms in the collection will be less relevant than the
rarest.

– The length of the document, to ensure that all documents behave similarly
regardless of their length. In other words, there is no relationship between
relevance and length.

The Vector-Space Model works as follows:

– Equation 2 is calculated for each term belonging to the documents in the
collection. When working with retrieval information systems, the same pro-
cedure is needed for queries.

wi,j = tfi,j ∗ log
(

D

dfj

)
. (2)

where,
• tfi,j is the number of times j-nth terms occurs in the i-nth document.
• dfj is the number of documents containing the j-nth term.
• D is the number of documents in the collection.

– Given a query, it is possible to measure the similarity between the query
vector and vectors belonging to the document collection using the cosine
equation 3.

Sim(Q,Di) =

∑
iwQ,jwi,j√∑

j w
2
Q,j

√∑
i w

2
i,j

. (3)
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This model is well known and commonly used for categorization of text given
that systems based on it can be easily trained. However, it has several limitations:

1. It is very calculation-intensive. From the computational standpoint it is very
slow, requiring a lot of processing time.

2. Each time a new term is added into the term space, recalculation of all
vectors is needed.

3. The model presents false negative/positive matches when working with doc-
uments with similar content.

In computational linguistics context [1], an n-gram is a contiguous sequence of
n items from a given sequence of text or speech. These items can be phonemes,
syllables, letters or words according to the application.

In the present work, the n-gram concept refers to a contiguous sequence of
alphabetic characters separated from other sequences by a space or a punctuation
mark. An n-gram, therefore, matches with what is commonly called “word” in
its orthographic dimension.

The letter “n” in “n-gram” is a mathematical symbol that is used to evolve
the whole series of natural numbers, i.e. numbers from one (1, 2, 3 ...). The three
types of n-grams that are considered in the present work are: the “monograms”,
also called “unigrams” or “1-grams’, and refer to individual words (e.g. ”white”);
the “bigrams’ or “2-grams” which are strings of two words (e.g. “white blood”);
finally, the “trigrams” or “3-grams” which are unified formations of three words
(for example, “white blood cells”).

2.2 Our Hybrid Approach

When the FLERSA tool was being developed, the automated semantic anno-
tation process needed a machine learning technique to determine the concepts
that the content of a web document deals with. We needed to obtain an effective
categorization technique which could be used for the automated creation of se-
mantic annotation. Our research derived from this need, and led to the creation
of our approach.

The majority of machine learning techniques we studied, including the Vector-
Space Model, rely on statistical calculations of individual lexical frequencies (i.e.,
single word counts) to estimate the concept that a document deals with, on the
assumption that such lexical statistics are sufficiently representative of infor-
mative content. These kinds of estimations assume words occur independently
from each other, ignoring the compositional semantics of language and caus-
ing several problems, such as ambiguity in understanding textual information,
misinterpreting the original informative intent, and limiting the semantic scope
of text. These problems reduce the accurate estimation of concepts that web
documents are involved in, and hence decrease the effectiveness of automated
annotation process.
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Our hybrid approach proposes the use of lexical statistics, such as the Vector-
Space Model, combined and enriched with n-grams, with the aim of enhancing
the estimation of the concept that a document deals with, avoiding inherit prob-
lems from the Vector-Space Model, explained before, that cause erroneous results
like false negatives and false positives.

In the Vector-Space Model a relationship exists between the frequency and
informative content of terms. Based on this, we propose to use monograms, bi-
grams and trigrams as terms when calculating the Vector-Space Model equations.
Monograms are made up of single words, bigrams by words taken in pairs and
trigrams by words taken three at a time. Web document statistics are modelled
using n-grams, which are contiguous sequences of parts of a sentence, extracted
from text. This proposal takes into account the semantic interrelationship be-
tween words that make up sentences, in order to enhance the effectiveness of
concept estimations.

Table 1. Our Hybrid Approach Representation Scheme

Term WC1iWC1iWC1i WC2iWC2iWC2i ... WCNiWCNiWCNi WQiWQiWQi

n− gram1

n− gram2 CORPUS QUERY
... WEIGHTS WEIGHTS

n− gramN

The statistical scheme proposed by our hybrid model (Vector-Space Model
combined with n-grams) is shown graphically in table 1. Some considerations:

– Weights are calculated following the equation 2

– Column WCi shows the weights of concept “C” for i-nth term

– Column WQi shows the weights of query for i-nth term

When building a hybrid approach model applied to a specific area, a Corpus
of texts is needed for each concept to be modeled. Then, n-grams (monograms,
bigrams and trigrams) are extracted from the Corpus texts and weights are calcu-
lated according to equation 2. Finally, the similarity equation 3 is calculated for
each concept-query pair. Similarity analysis is done separately for monograms,
bigrams and trigrams and their values are weighted according to equation 4
shown below.

SimGlobal(Q,Ci) =α · SimTri(Q,Ci) + β · SimBi(Q,Ci)

+γ · SimMono(Q,Ci), where α+ β + γ = 1.
(4)

The determination of the most appropriated weights (α, β and γ) for equation
4 is beyond of the scope of this paper. The weights should be experimentally
adapted depending on the knowledge area where they are used.
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2.3 The Hybrid Approach Implementation

In spite of the disadvantages presented by the Vector-Space Model, it suits the
automated semantic process perfectly, as well as the task of determining the
concept that deals with a text fragment that is being marked-up.

We realised that in the semantic annotation context, concepts are used instead
of categories, and there are annotations (text fragments) rather than documents,
however, the categorization problem remains the same in essence. The FLERSA
tool’s capacity to resolve the disadvantages of the Vector Model is addressed as
follows:

1. Calculation-intensive. Since the calculation of equation 3 is expensive in
terms of computational time, the FLERSA tool pre-computes the denomina-

tor element (
√∑

i w
2
Ci,j) which is independent of the query vector, providing

adequate response times for users of the automated annotation system.
2. Term changes. The knowledge worker is responsible for providing a ba-

sic Corpus from which to begin the training process. For each concept the
system works with, the Corpus supplies at least one text (in the form of
manual annotation) that contains words (used as terms) closely related with
the concept that they evoke. Weights are computed for training terms and,
gradually, new terms can be incorporated into the Corpus as the web content
and semantic annotations grow. Term changes occur infrequently. Recalcula-
tion of all vectors is only necessary when the knowledge worker validates new
annotations suitable for inclusion in the Corpus. The recalculation process
is executed explicitly by the knowledge worker from a back-end application.
The FLERSA tool follows a “pay as you go” approach [2]. The longer the
knowledge worker spends on “fine tuning” the system, the better the results
of the hybrid approach will be.

3. False matches. The Vector-Space Model does not specify which elements of
a document must be used as terms. That is to say, use of words is not required
and other possibilities are admitted, such as n-grams. The FLERSA tool uses
n-grams (sequence of words) for ensuring low error rates when determining
the concept a text fragment deals with.

Figure 1 illustrates the overall data flow for the hybrid approach to text catego-
rization. The square boxes represent states and the oval boxes actions. As can
be seen, the automated semantic annotation process consists of 4 steps which
are described below:

– Step 1: A new input text arrives at the system for classification.
– Step 2: The input text n-gram frequency profile is computed following equa-

tion 2. The system has pre-computed profiles for each concept modelled in
the Corpus annotations.

– Step 3: The system compares the input text profile against the pre-computed
profiles of each of the concepts modelled in the system. An easily-calculated
distance measure following equation 3 is used. Similarities of monograms,
bigrams and trigrams are calculated separately, so a weighted value of simi-
larity values is needed, as in equation 4.
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Fig. 1. Dataflow for text categorization

– Step 4: The system classifies the text fragment as belonging to the concept
having the highest similarity. It also considers the possibility of not classi-
fying the input text when its similarity value is less than a threshold value,
so text fragments belonging to foreign categories are assigned no category.
When a text fragment is satisfactorily classified as passing the threshold
value, a semantic annotation is created in which categorization information
is included.

3 Evaluation of the FLERSA Tool

The aim of this section is to evaluate the quality and effectiveness of the auto-
mated semantic annotation process. An evaluation environment has been built
for this purpose; it is made up of a domain ontology, a set of test articles and
two Corpus.

3.1 Environment

A complete content infrastructure has been created that enables testing of the
component functionality: an ontology for physiology, two sets of articles for train-
ing the automated semantic annotation system and 52 example articles. The
environment is accessible at http://www.scms.es/physiology, using user and
password: “demo”.

The ontology shown in Figure 2 works as a taxonomy from which concepts of
the test environment are sorted. It is used to establish links between concepts and
semantic annotations according to the issue that they deal with. The high level
concept “human physiology” was created in order to provide the framework for

http://www.scms.es/physiology
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Fig. 2. Physiology taxonomy

working with global automated annotations. Nine subconcepts associated with
human systems have been considered, namely: blood, digestive, endocrine, excre-
tory, homeostasis, muscular, nervous, respiratory and sensory. They have been
used for determining the human system that is discussed in a web document.

For local automated annotations, glands belonging to the human endocrine
system have been considered. There are nine subconcepts associated with glands
under consideration: adrenal, adrenal cortex, adrenal medulla, endocrine pan-
creas, parathyroid, pineal, pituitary, thyroid and sex organs. These specialized
concepts have been used for determining the issue that deals with a specific
paragraph within a web document during the local automated annotations pro-
cess.

Regarding the set of articles for training, specific articles were sized (about
20K characters each) for each of the concepts (categories) detailed above. These
articles work as a Corpus, from which the n-gram frequency profiles were com-
puted to represent each of the concepts. The global Corpus is used for automated
annotations of the entire text of a web document. It is made up of selected in-
formation collected by the knowledge worker that will be used for determining
the system that is to be discussed in a web document. The local Corpus was
also developed by the knowledge worker and it is used for generating automated
annotations at paragraph level on web documents.

Finally, a set of test articles was made up of 52 articles that deal with different
human diseases. The evaluation process was intended to check if the hybrid
approach was able to determine the human system discussed in these articles,
at both global and local level. Additionally, foreign articles dealing with foreign
concepts such as wines and pizza types were included, in order to test how the
system worked with information from other scopes.
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3.2 Results

The weights used for equation 4 were α = 0.57, β = 0.28 and γ = 0.15. The
same values were used for automated annotations, at both global and local level.
A threshold value was also used so that a semantic annotation would be created

Table 2. Summary of automated annotation results

Concept Type Chars 1-gram 2-grams 3-grams Correct False- False+

Adrenal cortex Local 3811 286 522 580 100,00% 0,00% 0,00%
Adrenal gland Local 3138 188 325 349 100,00% 0,00% 0,00%
Adrenal medulla Local 2234 202 330 357 100,00% 0,00% 0,00%
Endocrine pancreas Local 10756 613 1280 1457 90,57% 9,43% 0,00%
Parathyroid gland Local 2817 248 410 451 100,00% 0,00% 0,00%
Pineal gland Local 6004 408 624 669 80,00% 0,00% 20,00%
Pituitary gland Local 5121 365 740 881 92,31% 0,00% 7,69%
Sex organs Local 1788 241 352 361 25,00% 75,00% 0,00%
Thyroid gland Local 16278 905 1793 2009 100,00% 0,00% 0,00%
Blood system Global 17540 793 1841 2079 57,14% 0,00% 42,86%
Digestive system Global 24726 941 2360 2669 75,00% 0,00% 25,00%
Endocrine system Global 18882 721 1723 2017 85,71% 14,29% 0,00%
Excretory system Global 18359 719 1687 1939 60,00% 0,00% 40,00%
Homeostasis Global 12007 582 1192 1329 0,00% 0,00% 100,00%
Muscular system Global 8063 427 771 877 50,00% 50,00% 0,00%
Nervous system Global 25996 1052 2500 2837 50,00% 0,00% 50,00%
Respiratory system Global 13486 605 1324 1495 75,00% 0,00% 25,00%
Sensory system Global 20848 918 2107 2380 100,00% 0,00% 0,00%
Average 11769 567 1215 1374 87,69% 6,15% 6,15%

only when the similarity value passed the threshold value. The threshold was set
to 0.07 for local automated annotations and was set to 0.1 for global automated
annotations.

The tests were conducted from the 52 test articles; 195 different automated
semantic annotations were taken: 143 at the local level and 52 at a global level.

The shown data in table 2 summarizes several kinds of information that were
obtained during the evaluation process: column 1 shows the different concepts
that were considered, column 2 indicates the concept scope, columns from 3 to
6 show statistical information about the size and number of n-grams that make
up the Corpus, columns from 7 to 9 are percentages of correct annotations and
false negatives/positives, respectively.

Regarding the results obtained, initially the automated annotations system
worked quite well although some errors took place. As the Corpus was updated,
and validated annotations incorporated into it, the overall effectiveness of the
automated annotation system was increased. We are satisfied with the results
obtained. Although we are in the early stages, the success-rate hits of the hy-
brid approach in automated semantic annotation is encouraging. When working
with the hybrid approach technique, it is worth highlighting the importance of
knowledge worker on the training process in order to obtain satisfactory results.
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4 Conclusions and Future Work

In this paper, a hybrid approach has been presented, in which the Vector-Space
Model is combined with n-grams to provide a more effective text categorization
technique.

In our approach, the Vector-Space Model has been enriched with n-grams in
order to avoid problems such as ambiguity in understanding textual information,
misinterpreting the original informative intent, and limiting the semantic scope
of texts.

The hybrid approach is suitable for use in information retrieval systems, and
it has been implemented in an annotation tool called FLERSA. It is used in the
automated annotation process for determining the concepts that a web document
deals with. A test environment was prepared and an evaluation process was
undertaken. The results obtained demonstrate that using n-grams avoids inherit
problems from Vector-Space Model that cause wrong results.

We are currently still working in FLERSA, refining the automated annotation
process based on the hybrid approach presented in this paper. As regards future
work, the next step will be to continue the experimentation in specific domains
such as educational or medical environments.
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Abstract. In this paper, we face the problem of extracting spatial re-
lationships from geographical entities mentioned in textual documents.
This is part of a research project which aims at geo-referencing docu-
ment contents, hence making the realization of a Geographical Informa-
tion Retrieval system possible. The driving factor of this research is the
huge amount of Web documents which mention geographic places and
relate them spatially. Several approaches have been proposed for the
extraction of spatial relationships. However, they all assume the avail-
ability of either a large set of manually annotated documents or complex
hand-crafted rules. In both cases, a rather tedious and time-consuming
activity is required by domain experts. We propose an alternative ap-
proach based on the combined use of both a spatial ontology, which de-
fines the topological relationships (classes) to be identified within text,
and a nearest-prototype classifier, which helps to recognize instances of
the topological relationships. This approach is unsupervised, so it does
not need annotated data. Moreover, it is based on an ontology, which
prevents the hand-crafting of ad hoc rules. Experimental results on real
datasets show the viability of this approach.

1 Introduction

For decades, the spatial databases of Geographic Information Systems (GIS)
have been considered the main collector of geographic information. With the
advent of the Web, this is becoming less and less true. Nowadays, much geo-
graphical information resides in unstructured format in web resources, such as
Web pages [8], and there is an emerging trend to query Web search engines by
specifying geographic entities. This poses new challenges to GIS scientists since
geographical knowledge is no longer well structured as it used to be in traditional
GIS, it is often incomplete and fuzzy in nature, and its semantics is more difficult
to express due to the ambiguity of the natural language representation. In recent
years, particular attention has been paid to the design of Geographic Information
Retrieval (GIR) systems which augments information retrieval with geographic
metadata and enables spatial queries expressed in natural language. The task is
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very demanding and the greatest challenge is to bridge the semantic gap between
the formal models used in GIS technology and the informal human’s description
of the spatial information available in textual documents. Documents can be
analyzed to recognize geographic information (e.g., place names and their at-
tributes) which can be used to populate a GIS [11]. A more comprehensive view
of the spatial information contained in a document goes beyond the extraction
of geographic places and their properties, considering also the information on
the spatial arrangement (or spatial relationships) holding over geographic en-
tities. The extraction of spatial relationships from documents can thus play a
prominent role to improve modern GIS and to design advanced functionalities
such as, spatial querying, spatial analysis, and spatial reasoning [2].

Works on the extraction of spatial relationships have concentrated basically
on two main research lines. In the first one, spatial relationships to be extracted
are structured in ad hoc templates which can be filled with the spatial terms
present in the text [5]. These templates are manually encoded and identify only
specific relationships, which often do not correspond to well-established topolog-
ical, distance, and directional relationships [10], and are therefore of limited use.
In the second research line, the focus is on the recognition of topological, dis-
tance, and directional relationships by means of models learned from annotated
documents [12].

A common and brittle assumption of these methods [5,10,12] is the availability
of a large set of relations previously recognized and extracted from manually
annotated documents. Actually, this contrasts with the more common situation
in which we have an abundance of unannotated documents and any manual
intervention could be expensive especially because of the inherent complexity
of the activity of annotation of relations. Indeed, the identification of a relation
within a text requires first the recognition of the objects (in the case of geographic
documents, place names) involved in the relations and then the recognition of
relations of interest by discriminating them from those uninteresting which can
equally be present in the document.

In this paper we propose an alternative approach to extract relationships be-
tween geographic places. Specifically, we focus on the extraction of topological
relationships between two regions [3]. The proposed approach is based on the
combined use of both a spatial ontology, which prevents the hand-crafting of
ad hoc rules, and a nearest-prototype classifier [9], which helps to automatically
recognize instances of the topological relationships within text. The spatial on-
tology is exploited to determine the prototypes of the topological relationships,
which, in the classification task, correspond to representatives of the classes. Dif-
ferently from existing works, we follow an unsupervised approach since neither
classified data (annotated geographic documents) nor classes of relationships are
supposed to be available.

The paper is structured as follows. In Section 2 we describe our approach to
document pre-processing, use of spatial ontologies and nearest-prototype tech-
nique. A case study with real geographic documents is presented in Section 3.
Finally, conclusions are drawn.
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2 Topological Relation Extraction

Before describing our proposal, we introduce some useful terms. Names of geo-
graphic places within text are called geo-entities in accordance with the usual
practice of considering words with a proper noun as named entities. Geo-entities
concern specific spatial objects endowed of a locational property defined on a geo-
referenced system. Given two spatial objects, their locational properties implic-
itly define their spatial relations. In this work, we focus on topological relations
which are invariant under topological transformations, such as rotation, trans-
lation, and scaling. Their semantics is precisely defined by the nine-intersection
model [3] and depends on the physical representation (e.g., punctual, linear and
areal) of the involved spatial objects. For areal objects considered in this work,
only eight topological relations are possible, namely {disjoint, covers, covered by,
contains, inside, meet, overlap, equal}. Spatial ontologies describe and formal-
ize knowledge on spatial and geographical concepts. They are used to support
reasoning in various application domains where space plays a central role.

The extraction of topological relations between two regions is realized through
a framework which includes both pre-processing and nearest-prototype classifi-
cation techniques (Figure 1). The pre-processing techniques extract dependency
relations between two geo-entities. These correspond to grammatical relations
which connect two geo-entities within text and, in the structure of a discourse,
can express spatial relations between the two geo-entities. Extracted dependen-
cies are classified by means of some prototypes which are obtained from a spa-
tial ontology. Classification is based on the textual dissimilarity between the
extracted dependencies and the prototypes of the topological relationships.

A toy example follows. Consider the sentence “The Thames flows through
London”. The component Geographic document pre-processing produces the de-
pendency relation which involve the recognized geo-entities “Thames”, “Lon-
don”. The dependency is built with the grammatical relations which involve the
words present in the sentence and the two geo-entities. By exploiting a spa-
tial ontology, the component Determination of prototypes produces a text-based
representative of each topological relationship {disjoint, covers, covered by, con-
tains, inside, meet, overlap, equal}. Finally, the component Nearest-prototype
technique classifies the dependency between “Thames” and “London” with one
of the eight admissible topological relationships. The class is determined as the
topological relationship closest to the dependency relation.

2.1 Geographic Document Pre-processing

The geographic document pre-processing component pipelines some natural
language processing tools available in Stanford CoreNLP1. It returns the depen-
dency relations in the documents together with lexical, syntactic and domain-
specific annotations for each word occurring in a dependency relation. The
pipeline is so composed:

1 http://nlp.stanford.edu/index.shtml

http://nlp.stanford.edu/index.shtml
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Fig. 1. Overview of the proposed unsupervised framework

Segmentation. Each document is first split into linguistic units (tokens and
words) and then segmented into sequences of words, namely sentences.

POS tagging. Morpho-syntactic categories are automatically assigned to the
words in the sentences.

Lemmatization. Words denoting grammatical variants are converted to normal
or root forms.

Geo-Entity Recognition. The names of geographic places are identified by
means of gazetteers automatically created with the geographic names database
available in Geonames.2

Dependency Graph Extraction. For each sentence, a graph-based structure
is generated with the annotations of POS tagging. Nodes correspond to words
while edges correspond to grammatical relations between two words. A gram-
matical relation is represented as a triple composed of the type of relation, word
which defines the relation and word object of the relation. A path (afterwards
dependency path, DP) which links two geo-entities (words) denotes a dependency
relation. Since a sentence (and therefore its associated graph) can report mul-
tiple geo-entities, several DPs can be extracted from a sentence. Nevertheless,
there is only one DP connecting two geo-entities. It can express a topological
relation between the two geo-entities and the prototype-based classification aims
to recognize this.

2.2 Prototype-Based Classification

In prototype-based classification, prototypes of the classes are generated by ei-
ther selecting representatives from the classified data or generating new rep-
resentatives ad-hoc [1]. In the problem at hand, the unavailability of classified
data constrains us to construct the prototypes of topological relationships, so we
propose to leverage the spatial knowledge acquired in spatial ontologies to de-
fine these prototypes. At this aim, we consider the SUMO ontology [7] because,
besides offering a formal definition of spatial relationships, it also presents an

2 http://geonames.org/, retrieved on February, 2012.

http://geonames.org/
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unstructured and textual description of these relationships based on the lin-
guistic ontology Wordnet. We exploit this textual information to determine a
structured and computable representation of the prototypes of the relationships.
Only one prototype is constructed from the textual information associated to
one topological relationship present in SUMO. This representation is operatively
produced by means of the pipeline described in Section 2.

Following the blueprint of prototype-based classification [9], the class to assign
to each DP is determined as the topological relationship whose prototype is the
closest one to the DP. In particular, the representation of DPs and prototypes in
terms of textual and linguistic features suggests us to use a semantic dissimilarity
measure. Therefore, the class of each DP is identified by the prototype which
has the smallest dissimilarity measure with the DP.

3 Case Study

A case study was conducted on a corpus of geographic documents populated
with the Featured Articles wiki-pages of the category ”Geography and places”3.
It comprises one hundred and twenty-three wiki-pages (retrieved on January
2012) that totally include 1088 sentences and 3631 geo-entities (9.98 sentences
per document). Two datasets of DPs were obtained, one (denoted as DPnc) pro-
duced by the pipeline illustrated in the section 2.1, the other one (denoted as
DPwc) produced by processing the DPs of DPnc with a technique of Co-reference
Resolution. Such a technique solves the references to geo-entities reported with
the pronouns or common nouns. This allows us to consider DPs in the classifi-
cation process which otherwise would have been discarded. As decision function
for the nearest-prototype technique, we consider the Lin [6] and Jiang & Con-
rath [4] semantic dissimilarity measures which can exploit the is − a hierarchy
arrangement in Wordnet.

Case Study Design. In the SUMO ontology, thirty spatial relationships are
reported, nineteen of which have a natural language description. These include
the eight topological relationships. A preliminary inspection revealed that the
natural language description is not even coherent with the hierarchical orga-
nization of the ontology. Indeed, the semantic dissimilarities computed on the
topological relationships revealed that the relationships having the same father
can be actually associated to dissimilar DPs and, conversely, similar DPs can be
classified as relationships positioned far apart in the ontology. Therefore, we de-
rived five groups containing very similar relationships, and we manually assigned
one topological relationship to each group. The assignment is reported in Ta-
ble 1: disjoint, equal, overlaps are associated to no relationship in the ontology
(distance, orientation are not topological).

Evaluation Scheme. Evaluation was conducted on the results of nearest-
prototype technique, namely the topological relationships found in documents,

3 http://en.wikipedia.org/wiki/Wikipedia:Featured articles#Geography

and places

http://en.wikipedia.org/wiki/Wikipedia:Featured_articles#Geography_and_places
http://en.wikipedia.org/wiki/Wikipedia:Featured_articles#Geography_and_places
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Table 1. The grouped spatial relationships and the corresponding topological ones

Groups in the ontology Topological relationships
meetsSpatially, fills meet
partiallyFills covers
partiallyFills coveredBy
propertPart, part, located contains
propertPart, part, located inside
distance −
orientation −
− disjoint
− equal
− overlap

with respect to ground truth. In particular, we evaluated the performances by
means of Precision and Recall along two main perspectives: the used dissimilar-
ity measures and the topological relations to be recognized.

Ground truth was defined in terms of qualitative topological relationships by
exploiting the geographic quantitative information available in the geographic
database Geonames (such as latitude, longitude coordinates). We combined it
to derive the likely topological relationship between the geo-entities involved in
each extracted DP.

Results. The classification process is performed on the two datasets described
above. The dataset DPnc (without co-references) amounts to 6650 DPs (6.11 DPs
per sentence) while DPwc (with co-references) to 7954 (7.31 DPs per sentence).
We report only the evaluation for the topological relationships that Geonames
database allows to identify, as discussed above. In Table 2, we have % relation-
ships in Ground Truth as the frequency of the topological relationships (fifth
column) in the ground truth and % classified in DPs as the frequency of the
DPs classified out of those in the ground truth.

The first consideration on the results concerns the difference of the number
of relationships existing in DPnc with respect to DPwc. Indeed, the co-reference
analysis leads to increase the number of relationships of kind meet (32.74) and
contains (24.71), while the occurrences of inside decrease proportionally in a set
greater than DPs, namely DPwc. This recurs also in the classification results.
We have a greater set of the classified DPs in correspondence of a greater set of
ground truth for Lin measure, and a smaller set of DPs (43) with a smaller set of
labels (39,56) for J&C. Correspondingly, the values of F-score are encouraging
considering that the approach works without any supervision on documents: in
the case of DPnc, we have values of average F-score with Lin measure higher
than those with J&C. This is mainly due to the differences of values produced
by the measures and, therefore, to their different computation. Indeed, the J&C
measure can return two types of values: i) negative values, which are difficult
to handle as dissimilarities, and ii) values included in a very wide range, which
can lead dissimilar DPs to be labeled with the same topological relationship.
Instead, the Lin measure returns a scaled value which allows to attribute equal
importance to similar DPs with respect to the same topological relationship.
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Table 2. Evaluation of the classified DPs

Dataset% classified
in DPs

% relations
in ground
truth

Dissimilarity
measure

Topological
relations

Evaluation

Precision Recall F-score avg
F-score

33,3 22,8 meet 0,581 0,585 0,582
48,12 24,15 Lin contains 0,865 0,597 0,706 0,665
48,12 42,45 inside 0,865 0,597 0,706

DPnc 29,29 22,8 meet 0,520 0,525 0,522
44,69 24,15 J&C contains 0,900 0,529 0,666 0,618
44,69 42,45 inside 0,900 0,529 0,666
34,56 32,74 meet 0,5840 0,632 0,607
54,59 24,61 Lin contains 0,8330 0,706 0,764 0,712
54,59 39,56 inside 0,8330 0,706 0,764

DPwc 32,86 32,74 meet 0,5310 0,645 0,582
43 24,61 J&C contains 0,7956 0,4625 0,585 0,584
43 39,56 inside 0,7956 0,4625 0,585

This different behaviour of the measures seems to justify also the different avg
F-score between the two datasets where the Lin measure outperforms the J&C
one.

Another consideration can be done on the performances obtained with the same
measure in the two datasets: the avg F-score with the Lin measure increases from
DPnc to DPwc while that with J&C has opposite behaviour. Indeed, considering
additionalDPs (namely, DPwc) improves the results only for themeet relationship
while decreases those for the other two relationships. This can be due also to pos-
sible errors originated in the co-reference resolution which, anyway, can introduce
relationships which involve erroneously geo-entities. An interesting aspect is the
performance exhibited with respect to the % classified DPs (second column): we
have high F-score (0.706, 0.764) in correspondence of the greater set of the classi-
fied DPs (those obtained with the Lin measure) while, when the framework recog-
nizes less topological relationships (e.g. 29.29), the performance decreases. This
can be indicative of the fact that, with huge sets of DPs, the framework could
exhibit very good performances. A final consideration can be done on the per-
formances with respect to the single relationships. In each experiment (dataset-
measure), we have the better F-score in correspondence of contains and inside.
This can be seemingly attributed to the fact that the group of spatial relationships
assigned to contains and inside (Table 1) enumerates three relationships against
two in the case of meet. Indeed, an higher number of spatial relationships could
lead a group to have an higher number of textual features (which represent a pro-
totype)with the probability to have an higher similaritywithDPs. Tomitigate this
bias, which could bemore evident with an unbalanced ontology, we normalized the
values of the dissimilarity by the number of such features.

4 Conclusions

In this work we investigated the problem of extracting spatial relations between
geo-entities. Our proposal follows an unsupervised approach which, differently
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from the most of alternative methods, disregards the too restrictive assumption
of the availability of training annotated documents. The framework integrates
a spatial ontology into a nearest-prototype classifier to label relationships ex-
pressed in text. The case study reported quite good performances as evaluated
with a (although not complete) ground truth and underline the influence of
knowledge acquired in the ontology on the final results: enriching the descrip-
tion of the spatial relationships of the ontology or insert new relationships could
be beneficial and provide a more accurate recognition of topological relationships.
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Abstract. Foundry is one of the activities that has contributed to evolve
the society, however, the manufacturing process is carried out in the same
manner as it was many years ago. Therefore, several defects may appear
in castings when the production process is already finished. One of the
most difficult defect to detect is the microshrinkage: tiny porosities that
appear inside the casting. Another important aspect that foundries have
to control are the attributes that measure the faculty of the casting to
withstand several loads and tensions, also called mechanical properties.
Both cases need specialised staff and expensive machines to test the
castings and, in the second one, also, destructive inspections that render
the casting invalid. The solution is to model the foundry process to apply
machine learning techniques to foresee what is the state of the casting
before its production. In this paper we extend our previous research and
we propose a general method to foresee all the defects via building a
meta-classifier combining different methods and without the need for
selecting the best algorithm for each defect or available data. Finally, we
compare the obtained results showing that the new approach allows us to
obtain better results, in terms of accuracy and error rates, for foretelling
microshrinkages and the value of mechanical properties.

Keywords: fault prediction, machine learning, meta-classification, pro-
cess optimization.

1 Introduction

The manufacturing process is an important part of the current society. Thanks to
it, consumers can have different products and services. Within the manufacturing
process, the casting production or the foundry process is considered as one of the
main factors that influences the development of the world economy. Thousands
of castings are created in foundries composing complex systems. In fact, the
actual capacity of the casting production of the world, which is higher than 60
million metric tones per year, is strongly diversified.

Due to current trends, it is really easy to produce castings and suddenly dis-
cover that every single one is faulty. The techniques for the assurance of failure-
free foundry processes are exhaustive production control and diverse simulation
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techniques [1] but they are extremely expensive and only achieve good results
in an a posteriori fashion. These methods are also still incapable of preventing
two of the most difficult targets to detect in ductile iron castings, i.e., the mi-
croshrinkage and the mechanical properties. The first one, also called secondary
contraction, consists in tiny porosities that appear inside the casting when it is
cooling down. For the second one: mechanical properties, we have selected the
ultimate tensile strength that is the force, which a casting can withstand until
it breaks, in other words, it is the maximum stress any material can withstand
when subjected to tension.

The problem of foreseeing the apparition of both flaws is very difficult to solve
[2–5] due to the following reasons: (i) a huge amount of data, not prioritised
or categorised in any way, is required to be managed, (ii) it is very hard to
find cause-effect relationships between the variables of the system, and (iii) the
human knowledge used in this task usually tends to be subjective, incomplete
and not subjected to any test. One way to solve this problem is the employment
of machine learning methods.

Currently, machine-learning classifiers have been applied in domains alike
with outstanding results, for instance, for fault diagnosis [6], malware detection
[7] or for cancer diagnosis [8]. Machine learning is being used increasingly in the
field of metallurgy in several aspects such us classifying foundry pieces [9], opti-
mising casting parameters [10], detecting causes of casting defects [11] amongst
other related problems [12]. We have also applied these ideas and, we tested
several machine-learning classifiers [2, 4, 5, 13–15] to identify which is the best
classifier to predict microshrinkages and the ultimate tensile strength.

These classifiers, used as a stand-alone solution, are capable to predict sev-
eral defects. But this process has some shortcomings such as: (i) we cannot be
completely sure that the selected classifier is the best one to generalise the man-
ufacturing process, (ii) the learning algorithms employed for creating some of
the machine learning classifiers only find a local maximum and, hence, the final
result is not optimal and (iii) by using a single classifier, we should generate a
classifier close to the process nature (linear or non-linear). Combination of dif-
ferent classifiers can solve these problems. Firstly, it is more safe if we use all the
classifiers instead of selecting one. Secondly, by combining different sub-optimal
classifiers, we can approximate their behaviour to the optimal one. Finally, in
this combination process we are able to select several classifiers building a lin-
ear meta-classifier (all of them are linear classifiers), non-linear (all of them are
non-linear classifier) or hybrid (classifiers belong to both classes).

Against this background, we present here the first approach that employs
a meta-classification technique, specifically, methods that allow us to combine
several machine learning classifiers for categorising castings and to foresee mi-
croshrinkages and the ultimate tensile strength. These methods are able to learn
from labelled data to build accurate classifiers that are going to share its knowl-
edge under some rules. We propose the adoption of this method for the detection
of microshrinkages and the ultimate tensile strength using features extracted
from the foundry production parameters as we did before [2, 4, 5, 13–15].
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2 High Precision Foundry

2.1 Foundry Process

A foundry is a factory where metal is melted and poured into containers specially
shaped to produce objects such as wheels and bars. In other words, the factory in
which metals are melt. Despite the fact that the process seems to be simply, the
whole process become complex due to the hard conditions in which is developed.
In this research we focus on foundries which produce castings that are close to
the final product shape, i.e., ‘near-net shape’ components. To obtain the final
casting, metals, in our case iron metals, have to pass through several stages
in which raw materials are transformed. The most important stages are the
following [16]:

– Pattern making. In this step, moulds (exteriors) or cores (interiors) are
produced in wood, metal or resin in order to be used to create the sand
moulds in which the castings are made.

– Sand mould and core making. The sand mould is the most widely ex-
tended method for ferrous castings. Sand is mixed with clay and water or
other chemical binders. Next, the specialised machines create the two halves
of the mould and join them together to provide a container in which the
metals are poured into.

– Metal melting. In this process, raw materials are melt and mixed. Molten
metal is prepared in a furnace and depending on the choice of the furnace,
the quality, the quantity and the throughput of the melt change.

– Casting and separation. Once the mixture is made, the molten material
is poured onto the sand mould. It can be done using various types of ladles
or, in high volume foundries that generate small castings, automated pour-
ing furnaces. Later, the metal begins to cool. This step is one of the most
important because the majority of the defects can appear during this phase.
Finally, when the casting has been cooled enough to maintain the shape,
the casting is separated from the sand. The removed sand is recovered for
further uses.

– Removal of runners and risers. Some parts of the casting that had been
used to help in the previous processes are then removed. They can be de-
tached by knocking off, sawing or cutting.

– Finishing. To finish the whole process some actions are usually performed,
e.g., cleaning the residual sand, heat treatment and rectification of defects
by welding.

As aforementioned, to detect faulty castings and in order to know the behaviour
of the casting to withstand several forces and loads, several tests are done when
the casting is finished. The complexity of carrying out this process before doing it,
i.e., using ex-ante methods, stems from the huge amount of variables to monitor
along the whole foundry process and, therefore, the way in which these variables
influence the final design of a casting. Consequently, we have simplified the
manufacturing and the main variables to control in order to foresee the faulty
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castings, and also features of the casting, can be classified into the following
categories: (i)metal-related and (ii)mould-related.

– Metal-related variables
• Composition: Type of treatment, inoculation and charges [17].
• Nucleation potential and melt quality: Obtained by means of a thermal

analysis program [18].
• Pouring: Duration of the pouring process and temperature.

– Mould-related variables
• Sand: Type of additives used, sand-specific features and carrying out of

previous test or not.
• Moulding: Machine used and moulding parameters.

Generally, the dimension and geometry of the casting also play a very important
role in this practice and, thus, we included several variables to control these
two features. In addition, we took into account other parameters regarding the
configuration of each machine working in the manufacturing process [19]. Finally,
we can represent the castings with 24 different variables [2].

2.2 Microshrinkages

An irregularity in the casting is called a casting defect. When a defect appears,
the casting must be corrected or, in the worst case, rejected. There are several
defects that might arise along the foundry process and affect the metal [16].

Michroshrinkages is a kind of defect that usually appears during the cooling
phase of the metal but it cannot be noticed until the production is finished.
Particularly, this flaw consists of a form of filamentary shrinkage in which the
cavities are very small but large in number and can be distributed over a sig-
nificant area of the casting, i.e., a minuscule internal porosities or cavities. The
reason of its apparition is that metals are less dense as a liquid than as a solid.
And during the solidification process, the density of the metal increases while
the volume decreases in parallel. In this way, diminutive, microscopically unde-
tectable interdendritic voids may appear leading to a reduction of the castings
hardness and, in the cases of high precision foundries (where the casting is a
part of a very sensitive piece), this defect renders the piece useless [20].

The existing tests to detect microshrinkages use non-destructive inspections.
The most widely techniques are the analysis via X-ray and ultrasound emissions.
Unfortunately, both require suitable devices, specialised staff and quite a long
time to analyse all the parts. Moreover, every test has to be done once the casting
is done. Therefore, post-production inspection is not an economical alternative
to the pre-production detection of microshrinkages.

Although we have already obtained overall significant results through a super-
vised machine-learning-based approach predicting those imperfections [2, 13, 14],
these approaches require to test several classifiers and identify which classifier
fits to the foundry process. Moreover, if the research is not developed in an ex-
haustive manner or the selected learning methods only detect local maximums,
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we may select a non-optimal classifier to foresee microshrinkages. In addition,
as we show in our previous research, we do not select always the same classifier
with the same configuration to predict every defect.

2.3 Mechanical Properties

When the foundry process is accomplished, the final casting is a part of a more
complex system that will be subject to several forces (loads). During the design
step, engineers calculate these forces and how the material deforms or breaks as
a function of applied load, time or other conditions. And later, after the whole
process, they select some specimens to test their actual behaviour. Therefore,
it is important to recognise how mechanical properties influence iron castings
[18]. Specifically, the most important mechanical properties of foundry materials
are the following ones [21]: strength (there are many kinds of strength such as
ultimate strength and ultimate tensile strength), hardness, toughness, resilience,
elasticity, plasticity, brittleness, ductility and malleability.

To assure the performance of castings, there are common or standard proce-
dures for measuring the mechanical properties of the materials in a laboratory.
Unfortunately, the only way to know how the castings withstand the forces and
loads and take measurements of the behaviour is employing destructive inspec-
tions. In addition, this complex process, like in microshrinkages tests, requires
suitable devices, specialised staff and quite a long time to analyse the materials.

Regarding the ultimate tensile strength, on which we focus here on, its check-
ing method is performed as follows. First, a scientist prepares a testing specimen
from the original casting. Second, the specimen is placed on the tensile testing
machine. Finally, the machine pulls the sample from both ends and measures the
force required to pull the specimen apart and how much the sample stretches
before breaking.

Moreover, the main variables to control in order to predict the mechanical
properties of metals are the composition [17], the size of the casting, the cooling
speed and thermal treatment [18]. In this way, the system should take into
account all these variables to issue a prediction on those mechanical properties.
Hence, our machine-learning models are composed of about 25 variables.

We developed several researches applying machine-learning-based classifiers
with the aim of predicting these features [4, 5, 13, 15]. By carrying out this ap-
proach, foundries can reduce the cost of their quality tests because the destruc-
tion of the casting is no longer required. In our research, we obtained significant
results that prove the plausibility of this technique. Nevertheless, as happened
with microshrinkages, we cannot assure that the optimal classifier is included in
the tested classifiers.

3 Combining Machine-Learning Classifiers

Classifiers by themselves are able to obtain good results, but we cannot ensure
that a specific classifier is perfectly suitable for the prediction of every defect in
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the foundry process. To solve this problem, several studies have been developed
to combine classifiers [22]. These techniques seek to obtain a better classification
decision despite of incorporating a higher degree of complexity to the process.

From a statistical point of view [23], assuming a labelled data set Z and
the n number of different classifiers with relatively good performance making
predictions for Z, we can select one of them to solve classification problems, but
there is a risk of not choosing the proper one. Therefore, the safest option is to
use all of them and make an ‘average’ of their outputs. The resulting classifier
is not necessarily better but will decrease or eliminate the risk induced because
of the use of non appropriate classifiers.

From a computational point of view [22], some supervised machine-learning
algorithms, in their learning phase, generate models based on local maximum so-
lutions. Thus, an aggregation of classifiers is much closer to the optimal classifier
than only one of them.

Similarly, the foundry process itself can be categorised into linear or nonlinear.
By using these combination methods, we are capable of designing a collective
intelligence system for classification which incorporates both linear and nonlinear
classifiers.

The combination methods we used to develop the experiments are detailed
below.

3.1 By Vote

The democracy for classifying elements is one of the oldest strategies for decision
making. Extending the electoral theory, other methods can allow the combina-
tion of classifiers [24]:

– Majority Voting Rule. Assuming that the labelled outputs of classifiers
are given as c-dimensional binary vectors [di,1, ..., di,c]T ∈ {0, 1}c, i = 1, ..., L
where di,j = 1 if the classifier Di categorises x in ωj , or 0 otherwise. The
plurality of the votes results in a set of classification for the class ωk such
as

∑L
i=1 di,k = maxc

j=1

∑L
i=1 di,j . Regarding the problem of ties, these are

solved arbitrarily.
– Product Rule. This second method takes into account the probabilities

[24]. Thus, for the Product Rule, p(x1, ..., xR|ωk) represents the joint prob-
ability distribution of the measurements taken from the classifiers. We as-
sume that these representations are statistically independent. By including
the Bayesian decision theory[24], the method assigns Z → ωj if
P−(R−1)(ωj)

∏R
i=1 P (ωj |xi) = maxm

k=1 P−(R−1)(ωk)
∏R

i=1 P (ωk|xi). The de-
cision rule quantifies the probability of a hypothesis by combining the a
posteriori probabilities generated by the classifiers. Indeed, this fusion rule
is really hard because it may inhibit one of the outputs when the probability
is close to 0.

– Average Rule. To obtain the Average Rule, we must start generating the
Sum Rule to subsequently make a division employing the number of base
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classifiers, R, as denominator [24]. Assuming that the a posteriori probabil-
ities computed for each classifier are not derived from a priori probabilities,
we obtain the Sum Rule in which we assign Z → ωj if (1 − R)P (ωj) +∑R

i=1 P (ωj |xi) = maxm
k=1[(1 − R)P (ωk) +

∑R
i=1 P (ωk|xi)]

– Max Rule. We start with the Sum Rule and obviate the product of a
posteriori probabilities and assuming prior equalities, the method assigns
Z → ωj if maxR

i=1 P (ωk|xi) = maxm
k=1 maxR

i=1 P (ωk|xi)
– Min Rule. For the Min Rule, starting with the Product Rule and obviating

the product of a posteriori probabilities and assuming prior equalities, we
will assign Z → ωj if medR

i=1 P (ωj |xi) = maxm
k=1 medR

i=1 P (ωk|xi)

3.2 Grading

The base classifiers are all the classifiers that we want to combine through the
grading method [25] and these have been evaluated using k-fold cross-validation
[26] ensuring that each of the instances has been employed for the learning phase
of each classifier.

Formally, let pikl as the calculated class probability for each base classifier
k for the class l and the instance i. To simplify the equations, we write Pikl

to refer to the vector (pIK1, pIK2, ..., piknl
) of all probabilities for the instance

i and the classifier k. In addition, the prediction of the base classifier k for i
is the class L, pikL, is calculated by the maximum likelihood, in other words,
cik = argmaxl{pikl}.

Moreover, grading builds nc training datasets, one for each base classifier k,
adding the predictions gik to the original data set as the new class. prMetaik

is the probability calculated by the meta-classifier of k that the base classi-
fier k is going to correctly foresee the instance i. Regarding this information,
the final estimated probability for the class l and the instance i, if there is,
at least, one meta-classifier which indicates that its classifier is going to fore-
see the result in a correct manner (i.e., prMetaik > 0.5), is calculated as
prGradingil =

∑{prMetaik|cik = l ∧ prMetaik > 0.5}.
Therefore, the classification step is as follows [25]. First, each base classifier

makes a prediction for the instance you want to foresee. Second, meta-classifiers
qualify the result obtained by the base classifiers for the instance we are trying to
classify. And, finally, the classification is derived using only the positive results.
Conflicts (i.e., multiple classifiers with different predictions have got a correct
result) can be solved using the by vote method or employing the estimated
confidence for the base classifier.

3.3 Stacking

The stacking method [27] is another manner of combining classifiers that tries
to improve the union based on cross-validation method.

Hence, we use several classifiers or generalisers. To learn these classifiers, we
select a set of r partitions, each one divides θ (the training set) into two sets,
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usually disjoint. We label the set of partitions as θij , where 1 ≤ i ≤ r and
j ∈ {1, 2}. Then, we define the space, in which these classifiers are, as the level
0 space. The classifiers use the original data set θ for the learning step.

Then, for each ri partition of θ, {θi1, θi2}, we generate a set of k numbers.
Typically, this k numbers can be: (i) the assumptions made by the original clas-
sifier or generaliser, (ii) the input component θi2 or (iii) the vector in the input
space which connects the component θi2 to its θi1 nearest neighbour. Subse-
quently, we take each group of k numbers as input component in a second space,
level 1 space. Due to we have r partitions of θ, there are r points in the space
of level 1. These points are known as the reduced or level 1 training set for the
level 1 classifiers.

For the classification process, firstly, we carry out a question to the classifiers
in level 0 (original classifiers). Secondly, once we get the answer from all of them,
we apply the transformations of k numbers that produce the input data set for
the level 1 (this is the results transformation step). Thirdly, level 1 classifiers
will derive the solution. And finally, the response is transformed back into the
level 0 space to provide the final result. The whole process is known as stacked
generalisation and can be more complex adding multiple stacking levels.

To apply the stacking method, we miss a set of rules such as (i) which classifiers
should be selected at level 0, (ii) which ones at level 1 and which k numbers ought
to be employed to generate the level 1 space [27].

3.4 Multischeme

This method is a meta-classification method implemented by Weka [28] which
allows the combination of classifiers in a simple manner. This method employs a
combination rule based on the results obtained by the cross-validation and the
error rate measured as the mean square error from several classifiers.

The cross-validation is a simple way of mapping a classifier G with a set of
training data θ and estimating the error rate of G when θ is generalised. More
rigorously, multischeme method is performed by calculating the mean for each
instance i and the error rate of G achieved predicting the output target related
to the input data set θi2 and when the learning phase is performed using the
rest of θ, θi1. The error estimation is made through cross-validation as follows:
CV (G, θ) ≡ (

∑
i[G(θi1, input of θi2)(output of θi2)]2)/m

By using this measure, multischeme method is able to determine which clas-
sifier has to be taken into account to make the most precise classification.

4 Experimental Results

To prove our hypothesis, we have collected data from a real foundry specialised
in safety and precision components for the automotive industry, principally in
disk-brake support with a production over 45, 000 tons a year. These experi-
ments are focused exclusively on the prediction of the aforementioned targets:
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(i) microshrinkages and (ii) the ultimate tensile strength. Note that, as we have
already mentioned, the only way to examine both objectives is after the produc-
tion is done.

Moreover, pieces flawed with a microshrinkage or an invalid ultimate tensile
strength must be rejected because of the very restrictive quality standards (which
is an imposed practice by the automotive industry). Therefore, regarding the
acceptance/rejection criterion of the studied models, we defined several risk levels
that resembles the one applied by the final requirements of the customer.

For microshrinkages, we defined the following 4 levels of risks: Risk 0 (there
is no microshrinkages), Risk 1 (the probability of being microshrinkages is re-
ally low), Risk 2 (there are some possibilities that the casting is flawed with a
miscroshrinkage) and Risk 3 (It is sure that the casting has a microshrinkage).
In these experiments, the machine-learning classifiers have been built with the
aforementioned 24 variables. We have worked with two different references (i.e.,
type of pieces) and, in order to test the accuracy of the predictions, with the re-
sults of the non-destructive X-ray and ultrasound inspections from 951 castings
(note that each reference may involve several castings or pieces) performed in
beforehand.

For the ultimate tensile strength, we have defined two risk levels: Risk 0 (more
than 370 MPa1) and Risk 1 (less than 370 MPa). In these experiments, the
machine-learning models have been built with the aforementioned 24 variables.
We have worked with 11 different references and, in order to test the accuracy of
the predictions, we have used as input data the results of the destructive inspec-
tion from 889 castings performed in beforehand. In spite of the fact that in our
previous research we have examined this dataset with diverse sizes [4, 15], cur-
rently, we are interested in the accuracy level with the full original dataset since
the foundry, we are collaborating with, always works with the whole dataset.

Specifically, we have conducted the next methodology in order to evaluate
properly the combination of classifiers:

– Cross-validation: We have performed a k-fold cross-validation [26] with
k = 10. In this way, our dataset is 10 times split into 10 different sets of
learning (90% of the total dataset) and testing (10% of the total data).

– Learning the model: We have made the learning phase of each algorithm
with each training dataset, applying different parameters or learning algo-
rithms depending on the model. More accurately, we have use the same set
of models that in our previous work [2, 4, 5, 13–15]: Bayesian networks (with
K2, Hill Climber, Tree Augmented Näıve (TAN) as structural learning algo-
rithms and Näıve Bayes), K-Nearest Neighbour (with values for k between 1
and 5), Support Vector Machines (with polynomial, normalised polynomial,
radial basis function (RBF) and Pearson VII function-based kernels), Deci-
sion Trees (using random forests with different amount of trees (n),s n = 50,
n = 100, n = 150, n = 200, n = 250, n = 300 and n = 350, and a J48 tree)
and Artificial Neural Networks (specifically a MultiLayer Perceptron).

1 MegaPascal, unit of pressure.
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– Learning the combination of the classifiers: Once the machine-learning
classifiers were built, we teach the different combination methods using the
aforementioned models. More accurately, we tested the following combina-
tion methods:
• By vote: There are several ways to combine the results of the classifiers

by vote. For these experiments we have used the majority vote rule [22],
the product rule [24], the average rule [24], the max rule [24] and the min
rule [24].

• Grading: This method needs a first level classifiers that have to assure
that the predictions achieved by the original classifiers are correct. In
this way, we have performed our experiments using the following first
level classifiers: a Näıve Bayes, Tree Augmented Näıve and a K-Nearest
Neighbour where 1 ≤ k ≤ 5.

• Stacking: For combining the original classifiers, stacking creates two sep-
arate spaces, in the first space, there are the original classifiers, and in
the second one, there are several classifiers that derive the final result
accordingly to the results achieved by the previous ones. To create the
second space we have tested the following classifiers: a Näıve Bayes,
Tree Augmented Näıve, a K-Nearest Neighbour with k = 1, k = 2, k = 3,
k = 4 and k = 5; and a J48 decision tree.

• Multischeme: This method combines the results using the cross-validation
outputs and the error rates from the original classifiers. Thus, in this re-
search we have used multicheme as it is.

– Testing the model: For each combination method, we have evaluated the
percentage of correctly classified instances and the area under the Receiver
Operating Characteristic (ROC) area that establishes the relation between
false negatives and false positives [29]. We have decided to use the ROC
area due to the realization that simple classification accuracy is often a poor
metric for measuring the performance [30].

After applying the aforementioned methodology, we have obtained the following
results. In order to facilitate the readability, we have divided the results by the
classification target.

4.1 Microshrinkage

As we mentioned before, we have evaluated the meta-classifiers in terms of pre-
diction accuracy and the area under the ROC curve. In this way, Table 1 illus-
trates the obtained results in terms of prediction accuracy. Using the full original
dataset of 951 evidences, we can achieve a 94.47% of accuracy level. Stacking
built through a Tree Augmented Näıve outperformed the rest of combination
methods. On the one hand, the stacking method seems to be the best combina-
tion method due to the first three meta-classifiers was built using this technique.
In addition, these three meta-classifiers achieved a similar result, more than a
94% of accuracy. The deviation between the majority of the meta-classifiers is
really small (only 2.29 units). On the other hand, there are three meta-classifiers
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Table 1. Results in terms of accuracy and AUC predicting microshrinkages

Combination Method Accuracy (%s) AUC
Stacking (TAN) 94.47 0.9873
Stacking (Näıve Bayes) 94.12 0.9659
Stacking (KNN k=5) 94.12 0.9657
Grading (KNN k=5) 93.94 0.9077
MultiScheme 93.94 0.9820
Grading (KNN k=4) 93.93 0.9073
Grading (KNN k=3) 93.87 0.9062
Grading (J48) 93.86 0.9059
By Vote (Majority Voting Rule) 93.85 0.9071
Grading (Näıve Bayes) 93.81 0.9053
Grading (TAN) 93.78 0.9049
Stacking (KNN k=3) 93.72 0.9528
Stacking (KNN k=4) 93.66 0.9600
Grading (KNN k=2) 93.49 0.9017
Grading (KNN k=1) 93.48 0.9013
By Vote (Average Rule) 93.33 0.9820
Stacking (J48) 93.26 0.9145
Stacking (KNN k=2) 92.46 0.9420
Stacking (KNN k=1) 92.18 0.9021
By Vote (Max Rule) 73.29 0.9538
By Vote (Product Rule) 68.17 0.9076
By Vote (Min Rule) 68.17 0.9076

that obtained an accuracy under the 75%. Those classifiers are based on By Vote
Rule. Except for Majority Voting and Average Rule, this method is not adequate
for the foundry process.

Notwithstanding, despite some Stacking meta-classifiers have achieved better
accuracy levels than the Grading, Grading-based classifiers could achieve good
results. Surprisingly, MultiSheme, one of the simplest method, is ranked in the
fifth position. Hence, using this method (with an accuracy of 93.94%) or Ma-
jority Voting Rule (with an accuracy of 93.85%), other really simply method
for combining classifiers, we can reduce the computational complexity while we
maintain good results.

Table 1 also shows the area under the ROC curve (AUC). In this way, the
obtained results in terms of AUC are similar to the ones of prediction accuracy.
The Stacking built through a Tree Augmented Näıve also outperformed the rest
of algorithms. More accurately, ROC analysis provides tools to select possible
optimal models and to discard the suboptimal ones [29]. Therefore, if the results
are closer to a value of 1 than to a value of 0, the classifier achieves a better
performance because it obtains less amount of false positives and false negatives.
In summary, although all of them accomplish acceptable values (they exceed the
line of no-discrimination, in other words, more than a 0.90), Stacking based on
a TAN classifier outshine the other classifiers achieving a 0.9873.

As it is shown in [23], these methods approximate the results achieved in
our previous research using single classifiers [2, 13, 14]. Actually, there is one
of them that overtakes the single classifiers. Therefore, we can conclude that
the combination of classifiers can obtain (i) a good generalisation of the process
improving the accuracy and reducing the error rates; and (ii) reduction of the
problem for selecting one single classifier.
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4.2 Mechanical Properties

We have measured the same parameters for testing the combination methods in
the prediction of the ultimate tensile strength, more particularly, the accuracy
and the area under the ROC curve. Thus, table 2 shows the achieved results. In
this case, the meta-classifier with the best performance was the Grading method
(using a Tree Augmented Näıve). In terms of accuracy, the classifier obtained
an 86.63%. As we can deduct, the combination of classifiers also depends on the
defect to be foreseen. For microshrinkages, the stacking method built through a
TAN was the better, however, for the ultimate tensile strength, it is the worst.

Table 2. Results in terms of accuracy and AUC predicting ultimate tensile strength

Combination Method Accuracy (%s) AUC
Grading (TAN) 86.63 0.8101
MultiScheme 86.37 0.9171
Grading (J48) 86.34 0.8077
By Vote (Majority Voting Rule) 85.95 0.8005
Grading (Näıve Bayes) 85.91 0.7990
By Vote (Average Rule) 85.86 0.9146
Stacking (TAN) 85.73 0.9098
Grading (KNN k=5) 85.71 0.7977
Stacking (Näıve Bayes) 85.48 0.9094
Stacking (KNN k=5) 85.33 0.8778
Grading (KNN k=4) 85.23 0.7929
Grading (KNN k=3) 85.15 0.7922
Grading (KNN k=1) 85.05 0.7940
By Vote (Max Rule) 84.92 0.8968
Stacking (J48) 84.79 0.7996
Grading (KNN k=2) 84.77 0.7884
Stacking (KNN k=3) 84.17 0.8527
Stacking (KNN k=4) 83.69 0.8665
Stacking (KNN k=1) 81.43 0.7676
Stacking (KNN k=2) 79.57 0.8258
By Vote (Product Rule) 69.80 0.5994
By Vote (Min Rule) 69.80 0.5994

The MultiScheme and the Grading methods follow closely the best meta-
classifier. For the second one, its first level classifiers are J48 decision trees. In
terms of accuracy, the difference between the three methods does not exceed 0.29
units. Surprisingly, as in the microshrinkages, two very simple methods, such as
MultiScheme and the Majority Voting Rule, are among the best meta-classifiers.
Similarly, results illustrate us that the Product Rule and Min Rule are not able
to make good predictions of the ultimate tensile strength. Moreover, although
the classifiers are not ranked in the same position that in the microshrinkages,
the overall behaviour is the same. All of them got very similar results, while
three of them departed from the general behaviour.

Regarding the error rates, all of the classifiers obtained very similar results,
but the best classifier is not the best dealing with false positives. Nevertheless, the
second one, the MultiSchema, is the best one. Thus, and because of the fact that
the success rate is approximately the same, this could be the choice for predicting
this feature. Another interesting aspect that we saw is that the best-performing
classifier for microshrinkages problem is one of the best classifiers in terms of
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area under the ROC curve. Notwithstanding, the difference in accuracy with the
best classifier is 0.9 units, hence, this method could be used for foreseeing both
defects.

In this second experiment, the behaviour of a single classifier could not be
improved. In our previous work [4, 5, 13, 15] we reach an accuracy of 86.84%
using Random Forests with 250 trees. However, the difference is pretty small,
hence, we can confirm that combining methods can approximate the results of
the best classifier [23]. In addition, we do not care if the process is lineal or
non-linear due to this method allow us to create a model that includes both
type of classifiers. And finally, although it does not exceed the single classifiers,
this method reduces the error rates, hence, we consider it as the best way for
predicting the ultimate tensile strength.

5 Conclusions

On the one hand, microshrinkages are tiny porosities that appear when the
casting is cooling down. On the other hand, ultimate tensile strength is the
capacity of a metal to resist deformation when subject to a certain load. The
prediction of the apparition of microshrinkages and the value of ultimate tensile
strength renders as the hardest issues in foundry production, due to many dif-
ferent circumstances and variables that are involved in the casting process and
determine it.

Our previous research [2, 4, 5, 13–15] pioneers the application of Artificial
Intelligence to the prediction of these two features. Specifically in this paper,
we have extended that model to the prediction via the combination of stand-
alone classifiers. The majority of them behave well, but stacking built with a
Tree Augmented Näıve for microshrinkages and grading also built with a TAN
outperform the rest of the meta-classifiers. Moreover, the achieved results, in the
case of microshrinkages, improve the classification done with a single classifier.
On the other hand, as it is shown in [22], for the ultimate tensile strength, the
meta-classifier approximates the previous results and reduces the error rates.

In addition, as we noticed in our previous work [2, 4, 15], there are some
irregularities in the data that may alter the outcome rendering it not as effective
as it should. More accurately, these inconsistencies appear because the data
acquisition is performed in a manual fashion.

Accordingly, future work will be focused on four main directions. First, we
plan to extend our analysis to the prediction of other defects in order to develop
a global system of incident analysis. Second, we plan to integrate this meta-
classifier, which will work as a black box combining all partial results to predict
any defect, into a Model Predictive Control system in order to allow an hybrid
prediction model. Third, we plan to employ some techniques (e.g., Bayesian
compression) to give more relevance to the newer evidences than to the older
ones. The main objective is to develop a new method to quickly adapt the
machine learning classifiers included in this meta-classifier. And, finally, we plan
to test a preprocessing step to reduce the irregularities in the data.
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Abstract. We propose a framework for representing conditioned prob-
abilistic relational data. In this framework the existence of tuples in
possible worlds is determined by Boolean expressions composed from el-
ementary events. The probability of a possible world is computed from
the probabilities associated with these elementary events. In addition,
a set of global constraints conditions the database. Conditioning is the
formalization of the process of adding knowledge to a database. Some
worlds may be impossible given the constraints and the probabilities of
possible worlds are accordingly re-defined. The new constraints can come
from the observation of the existence or non-existence of a tuple, from
the knowledge of a specific rule, such as the existence of an exclusive
set of tuples, or from the knowledge of a general rule, such as a func-
tional dependency. We are therefore interested in computing a concise
representation of the possible worlds and their respective probabilities
after the addition of new constraints, namely an equivalent probabilistic
database instance without constraints after conditioning. We devise and
present a general algorithm for this computation. Unfortunately, the gen-
eral problem involves the simplification of general Boolean expressions
and is NP-hard. We therefore identify specific practical families of con-
straints for which we devise and present efficient algorithms.

1 Introduction

The exponential growth of the volume of digital data available for analysis is
both a blessing and a curse. It is a blessing for unprecedented applications can
be devised that exploit this wealth. It is a curse for the challenges paused by the
integration and cleaning of these data are obstacles to their effective usage.

We consider such challenges as modeling, integrating and cleaning economic
and scientific data ([4,8]). We consider the collected data is uncertain and the
adjunction of knowledge and observations as a “conditioning process”.

Traditional data models, under the strict closed world assumption, presume
the exactitude and certainty of the information stored. Modern applications,
such as the ones we consider here, need to process uncertain data coming from
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diverse and autonomous sources (we do not discuss here the orthogonal issue of
the source of uncertainty). This requirement compels new data models able to
manage uncertainty. Probabilistic data models are candidates for such solutions.
A probabilistic database instance defines a collection of database instances, called
possible worlds, in an underlying traditional data model: relational, semistruc-
tured or else. Each possible world is associated with a probability. The proba-
bility may be interpreted as the chance of the instance to be an actual one.

The probabilities of possible worlds are derived from probabilities associated
with data units, which can be tuples, attribute values in relational databases,
and elements in XML databases, depending on the underlying probabilistic data
model. Each probability value can be interpreted as the probability of the data
unit to belong to the actual instance. A language of probabilistic events (events
for short) and expressions can be used to define dependencies among data units.

The addition of knowledge to a probabilistic database instance is called con-
ditioning. Conditioning removes possible worlds that do not satisfy the given
constraint, and thus possibly reduces uncertainty. The computation of the re-
maining possible worlds, of their probabilities and of the respective probabilities
of tuples after conditioning is one of the practical challenges.

The contributions of this paper are:

1. We propose a model for conditioned probabilistic relational databases. For
the sake of rigors and generality, we devise a model that natively caters for
constraints rather than treating them as add-ons. We devise a tuple-level
model as we consider tuples to be the units of observation. We prove that,
for every consistent conditioned probabilistic database, there exists an equiv-
alent probabilistic database on the same sample space without constraints.
We define the necessary notions of consistency and equivalence.

2. We adapt an algorithm from [9] for our proposed model, to compute the
new equivalent probabilistic database in general case. This computation can
leverage Bayes’ Theorem since the sample space is unchanged. Unfortunately,
the general problem is NP-hard. Fortunately, there are some valuable and
practical classes of constraints for which we can devise efficient algorithms.

3. We identify two such classes, observation constraints and X-tuple constraints,
and present the corresponding efficient algorithms. An observation constraint
is the knowledge of the truth value of an event. In the simplest case, it is the
knowledge of the existence or non-existence of a tuple. An X-tuple constraint
is the knowledge of the mutual exclusiveness of the existence of some tuples.
There are two cases of X-tuple constraints: X-tuple with “maybe” semantics
that considers that none of the candidate tuples could exist and X-tuple
without “maybe” semantics that requires exactly one of the candidate tuples
to exist. Observation constraints and X-tuple constraints naturally stem from
integration, lineage and data cleaning applications. The usage of these classes
of constraints in such applications are discussed in [1] and [4], for instance.

Let us consider an example of a probabilistic database of port names and their
container throughput as collected from various websites. Table 11 contains

1 TEU stands for Twenty-foot Equivalent Unit. It is a measure of container capacity.
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excerpts of information about the container throughput of ports (e.g., the port
of Hong Kong). The uncertainty 2 of the collected information is represented
by the Boolean expressions and probabilities associated with the Boolean vari-
ables in these expressions. The Boolean expression associated with a tuple, as
shown in column exp of Table 1, is interpreted as the condition for the tuple to
exist in the actual instance of the database. The probability associated with a
Boolean variable, as shown in Table 2, is to be interpreted as the probability of
the variable to be true. It induces the probability of a tuple to exist in the actual
instance of the database.

Table 1. Table R

tid port year throughput exp

t1 Hong Kong 2007 23.998 million TEUs e1
t2 Hong Kong 2008 24.494 million TEUs e2
t3 Hong Kong 2009 21.040 million TEUs e3
t4 Hong Kong 2009 20.9 million TEUs e4

Table 2. probability of variables

Boolean event probability

e1 1/2

e2 3/5

e3 1/2

e4 3/5

Let us use the additional knowledge that the container throughput values are
unique in the same year of the same port. Conditioning the probabilistic database
with this constraint should have the effect to filter those possible worlds that
do not satisfy this constraint. Table 3 illustrates four possible worlds that do
not satisfy this constraint. The conditioned probabilistic database is obtained
by removing these four possible worlds.

Table 3. Four possible worlds which do not satisfy the constraint

tid port year throughput

t3 Hong Kong 2009 21.040 million TEUs

t4 Hong Kong 2009 20.9 million TEUs

tid port year throughput

t1 Hong Kong 2007 23.998 million TEUs

t3 Hong Kong 2009 21.040 million TEUs

t4 Hong Kong 2009 20.9 million TEUs

tid port year throughput

t2 Hong Kong 2008 24.494 million TEUs

t3 Hong Kong 2009 21.040 million TEUs

t4 Hong Kong 2009 20.9 million TEUs

tid port year throughput

t1 Hong Kong 2007 23.998 million TEUs

t2 Hong Kong 2008 24.494 million TEUs

t3 Hong Kong 2009 21.040 million TEUs

t4 Hong Kong 2009 20.9 million TEUs

The probabilities of the remaining possible worlds in the conditioned database
instance are conditional probabilities in the same sample space. They are com-
puted using Bayes’ Theorem. Let pwd denote a possible world of the origi-
nal probabilistic database. Let p(pwd) denote the probability of the possible
world pwd in the original probabilistic database. Let p′(pwd) denote the prob-
ability of the possible world pwd in the conditioned probabilistic database.

2 Uncertainty could be quantified in various ways, for instance using ranks, reliabil-
ity and trust or simply multiplicity of the sources. This issue is orthogonal to the
contributions of this paper.
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The Bayesian equation tells us that p(pwd ∧ C) = p(pwd|C) × p(C). We know

that p′(pwd) = p(pwd|C). Therefore p′(pwd) = p(pwd∧C)
p(C) . We can now compute

the respective probabilities of the remaining possible worlds.
In the example, let us consider the remaining possible world in which t1, t2

and t3 exist. The probability of this possible world in the original database is
p(pwd) = p(e1)×p(e2)×p(e3)×(1−p(e4)) =

3
50 . The probability of this possible

world in the conditioned database is p′(pwd) = p(pwd∧C)
p(C) =

3
50
7
10

= 3
35 .

In the example, an observation constraint that ascertains the existence of the
tuple t1 states that e1 = true. The authors of [4] define cleaning as the addition
of such observation constraints. In the example, an X-tuple without “maybe”
semantics indicates that only one of t3, t4 exists, namely that t3, t4 form one
X-tuple, is denoted by the Boolean expression (e3 ∧¬e4)∨ (¬e3 ∧ e4). Similarly,
an X-Tuple with “maybe” semantics indicates that at most one of t3, t4 exists,
is denoted by (e3 ∧ ¬e4) ∨ (¬e3 ∧ e4) ∨ (¬e3 ∧ ¬e4).

The rest of this paper is organized as follows. Section 2 presents a rapid
overview of related work on probabilistic data models and their applications. In
Section 3, we present our probabilistic data model and define the conditioning
problem. In Section 4, we give general solutions and present practical instances of
the general problem for which efficient solution exists and devise such solutions,
namely, the observation and X-tuple constraints. We evaluate the performance of
the algorithms proposed in Section 5. Finally, we conclude our work in Section 6.

2 Related Work

2.1 Probabilistic Relational Models

We are interested in probabilistic relational models. We are not aware of relation-
level models. Such models may indeed not be practical. The authors of [7,10,5,1]
propose or use tuple-level models. The authors of [2,9] propose or use attribute-
level models. The choice of a model at the appropriate granularity depends on
the application.

The model of [10] is the first tuple-level probabilistic relational model. In this
model the probability of a tuple is the joint probability of its attributes. Tuples
in one probabilistic instance are mutually exclusive and the sum of their prob-
abilities is one. This model is suitable when an instance stores a unique object.
It requires several instances for several objects. The model of [5] overcomes this
limitation by using keys to differentiate different objects in the same instance.
Objects need not exist in some possible world and therefore the sum of the cor-
responding probabilities may be less than 1. The model is similar to the model
of [1]. A group of tuples representing one object is called an “X-tuple”. We later
refer to the corresponding dependencies as an X-tuple constraint.

The model of [7] associates each tuple with a basic event or a Boolean ex-
pression. Events are associated with probabilities. The sample space is the space
of events that are true. Possible worlds and their probabilities are defined by
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the probabilities of events and event expressions to be true. The authors of [6]
presents an algebra for this model.

The model in [3] is the first proposed attribute-level probabilistic relational
model. Attribute values are associated with probabilities. The authors of [2]
propose a 1st Normal Form representation of the attribute-level probabilistic
relations themselves (by means of a binary model).

As we have seen, existing work on probabilistic relational data model are either
tuple-level models or attribute-level models. We propose a tuple-level model with
additional constraints integrated as first class citizens. The model we present
caters for constraints rather than treating them as add-ons, as other tuple-level
models can be adapted to (e.g. [7]).

2.2 Conditioning

The authors of [9] propose an approach to conditioning probabilistic relation
instances. They use the attribute-level model of [2]. They adapt algorithms and
heuristics for Boolean validity checking and simplification to solve the general
NP-hard conditioning problem. As the authors claim, [9] seems to be the only
existing work on conditioning probabilistic relational databases.

Our work differentiates itself from [9] in three aspects. Firstly, although the
model we are proposing is fit to tackle the “conditioning problem” as defined
in [9], it can also be used to address other problems. This is possible because we
have defined constraints as first class citizens of the model. For instance, we can
address problems such as the equivalence of conditioned databases or the reverse
problem of finding a conditioned database from a given set of possible worlds.
Secondly, we do not only study the conditioning problem in the general case (for
which it is proved to be an NP-hard problem) but we also identify some practical
classes of constraints for which we can devise efficient algorithms. Lastly, they
do conditioning on an attribute-level model. We propose a tuple-level model for
the sake of applications that we are interested in.

3 Probabilistic Data Model

In this section, we propose a model for conditioned probabilistic relational
databases. For the sake of rigor and generality, we devise a tuple-level model
that natively caters for constraints rather than treating them as add-ons.

3.1 Probabilistic Relation

A probabilistic database instance is a collection of probabilistic relation in-
stances. A probabilistic relation instance represents a set of traditional relation
instances, called possible worlds, together with a probability for each of these
instances to be actual. A probabilistic relation instance is represented as a set
of tuples (a traditional relation instance), each of which is associated with a
Boolean expression whose truth value determines the presence or absence of the
tuple in the actual instance and whose probability to be true or false is defined
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by probabilities associated with the events of which it is composed. In addition,
a set of complex events define integrity constraints that instances must verify.

Definition 1. Let E be a set of symbols called events (e). A complex event(ce)
is a well formed formula of propositional logic in which events are propositions.

ce = e|ce ∨ ce|ce ∧ ce|ce→ ce|¬ce

C(E) is the set of complex events formed with the events in E. An interpretation
of a complex event is a function from E to {true, false}.

Definition 2. A probabilistic relation instance is a quintuple < R,E, f, C, p >:
R is a traditional relation instance, E is a set of events, f is a function from R
to C(E), C is a subset of C(E), and p is a function from E to [0, 1].

Definition 3. The probability of a complex event c, noted p(c), is as follows.

p(c) =
∑

I∈M(c)

((
∏

I(e)=true

p(e))× (
∏

I(e)=false

(1− p(e))))

where M(c) is the set of models of c.

Figure 1 presents the uncertain information about port mentioned in Section 1,
in our probabilistic relation model. R (the first part of the probabilistic relation
R in Figure 1) is the one in Table 1, but without exp column.

R =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

R
E = {e1, e2, e3, e4}
f(t1) = e1, f(t2) = e2, f(t3) = e3, f(t4) = e4
C = ∅
p(e1) =

1
2
, p1(e2) =

3
5
, p(e3) =

1
2
, p(e4) =

3
5

Fig. 1. Example of a conditioned probabilistic relation instance

3.2 Possible Worlds

Informally and in short, a possible world is a traditional relation instance such
that the complex events associated with the tuples in the possible world are
true, the complex events associated with the tuples not in the possible world
are false, and the constraints are true. The probability of a possible world is
the probability to find such a model given the probabilities of individual events,
under the condition that the constraints are held.

Definition 4. Let R =< R,E, f, C, p > be a probabilistic relation instance. R′

is a possible world of R if and only if there exists a model of the following formula
F with a non zero probability.

F = (
∧

ti∈R′
f(ti)) ∧ (

∧
ti /∈R′

¬f(ti)) ∧ (
∧
c∈C

c) and p(F ) �= 0

where M(R′) is the set of models of the above formula.
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We call pR(R′) the probability, p(F |C), of the possible world R′ in the prob-
abilistic relation instance R. We call P(R) the set of possible worlds of R.

Note that a possible world R′ is a subset of R. Note that R′ can be empty.

Definition 5. Let R =< R,E, f, C, p > be a probabilistic relation instance.
We say that R is consistent (resp. inconsistent) if and only if there exists a
possible world (resp. there does not exist a possible world) of R, i.e. P(R) �= ∅
(resp. P(R) = ∅).

Theorem 1. Let R =< R,E, f, C, p > be a probabilistic relation instance. R is
inconsistent iff C is always evaluated to be false, i.e. M(C) = ∅, where M(C)
is the set of models of C.

Theorem 2. Let R1 =< R,E, f, C, p > and R2 =< R,E, f, ∅, p > be two
probabilistic relation instances. If R′ is a possible world of R1 then it is a possible
world of R2.

The proofs to Theorem 1 and 2 can be found in our technical report [12].

3.3 World Equivalence

We now define an equivalent relation on one probabilistic relation instance. Two
probabilistic relation instances are world equivalent if they have the same possi-
ble worlds with the same probabilities.

Definition 6. Let R1 =< R,E1, f1, C1, p1 > and R2 =< R,E2, f2, C2, p2 > be
two probabilistic relation instances. We say that R1 and R2 are world equiva-
lent if and only if:

∀R′ ⊂ R ((R′ ∈ P(R1))↔ (R′ ∈ P(R2))) and

∀R′ ∈ P(R1)(pR1(R
′) = pR2(R

′))

We write R1 ≡w R2.

Theorem 3. Let R1 =< R,E1, f1, C, p1 > be a probabilistic relation instance. If
R1 is consistent then there exists a probabilistic relation R2 =< R,E2, f2, ∅, p2 >
such that R2 ≡w R1.

Proof. This proof by construction follows Poole’s independent choice logic [11].
For each tuple ti ∈ R1, take the completed disjunctive normal form of f1(ti)∧

C. Use dij to represent each conjunct of f1(ti) ∧C, i.e. f1(ti) ∧C =
∨
dij .

For each distinct dij , create a new event ek, using a mapping function(i.e.

r(dij) = ek), and associate ek with the probability p2(ek) =
p(dij)
p(C) . Here we

model the possible worlds as unique mutually exclusive events.
We construct mapping function f2 forR2 as: f2(ti) =

∨∨
dij=f1(ti)∧C,ek=r(dij)

ek.
f2 makes sure R2 has the same set of possible worlds as R1.
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Based on the constructing f2, p(f2(ti)) =
p(

∨
dij)

p(C) = p(f1(ti)∧C)
p(C) = p(f1(ti)|C).

This equation guarantees that R2 andR1 associate the same possible world with
the same probability value.

Note that the new created events ek are mutually exclusive. We can use a
set of independent events wk to represent ek, as: e1 = w1, ek = ¬w1 ∧ ... ∧
¬wk−1 ∧ wk(k = 2, ..., n − 1), en = ¬w1 ∧ ... ∧ ¬wn−1. One can easily compute
the probability p2(wk) by knowing p2(ek). We can also easily replace ek by
independent events wk, in f2.

By the construction above, we get R2 such that R2 ≡w R1. �

3.4 Conditioning and the Conditioning Problem

Conditioning a probabilistic relation consists in adding constraints. For example
conditioning R1 =< R,E1, f1, C1, p1 > with a set of constraints C is creating
the probabilistic relation instance RC =< R,E1, f1, C1 ∪ C, p1 >. Notice that
R, E1, f1 and p1 being unchanged, the underlying sample space is the same.

The conditioning problem consists in finding a world equivalent probabilistic
relation instance with no constraint, given one probabilistic relation instance
with constraints. Following the example above, given RC =< R,E1, f1, C1 ∪
C, p1 >, the conditioning problem is finding R2 =< R,E2, f2, ∅, p2 > such that
R2 ≡w RC . Notice that R is unchanged.

The existence and form of an equivalent probabilistic relation with no con-
straint is a direct consequence of Theorem 3, provided the conditioning yields a
consistent instance.

Corollary 1. Let R1 =< R,E1, f1, C1, p1 > be a probabilistic relation instance.
Let C be a set of constraints. RC =< R,E1, f1, C1 ∪ C, p1 > is the result of
conditioning R1 with C. If RC is consistent then the conditioning problem given
RC always has a solution (i.e. there exists R2 =< R,E2, f2, ∅, p2 > such that
R2 ≡w RC).

4 Algorithms

In this section, we propose different conditioning algorithms for different cases,
including the general case of constraints and two special classes of constraints,
i.e., observation constraints and X-tuple constraints. We will show that under
the special cases, the complexity of solving the conditioning problem can be
linear in the size of the probabilistic database, in contrast with NP-hard of the
conditioning problem of the general case (as stated in [9]). For each case, before
enforcing constraints, we need to make sure that the conditioned database is
consistent. We start from the general case.

4.1 General Case

In the general case, the complex events associated with tuples, as well as the
constraint C, are general elements of C(E). In order words, there are no other
requirements on f values and C.
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Algorithm 1. Conditioning problem algorithm with a general constraint

Data: R1 =< R,E1, f1, C, p1 >(C is a general constraint)
Result: R2 =< R,E2, f2, ∅, p2 > such that R2 ≡w R1

1 Phase 1: encoding;
2 for each tuple ti ∈ R do
3 normalize f1(ti) to its completed disjunctive normal form;
4 construct a new Rnew by duplicating ti, with its f1 value being one

conjunct clause;

5 normalize C to the completed disjunctive normal form;
6 construct C by adding all the conjunct clauses of C;
7 for each ti ∈ Rnew do
8 if f1(ti) /∈ C then
9 remove ti;

10 Phase 2: computing f2 and p2;
11 for each ti ∈ Rnew do
12 f2(ti) = update(f1(ti));
13 for each event e′i in f2(ti) do
14 p2(e

′
i) = p(ei|(e1 ∧ ... ∧ ei−1 ∧ C));

15 //ei is the original basic event of e′i before updating;

16 if any two e′i, e
′
j have the same original event ∧ p2(e

′
i) = p2(e

′
j) then

17 eliminate one of them, replace the eliminated event anywhere by the kept
one;

Checking Consistency. According to Theorem 1, checking consistency of the
conditioned database is to check whether there exists a model of its constraint
C. In the general case, the constraint C can be an arbitrary logical expression.
Thus actually it is an SAT problem, which is an NP-complete problem.

Conditioning. Algorithm 1 is an algorithm adapted from [9] in order to solve
the conditioning problem with a general constraint. The general idea of Algo-
rithm 1 follows the construction in the proof of Theorem 3. Algorithm 1 computes
the possible worlds (of the conditioned probabilistic database) in which each tu-
ple exists, in the phase 1 (line 1 to line 9). The algorithm computes f2 and p2
values using Bayesian equation, in the phase 2 (line 10 to line 17). In this phase,
it provides some optimizations to minimize the number of events used during
the conditioning process, thus it avoids to compute probabilities of unnecessary
events. However, since the conditioning problem is an NP-hard problem in gen-
eral, no matter how to optimize the algorithm, it is not practical to make it
scalable to database size theoretically.

4.2 Special Case 1: Positive and Negative Observations

A positive (resp. negative) observation is the knowledge of one event being true
(resp. false). After building a probabilistic database, one may get some infor-
mation about the existence of some tuples or the truth value of some events.
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This kind of observation is used in some research, as [4]. In [4], the authors
build a probabilistic database with the information describing prices of items.
There are several possible prices for each item, but only one of them is true.
Later, they clean this uncertain information by observing the actual price of
some items. Thus, their cleaning operations are adding observation constraints
on their probabilistic database.

Checking Consistency. A probabilistic relation with a set of observation con-
straints can be consistent or inconsistent. A set of observation constraints form
a conjunction of positive and negative events, i.e., C=p1 ∧ p2 ∧ ... ∧ pm ∧ ¬q1 ∧
¬q2 ∧ ... ∧ ¬qn. The approach to check consistency is to check whether there
exists the positive and negative form of the same event in C. If there exist ei
and ¬ei in C, C is always evaluated to be false (because C is a conjunction). In
this case, the probabilistic relation is inconsistent. By first sorting the positive
and negative events, checking consistency can be checked in O(nlogn), where n
is the number of events in C. .

Algorithm 2. Conditioning problem algorithm with a set of observation
constraints
Data: R1 =< R,E1, f1, C, p1 >(C is a set of observations)
Result: R2 =< R,E2, f2,∅, p2 > such that R2 ≡w R1

1 for each ei ∈ C do
2 p(C)× = p1(ei);//only needed when computing p(C);
3 p2(ei) = 1;

4 for each ¬ei ∈ C do
5 p(C)× = (1− p1(ei));//only needed when computing p(C);
6 p2(ei) = 0;

Conditioning. Algorithm 2 is the algorithm solving the conditioning problem
with a set of observation constraints. The basic idea is to update the probabilities
of the positive events in the constraints to 1, and to update the probabilities of
the negative events in the constraints to 0. As we can see, the only component
updated in Algorithm 2 is p1, while other parts remain the same. The time
complexity of Algorithm 2 is linear in the size of the constraint. In the worst case
the time complexity is O(n), where n is the number of tuples in the probabilistic
relation. The two lines (line 2 and 5) are needed only when we compute p(C).

A Running Example. Assume that we have one probabilistic relation R
(shown in Section 1), with a set of observation constraints C = e1 ∧ ¬e3. The
equivalent probabilistic relation without constraints after conditioning should be
< R,E, f,∅, p2 >, with p2(e1) = 1, p2(e2) =

3
5 , p2(e3) = 0, p2(e4) =

3
5 .

4.3 Special Case 2: X-tuple without “Maybe” Semantics

In this section, for R =< R,E, f, C, p >, we consider the special case that each
f value is one unique event.
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Definition 7. An X-tuple is a set of tuples among which every tuple is mutu-
ally exclusive to others. An X-tuple without “maybe” semantics means within
the X-tuple, one tuple must be chosen. The independence between different X-
Tuples are assumed.

Many research works (such as [1,4]) use X-tuple model as their probabilistic data
model. Thus, their probabilistic data model can be viewed as the conditioning
result of adding a set of X-tuple constraints. This section considers about the
X-tuple without “maybe” semantics that requires exactly one of the candidate
tuples to exist. The next section considers about the X-tuple with “maybe”
semantics that considers none of the candidate tuples could exist.

Assume we have k X-tuples: X1, X2, ..., Xk, and each X-tuple Xi has ni can-
didate tuples: t(i,1), ..., t(i,ni). The constraint of an X-tuple Xi (with ni tuples)
without “maybe” semantics can be expressed as:

Ci =
∨

j=1,...,ni

(f(t(i,j)) ∧ (
∧

r=1,...,ni∧r �=j

¬f(t(i,r))))

Thus a set of X-tuples without “maybe” semantics constraints telling that there
are k X-tuples present as:

C =
∧

i=1,...,k

Ci

For example, in the probabilistic relation R (shown in Section 3), if we have a
set of X-tuple without “maybe” semantics constraints telling that there are two
X-tuples: X1 = {t1, t2}, X2 = {t3, t4}, the set of constraints C present as:

C = ((e1 ∧ ¬e2) ∨ (¬e1 ∧ e2)) ∧ ((e3 ∧ ¬e4) ∨ (¬e3 ∨ e4))

Checking Consistency. In this special case, one probabilistic relation with a
set of X-tuple without “maybe” semantics constraints, with each f value being
one unique event, is always consistent. According to Definition 5 and Theorem
1, in order to check consistency, we need to check whether C is always evaluated
to be false or not. From the above example, if we transform the constraint C into
its disjunctive normal form, we can see that each event involved in C appears
only once in each conjunct. Thus the case of ei ∧ ¬ei never happens, which
gives chances to C to be true. In this case, one probabilistic relation is always
consistent.

Conditioning

Definition 8. A compact encoding of an X-tuple without “maybe” semantics
Xi, which has ni tuples, is:

f(t(i,j)) =

⎧⎨⎩
eij , j=1

¬ei1 ∧ ... ∧ ¬eij−1 ∧ eij , j=2, ..., ni − 1
¬ei1 ∧ ... ∧ ¬eij−1 , j=ni
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where t(i,j) represents the j-th tuple of Xi, j=1, ..., ni, and all eij are new events
which have never been used.

Theorem 4. The compact encoding can express the X-tuple semantics.

The proof to this theorem can be found in [12].
The independence is assumed among X-tuples, thus when we compute the

probability of one tuple t(i,j) existing in the equivalent probabilistic database
without constraints, we only need to consider the X-tuple Xi containing t(i,j).

Theorem 5. R1 =< R,E1, f1, C, p1 > is one probabilistic relation. C is a
set of X-tuple without “maybe” semantics constraints claiming that there ex-
ist k X-tuples: X1, X2, ..., Xk, while each X-tuple Xi has ni candidate tuples:
t(i,1), ..., t(i,ni). The probability of one tuple t(i,j) existing in the equivalent condi-
tioned probabilistic database without constraints, R2 =< R,E2, f2,∅, p2 >, can
be computed as:

p(f2(t(i,j))) =
difij
XDifi

where difij =
p(f1(t(i,j)))

1−p(f1(t(i,j)))
, and XDifi =

∑ni

j=1 difij.

Proof. Since independence is assumed among X-tuples, we only need to consider
the sub-constraint Ci which is the constraint claiming X-tuple Xi. According to
the semantics of an X-tuple constraint, we can compute the probability of Ci as:

p(Ci) =

ni∑
j=1

p(f1(t(i,j)) ∧
∧

r=1,...,ni∧r �=j

¬f1(t(i,r)))

=

ni∑
j=1

(p(f1(t(i,j)))×
∏

r=1,...,j−1,j+1,...ni

(1− p(f1(t(i,r)))))

=

ni∑
j=1

((

ni∏
r=1

(1− p(f1(t(i,r))))) ×
p(f1(t(i,j)))

1− p(f1(t(i,j)))
)

= (

ni∏
r=1

(1− p(f1(t(i,r))))) ×XDifi

We can easily get:

p(f1(t(i,j)) ∧ Ci) = (

ni∏
r=1

(1− p(f1(t(i,r))))) ×
p(f1(t(i,j)))

1− p(f1(t(i,j)))

= (

ni∏
r=1

(1− p(f1(t(i,r))))) × difij
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Thus we can induce:

p(f2(t(i,j))) = p(f1(t(i,j))|Ci) =
p(f1(t(i,j)) ∧ Ci)

p(Ci)
=

difij
XDifi

�

Using Theorem 5, we can save lots of computations.When computing p(f2(t(i,j))),
we only need to compute difij and XDifi of X-tuple Xi.

Actually, we can also simplify the computation of probability of the constraint
C, which is a set of X-tuple constraints, using the theorem below.

Theorem 6. R1 =< R,E1, f1, C, p1 > is one probabilistic relation. C is a set of
X-tuple without “maybe” semantics constraints claiming there exist k X-tuples:
X1, X2, ..., Xk, while each X-tuple Xi has ni candidate tuples: t(i,1), ..., t(i,ni).
The probability of C can be computed as:

p(C) = Base×Dif

whereBase=
∏k

i=1 XBasei,XBasei=
∏ni

r=1(1−p(f1(t(i,r)))),Dif=
∏k

i=1 XDifi.
XDifi is defined in Theorem 5.

Proof. Since Xi, Xj are independent, Ci, Cj are independent as well. We can
compute the probability of C, as (using Theorem 5):

p(C) =

k∏
i=1

p(Ci) =

k∏
i=1

((

ni∏
r=1

(1 − p(f1(t(i,r)))))×XDifi)

=

k∏
i=1

(Xbasei ×XDifi) = (

k∏
i=1

Xbasei)× (

k∏
i=1

XDifi) = Base×Dif �

Algorithm 3 is the algorithm solving the conditioning problem for a set of X-
tuple without “maybe” semantics constraints. Algorithm 3 is built based on
Theorem 4, 5 and 6. The encoding phase (line 1 to line 4) is based on Theorem 4.
The computing phase (line 5 to line 17) comes from Theorem 5 and 6. Actually,
we do not need to compute p(C) (line 9 and line 11) if we only aim to solve
the conditioning problem. However, the probability of C can be computed by
Algorithm 3, without affecting the time complexity. Obviously, the complexity
of Algorithm 3 is linear in the size of X-tuple constraints. In worst case, it is
O(n), where n is the size of the probabilistic relation.

A Running Example. Assume that we have one probabilistic relation R
(shown in Section 1), with a set of X-tuple constraints C = ((e1 ∧ ¬e2)∨ (¬e1 ∧
e2)) ∧ ((e3 ∧ ¬e4) ∨ (¬e3 ∨ e4)) (it tells t1, t2 is one X-tuple, and t3, t4 is an-
other X-tuple). The equivalent probabilistic relation without constraints after
conditioning should be < R,E2, f2,∅, p2 >

According to the compact encoding, we have f2 function:

f2(t1) = e′1, f2(t2) = ¬e′1, f2(t3) = e′2, f2(t4) = ¬e′2,

and E2 = {e′1, e′2}.
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Algorithm 3. Conditioning problem algorithm with a set of X-Tuple with-
out “maybe” semantics constraints

Data: R1 =< R,E1, f1, C, p1 >(C is a set of X-tuple constraints)
Result: R2 =< R,E2, f2,∅, p2 > such that R2 ≡w R1

1 Phase 1: encoding;//only needed when doing conditioning;
2 for each X-tuple Xi do
3 for each tuple t(i,j) of Xi do
4 update f1(t(i,j)) to f2(t(i,j)) by encoding in a compact manner;

5 Phase 2: computing;
6 for each X-tuple Xi do
7 XBasei = 1; XDifi = 0;
8 for each tuple tij of Xi do
9 baseij = 1− p(f1(t(i,j)));XBasei× = baseij ;//only needed when

computing p(C);

10 difij =
p(f1(t(i,j)))

1−p(f1(t(i,j)))
; XDifi+ = difij ;

11 Base =
∏k

i=1 XBasei;//only needed when computing p(C);

12 Dif =
∏k

i=1 XDifi;
13 p(C) = Base×Dif ;
14 for each X-tuple Xi do
15 for each tuple t(i,j) of Xi do

16 set up an equation p(f2(t(i,j))) =
difij
XDifi

;

17 solve the equations, and get the p2 value for all new variables in f2;

Next, compute the p2 function.

Base = (1− p1(e1))× (1− p1(e2))× (1− p1(e3))× (1 − p1(e4)) =
1

25

XDif1 =
p1(e1)

1− p1(e1)
+

p1(e2)

1− p1(e2)
=

5

2
, XDif2 =

p1(e3)

1− p1(e3)
+

p1(e4)

1− p1(e4)
=

5

2

XDif = XDif1 ×XDif2 =
25

4

p(C) = Base×XDif =
1

25
× 25

4
=

1

4

p(f2(t1)) =

p1(e1)
1−p1(e1)

p1(e1)
1−p1(e1)

+ p1(e2)
1−p1(e2)

=
2

5
, p(f2(t2)) =

p1(e2)
1−p1(e2)

p1(e1)
1−p1(e1)

+ p1(e2)
1−p1(e2)

=
3

5

p(f2(t3)) =

p1(e3)
1−p1(e3)

p1(e3)
1−p1(e3)

+ p1(e4)
1−p1(e4)

=
2

5
, p(f2(t4)) =

p1(e4)
1−p1(e4)

p1(e3)
1−p1(e3)

+ p1(e4)
1−p1(e4)

=
3

5

Thus we have p2 function:

p2(e
′
1) =

2

5
, p2(e

′
2) =

2

5
.
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4.4 Special Case 3: X-tuple with “Maybe” Semantics

In this section, we study the case of X-tuple with “maybe” semantics constraint
that considers none of the candidate tuples could exist. X-tuple with“maybe”
semantics has a slightly different compact encoding approach.

Assume we have k X-tuples: X1, X2, ..., Xk, and each X-tuple Xi has ni can-
didate tuples: t(i,1), ..., t(i,ni). The constraint of an X-tuple Xi (with ni tuples)
with “maybe” semantics can be expressed as:

Ci = (
∨

j=1,...,ni

(f(t(i,j)) ∧ (
∧

r=1,...,ni∧r �=j

¬f(t(i,r))))) ∨ (∧r=1,...,ni¬f(t(i,r)))

Thus a set of X-tuples with “maybe” semantics constraints telling that there are
k X-tuples present as:

C =
∧

i=1,...,k

Ci

Definition 9. A compact encoding of an X-tuple with “maybe” semantics
Xi, which has ni tuples, is:

f(t(i,j)) =

{
eij , j=1

¬ei1 ∧ ... ∧ ¬eij−1 ∧ eij , j=2, ..., ni

where t(i,j) represents the j-th tuple of Xi, j=1, ..., ni.

The algorithm solving the conditioning problem for a set of X-tuple with
“maybe” semantics constraints is almost the same as Algorithm 3, except that
we need to insert one line between line 10 and 11: “XDifi+ = 1;”.

5 Performance Evaluation

We mainly show the advantage of our approach in handling special classes of
constraints, i.e., achieving scalable performance. Since the first special case is
trivial, we only test the performance of the last two special cases.

All algorithms were implemented in Java and performed by a 2.83GHz CPU
with 3.00GB RAM. We generated 300k tuples as our synthetic data set. f value
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Fig. 2. Running time varying number of X-tuples and size of X-Tuples
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of each tuple is one unique event, and the probability of each event is randomly
assigned between [0,1]. Every X-tuple contains the same number of candidate
tuples. We use two parameters to control the complexity of X-tuple constraint:
the number of X-tuples and the number of candidate tuples in each X-tuple.

Figure 2 shows the running time by differentiating the cases of X-tuples with
different number of candidate tuples, and varying the number of X-tuples. Figure
2(a) and 2(b) show the running time of solving the conditioning problem with
a set of X-tuple without and with “maybe” semantics constraints respectively.
The number of X-tuples varies from 1k to 10k. We performed five runs, each of
which adopts different number of candidate tuples in X-tuples, from 5 to 25.

We can observe that for both cases, when we fix the number of X-tuples,
the running time increases as the number of candidate tuples in each X-tuple
increases; when we fix the number of candidate tuples in each X-tuple, the run-
ning time increases as the number of X-tuples increases. The reason is the system
takes more effort to compute the probability of the constraint, and to condition-
ing the probabilistic relation. Also, the time of each run is scalable to the number
of X-tuple, and thus to the relation size. It verifies our previous analysis.

6 Conclusion

In this paper, we formalize a tuple-level probabilistic relational data model with
additional constraints integrated as first class citizens. The model gives the flexi-
bility to incorporate knowledge and observations in the form of constraints which
are specified at any time. This process is called “conditioning”. Furthermore, we
propose and devise algorithms for the compact representation and the computa-
tion of possible worlds and their probabilities after conditioning. We also identify
valuable and practical classes of constraints (i.e., observation constraints and X-
tuple constraints), devise efficient algorithms for them, and demonstrate that
solving the conditioning problem under them can be performed in linear time.
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project “Hippocratic Data Stream Cloud for Secure, Privacy preserving Data
Analytics Services” 102 158 0037, NUS Ref: R-702-000-005-305. Reynold Cheng
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Abstract. Root cause analysis of failed projects and incidents is an
important and necessary step to working out measures for preventing
their recurrences. In this paper, to better analyze the causes of failed
projects and incidents, we propose a novel topic-document-cause(TDC)
model that reveals the corresponding relationships among topics, docu-
ments, and causes. We use the JST failure knowledge base to construct
a TDC model with machine learning methods such as LDA and percep-
tron. The experimental results show that our approach performed better
at discovering the causes of failures for projects and incidents.

1 Introduction

When we watch the news or read a newspaper, we can find a variety of acci-
dents reported on such as failure at launching a new rocket, defects in electronic
devices, collapsed buildings, air planes crashes, etc. When we look into the back-
ground of these accidents, some have the same causes. Why do we make similar
accidents again and again? How can we prevent the recurrence of these acci-
dents? Preventing the recurrences of these accidents is important. To do this, we
think that analyzing the root cause of these accidents and sharing these causes
with others are important. Thus, we study on methods for supporting root cause
analysis.

Many corporations and organizations construct knowledge bases to avoid the
recurrence of accidents. In some databases, they record not only the descriptions
of accidents but also the backgrounds and effects of them. In this paper, we call
these databases “failure knowledge databases.”

Failure knowledge databases are useful resources for supporting root cause
analysis. Howevermost of these knowledge bases are closed and not open to public
access. Fortunately, there exist public databases that are provided by governments
and organizations. For example, there are the JST1 failure knowledge database [1]
and a database on management crisis of startup companies [2].

1 Japan Science and Technology Agency http://www.jst.go.jp/

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 88–102, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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However, they are not used effectively despite the fact that it costs much to
build them. JST says that one of the reasons is that the knowledge of an accident
is not conveyed properly from a creator of the information to users. To solve this
problem, JST thinks that revealing the structure of an accident is important. JST
proposed a failure knowledge database that contains the structure of an accident,
called a “scenario.” However, this database only provides keyword based search
function for existing accidents and cannot tackle new incidents in contemporary
society.

We propose methods for extrapolating the causes of new incidents by using
an existing failure knowledge database. Our methods can assist users in under-
standing incidents and constructing a failure knowledge database.

The idea is very simple: similar causes trigger similar results. When a new
incident occurs, we think it is helpful to extract the possible causes quickly
by searching for similar incidents and concluding their causes from the failure
knowledge databases.

Table 1. Incidents similar in words but different in behaviors and situations

e1 Title Fatigue breakdown of gears of overhead traveling cranes with
hoist.

Overview While lifting up a heavy object with a double-rail overhead trav-
eling crane, the crane suddenly stopped and became inoperative.
A gear in the hoisting machine was broken at the base.

e2 Title Backlash of gears was too big and caused intense noise.
Overview A optical fiber base material synthesis device was designed and

put to use. Noise of the device was larger than 80 decibels. A
commercially available shaft was used to spin the base material
of optical fiber (Rpm in the hundreds). However, the class of gears
was JIS 4. This generated a big backlash and caused intense noise.
To solve this problem, the material of one gear was changed to
fiber-reinforced plastic(FRP).

The challenge is how to find similar incidents recorded in the knowledge
database. The conventional methods, such as tf-idf based approach is consid-
erable but not a good choice. For example, let’s consider the two incidents, e1
and e2, in the JST failure knowledge database which are shown in Table 1. Both
incidents are categorized in the “machinery” category. In this category average
similarity between two incidents is 0.0198 according to the vector space model
and cosine similarity with the tf-idf term weight. The incident similarity between
e1 and e2 is 0.189, which is larger than the average similarities between two in-
cidents. This means that e1 and e2 are similar incidents. However, these two
incidents are different in terms of behavior and situation. As shown in Table 1,
e1 is an incident in which the gears of a crane were destroyed by the fatigue of
materials. e2 is an incident in which gears generated intense noise because the
material of the gears was not suitable. While these two incidents have the same
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keyword “gear”, they are different. This shows that tf-idf depends heavily on the
words used to describe incidents. tf-idf does not work well when comparing two
incidents in terms of their behaviors and situations.

Here, documents mean the descriptions of a project or incident, and records
means the documents that are stored in the database.

As one of the solutions, we propose methods that compute the similarities
between documents through topics generated by LDA [3]. One of the notable
features of our methods is that we focus on behaviors and situations of incidents
than surface text (tf-idf based keyword appearance). We expect that topics can
represent the behaviors and situations in incidents. We will explain the details
of the intervention of topics and evaluate the effects of topics later. The major
contributions can be summarized as follows.

1. Models for analyzing the causes of new accidents
In Section 3.2, we propose models that can represent the relations between
causes, documents, and topics. We can extrapolate the causes of a new inci-
dent by considering multiple similar incidents by using our models.

2. Revealing the underlying relations between incidents from the de-
scriptions of circumstances and behaviors
In Section 4.1, we explain our methods to reveal the underlying relations be-
tween incidents through topics generated by LDA. In Section 5, we evaluates
its effectivity.

3. Revealing the relations between incidents and causes
In Section 3.2, we explain how we discover relations between incidents and
causes by using a perceptron from a dataset. In Section 5, we evaluates the
effectivity of the perceptron used to understand these relations.

2 Related Work

2.1 JST Failure Knowledge Database

The JST failure knowledge databasewas designed to share experiences and lessons
obtained by analyzing failure incidents. The database launched onMarch 23, 2005,
and the service was closed on March 31, 2011. At present, it is made public on
the website of the Hatamura Institute for the Advancement of Technology [1].
Records in the JST failure knowledge database are stored under 16 categories,
such as Machinery, Chemistry, and Construction. There are about 1000 incidents
in the database. Each record contains case name, overview, sequence, cause, back-
ground, and other columns. An example is shown in Table 2.

The JST failure knowledge database is intended to communicate failure knowl-
edge. The main concept of this database is the structure of failure knowledge
called “scenario.” A scenario is a sequence of causes, actions and results. The
elements of a scenario are defined in a cause mandala, as shown in Figure 1. In
the database, a scenario is given to each incident. We focus on the cause part
of a scenario. By using this part, we can extrapolate the causes of a new given
document.
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Fig. 1. Cause mandala

Table 2. Example of Record

Case Name Loss of the deep sea remote operated vehicle (ROV), Kaikou

Date May 29, 2003

Place Kochi, Japan

Location About 130 km South East Off the Muroto cape

Overview Following a successful long period survey mission for acquisition of data
about the Nankai Earthquake in the Nankai trough,...

Sequence May 29th 09:30 The KAIKOU was launched into the water from the deep
sea research ship KAIREI at the underwater operation area (fig 1)...

Cause 1. The damage to the secondary cable a. The strength of the aramid fiber
around the opening of the sheath near the detaining harness was...

Background The KAIKOU was the only deep sea survey system existing in the world
able to explore the deepest part of the ocean,...

Scenario Misjudgment, Misperception, Usage, Operation/Use, Failure, Degrada-
tion, Loss to Organization, Economic Loss

2.2 The Adequacy of Meta Data

Ito et al.[4] examined the implicit relations between incidents in the database
without using meta data (scenarios). They stated that meta data is created from
a single editor’s point of view and some meta data is intentionally adjusted.

In their paper, they calculated the similarities of sequential and associational
structures between incidents by using the co-occurrence of words. It is clearly
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shown in their investigation that they could discover relations that cannot be
retrieved by the similarity of meta data. In addition, they point out that there
are opposite cases in which different incidents have similar meta data. Meta data
is created by an editor intending to communicate failure knowledge that he or
she obtained by understanding an incident.

To solve this single point of view problem, we consider multiple similar docu-
ments when we extrapolate the causes of a new incident. Inadequate meta data
can be corrected by using other adequate meta data of similar documents. From
this view point, our method not only can help a user to find the causes of a
particular incident, but also can improve the meta data in the database.

2.3 Causal Extraction and Search

Aono et al. [5] proposed a method for building a causal network by searching
and extracting causes from documents on the Web by using clue expressions. In
their research, they get the causes of a given incident by searching with keywords
related to it and clue expressions. After that, they do the same thing with newly
retrieved incidents and build a causal network. In addition, they analyze causal
networks by examining their partial structure.

Nojima et al. [6] proposed a method for extracting a cause and result pair
from news articles by using clue expressions and structure of news article. They
also proposed a hypothesis that states that the headlines of news articles are the
results of a written incident. By using this hypothesis, their method can extract
a cause and result pair, which is not written in one sentence. When they use the
clue expressions, their method requires that a cause and result pair appears in
the same sentence or the same document.

Ishii et al. [7] proposed a topic-event cause model and an incremental method
for causal network construction. In their method, events are represented as SVO
tuple. They showed in the results of experiments that their method could detect
similar event vertices better than the baseline method did, which uses a bag of
words as a representation of an event. One of the notable features of their work is
to construct causal network incrementally to improve the freshness of knowledge
base.

To extrapolate the causes of a new incident, our method uses the relations
between incidents. Here, incidents are composed of multiple sentences. Thus, we
cannot use their method solve to our problem. The possibility is that we can
use it to get the causal relations in an incident or between incidents that have
unique names. Our future work is to be able to use those relations as detailed
information on the cause of a new incident.

3 Document-Cause Model

We propose a document-cause model that represents the relations between doc-
uments and causes in order to extrapolate the causes of a new incident.
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3.1 Input and Output

The input of our method is the unstructured text representation of incidents in
a dataset, structured scenarios, and unstructured text of a new incident as a
query. The output is the estimated causes of a new incident.

Failure Knowledge 

Database

Set of documents and causes

Cause 1

Cause 2

New 

Document

Query

Steam Eruption from Nuclear Power Plant Cooling System

Organizational Problems-Poor Management

Insufficient Analysis or Research-

Insufficient Prior Research

Inference

Fig. 2. Overview of Our Approach

There are many kinds of failure knowledge databases. In this paper, we use
the JST failure knowledge database as the dataset. We also used the case name
and overview of a record in the database as the document.

3.2 Document-Cause Model(DC Model)

The document-cause model is a network model that is built from a dataset and
represents the relations between document and causes. We extrapolate the causes
of new incidents by comparing incidents in the network. The document repre-
sents the behaviors and situations of an incident. In the JST failure knowledge
database, for each document, there are a case name and an overview description.
The cause is an element that is defined in a cause mandala. In the database, the
cause part of a scenario corresponds to it.

Here, a query document describes a new incident. In our method, we compare
a query document with not only just the most similar document but also with
multiple similar documents. Thus, we expect that this method can consider the
relations between documents and causes more precisely than a method consider-
ing only the most similar document. This model is composed of a document-cause
layer. In this paper, we express weighted edges in a network by using a matrix.
We regard no edge as an edge with a weight of 0. Suppose n is the number of
documents. m is the number of causes, and the relations between documents
and causes are represented by n×m matrix A.

Construction of Document-Cause Layer. Without using supervised data,
we cannot extrapolate the relations between causes and documents in the real
world. Thus, we construct a document-cause layer by analyzing existing datasets
with two ways.
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Steam Eruption from Subsidiary 

Fracture of High Pressure Core 

Injection System Pipe

Accident caused due to a Critical 

Phenomenon of Nuclear Fission at 

the JCO Uranium-Processing Plant

Guillotine Break of Secondary 

System Pipe at Nuclear Power 
Plant

Ignorance –
Insufficient Knowledge

Insufficient Analysis or 

Research – Insufficient 

Prior Research

Steam Eruption from 
Nuclear Power Plant 

Cooling System

Query document Documents Causes

TF・IDF Binary or Perceptron

Fig. 3. Document-cause model

1. Binary When a cause is assigned in a dataset, we create an edge with a
weight of 1.

2. PerceptronWe use binary as the initial state. The system learns the weights
between incidents and causes by using perceptron with the standard delta
rule.

In the former, the weight of an edge be 0 or 1. The latter lets the weight of each
edge range from 0 to 1. Edges in perceptron cases can represent more sensitive
relations between incidents and causes, and we expect that the performance
would be better in perceptron case. We evaluate this in Section 5.

Causes of a New Incident. Suppose the tf-idf based similarities between
a query document and existing documents are dq(dqi = Sim(dq, di)), a cause
vector of dq is cq, and the weight of ci in dq is cqi.

cq = Adq (1)

Intuitively, top K results with higher cq scores will return as the failure causes
of a new incident (dq). For example, return the top three causes as extrapolated
causes. In this paper, we return causes that are weighted more than a certain
threshold as extrapolated causes.

When a new incident happened, we think that the user has understood the
incident. We think that the user wants to understand the incident in terms of not
only what happened but also the potential causes. Thus, our methods provide
the possible causes for help. In our method, a user is provided with a list of
the possible causes that have been extracted without containing perspectives or
personal views. This can solve the problem that registered meta data is created
from only a single editor’s point of view.
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4 Topic-Document-Cause Model

We also propose a topic-document-cause model which is an advanced version of
the topic-document model (In Section 3.2).

4.1 Topic-Document-Cause Model (TDC Model)

In the TDC model, we calculate the similarities between a query document and
existing documents through the intervention of topics, which are collections of
words and are generated by LDA, which is a topic model. In LDA, it is assumed
that a document is a mixture of topics. Through the intervention, we can get the
underlying similarities between incidents. The relations between incidents and
causes are the same as in the DC model.

Pipe, Subsidiary 
Fracture, Steam,…

High Concentrations 
of Uranium Fuel, 

Criticality,…

Fukui Prefectural 
Police, Compulsory 

Search, …

Interpolation, Cover 
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Erosion, Thinning 
Phenomena…

Steam Eruption from Subsidiary 
Fracture of High Pressure Core 

Injection System Pipe

Accident caused due to a 
Critical Phenomenon of Nuclear 

Fission at the JCO Uranium-
Processing Plant

Guillotine Break of Secondary 
System Pipe at Nuclear Power 

Plant

Ignorance –
Insufficient Knowledge

Insufficient Analysis or 
Research – Insufficient 

Prior Research

Steam Eruption from 
Nuclear Power Plant 

Cooling System

Query Document Topics Documents Causes

LDA Binary or Perceptron

Fig. 4. Structure of the topic-document-cause model

Topics are collections of words in documents. Each word in the collection
has probability to the topic. Each topic has probability to documents. These
probabilities are sampled by LDA.

The TDC model is a network model that has two layers: a topic-document
layer and a document-cause layer. In each layer, there are edges that represent
the relations between two ends. In the topic-document layer, the edges between
topics and documents indicate the relations between them. Weights show how
strong the relation is. If there is a strong edge, we assume that the topic is
highly related to the connected document. In the document-cause layer, an edge
represents relations between documents and causes. When a weight is high, it
means that the document is highly related to the cause.

Suppose that n is the number of documents, m is the number of topics, and
l is the number of causes. The relations between topics and documents can be
described with a n×m matrix A. The relations between documents and causes
can be described with a l ×m matrix B.
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Construction of Layers. In the topic-document layer, we calculate the re-
lations between documents and topics by using LDA. In our method, we ex-
pect that topics represent the behaviors and situations that caused accidents.
Through the intervention of topics, we get underlying similarities.

The LDA requires the number of topics for analysis. The number of topics
should be sufficient enough so that each topic can represent the behaviors and
situations that caused accidents. We discuss this issue in the evaluation section
(Section 5). The document-cause layer is built in the same way in the DC model.

Causes of a New Incident. Suppose that the probabilities of topics to a query
document are a vector tq, a cause vector of dq is cq, and the weight of ci in dq is cqi.

cq = BAtq (2)

We extrapolate the causes of a new incident in the same way in the DC model.

5 Experiments

5.1 Overview

We collected 1175 records from the web-site of the JST failure knowledge
database. We used the case name, url, overview, and scenario in the record
as the document for the causal analysis. A combined string of a case name and
overview was the unstructured text representation of an incident.

Incidents in the database are categorized under 16 categories (e.g.,Machinery,
Chemical, and Construction). In our experiment, we evaluated our method in
each category. We assume that the category of a new incident is given in advance.

We divided each category into a learning set and a test set. The test set is the
first ten incidents in the original set. The remaining incidents are the learning set.
We built models by using the learning set. After that, we evaluated the models
by using the test set. We used the cause part of a scenario as the cause of an
incident. We evaluated extrapolated causes with precision, recall, and f-measure.

As preliminary experiment, We varied the number of topics of TDC model in
the machinery category, and the results are shown in Table 3.

Table 3. Number of Topics

method(number of topics) precision recall f-measure

TDC-B(25) 0.173 0.383 0.236
TDC-B(50) 0.182 0.383 0.245
TDC-B(100) 0.195 0.383 0.257
TDC-B(500) 0.182 0.383 0.246
TDC-P(25) 0.198 0.333 0.247
TDC-P(50) 0.230 0.383 0.280
TDC-P(100) 0.208 0.283 0.239
TDC-P(500) 0.145 0.167 0.154
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We could not find difference between the numbers of topics. Thus we use 50
as the number of topics. The threshold for whether a cause is returned or not is
0.1. When a query document is given, we search the most similar document by
using vector space model with tf-idf term weight. We return the causes of the
most similar document as extrapolated causes. We use this naive method as a
baseline.

5.2 Experimental Results and Consideration

Under this condition, we evaluated five methods (Table 4), and precision, recall,
and f-measure are shown in Tables 5, 6, and 7. Here, precision, recall, and f-
measure are computed as follows. Relevant results are causes which are recorded
in the scenario part of the knowledge base.

precision =
number of extrapolated causes which are relevant

number of extrapolated causee
(3)

recall =
number of extrapolated causes which are relevant

number of relevant causes
(4)

f −measure =
2× precision× recall

precision+ recall
(5)

Table 4. Abbreviation of methods

TF-IDF Baseline
DC-B DC model (Binary)
DC-P DC model (Perceptron)
TDC-B TDC model (Binary)
TDC-P TDC model (Perceptron)

The f-measure showed that our proposed models, the DC and TDC models,
worked better than the baseline method did. In particular, recall with our meth-
ods was much better than that of the baseline one. The precisions were almost
the same in all five methods. This means that our methods helped users to find
causes that they could not find.

An example of our method being applied to an incident titled “Explosion
and fire of a gas holder at an iron factory” is shown in Table 8. For DC-B and
baseline, while the precision was the same value at 0.333, the recall of baseline
was 0.5, and that of DC-B was 1.0. For the baseline, a user may not have noticed
“Poor Safety Awareness”.

This can solve the problem in which a meta data is created from one point of
view. An editor will be given multiple causes, and he or she will consider causes
that he or she could not find by themselves. Improving recall is really important
when we consider the use case of our method.
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Table 5. Precision

Category TF-IDF DC-B DC-P TDC-B TDC-P

Other 0.233 0.242 0.254 0.287 0.302
Chemistry 0.250 0.185 0.148 0.200 0.196
Machinery 0.000 0.150 0.133 0.182 0.230
Metals 0.267 0.224 0.197 0.266 0.258
Construction 0.275 0.244 0.232 0.249 0.220
Nuclear Power 0.300 0.190 0.187 0.207 0.192
Aerospace 0.317 0.160 0.185 0.183 0.175
Natural Disasters 0.292 0.202 0.175 0.196 0.196
Motor Vehicles 0.133 0.205 0.199 0.233 0.220
Food 0.200 0.200 0.203 0.207 0.207
Oil 0.167 0.150 0.138 0.157 0.157
Petrochemistry 0.467 0.240 0.261 0.302 0.302
Shipping and Maritime 0.217 0.137 0.134 0.158 0.138
Railways 0.275 0.179 0.176 0.206 0.192
Electrical, Electronic, and IT 0.300 0.210 0.239 0.240 0.237
Electric Power and Gas 0.200 0.144 0.130 0.158 0.170

Table 6. Recall

Category TF-IDF DC-B DC-P TDC-B TDC-P

Other 0.134 0.469 0.516 0.478 0.503
Chemistry 0.233 0.550 0.317 0.683 0.650
Machinery 0.000 0.333 0.167 0.383 0.383
Metals 0.350 0.650 0.600 0.567 0.617
Construction 0.433 0.775 0.783 0.775 0.725
Nuclear Power 0.300 0.483 0.483 0.467 0.500
Aerospace 0.253 0.540 0.610 0.540 0.540
Natural Disasters 0.192 0.483 0.500 0.533 0.567
Motor Vehicles 0.167 0.542 0.542 0.517 0.517
Food 0.233 0.417 0.417 0.267 0.267
Oil 0.267 0.500 0.433 0.500 0.500
Petrochemistry 0.417 0.600 0.625 0.775 0.775
Shipping and Maritime 0.300 0.450 0.450 0.500 0.500
Railways 0.258 0.717 0.717 0.717 0.717
Electrical, Electronic, and IT 0.200 0.500 0.567 0.467 0.467
Electric Power and Gas 0.153 0.357 0.357 0.353 0.373
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Table 7. F-measure

Category TF-IDF DC-B DC-P TDC-B TDC-P

Other 0.150 0.286 0.313 0.329 0.349
Chemistry 0.237 0.274 0.200 0.307 0.299
Machinery 0.000 0.205 0.142 0.245 0.280
Metals 0.287 0.322 0.290 0.352 0.354
Construction 0.323 0.363 0.348 0.364 0.329
Nuclear Power 0.283 0.256 0.251 0.268 0.259
Aerospace 0.275 0.239 0.274 0.257 0.251
Natural Disasters 0.199 0.255 0.248 0.276 0.282
Motor Vehicles 0.130 0.277 0.270 0.293 0.282
Food 0.207 0.244 0.249 0.231 0.231
Oil 0.197 0.226 0.203 0.234 0.234
Petrochemistry 0.420 0.335 0.358 0.429 0.429
Shipping and Maritime 0.243 0.206 0.203 0.239 0.215
Railways 0.230 0.271 0.269 0.302 0.289
Electrical, Electronic, and IT 0.223 0.288 0.330 0.305 0.300
Electric Power and Gas 0.140 0.182 0.169 0.187 0.202

Table 8. Explosion and fire of a gas holder at an iron factory

Method Extrapolated causes

TF-IDF

Carelessness-Insufficient Precaution
Organization Problems-Poor Management

Insufficient Analysis of Research-Insufficient Practice

Our method(DC-B)

Organization Problems-Poor Management
Poor Value Perception-Poor Safety Awareness

Carelessness-Insufficient Precaution
Insufficient Analysis of Research-Insufficient Practice

Carelessness-Insufficient Understanding
Misjudgement-Misjudgement of Situation

Truth
Poor Value Perception-Poor Safety Awareness

Carelessness-Insufficient Precaution

TDC Model and DC Model. Table 7 shows that the TDC model did not
improve the results better than did the DC model. One of the considerable
reasons is that LDA could not represent behaviors and situations well.

In the machinery category, by analyzing our model, we get the most related
topics for causes, shown in Table 9. A topic is regarded as highly related to
multiple causes. When we consider the number of topics was 50 in our experi-
ment, some of the topics had dominant relations to causes, and this would be
one reason why the TDC model had not worked well. We will show more details
of this problem later (Section 5.2).

Now, we focus on the quality of the topics. We expected that topics represent
behaviors and situations. However, topics became a set of words that repre-
sent more detailed categories such as ”teeth steel gear stainless,” and ”chain
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Table 9. Topics that are most related to causes

Cause Topic number

Organizational Problems-Inflexible Management Structure 6
Ignorance-Insufficient Knowledge 8
Carelessness-Insufficient Precaution 27
Insufficient Analysis or Research-Insufficient Practice 10
Poor Value Perception-Poor Safety Awareness 17
Poor Value Perception-Poor Organizational Culture 0
Organizational Problem-Inflexible Management Structure 6
Ignorance of Procedure-Insufficient Communication 46
Ignorance of Procedure-Disregard of Procedure 38
Misjudgment-Misunderstanding 7
Insufficient Analysis or Research-Insufficient Practice 48
Poor Response to Change in Environment-Change in Economic Factors 0
Poor Concept-Poor Strategy or Concept 0
Misjudgment-Misunderstanding 0
Poor Response to Change in Environment-Change in Environment 48
Insufficient Analysis or Research-Insufficient Environment Study 43
Misjudgment-Narrow Outlook 11
Unknown Cause-Occurrence of Abnormal Phenomenon 9
Unknown Cause-Occurrence of Unknown Phenomenon 26
Carelessness-Insufficient Understanding 27
Organizational Problems 33
Poor Concept-Poor Organization 33
Misjudgment-Misjudgment of Situation 9

glass driving light fiber.” When a topic did represent a more detailed category,
documents that had similar topics meant documents which were put in similar
categories. The results are far from what we wanted. This is the same way the
tf-idf works. This is why it is difficult to find difference between the DC model
and TDC model.

To improve this, we are going to filter words by using word classes or frequen-
cies. A topic is defined as a bag of words. We think that the order of words is
important for representing behaviors and situations. A new representation model
for incidents that focuses on behaviors and situations is necessary. This is our
future work.

Perceptron and Binary. Perceptron based methods did not achieve better
results than binary based ones. One of the considerable reason is the bias of
dataset we used. As shown in Table 10, in our dataset, cause distribution is
biased.

“Insufficient Analysis or Research-Insufficient Prior Research” and “Insuf-
ficient Analysis or Research-Insufficient Practice” had 115 incidents and 64
incidents, respectively. These numbers are much larger than those of other cat-
egories. This bias in the database also explains why perceptron does not work
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Table 10. Distribution of causes

Cause Count

Organizational Problems-Inflexible Management Structure 7
Ignorance-Insufficient Knowledge 48
Carelessness-Insufficient Precaution 33
Insufficient Analysis or Research-Insufficient Practice 64
Poor Value Perception-Poor Safety Awareness 11
Poor Value Perception-Poor Organizational Culture 1
Organizational Problems-Inflexible Management Structure 5
Ignorance of Procedure-Insufficient Communication 2
Ignorance of Procedure-Disregard of Procedure 5
Misjudgment-Misunderstanding 19
Insufficient Analysis or Research-Insufficient Prior Research 115
Poor Response to Change in Environment-Change in Economic Factors 1
Poor Concept-Poor Strategy or Concept 2
Misjudgment-Misperception 1
Poor Response to Change in Environment-Change in Environment 25
Insufficient Analysis or Research-Insufficient Environment Study 4
Misjudgment-Narrow Outlook 4
Unknown Cause-Occurrence of Abnormal Phenomenon 1
Unknown Cause-Occurrence of Unknown Phenomenon 2
Carelessness-Insufficient Understanding 19
Organizational Problems-Poor Staff 2
Poor Concept-Poor Organization 1
Misjudgment-Misjudgment of Situation 1

better than binary. When a dataset has a strong bias, the binary method can
represent characteristics of the dataset correctly. This means that the initial
state in the perceptron has learnt enough. We should consider this characteristic
of this dataset more carefully in future work.

6 Conclusion

In this paper, we proposed methods that can extrapolate the causes of a new
incident by using the JST failure knowledge database. We also carried out exper-
iments to verify these methods. As shown by the results, our methods performed
better than the baseline method, which returns the causes of the most similar
incident to a query as extrapolated causes. An incident is a sequence of behav-
iors and situations, and each behavior and situation has a structure. From the
experimental results, it is obvious that a bag of words is not sufficient for rep-
resenting the behaviors and situations of incidents. We think that the order of
words is important for representing behaviors and situations. A new represen-
tation model that represents behaviors and situations is necessary. Other future
work includes 1) to compare our methods with the existing CBR2 methods 2) to

2 Case-based reasoning
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consider the characteristics of the JST failure knowledge database. When we use
the JST failure knowledge database, the characteristic in the database should
be properly considered. It is one of our future work.
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Abstract. Personal information management (PIM) is the practice and
analysis of the activities performed by people to acquire, organize, main-
tain, and retrieve information for everyday use. It is characterized by its
heterogeneity, its dispersion and its redundancy. In this paper, our reflec-
tion focused on the development of a model that will be user-based. It
help him create his data model depending on his needs.The meta-model
that we propose allows users creating personal information and organiz-
ing them according to different points of view (ontologies) and different
contexts. Contextual queries are defined to allow users to retrieve their
personal information depending on context valuation.

Keywords: Personal Information Management, Ontologies, Contextual
data.

1 Introduction

Personal information management (PIM) is the practice and analysis of the activ-
ities performed by people to acquire, organize, maintain, and retrieve information
for everyday use. PIM is a growing area of interest because, everyone is looking for
better use of our limited personal resources of time, money and energy. There exist
several personal information management system [2–4]. MEMEX (Memory Ex-
tender), that allows automatic creation of references between library objects and
establishing links between pieces of information. SEMEX [3] offers users a flexible
framework with two main goals: browsing personal information by semantically
meaningful associations and enrich personal information space to increase users’
productivity, it uses data annotation, similarity computation from ontology-based
framework. PIMO [4] is a framework for representing personal information model.
It is a framework using multiple ontologies to represent concepts and documents
using by persons in their daily activities. The increasingly big amount of personal
information (e.g., mails, contacts, appointments) managed by a user is charac-
terized by its heterogeneity, its dispersion and its redundancy. Processing this
amount of information is difficult and not obvious. Indeed, personal information
is often managed by very specific and autonomous tools which deal with specific
kinds of user data (e.g. iCal to manage appointments and meetings, thunderbird
and outlook to manage e-mails). Despite the existence of various applications,
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there are no connections and no links between the pieces of personal information
managed by the user applications. Indeed, many data present in one application
can relate and concern other applications which leads to the redundancy of per-
sonal information. PIM users may create objects with the same name by referring
to different entities and may create different objects with different names by refer-
ring them to the same entity. This kind of behavior may conduct to the semantic
heterogeneity of personal information which makes the task of integration and in-
teroperability between personal information more difficult. This is the reason why
in this work we have developed an ontology based approach to deal with seman-
tic heterogeneity as much as possible. Our system that we present in this paper,
offers users the ability to organize their personal information in a way to ensure
their semantic consistency, their reusability and their transparent querying. It is
based on a meta-model allowing the user to create its own personal data model
using different existing domain ontologies to describe and organize its personal
information. We have studied the problem of designing model to represent data
with context and selecting the most appropriate data according to a context asked
in the query [1]. Martinenghi and Torlone in [5] have proposed a logical model as
a foundation of context-aware database management system, and they have used
many context to describe their data. Furthermore, user’ personal information can
be described according to different points of view thanks to the semanticWeb tech-
nologies (e.g. OWL, RDF, SPARQL) allowing a richer descriptions of personal
data.

2 Preliminaries

We present in this section the semantic Web materials on which our approach is
based: OWL ontology model (http://www.w3.org/TR/owl2-profiles/), RDF
data model and SPARQL query language.

OWL ontology. We consider an OWL ontology O that is defined as a tuple
O = {C,P ,R} where C is a set of classes, P is a set of properties and R is a set
of relations (subsumption, partOf, equivalence, disjointness).
Figure 2, gives an example of two ontologies O1 and O2. Each represents a part
of the set of classes C, partially ordered by the subsomption relation (pictured
by ‘→’). The properties are pictured by bubbles linked to their corresponding
domain and range.

RDF data model. RDF (Resource Description Framework) is a language which
allows to describe semantically data in a understandable way for machines. Using
RDF, data is represented as a set of triples expressed in the N-TRIPLE syntax as:
<subject property object>. RDF language allows to use reification mechanism to
add new elements to the descriptions of the RDF declarations, like data author,
creation date, etc. For the reification semantics, see (http://www.w3.org/TR/
rdf-mt/#Reif ).

http://www.w3.org/TR/owl2-profiles/
http://www.w3.org/TR/rdf-mt/#Reif
http://www.w3.org/TR/rdf-mt/#Reif
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3 Personal Information Modelling

In this section, we will present the main components of the personal informa-
tion representation model that we have designed. In Figure 1, we show the the
three levels of this model: (i) Point-of-View level, (ii) Personal Information Type
Level, and (iii) Personal Information Instance level. The Personal Information

Fig. 1. Personal Information Model Architecture

Type (PIT) level represents the model of a structured vocabulary that the user
aims to use to describe his/here personal information. The Personal Informa-
tion Instance (PI) level represents the personal information that are instances
of the PIT model. A set of mappings is added between the user PIT model
and the ontologies that are considered in the Point-of-View (PV) level. As it
is shown in Figure 1, personal information can also be represented according
to different contexts, e.g. geographical, social and temporal (for a survey on
context-aware systems, see [1]). Indeed, personal information is context-aware,
which means that the concrete values of the properties may variate in function
of the considered context. For example, a person may have a personal address
and a professional address.

3.1 Point-of-View Level

We consider that a point of view is an ontology. It is composed of a set of
classes (concepts) representing a specific domain. We allow declaring disjunction
constraints between classes of a same point-of-view as well as between classes of
different points-of-view.

3.2 Personal Information Type Level

This level is dedicated to represent the Personal Information Types (PITs) de-
fined by the user and represented in an OWL ontology. A PIT is defined by a
class for which a set of properties P is associated. We define a set of mappings
between PIT classes (resp. properties) and Point-of-View classes (resp. proper-
ties) in order to exploit existing knowledge that are declared in PV ontologies.
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Fig. 2. Sample of some point-of-view ontologies

Definition 1 –Personal Information Type (PIT). A PIT is defined by a
tuple (c,P , C,Mp) where:

– c is the class that defines the PIT. A label is associated to the class.
– P is a set of properties associated by the user to the class c from a set of candidate

properties of the PV ontologies.
– C is the set of classes that are involved in the PIT property definition. These classes

should not be pairwise disjoint, w.r.t. the disjunction constraints that are declared
between classes of the different ontologies.

– Mp = {(c.p1 ≡ o1 : c2.p2), (c.p1 � o2 : c3.p3), . . . , (c.pj ≡ ok : cn.pm.)} is the set of
mappings between the properties P of the PIT and properties of the PV ontologies.
These mappings correspond to a subset of the whole set of mappings MP between
the PIT model and the PV model.

Example 1 Let there two ontologies: a work ontology O1 and a family ontology
O2. The Person concept is described by the set of properties {lastName, firstName,
e-mail, job} and by the set of properties {lastName, firstName, birthDate, civilSta-
tus,numberOfChildren} in the ontology O2. In spite of the existence of two different
descriptions in ontologies O1 and O2, the user can choose to create a new concept (e.g.
Friend) represented by a new PIT having as name Friend. The new PIT friend can
be described by a subset of properties derived from the two sets of properties of the con-
cepts O1 : Employee and O2 : person, (e.g. describe Friend by name and firstName
derived from O1 : Employee, and civilStatus derived from O2 : Person). A set of
mappings is then generated between the user PIT ontology and the PV ontologies O1
and O2:

Mp = {(Friend.firstName ≡ O1 : Employee.firstName), (Friend.lastName ≡ O1 :
Employee.name), (Friend.email ≡ O1 : Employee.email), (Friend.civilStatus ≡ O2 :

Person.civilStatus)}.

3.3 Personal Information Instance Level

Once the different PITs needed by the user are defined, the personal informa-
tion (e.g. contacts, mails, publications, appointments) can be attached to these
PITs and then instantiate the different properties describing these PITs. As it is
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shown in Figure 1, our personal information instances are context aware. Hence,
instead of having a value for each mono-valued property we consider a set triples
(property, context, value).

Definition 2 –Personal Information(PI) is an instance of a PIT which
refers to a user information. Each PI is also represented by a subset of the
property instances which describe its corresponding PIT. We consider a PI as
defined by a tuple (T,Reference,Pinst), where:

– T , represents the PIT that is instantiated by the PI.
– Reference, is URI which is an identifier used to represent the Personal Informa-

tion instance in the system.
– Pinst, is a set of tuples (property, value, context) which instantiates the PIT “T”

properties.

We consider that the context values are declared in a given context ontology.
In this work we will focus our study on the geographical context of personal
information. We consider that the geographical ontology is composed of a set
of classes that are organized in a hierarchy thanks to the partOf relation. We
assume that one class cannot be partOf more than one class. We assume also
the declaration of disjointness constraints and equivalence constraints between
the geographical context classes. In order to represent in RDF the context values
associated to the PI instances (e.g. a person leaving partly in France and in UK
may have two Social welfare numbers (SSN)), we need to describe RDF state-
ment, representing PI, using an other RDF statement. This is possible thanks to
the reification mechanism. Then, Personal information are represented in RDF as
a set of statements. Each statement instantiates one PIT property by assigning
to the statement a URI uriRef as follows:

<uriRef rdf:type rdf:Statement> <uriRef rdf:subject subj>

<uriRef rdf:predicate property> <uriRef rdf:object value>

<uriRef :contextGO context>

where, subj defines the PI URI, property expresses the URI of the property, value
represents the value given to the instance of property and context is the value of
the context, in our case is the geographical context.
An example of RDF representation of “phoneNumber” property from
Friend#001 is done as follows:

<t1 rdf:type rdf:Statement> <t2 rdf:type rdf:Statement>
<t1 rdf:subject Friend#001> <t2 rdf:subject Friend#001>
<t1 rdf:predicate O2:phoneNumber> <t2 rdf:predicate O2:phoneNumber>
<t1 rdf:object “phone11”> <t2 rdf:object “phone12”>
<t1 :contextGO France> <t2 :contextGO England>

4 Context-Based SPARQL Querying

It is important to provide the user a query interface with his PIM in a transparent
way. This is possible, thanks to the PIT ontology that is used to describe personal
information. The user simply expresses his queries using the vocabulary defined
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in the PIT ontology. Furthermore, in order to exploit the contextual values, the
user may express his queries by specifying the desired context value. We have
defined three kinds of contextual-queries:

1. Strict-context query : a query where the user asks for answers having the same
context than the one given in the query;

2. Disjoint-context query : a query where the user asks for answers having a context
that is distinct from the one given in the query;

3. Similar-context query : a query where the user asks for answers having a context
that is similar to the one given in the query.

4.1 Strict Query Execution Algorithm (SQE)

We perform our queries by giving as parameters a context and a function be-
tween contexts that we seek to have. The function between contexts belongs
to this operator set {=, �=,∼}. The algorithm returns all tuples whose valid
context of these values in context. The disadvantage of these results is that
sometimes the data is represented in a more generic and that the fact that
data is not asked in the context when there are other data in a context that
is more generic context requested by the query is near (the notion of nearness
is processed by the notion of hierarchical similarity detailed in subsection 4.3).
‖qrc‖ =

⋃
c′∈V alid(O,r,c)(‖f1(q, c′)‖CSPARQL)× δ1(r, c, c

′) where:

– V alid(O, r, c) is a function that determines the list of contexts similar to a given
context c according to the function r based on an ontology O.

– δ1(r, c, c
′) relevance degree that allows to determine the relevance of the returned

value according to the query context.( if c = c′ then δ1 = 1, if c �= c′ then δ1 = 1,
if c ∼ c′ then δ1 = 	(c, c′), 	 is a function using similarity measure that compute
relevance degree (see subsection 4.3)).

– f1: takes as parameter a user query “q” and a context “c′” and returns all answers
where values have the context “c′”.

4.2 Flexible Query Execution Algorithm (FQE)

Our solution consist to return to the same tuple of values having a similar context
to context requested by the petition and to evaluate these values by a degree of
relevance calculated by reference to the context of the query and the ontology
of context. For example, if the user requests a phone number and an address
of a contact that can be valid in France, and we assume that the data of the
user’s contacts are valid in different contexts: taking the example of a contact
where his phone number is given in Europe and the address is given in Paris.
Using Algorithm 1, this tuple will not be returned by the query. Indeed, in
algorithm 1 we consider two constraints (i) the contexts of values belonging
to the same tuple must be the same (ii) the context of the tuple must verify
the function V alid(O, r, c). In Algorithm 2, we remove the first constraint to
allow obtaining more flexible tuples, which can be composed by several values
in different contexts. The algorithm execution of this query is given as follows:
‖qrc‖O = h1(g1(‖f2(q)‖CSPARQL,O, r, c), ε)

– f2: function takes as parameter only user query and returns all answers satisfying
query.
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– g1: is a function allowing to select answers resulting from f1, according to context
“c” and satisfying “r” function and compute relevance score for each answer.

– h1: is the final selection where the function select answer that have a relevance
degree greater than ε.

4.3 Relevance Degree Computation between Contexts

In case where there are no answers for the user query, because of the absence of
user context in the personal data, the user query is rewritten into a set of queries
where the user context c is replaced by all the contexts c′ that are similar to.
To compute this similarity between two contexts, we exploit the hierarchical
structure of our context ontology. We are choose in this work to use Wu and
Palmer measure [6], but we can also use other one. The similarity computation
principle of this measure is: Given an ontology O composed of a set of nodes
and a root node R. A and B represent two ontology elements of which the
we aim to compute the similarity. The similarity score is computed as function
of the distances: (i) N1 respectively N2 which represents the distance of A
from their LCS (Least Common Subsumer), respectively, the distance of B from
their LCS, and (ii) the distance N which computes the distance between the
LCS of A and B and the hierarchy root R. The similarity measure of Wu and
Palmer is computed by the following formula: SimWP (A,B) = 2×N

N1+N2+2×N .
The relevance degree δ(A,B) between two classes A and B is obtained as follows:
δ(A,B) = 0 if ∀A �≡ B, 1 if ∀A ≡ B ∨ (B ≤ A) ∨ (A ≤ B) or SimWP (A,B)

5 Experimentation

To evaluate the efficiency of our approach, we have performed our system on real
datasets. Our dataset is composed of a set of user contacts which is described by
name, address, birth date, phone number, . . . , and each one of those properties is
validate in different geographical contexts, the size of our test file is 22177 tuples.
The aim of our first test is to present the usability of context and the importance
of the different function that we have defined to execute queries (Equal, Similar,
Disjoint). Figure 3(a) presents queries results, we have execute query in three
cases: (i) without context Q1,(ii) context is “= Lyon” Q2 and (ii) context is
“= France” Q3. We observe that Q1 returns a lot of tuples unlike in the case
of Q2 and Q3, we observe that using context decrease the number of selected
tuples because context is considered as filter applied to the query. The second
test consists on comparing SQE and FQE algorithms. We have applied the two
algorithm on queries with two different contexts and using equal and similar
function between context. The first query returns about 12 answers and the
second about 7000 answers. The number of answers in each case is shown in
figure 3(b). In figure 3(b), we observe that when the context function is equality
we found the same number of selected tuple using SQE and FQE and in the
case of similarity context function, we obtain a large number of answers for
FQE comparing tothe case of SQE algorithm. This is due to the fact that SQE
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(a) (b)

Fig. 3. (a) Results with and without context (b) SQE vs FQE: number of answers

algorithm require the same context for all values of the same answer, while for
FQE we can have different context on the same answer. The conclusion of this
experimentations is the use of one or other of the algorithm depends on the user
needs and on the nature of its application.

6 Conclusion and Future Work

In this article, we have presented our personal information management system
which is context-aware and ontology-based. Our meta model is defined to deal
with several problems: (i) heterogeneity, (ii) redundancy and (iii) dispersion. It
exploits ontologies to deal with semantic heterogeneity and to take benefits from
the intensive work on knowledge representation and reasoning in this domain.
The proposed contextual querying allows the system to give the user more rele-
vant answers. Our model applies to multiple-user application, for example help
the user to fulfill his form of an automatic and fast way using there stored data.
In the future, we plan to continue the work over personal information query-
ing, the automatic creation of e-governance process described in the form of
workflows using contextual queries.
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Abstract. This paper presents recommendation algorithms that per-
sonalize course and curriculum content for individual students, within the
broader scope of Pervasive Cyberinfrastructure for Personalizing Learn-
ing and Instructional Support (PERCEPOLIS). The context considered
in making recommendations includes the academic background, interests,
and computing environment of the student, as well as past recommen-
dations made to students with similar profiles. Context provision, inter-
pretation, and management are the services that facilitate consideration
of this information. Context modeling is through a two-level hierarchy
of generic and domain ontologies, respectively; reducing the reasoning
search space. Imprecise query support increases the flexibility of the rec-
ommendation engine, by allowing interpretation of context provided in
terms equivalent, but not necessarily identical to database access terms
of the system. The relevance of the recommendations is increased by us-
ing both individual and collaborative filtering. Correct operation of the
algorithms has been verified through prototyping.

1 Introduction

The growing ubiquity of mobile devices and the rapid growth of wireless networks
have facilitated “anytime, anywhere” access to information repositories [11].
Moreover, the increasingly seamless integration of computing devices with daily
life has brought about the “pervasive computing” paradigm - the key technol-
ogy enabling this integration. By the same token, “pervasive learning,” where
transparent computing is leveraged to enhance education, has emerged as an
application [10].

One of the critical functionalities of pervasive computing environments in
general, and pervasive learning in particular, is service discovery. In pervasive
environments, service discovery mechanisms must overcome intrinsic hardware,
software, and networking heterogeneity [16] and support learners with a sufficient
selection of services that meet their current requirements; i.e., context awareness.
Applications in pervasive and ubiquitous computing utilize context to capture
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differences and adapt the application’s behaviors to the operating environment
[15]. Context-aware computing is defined in Ref. [6] as the use of context in
software applications that adapt their behavior based on the discovered contexts.

In our work, knowledge of the operating context (including the profile of the
operator) is used to personalize courses and curricula for individual students,
based on their academic profile, interests, and learning style. This paper de-
scribes the methodology that brings context-awareness to Pervasive Cyberinfras-
tructure for Personalized Learning and Instructional Support (PERCEPOLIS)
to create an adaptive learning environment that facilitates resource sharing, col-
laboration, and personalized learning. PERCEPOLIS utilizes pervasive comput-
ing through the application of intelligent software agents to facilitate modular
course development and offering, blended learning, and support of networked
curricula [3].

Modularity, blended learning, and support of networked curricula are three
essential attributes of PERCEPOLIS. Modularity increases the resolution of the
curriculum and allows for finer-grained personalization of learning artifacts and
associated data collection. Blended learning allows class time to be used for
active learning, interactive problem-solving, and reflective instructional tasks,
rather than for traditional lectures. In networked curricula, different courses
form a cohesive and interconnected whole, and learning in one area reinforces
and supports learning in others.

Fig. 1 depicts the personalization of a computer architecture course (CS 388)
within the CS curriculum. Beginning from the top of the figure, modularity
can be seen in successively decomposing the curriculum into courses, subject
topics, and finally modules. The connections between these entities illustrate
the networked curriculum. For each module, alternatives can be developed that
differ from each other in level of difficulty, use of multimedia, appropriateness
for out-of-class study (in blended learning), and other features. PERCEPOLIS
recommends one of these alternatives, based on context that includes the student
profile, his or her access environment, and the content of each module.

Pervasive learning overcomes the limitations of traditional passive, lecture-
based classroom platform by allowing a student to peruse learning resources
outside of class. Personalization strives to ensure that the learning resources
recommended to each student are the most appropriate for him or her. To deter-
mine a personalized course trajectory for each student, PERCEPOLIS requires
a complex recommender system that leverages computational intelligence to rec-
ommend learning artifacts and resources; such as books, hyperlinks, courses, and
modules based on each student’s profile and recommendations made to students
with similar profiles [3].

The remainder of this paper is organized as follows. Section 2 provides a brief
survey of related research as advanced in the literature. The major components
of the proposed context-aware system are introduced in Sect. 3. The workflow
and prototype of the proposed model are given in Sections 4 and 5, respectively.
The paper closes with concluding remarks that includes avenues considered for
extensions to this research.
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Fig. 1. Personalization of a computer architecture course (CS 388)

2 Related Literature

Context-awareness is a core attribute of PERCEPOLIS, and in large part re-
sponsible for the intelligence of the system. The underlying data structures
play a significant role in the representation and exchange of context informa-
tion. Key-value pair, markup-scheme, graphical, object-oriented, logic-based,
and ontology-based models are data structures whose use for context repre-
sentation is described and evaluated in [14]. Ontology-based models are cited as
showing the greatest utility in pervasive computing, due their formal expressive-
ness and the fact that they facilitate reasoning [4]

Ontologies provide a controlled vocabulary of concepts, each with explicitly-
defined and machine-processable semantics. By defining shared and common
domain theories, ontologies allow humans and machines to communicate con-
cisely, supporting exchange of not only syntax, but also semantics. Inherent to
the use of ontologies is a trade-off between expressiveness and complexity of
reasoning [5, 8]. Abundant literature exists on context-aware frameworks that
utilize ontologies as the underlying context model [11], [8] and [2].

The C-CAST context management architecture was proposed in [11]. It sup-
ports mobile context-based services by decoupling provisioning and consump-
tion. The decoupling is considered in the model to enhance scalability in terms
of physical distribution and context reasoning complexity. The system is built
based on three basic functional entities: the context consumer (CxC), context
broker (CxB), and context provider (CxP).
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A context-aware framework (CAF) developed for the HYDRA middleware
project is described in [2]. The intent of HYDRA was to develop middleware to
support an intelligent networked embedded system based on a service-oriented
architecture. The CAF in HYDRA underpins the context-aware applications and
services, while being domain-agnostic and adaptable. The CAF contains two core
components: the data acquisition component and the context manager.

The novelty of our approach is threefold. Firstly, the suggested context-aware
system captures and integrates capabilities of existing models. Secondly, it uti-
lizes the summary schema model (SSM) to overcome heterogeneity and provide
transparency. Thirdly, the proposed recommendation algorithm not only lever-
ages both content-based and collaborative filtering techniques, but it can also
consider a student’s physical capability and adapt the content of recommended
objects accordingly. The proposed system is discussed in detail in Sect. 3.

2.1 Intelligent Software Agents

A software agent is a computer program that acts autonomously on behalf of a
person or organization. Agents can be particularly beneficial in pervasive learn-
ing environments, as they can assist in transparently managing information over-
load [13]. Leveraging pervasive computing and communications at various levels
through the use of agent-based middleware is a defining feature of PERCEPO-
LIS. A number of existing personalized learning systems, enumerated below and
reported in [9] and [10], similarly employ multi-agent systems.

ISABEL [9] uses four types of agents: 1) device agents that monitor and
profile each student’s access device, 2) student agents that construct a complete
profile of each student’s interests, 3) tutor agents that interact with and identify
similarities among a group of student agents characterized by a specific domain of
interest, and 4) teacher agents that are associated with and manage the learning
artifacts of an e-learning suite.

The pervasive learning infrastructure reported in Ref. [10] uses four types
of agents. Location-aware learner agents are created for each learner logged in
within a specific coverage area. Each learner agent uses the learner’s preferences
or previous behavior to populate the student model used by the infrastructure
for storing and updating relevant information about learners. Connection agents
are responsible for managing the connection between the mobile devices and
the agent platform. Service agents are available for each service provided by the
infrastructure. Finally, resource agents are responsible for managing resources.

PERCEPOLIS uses agents similarly. As articulated in Sect. 4, an agent is cre-
ated for each instructor/advisor, course, and student; respectively. These agents
communicate with each other to determine a recommendation.

3 Context-Awareness in PERCEPOLIS

In this section, we propose a context-aware system that introduces new features
while maintaining the benefits of existing context-aware frameworks. As depicted
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Fig. 2. Context-awareness in PERCEPOLIS

in Fig. 2, the proposed context-aware system includes three main layers: 1)
the context provider layer, 2) the context interpreter layer, and 3) the context
management layer.

Two types of contextual information - explicit and inferred - are captured
in these layers and utilized in PERCEPOLIS. Explicit contextual information
is provided directly by the learner or institution by completing surveys. This
information can be classified into five categories:

1. Learner profile: Includes academic records (list of courses and modules passed,
grades, GPA, target degree, major, etc.) and personal profile (location, dis-
abilities, interests, needs and skills).

2. Course profile: Includes information such as department ID, mandatory top-
ics elective topics, and default modules (identified as core content by the
instructor of a course).

3. Topic profile: Describes and enumerates attributes of a topic.
4. Subtopic profile: Describes and enumerates attributes of a subtopic.
5. Module profile: Includes information such as prerequisites, contents (by topic

and learning artifact), nominal level of difficulty (beginner, intermediate or
advanced), and developer of module.

6. Instructor profile: Includes courses taught, skills, research interests, etc.

Inferred contextual information falls into one of two categories:

1. Learner tacit profile: Includes learning style; the learner’s infrastructure (de-
vice, operating system, networking); access records; tacit skills, e.g., passing
a certain module may enable a new skill; skill level; tacit interests, e.g., pass-
ing a certain module with a high grade may reflect the learner’s interest in
that topic.
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2. Module tacit profile: Includes the implicit level of difficulty (inferred from
grades) and the audience (based on frequency of use in specific courses or
learners who have taken the module).

3.1 Context Provider Layer

Student and instructor agents in this layer are responsible for capturing con-
texts and forwarding the captured information to the layer above - the context
interpreter layer. PERCEPOLIS software agents and their tasks are described
in Sect. 4.

3.2 Context Interpreter Layer

Heterogeneity, which complicates transparency and scalability of computing sys-
tems, is an intrinsic characteristic of pervasive environments [16]. In PERCE-
POLIS, two functions of the context interpreter layer address these challenges:
1) context verification and 2) adaptive presentation.

One of the main impediments to transparency is the difference between termi-
nology used by developers and users, respectively. As an example, in describing
a topic, the system or module developer may have used the term “arithmetics,”
but the user query may specify “mathematics.” Unless translation takes place,
a null response will be returned to the user - despite the existence of learning
artifacts relevant to mathematics. In our system, the context verifier utilizes the
summary schema model (SSM) for reconciling terminology. The SSM creates
a taxonomy/ontology based on the linguistic meaning and relationships among
terms.

3.3 Context Management Layer

The information resulting from context interpretation is forwarded to the context
management layer, which houses the PERCEPOLIS ontology and recommenda-
tion algorithms. In the interest of scalability and efficiency, we utilize a two-tier
scheme that includes generic and domain ontologies, respectively.

The filtering techniques used by recommender systems fall into one of two
categories - content-based or collaborative filtering [15]. Content-based filtering
techniques focus solely on identifying resources based on the profile of an individ-
ual or artifact. In contrast, collaborative filtering techniques take a peer group
approach - recommendations are made based on similarities among individuals
or artifacts. [3].

To prioritize and recommend the most appropriate learning artifacts; e.g.,
courses or topics; the recommender system must find associations among the
learning artifacts and the preferences, skills, and background of a student. On-
tologies can be used to represent and facilitate later identification of such re-
lationships. We utilize the ACM Computing Classification System [1] as the
common ontology in PERCEPOLIS. Fig. 3 includes a portion of the ACM CCS
that decomposes hardware into six constituent topics.
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To place increased emphasis on the relationships between modules and student
preferences, we defined two parameters: Relevancy Weight (RW) and Preference
Weight (PW). RW quantifies the relevance of a module to particular topic;
PW quantifies the interest of a student in a particular topic. For instance, in
Fig. 3, the RW between the module “ALU for intermediate study” and the topic
“Arithmetic and Logic Structures” is 0.3. The PW between the same topic and
the student in question is 0.6.

Fig. 3. Relevancy and preference weights

One task of context management is to create an individual preference tree
(IPT) for each student. IPTs are created based on domain ontology and explicit
and implicit contextual information. In Fig. 3, the arcs labeled with “PW” values
and the nodes they connect represent the IPT of studenti.

Both content-based and collaborative filtering require quantification of the sim-
ilarity of one or more entities. To this end, we utilize Pearson correlation, which
quantifies the extent to which two variables linearly relate with each other [12], [7].

4 Workflow of the Recommendation Scheme

PERCEPOLIS recognizes three sets of entities as comprising the educational envi-
ronment: i) the set of instructors/advisors, I; ii) the set of students, S; and iii) the
set of courses, C. Each course c ∈ C is a collection of interrelated mandatory and
elective modules. Each of I, S, and C, respectively; is represented by a community
of software agents that communicate and negotiate with each other to determine
the best trajectory for each student through a course or curriculum.

More specifically, each student has an agent, SA, which is responsible for
acquiring from the context provider layer information related to a student’s
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profile; e.g., student ID, name, department, and explicit interests/skills. SA is
subsequently responsible for sending this information to the context interpreter
layer. With the help of the context verifier and SSM, the context interpreter layer
interprets the input data, reconciling terminology when needed. The resulting
context information is sent to the context management layer. As mentioned
previously, the use of the generic ontology results minimizes the reasoning search
space. For instance, if a student needs a home department course, instead of
searching among all courses offered by the university, the search space is reduced
to the student’s department. The Inference Engine (IE) will check the provided
context information against the generic ontology; finally all captured context
information will be stored in Context Database.

SA passes recommendation requests (made by a user through the user inter-
face) to the recommender system (RS), which in turn identifies the appropriate
artifacts. The personalization process depicted in Fig. 4 begins after the RS re-
ceives a recommendation request. The RS contacts the Context Manager (CM)
to request the information considered in personalization, which includes IPTs,
department rules, a list of courses, and course relevancy weights. IPTs are cre-
ated by the CM based on student preferences and topic and module relevancy
weights that are assigned by module developers.

Finally, after the student selects the desired subtopics, the RS identifies the
most appropriate modules, based on student’s background and interests and
other context information. The content of the modules will be adapted based on
the functionality and capability of the student’s device using adaptive presen-
tation . For instance, if a student’s device is the Samsung SGH A107, then the
IE will infer that the cell phone does not support video services, and hence will
avoid recommendation of artifacts that include video.

5 PERCEPOLIS Prototype

As of publication of this paper, we have completed the first PERCEPOLIS pro-
totype - including the proposed context-aware system. The prototype and profile
databases have been implemented in Java SE 6 and MySQL 5.5.8, respectively.
The prototype allows for operation in one of two modes: 1) administrator, and
2) student. Seven entities can be managed (searched/added/updated/deleted) in
administrator mode: 1) words, 2) modules, 3) subtopics 4) topics, 5) courses, 6)
SSM, and 7) ontology.

In student mode the system can carry out the following tasks: 1) Display
the Most Recent History: where students can track the modules recommended
by the system, as well as their own final selections; 2) Update Profile: where
students can provide their interests as explicit context; 3) Find Appropriate
Courses : where the system recommends the most appropriate courses based on
students’ academic profiles and departmental rules; and 4) Find appropriate
modules: where, after students select their desired courses from among accept-
able/recommended courses, the system helps students find the best trajectory of
topics/subtopics/modules for each course and allows the students to select their
desired subtopics from among acceptable, elective subtopics.
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Fig. 4. Personalization process in PERCEPOLIS

6 Conclusion

In this paper, within the scope of PERCEPOLIS, we have presented a new
layered context-aware system and its functionalities. The proposed model is
composed of three layers: 1) the context provider layer, 2) the context inter-
preter layer, and 3) the context management layer. The novelty of our model is
threefold. Firstly, the suggested context-aware system captures and integrates
capabilities of existing models. Secondly, it utilizes SSM to overcome heterogene-
ity and provide transparency. Thirdly, the proposed recommendation algorithm
leverages both content-based and collaborative filtering techniques and adapts
the content of recommended artifacts based on a student’s physical capability.
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Abstract. Expressing the expert expectations in form of boolean con-
straints during the data clustering process seems to be a promising issue
to improve the quality of the generated clusters. However, in some real
problems, an explosion in the volume of the processed data and their
related constraints overwhelm the expert. In this paper, we aim to ex-
plicitly formulate the expert preferences on supervising the clustering
mechanism through injecting their degree of interest on constraints using
scoring functions. Therefore, we introduce our algorithm SHAQAR for
quantitative ranking of constraints during the data clustering. An inten-
sive experimental evaluation, carried out on OLAP query logs collected
from a financial data warehouse, showed that SHAQAR outperforms
the pioneer algorithms, i.e. Klein et al’s algorithm.

Keywords: semi-supervised clustering, quantitative ranking, numerical
constraint, score function, data warehouse, OLAP query log.

1 Introduction

Data mining has been broadly addressed for the last decades. Particularly, the
clustering technique is playing an elementary role in real-world application do-
mains where massive amounts of unlabeled data exist, e.g. unfiltered anomalies
or unspecified handwriting or unclassified emails. Labeling unfiltered objects re-
quires a qualified expertise in the application domain. For that reason, human
experts opt to describe some objects using labels. Therefore, the data mining
community is increasingly turning to semi-supervised learning, which considers
both, labeled and unlabeled data.

In this context, we stress on semi-supervised clustering where several merging
operations of objects are available and the expert may efficiently select which
objects should or should not be merged through enforcing constraints in merging
mechanism.

In this paper, we propose SHAQAR a semi-supervised hierarchical active
clustering algorithm which prevents the use of the boolean constraints, i.e.
cannot-link constraints used to avoid objects with different labels from being
merged together; and must-link constraints enforcing similarly labeled objects
to be gathered in a common cluster.
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c© Springer-Verlag Berlin Heidelberg 2012



122 E. Ben Ahmed, A. Nabli, and F. Gargouri

In several clustering processes, an explosion in the size of handled data and
their related constraints overwhelmed the user. Hence, ranking constraints dur-
ing the clustering process comes as a great way for soliciting user expectations.

In semi-supervised clustering, we distinguish two pools of approaches investi-
gating the constraints ranking :

The qualitative approach expressing a relative formulation of constraints
ranking, such as a user prefers merging x and y over x and z. Such a formu-
lation is natural for humans [5];

The quantitative approach describing an absolute formulation of constraints
ranking, for example a user selects merging x and y than x and z to a
lesser degree of interest. Such a formulation allows both of total and partial
ordering of constraints. Preferences in constraints are specified using scoring
functions that associate a numeric score with every constraint.

In this paper, we develop the quantitative approach of constraints ranking dur-
ing the clustering process. Characterized by its highlight accuracy, its leading
features are:

– Score-based constraints ranking: the expert expresses the rank for any con-
straint by assigning a numeric score between 0 and 1, or rejecting it, or
obviously affirming indifference. By default, indifference is considered;

– Combination of ranked constraints : we introduce original combined opera-
tors;

– Independence of various constraints preferences : the rank of any constraint
may be altered without affecting any score of an unrelated constraint.

This paper is structured as follows: in the next section, we introduce our method
for quantitative ranking of constraints in semi-supervised clustering. Section 3
reports experimental results of performance evaluation of our proposed method.
Section 4 discusses related work in semi-supervised clustering. Finally, we draw
the conclusion and present some future work in section 5.

2 SHAQAR : A Novel Method For Quantitative
Constraints Ranking in Data Clustering

2.1 Formal Quantitative Constraints Ranking Background

We detail, in this subsection, our key concepts that will be of use in the remain-
der.

Definition 1. Constraint cr
Let Ci and Cj be two clusters belonging to the set C of clusters. Such a rela-
tionship between Ci and Cj is called constraint and noted as cr=(Ci,Cj).

Definition 2. Score-based Constraint cr
For any constraint cri, a constraint’s rank is expressed using the score function,
denoted by score(cri). This score function is defined on the interval [0, 1].
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Definition 3. Quantitative Ranking QR = (CR,>QR)
Given a set CR of constraints, a ranking QR is a strict partial order QR =
(CR, >QR), where >QR ⊆ dom(CR) × dom(CR).

We can conclude the following properties of the relation >QR:

– Irreflexivity :∀ cr1; cr1 ≯ QR cr1;
– Asymmetry : ∀ cr1, cr2; cr1 > QR cr2 ⇒ cr1 ≯ QR cr2;
– Transitivity : ∀ cr1, cr2, cr3; (cr1 > QR cr2)

∧
( cr2 > QR cr3) ⇒ cr1 >

QR cr3.
Both of atomic and combined ranked constraints are useful. In the following, we
present the related settings.
Atomic Operators
We introduce two atomic operators, namely Lowest and Highest constraint.

Definition 4. Lowest(>QR)
crk is called the Lowest constraint, if ∀ cri ∈ CR, score(cri) >QR score(crk).

Definition 5. Highest(>QR)
crk is called the Highest constraint, if ∀ cri ∈ CR, score(crk) >QR score(cri).

Combined Operators
The combined operators are expressed using (i) Pareto constraint articulating
an equality of constraints ranking; and (ii) Prioritized constraint indicating that
given constraint is more important than another.

Definition 6. Pareto constraint: cr1
⊗

cr2
If cr1 and cr2 are equally important then QR= > cr1

⊗
cr2.

Definition 7. Prioritized constraint: cr1 Θ cr2
If cr1 is more important than cr2 then QR= >cr1 Θ cr2.

2.2 SHAQAR Method

Despite the accuracy of semi-supervised hierarchical algorithms, they show seri-
ous limitations when several constraints have to be enforced. Such a case is so
widespread, particularly when the volume of data is massive.

To overcome this drawback, SHAQAR method is developed, a new hier-
archical method within the expert investigation through numerical scoring of
constraints. In this part of our paper, we present the notations used within
SHAQAR. After that, we focus on the processing steps of our algorithm.

Notations. The following notations will be used in the remainder:
– O : the set of objects;
– xi : data point;
– C : the set of generated clusters;
– Ci : the cluster;
– CR : the set of constraints;
– >QR : the set of quantitative ranked constraints;
– cri : the i constraint;
– αi : the value of the score function associated to the cri constraint;
– crg : the most important constraint having the greatest function score.
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SHAQAR Algorithm. The processing steps of our algorithm can be sum-
marized as follows:

1. Initialization: The SHAQAR algorithm is initialized when each data point
is associated to a separate cluster;

2. Computing similarity matrix: The similarity between clusters is com-
puted using the Jaccard distance [14]. For two clusters Ci and Cj , this
metric is defined by the following equation:

J(Ci, Cj) =
|Ci

⋂
Cj |

|Ci

⋃
Cj |

(1)

3. Estimation of the best merge: The expert dynamically provides a quan-
titative ranking of constraints related to eventual merging operations. The
Highest operator is applied to determinate the most important constraint
having the greatest score ;

4. Merge: The couple of the highly scored clusters is merged. The number of
current clusters is decremented ;

5. Update: The similarity matrix is updated and the process is sequentially
repeated until the number of generated clusters reaches the expert specified
number.

Algorithm 1. SHAQAR: Semi-supervised Hierarchical Active clustering
based on QuAntitaive Ranking constraints

Data: O, >QR
Result: C
begin

1. Initialize clusters :
Each data point xi is placed in its own cluster Ci;
repeat

2. Compute the similarity matrix ;
3. Estimate the best merge:
foreach cri ∈ CR do

score(cri)= αi;

3.1. crg ← Highest(>QR);
// Function Highest outputs the most important constraint ;
3.2. (Ci,Cj)← crg;
4. Merge :
the two closets clusters Ci and Cj from the current clusters to get cluster C;
5. Update :
5.1. Remove and from current clusters;
5.2. Add cluster C to current clusters;

until Number of clusters converges ;
Return C;

end

3 Experimental Evaluation

We have conducted experiments to evaluate the accuracy of our proposed method
SHAQAR, developed in Java, and compared it to the well known classifiers.
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3.1 Framework

The architecture used for testing is an Intel Core 2 Duo 3 GHz with 2 GB of
main memory. All tests fall within a real financial data warehouse created to
assist the financial decision maker in his potential investments. The collected
data is significantly analyzed using the OLAP technology. Such OLAP queries
are so complex and may return massive amounts of data.

Therefore, a groupization of the various data warehousing analysts to draw
their common preferences seems crucial [3]. Certainly, several axis of groupization
are defined [4]: (i) the function exerted : we assume that analysts working in
the same position have similar preferences, (ii) the granted responsibilities to
accomplish defined goals: in fact two portfolio managers can not assume the
same responsibilities, (iii) the source of group identification: it is explicit when an
analyst specifies to which group he belongs otherwise this task may be implicitly
performed, (iv) the dynamic identification of groups: the detected groups will
be updated or will remain static.

The most discriminating criterion for groups identification is probably the his-
torical analysis of these financial actors where the different analytical queries are
stored. Indeed, in our experiments, the generated log files are gathered according
to each criterion through applying our SHAQAR method. Besides, the similar-
ity between these clusters is measured through the extension of the Jaccard
metric in the multidimensional framework as defined by the following equation.

J(Ci, Cj) =
CQueries(Ci,Cj)∑

Queries(Ci) +
∑

Queries(Cj)− CQueries(Ci,Cj)
. (2)

With CQueries(Ci,Cj)
: Number of common queries in two clusters (i.e. log files)

Ci of analyst i and Cj of analyst j,∑
Queries(Ci) : Sum of all existing queries in the cluster (i.e. log file) Ci.

3.2 Evaluation Criteria

To evaluate the quality of generated clusters, we compare our method to Induc-
tion Decision Tree (ID3) classification method [13] using Weka platform 3.6.5
edition 1. Three main evaluation criteria are used during our carried out exper-
iments: (i) The True Positive rate (TP ) expressing the proportion of positive
cases correctly classified; (ii) the False Positive rate (FP ) measuring the pro-
portion of negatives cases that were incorrectly identified as positive; (iii)The
receiver operating characteristic (ROC) is the relationship between the rate of
TP and FP [12].

3.3 Results and Discussion

It was worth the effort to experiment our SHAQAR algorithm and compare
its behavior to Klein et al.’s method already used for data warehousing analysts

1 http://www.cs.waikato.ac.nz/~ml/weka/

http://www.cs.waikato.ac.nz/~ml/weka/
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groupization [4]. Figure 1 shows the effect of TP and FP variation by comparing
the ROC (Receiver Operating Characteristic) curve of SHAQAR illustrated by
boxes vs. that of Klein et al. ’s algorithm depicted by linepoints with respect
to ID3 classification for the four identified groupization criteria: : the function
exerted, the granted responsibilities, the source of group identification and the
dynamic identification of groups. It is important to mention that SHAQAR
outperforms the Klein et al.’s algorithm because only the most important con-
straints are accurately enforced during the clustering process. It is the same for
the four studied criteria. Hence, it is worth noting that introducing quantita-
tively ranked constraints may improve the quality of generated clusters which
will wholly satisfy the expert expectations. Such constraints ranking model suits
the data warehouse analysts groupization issue.

(i) (ii)
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Fig. 1. SHAQAR performance vs. Klein et al.’s algorithm with respect to ID3 clas-
sification according to the (i) function-based groupization, (ii) responsibilities-
based groupization, (iii) Source-based of groupization, (iv) dynamicity-based
groupization.

4 Related Work

There is a large body of researches related to semi-supervised clustering. In
this section, we focus on the most relevant approaches. Klein et al. [10] intro-
duced a method for inducing spatial effects of pairwise constraints in an active
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learning scheme which radically reduces the number of mandatory constraints
to achieve a specified accuracy. Both of (Must-link and Cannot-link) constraints
are applied in clustering strategy. Basu et al. [2] proposed an original method
for actively choosing informative pairwise constraints to get enhanced clustering
performance. This strategy suits both of large datasets, and high dimensional
data. Exclusively focused on the first level of hierarchical clustering algorithm,
Kestler et al. [9] uses constraints with divisive hierarchical clustering. Such a pro-
posed method is applied in DNA microarray analysis. Bade et al. [1] proposed a
semi-supervised hierarchical clustering approach, coupled with a biased cluster
extraction process. Such an integrated approach is used to personalize hierarchi-
cal structure from a document collection. In fact, the labeling is applied during
the post-processing step. Bohm and Plant [6] introduced HISSCLU a hierar-
chical, density based method for semi-supervised clustering which prevents the
use of explicit constraints. HISSCLU expands the clusters starting at all labeled
objects at the same time. During the expansion, class labels are given to the
unlabeled most coherent objects to the cluster structure. Davidson and Ravi [7]
presented an agglomerative hierarchical clustering using constraints and demon-
strated the enhancement in the clustering accuracy. Dubey et al. [8] proposed
a cluster-level semi-supervision model for inter-active clustering where the user
intervenes through updating cluster descriptions and assignment of data items to
clusters. Nogueira et al. [11] proposed a new active semi-supervised hierarchical
clustering method. It is founded on an innovative concept of merge confidence
in clustering process. When there is lower confidence in a cluster merge, the
user can be asked to provide a cluster-level constraint. Ben Ahmed et al. [5]
introduced a qualitative ranking of constraints involved during the hierarchical
clustering process.

However, such a qualitative approach is generic and does not express accu-
rately the expert preferences. Therefore, we aim in this paper to explicitly for-
mulate the expert preferences on supervising the clustering mechanism through
injecting their degree of interest on constraints using scoring functions.

5 Conclusion

This paper introduces, SHAQAR, a method for semi-supervised clustering
within quantitative ranking of enforced constraints. To this end, we apply scoring
functions to associate degree of interests to constraints. Compared to qualita-
tive approaches, such numerical ranking of constraints is highly accurate and
strictly reflects the expert expectations. Carried out experiments outlined that
SHAQAR is highly competitive in terms of accuracy compared to popular semi-
supervised methods.

Future work will include: (i) the investigation of new metric in order to eval-
uate the quality of derived clusters and perfectly assist the expert in this data
clustering process and (ii) the learning of the scoring functions based on expert
preferences.
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E., Wortmann, H. (eds.) NLDB 2012. LNCS, vol. 7337, pp. 234–240. Springer,
Heidelberg (2012)

5. Ben Ahmed, E., Nabli, A., Gargouri, F.: SHACUN : Semi-supervised Hierarchical
Active Clustering Based on Ranking Constraints. In: Perner, P. (ed.) ICDM 2012.
LNCS, vol. 7377, pp. 194–208. Springer, Heidelberg (2012)

6. Bohm, C., Plant, C.: Hissclu: A hierarchical density-based method for semi-
supervised clustering. In: Proceedings of the International Conference on Extending
Database Technology (EDBT 2008), New York, USA, pp. 440–451 (2008)

7. Davidson, I., Ravi, S.S.: Using instance-level constraints in agglomerative hierar-
chical clustering: theoretical and empirical results. Data Mining and Knowledge
Discovery 18(2), 257–282 (2009)

8. Dubey, A., Bhattacharya, I., Godbole, S.: A Cluster-Level Semi-supervision Model
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Abstract. A blogosphere is a representative online social network es-
tablished through blog users and their relationships. Understanding in-
formation diffusion is very important in developing successful business
strategies for a blogosphere. In this paper, we discuss how to predict
information diffusion in a blogosphere. Documents diffused over a blo-
gosphere deal with information on different topics in reality. However,
previous studies of information diffusion did not consider the information
topic in analysis, which leads to low accuracy in predictions. In this pa-
per, we propose a topic-oriented model to accurately predict information
diffusion in a blogosphere. We also define four primary factors associated
with topic-oriented diffusion, and propose a method to assign a diffusion
probability between blog users for each topic by using regression analy-
sis based on these four factors. Finally, we show the effectiveness of the
proposed model through a series of experiments.

Keywords: Blogosphere, information diffusion, topic-oriented analysis.

1 Introduction

On-line social networks and communities are becoming increasingly popular as
places to exchange information and get to know other people. A blog is a personal
web page where people can post their opinions and thoughts in a form of a docu-
ment on-line [1][2][3][4][5]. A blogosphere is a prime example of an on-line social
community in which users (blog users) can establish relationships with other
blog users while exchanging their opinions and information. A blogosphere can
be represented by a graph with nodes denoting blogs and edges the relationship
between blogs. In this paper, we call it a blog network.

A blog user is often provided with a functionality that enables her to keep
track of the blogs of her interest, which makes it easy and convenient for her
to visit those blogs. Such functionality is called bookmark, blogroll, or neighbor.

� Corresponding author.
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A blog user performs actions on a document in someone else’s blog, such as
read, comment, trackback, and scrap. Unique to blog sites in Korea, scrap is an
action of copying someone else’s document to one’s own blog. The difference is
that trackback creates a new document with a link to the original document,
whereas scrap just copies someone else’s document to one’s own blog. Trackback
and scrap actions can be viewed as a way of reproducing the original document.
Such activities provide the framework for information diffusion in a blogosphere.
In this paper, we discuss how to predict the degree and pathway of information
diffusion in a blog network.

Information can be classified into several topics in the blogosphere, such as
’travel,’ ’football,’ ’food,’ ’cars,’ and so on. However, most studies which analyze
information diffusion did not consider the topics of information. Such an analysis
incurs a problem in correctly predicting future information diffusion. In this
paper, we propose a topic-oriented model for analyzing information diffusion
more accurately.

The authors of [6] proposed a method to compose a blog network while as-
signing a diffusion probability to each edge by considering previous information
diffusion history. A simple way to consider topic-oriented information diffusion
is to compose separate blog networks according to topics using the method de-
scribed in [6] and subsequently analyze the information diffusion according to
a target topic. We can correctly predict information diffusion to a degree even
with such a simple model since we can assume that future information diffusion
is more probable if past information diffusion history exists. We call this simple
model for topic-oriented analysis the Näıve approach.

TheNäıve approach assigns a diffusion probability to each edge onlywhen infor-
mation diffusion on a specific topic exists between users. Thus, we cannot predict
information diffusion on a specific topic between two users if they have no prior dif-
fusion history on that topic. However, in the real world, blog users may visit some
blogs more frequently than others, which may affect information diffusion even
though they may not propagate the documents of a specific topic. In this regard,
the Näıve approach is not appropriate for predicting information diffusion.

In this paper, we propose a new analysis model to more accurately predict fu-
ture information diffusion on a given topic. First, we define four factors that affect
diffusion probability values obtained from analyzing the relationships among blog
users. We also describe our information diffusion model based on diffusion prob-
ability, which is calculated based on these four factors using regression analysis.
Our proposed model can be used to predict future information diffusion between
blog users more accurately than existing methods since it assigns a diffusion prob-
ability between blog users even when previous propagation history does not exist.
We show the superiority of our approach via extensive experiments.

This paper is organized as follows. In Section 2, we briefly describe previous
work related to information diffusion in a blog network. We explain our approach
to analyzing topic-oriented information diffusion in Section 3. We verify the
effectiveness of our approach by analyzing real blog data in Section 4, and finally
conclude the paper in Section 5.
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2 Related Work

2.1 Analyzing Inforamtion Diffusion

Existing models for analyzing information diffusion in social networks include
the linear threshold model [8], the independent cascade model [9], and the general
cascade model [7]. These studies introduced the phenomenon that nodes in a blog
network may influence one another, and therefore a node influenced by another
node may have characteristics similar to those of the influencing node. They
called this phenomenon assimilation and proposed some criteria for defining
assimilation.

The linear threshold model [8] designates a threshold value for each node and
assigns a weight to the relationship between nodes. When a specific node’s accu-
mulated influence received from surrounding nodes is greater than its threshold
value, it is regarded as assimilated by those surrounding nodes. However, the linear
threshold model is inappropriate to be applied to a blog network. This is because,
while information diffusion occurs via independent relationships among blog users
in the blogosphere, the linear threshold model calculates the total influence of a
node by summing the weighted influence from its neighboring nodes.

The independent cascade model [9] assigns a probability value to the relation-
ship between nodes, and assimilation is decided based on this value. We call
this assimilation probability (or propagation probability) between nodes. The
reasoning behind this model is that a blog user diffuses a certain document in
the blogosphere not because of the influence from her/his neighbors, but because
of the influence from a single blog user to whom the document belongs. There-
fore, the independent cascade model is appropriate for explaining information
diffusion in the blogosphere.

The general cascade model [7] generalizes the characteristics of the linear
threshold model and the independent cascade model. Thus, it is appropriate for
explaining the information diffusion phenomenon, which has the characteristics
of both models. However, it is also not appropriate for explaining information
diffusion occurring in the blogosphere.

2.2 Calculating Diffusion Probability

The linear threshold model, the independent cascade model, and the general
cascade model assume that a threshold value for information diffusion or diffusion
probability in the blogosphere is given. Thus, in order to apply the independent
cascade model for information diffusion analysis in the blogosphere, diffusion
probability values must be assigned between nodes (i.e., blog users). In this
section, we introduce the Näıve approach for calculating the diffusion probability.

Given two blog users, A and B, the diffusion probability of A to B is cal-
culated by counting the number of documents diffused from user A to user B.
However, in order to prevent user A’s ineligible documents from reducing the dif-
fusion probability, we define effective diffusion as the degree to which blog users
perform actions on each blog and calculate the diffusion probability according to
this value.
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Equation 1 shows how the degree of effective diffusion on each document
is calculated. score(d) represents the degree of diffusion on a document d, Ak

implies one of the actions (read, scrap, trackback) that blog users can perform on
a document, and also freq(d, Ak) indicates the frequency with which other blog
users perform Ak action on a document d. WAk

is the weight value for Ak action.
Thus, score(d) is the sum of the frequency that other blog users perform each
action on a document d multiplied by the weight corresponding to the action.

score(d) =
∑

Ak∈Action

WAk
∗ freq(d,Ak) (1)

To determine the probability that blog user B propagates blog user A’s docu-
ment, PA→B , we use the ratio of the total of effective diffusion values of all blog
user A’s documents and the total of effective diffusion of the blog user A’s docu-
ments propagated to blog user B. The effective diffusion value is then normalized
as follow. We first calculate effective diffusion values for all the documents and
assign 1 to the top n% of documents, and then the remaining documents’ ef-
fective values are adjusted between 0 and 1 by dividing their effective diffusion
values by the smallest effective diffusion value among the top n% of documents.

Equation 2 is used to calculate the probability value, PA→B, using the normal-
ized effective diffusion value. Norm score(d) is the normalized effective diffusion
value of document d and DA→B is a set of documents propagated from user A to
user B. In this case, the normalized effective diffusion value of every document
in DA→B should be 1, regardless of the number of actions performed on that
document because every document in DA→B has already been propagated from
user A to user B.

PA→B =
|DA→B|∑

d∈DA
Norm score(d)

(2)

3 The Proposed Method

3.1 Terminology

Table 1 summarizes the terminology and symbols used in this paper. UA repre-
sents individual user A, DA is a set of documents (documents) owned by user A,
DA→B is a set of user A’s documents that are propagated from DA to user B, Tk

is topic k belonging to a set of total topics T, and DA,Tk
is a set of documents

related to topic Tk within DA. NA,Tk
denotes the neighbors of UA for topic Tk

with a set of users who propagate DA,Tk
. InfRatioA→B,Tk

is the ratio of the
degree of influence that UA has on UB in terms of topic Tk to the number of
documents in DA,Tk

that have been propagated to UB. IntB,Tk
is the interest,

UB has in Tk, expressed by the number of documents in DB that satisfy Tk.
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Table 1. Terminology and Symbols

term description

UA Blog user A

DA A set of documents owned by user A

DA→B A set of documents propagated from DA to user B

Tk Topic k

T A set of topics = {T1, T2, · · ·}
DA,Tk A set of documents related to topic Tk within DA

DA→B,Tk A set of documents propagated from DA,Tk to UB

NA,Tk A set of users who propagate DA,Tk

InfRatioA→B,Tk Ratio of the influence UA has on UB in terms of topic Tk

to the number of documents DA,Tk propagated to UB

IntB,Tk Degree of interest UB has in Tk

3.2 Basic Idea

Our approach is two-fold: 1) establish the edges of a blog network, and 2) assign
the information diffusion probability on each edge considering the document’s
topic.

First, a blog network is created according to the document’s topic as in the
Näıve approach. However, contrary to the Näıve approach, we establish an edge
between blog users in case information diffusion occurs even though no propa-
gation history exists between blog users on the topic in guestion. For example,
if UA owns documents dealing with Tk and UB propagates DA regardless of the
document’s topic (i.e., |DA,Tk

| ≥ 1 and |DA→B,T | ≥ 1), then UB can potentially
propagate DA,Tk

and establish edge A→B on a blog network of topic Tk. This is
based on the fact that UB can propagate documents of topic Tk from UA if UB

has propagated any documents from UA regardless of the topic. Thus, we elim-
inate the problem of overlooking any possibility of information diffusion when
no previous propagation history is present.

Second, we assign a topic-oriented diffusion probability value on each edge.
We identified the following four factors to affect the possibility that informa-
tion diffusion will occur between blog users: 1) the degree of propagation for
documents of topic Tk between UA and UB; 2) the degree of propagation for
documents not related to topic Tk between UA and UB; 3) the degree of influ-
ence that UA has on topic Tk over a blogosphere; and 4) the degree of interest
that UB has in topic Tk.

Since the possibility of information diffusion is affected by these factors, the
relationship between the diffusion probability and factors can be represented
as shown in Equation 3. In Equation 3, PA→B,Tk

is the probability that UB

propagates UA’s documents related to topic Tk and arg1, arg2, arg3, and arg4
are the corresponding factors identified above.

PA→B,Tk
= f(arg1, arg2, arg3, arg4) (3)
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In order to assign diffusion probability according to topics on an edge, we need
to determine function f in Equation 3. In our approach, we employ regression
analysis to determine the function f .

3.3 Calculating Factor Values

Factor 1 . The degree of propagation for documents of topic Tk between UA

and UB can be thought of as the influence ratio that UA can affect UB for topic
Tk (i.e., InfRatioA→B,Tk

). We expect that, if this influence ratio is high, then
UB is likely to propagate documents in DA,Tk

.
To calculate InfRatioA→B,Tk

in Equation 4, we calculate the sum of the
normalized degree of effective diffusion for all documents in DA,Tk

. This sum is
considered as the full extent to which UA is willing to propagate Tk. Next, to
calculate the actual ratio of documents of Tk that will be actually propagated
to UB, we determine the sum of the normalized degree of effective diffusion for
all documents in DA→B,Tk

. Here, Norm score(Di) is the normalized degree of
effective diffusion for Di.

Via extensive preliminary experiments, we decided to use 1 for the weight of
each action and the top 5% for the normalization constant in our experimental
analysis.

InfRatioA→B,Tk
=

∑
Di∈DA→B,Tk

Norm score(Di)∑
Dj∈DA,Tk

Norm score(Dj)
(4)

Factor 2 . The degree of propagation for the documents that are not related to
topic Tk between UA and UB refers to the overall influence that UA has on UB.
This is represented as InfRatioA→B,T−{Tk} and is computed by using Equation
5. Here, T −{Tk} is a set of all the topics just excluding Tk. We eliminate topic
Tk here to avoid duplicating the meaning of Factor 1. If UA strongly affects UB

with respect to other topics, then the propagation of DA,Tk
may happen after

the time of analysis even though UA does not affect UB for topic Tk at the time of
analysis. For this calculation, we use the normalized degree of effective diffusion
for each document.

InfRatioA→B,T−{Tk} =

∑
Di∈DA→B,T−{Tk} Norm score(Di)∑
Dj∈DA,T−{Tk} Norm score(Dj)

(5)

Factor 3 . The degree of influence that UA has on topic Tk over a blogosphere
is the influence ratio that UA propagates DA,Tk

to all blog users excluding UB

and is represented by InfRatioA→(U−B),Tk
and is calculated by using Equa-

tion 6. The reason for excluding UA is to avoid duplicating Factors 1 and 2.
InfRatioA→(U−B),Tk

represents the overall influence of UA for a topic over a bl-
ogosphere. We can expect that UA is very likely to propagate documents of topic
Tk if UA has a high degree of influence in the blogosphere. For this calculation,
we use the normalized degree of effective diffusion for each document.
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InfRatioA→(U−B),Tk
=

∑
Di∈DA→(U−B),Tk

Norm score(Di)∑
Dj∈DA,Tk

Norm score(Dj)
(6)

Factor 4 . The degree of interest that UB has in topic Tk is represented by
IntB,Tk

. If UB has a higher degree of interest in topic Tk, then it is very likely
that the documents of topic Tk are propagated from UA to UB. For this measure,
we use |DB,Tk

|, the number of UB’s documents related with topic Tk

3.4 Calculating Topic-Oriented Information Diffusion Probability

In this section, we discuss how to calculate diffusion probability for each edge in
order to predict topic-oriented information diffusion. We use Equation 3 for re-
gression analysis [10] to calculate the topic-oriented information diffusion proba-
bility. To obtain the regression term f in Equation 3, we use diffusion probability
PA→B,Tk

as a dependent variable and arg1, arg2, arg3, and arg4 as dependent
variables.

To calculate diffusion probability for predicting topic-oriented information
diffusion, we collect blog data while dividing the time period of the collection
into interval 1 and interval 2. Blog data collected from interval 2 represent the
history of information diffusion occurring after interval 1. We predict informa-
tion diffusion in interval 2 by using blog data collected in interval 1. We first
establish a blog network for interval 1 as explained in Section 3.2. In order to
compute the diffusion probability in interval 2 for each blog user, we need the
regression equation f1→2 that utilizes the factor values in interval 1 as explained
in Section 3.3. However, in order to draw regression equation f1→2, we should
know diffusion probability values in interval 2. For this, we use diffusion proba-
bility values obtained from the probability values by using the Näıve approach
for the blog data in interval 2. By combining diffusion probability values with
the factor values obtained from interval 1, we draw f1→2 by regression analysis.
As a result, we can determine the topic-oriented diffusion probability for each
edge in interval 2 with equation f1→2.

Now, we propose a method for predicting the future information diffusion prob-
ability using the above prediction strategy. For simplicity, we refer to any future
time interval as interval 3. To predict information diffusion for interval 3, we first
construct a blog network for interval 2 and calculate the diffusion probability on
edges using the equation f1→2 as stated above. We use the equation f1→2 instead
of f2→3 because the diffusion probability for interval 3 cannot be calculated by the
Näıve approach since future blog data for interval 3 is not available.

4 Performance Evaluation

4.1 Experimental Environment

In the performance experimentation, we use the real-world blog data used in
[11]. This data is a large set of blog documents collected from a Korean blog
portal site over seven months and classified into three representative topics, i.e.,
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’travel,’ ’English,’ and ’cooking.’ It is assumed that each document can have
only one topic and each user be interested in several topics. Table 2 shows the
number of blog users and documents on each topic.

Table 2. Number of documents and users in a topic

travel English cooking

# of users 20,394 22,734 72,408

# of documents 38,229 52,257 451,532

We select four other methods of information diffusion analysis for performance
comparison with our topic-oriented information diffusion (TID) analysis model.
The ES (Effective Score) method analyzes information diffusion without consid-
ering topics, the Näıve approach employs the ES for information diffusion for
every topic, CST1 (Constant 1%) gives 1% probability value equally on each
edge, and CST5 (Constant 5%) gives 5% probability value equally on each edge.
We predict information diffusion using the independent cascade model over a
blog network constructed by each method and compare the predicted values
with real information diffusion history obtained from real-world blog data.

For comparison metrics, we use recall, precision, and F-measure [12]. In a blog
network, if we define A as a set of users to whom specific information is really
diffused and B as a set of users predicted by a method to be evaluated, then
recall and precision mean that (A∩B)/A and (A∩B)/B, respectively. They are
combined into a single metric as F-measure, i.e., the harmonic average of recall
and precision as in Equation 7 [13][14].

F =
2

1
P + 1

R

=
2PR

P +R
(7)

In a real blogosphere, there is a considerable amount of information diffusion
history. In this paper, we measure recall, precision, and F-measure for all infor-
mation history and consider their average values for evaluating the accuracy in
our performance evaluation.

4.2 Results and Analyses

In Experiment 1, we examine the accuracy of the information diffusion prediction
with each method. In Experiment 2, we examine the accuracy of information
diffusion prediction with each method for those user pairs that do not have any
actual diffusion history until the time of analysis.

4.2.1 Information Diffusion Prediction
To examine the accuracy of the information diffusion prediction for each method,
we divide real-world blog data into three time intervals of equal length and analyze
for these three intervals. For our TID, we calculate the accuracy of the information
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diffusion prediction for interval 3 by substituting four factor values for interval 2
into regression equation f1→2 generated by using blog data from intervals 1 and
2. For the other methods, we calculate the accuracy of the information diffusion
prediction for interval 3 using blog data from intervals 1 and 2.

Figure 1 shows the average accuracy of the information diffusion prediction for
the three topics listed in Table 2. In Figure 1, each method is listed on the x axis
and the prediction accuracy is in the y axis. The experimental results show that
our proposed method (TID) is more accurate in terms of recall and F-measure
than the other methods, and the Näıve approach is most accurate with respect
to precision. The reason why the Näıve approach shows high precision is that it
has the possibility of information diffusion only when any information diffusion
exists during the time of analysis. Thus, it composes a small-sized blog network
only with those edges having high probability values for information diffusion.

(a) travel.

(b) English.

(c) cooking.

Fig. 1. Accuracy of information diffusion prediction
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4.2.2 Information Diffusion Prediction for User Pairs of No Previous
Relationship
Unlike the Näıve approach, our TID can predict information diffusion for a spe-
cific topic through a current user relationship even when information diffusion
has not occurred before the time of analysis. Figure 2 shows the average predic-
tion accuracy of each approach for each topic. TID provides the highest precision,
recall and F-measure among the five methods and the Näıve approach is unable
to predict information diffusion as explained previously.

(a) travel.

(b) English.

(c) cooking.

Fig. 2. Accuracy of information diffusion prediction for user pairs of no previous rela-
tionship

5 Conclusions

The documents diffused over a blogosphere are classified into a number of topics.
However, previous studies analyzing information diffusion in a blogosphere did
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not take their topics into account. Thus, the existing methods suffer from low
accuracy in information diffusion prediction.

In this paper, we proposed the TID analysis model to predict information
diffusion over a blogosphere while avoiding the problems described above. The
proposed approach assigns edges not only when previous diffusion history exists
between blog users, but also when information diffusion is expected even though
previous diffusion history does not exist between blog users. We identified four
factors that affect diffusion probability values (1) the degree of information diffu-
sion for a given topic, (2) the degree of information diffusion for topics excluding
a topic of interest, (3) the degree of influence that an information provider can
have, and (4) the degree of interest that an information consumer can have. We
also proposed a way to quantify diffusion probability on each edge using these
four factors and regression analysis.

We used real-world blog data to evaluate the effectiveness of the proposed
approach (TID). The experimental results indicate that the proposed approach
significantly improves accuracy compared to existing approaches in predicting
the future information diffusion.
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Abstract. A large amount of tweets about user experiences such as
trips appear on Twitter. These tweets are fragmented information and
not easy to share with other people as a whole experience. In this paper,
we propose a novel method to find and organize such fragmented tweets
at the level of user experiences. The notable feature of our method is
that we find and organize tweets related to a certain trip experience by
considering the spatio-temporal continuity of user-behavior of traveling.
First, we construct a co-occurrence dictionary by considering the spatio-
temporal continuity; i.e., the co-occurrence ratio of two terms is varying
in time scopes and regions. Then, we use such dictionary to calculate the
relatedness of a tweet to the trip experience from three aspects: content
relatedness, temporal relatedness, and context relatedness. Tweets with
high relatedness scores will be returned as search results. The exper-
imental results showed our method performs better than conventional
keyword-based methods.

Keywords: Microblog, Twitter Search, User experience, Spatio-temporal
Continuity.

1 Introduction

Consumer Generated Media (CGM), such as microblogs and SNS, through which
user publish information have recently be rapidly popularized on the Internet.
Although a large amount of information about user experience is accumulated in
CGM, developing the technology to organize and utilize the stored information
has not been progressing sufficiently quickly.

Twitter1 is a typical microblogging service that has two particular features.
The first one is tweets on Twitter have length limitations, i.e., a tweet should be
less than 140 characters. The second one is that users can post information on
their experiences freely in real time. A typical example experience on which many
users post tweets in real time is traveling, where they tweet their impressions of
visiting tourist spots with photographs taken then and there.

However, the technology of sharing, organizing, and searching content posted
on Twitter is in the process of being developed. Therefore, if users try to look

1 http://twitter.com

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 141–155, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://twitter.com
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back on past trips, for example, it is difficult for them to access old tweets because
the only way of accessing these is to trace back tweets from the latest tweet.
Moreover, sharing content on experience such as traveling is difficult because
users post many tweets per day. In addition, information on the same experience
is described in many tweets in most cases, and many tweets do not contain
keywords that express the target experience due to the length limitations Twitter
has. Therefore, even if one wants to find tweets about a traveling experience, the
conventional method of keyword-based searches is not easy to find all target
tweets without omissions.

Furthermore, there have been some cases where users who have postsed daily
occurrences to blogs and SNS diaries up until now have come to post information
mainly to Twitter. Such users often do not repost what they have tweeted to the
blogs and SNS again. These circumstances make it difficult to share information
on user experiences.

As one of the solutions, we propose a novel method of organizing tweets that
represent traveling experiences to help users to share and organize these expe-
riences. To a given trip experience (a series of spot names; as the query), we
calculate the relatedness of a tweet to that trip experience from three aspects as
follows and return the high scored tweets as the results.

– Content relatedness
We use the degree of co-occurrence of location names and keywords in a
tweet to consider content relatedness. It is based on the idea that the closer
the word is related to a place, the higher the relatedness between the word
and its place name. The degree of co-occurrence is calculated by using a co-
occurrence dictionary constructed by taking into consideration the spatio-
temporal continuity.

– Temporal relatedness
We use the time interval of publish time between candidate tweets and the
tweet containing given location names to calculate temporal relatedness by
taking into consideration temporal continuity. It is based on the idea that
the publish time of the tweets and the target trip experience are very close
to each other.

– Context relatedness
This is a criterion to take into consideration the influence of surrounding
tweets. It is based on the idea that the tweets before and after a tweet related
to a trip experience may have high probabilities of describing the same trip
experience. Finally, the relatedness score is determined by integrating the
influence of the surrounding tweets and the results of combining content
relatedness and temporal relatedness.

2 Related Work

There has been much research on Twitter in recent years. Fujisaka et al. [1]
proposed methods of estimating the regions of influence of social events found by
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Fig. 1. Flow of organization tweets with our method

geo-tagging tweets. Wu et al. [2] investigated how information is propagated from
celebrities and bloggers to ordinary users. Castillo et al. [3] proposed automatic
methods of assessing credibility based on features extracted from users’ posting
behaviors of given sets of tweets.

Research on the mining of experiences has also been conducted. Kurashima et
al. [4] proposed a method of extracting rules between five attributes of a person’s
experience, i.e., time, location, activity, opinion, and emotion from a large-scale
set of blog entries. In addition, research on organizing a person’s experience by
using lifelogs has been carried out [5].

Arimitsu et al. [6] proposed a method of searching user experiences. They
defined user experiences as several actions that are carried out in a particular
sequence. However, we consider well both the temporal and regional continuity
of user experiences.

3 Overview

We represent a trip experience as a sequence of place names. For example, when
a user travels to Kyoto, s/he first visits Yasaka-jinja, next s/he visits Kodai-ji,
and then s/he goes to Kiyomizu-dera. Tweets containing place names such as
”Yasaka-jinja” and ”Kiyomizu-dera” have high probability of being reporting
that trip experience. This trip experience can be represented as a sequence of
place name, i.e., ”Yasaka-jinja, Kodai-ji, Kiyomizu-dera”. Tweets representing
trip experiences expressed in a sequence of place names are explained in this
paper.

Fig.1 summarizes our process flow for organizing tweets. The input query is
the sequence of place names that represent the target trip experience, and the
output is the sequence of tweets describing the experience.

An input sequence of place names does not necessarily contain all the place
names that represent the target trip experience. For example, even if users only
input the place name ”Kiyomizu-dera” as a sequence of place names, the system
can find their tweets about ”Yasaka-jinja” and ”Kodai-ji” where they visited by
taking into consideration spatio-temporal continuity. That is to say, one of the
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notable features of our method is that we can automatically complement the
representation of trip experience and discovery information on it.

The first step is to search for candidate tweets. We generate a keyword based
”OR” query by using the place names. Then, we use the search function provided
by Twitter to collect the candidate tweets.

Then, the relatedness between the candidate tweets and the target trip expe-
rience is calculated. As we mentioned before, we calculate the degree of related-
ness with these criteria: content, temporal and context relatedness. We organize
tweets by regarding tweets whose relatedness score is higher than a threshold
value as the tweet that represents the target trip experience.

4 Co-occurrence Dictionary

To compute the content relatedness, we construct a co-occurrence dictionary of
region name and keywords appearing in tweets. It is based on the idea that the
higher the relatedness between words in the tweet and location names represent-
ing the trip experience, the closer the tweet is related to the experience.

For example, if the word ”Omi-kuji” (written oracle) appears in a tweet that
represents the experience cast lots in Yasaka-jinja but the word ”Yasaka-jinja”
does not appear in the tweet, the tweet about the written oracle is not contained
in the search results even if a search whose query is ”Yasaka-jinja” with the con-
ventional keyword-based search is carried out. However, by giving a high relat-
edness score to the tweet that contains ”Omi-kuji” by taking into consideration
the high relatedness between the word ”Omi-kuji” and the place ”Yasaka-jinja”,
the tweet about the experience cast lots in Yasaka-jinja is contained in the search
results of Yasaka-jinja.

The co-occurrence dictionary is constructed with our method by tweets. We
collected all tweets open to the public to collect many words highly related to
the place names in costructing the co-occurrence dictionary.

There are two types of place names that are the targets for calculating the
co-occurrence of words, i.e.,

1. A place name included in the query sequence of place names
2. The name of a location around the place in the query sequence of place

names

For example, we calculate the co-occurrence of the names of locations around
three places such as ”Gion, Ninen-zaka, and Maruyama-kouen” in addition to the
three place names in the sequence when calculating the degree of co-occurrence
between words and the sequence of place names ”Yasaka-jinja, Kodai-ji, and
Kiyomizu-dera”.

We search tweets that include at least one place name of these target place
names with Twitter API2 and we store up the tweets of all the place names
gathered from the search results. The text of the tweets accumulated for all

2 http://dev.twitter.com/

http://dev.twitter.com/
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place names is conducted gathered, and words that appear in tweets and the
degree of co-occurrence between place names and words are computed. Pairs of
a word and the degree of co-occurrence are recorded for each place name in the
co-occurrence dictionary.

Actually, the names of locations around places contained in the query sequence
of place names should be retrieved automatically with Google Maps API3. How-
ever, currently, a few names of locations around places contained in the query
sequence of place names were manually input into the system.

4.1 Calculation of Degree of Co-occurrence

Co(pk, w) is the degree of co-occurrence between place name pk and target word
w, and it is calculated by using the Jaccard index.

Co(pk, w) =
Tpk∩w

Tpk∪w
=

Tpk∩w

Tpk
+ Tw − Tpk∩w

(1)

Tpk∩w is the number of tweets that contain both pk and w, Tpk∪w is the number
of tweets that contain either pk or w, and Tpk

and Tw are the number of tweets
that contain pk and w.

4.2 Similarity of Dictionaries

Next, we will describe how to merge two co-occurrence dictionaries based on the
spatio-temporal continuity.

Vector dpk expresses co-occurrence dictionary of place pk, which records
the degree of co-occurrence Co(pk, wl) between words w1, w2, ..., wn and place
name pk.

dpk = (Co(pk, w1), Co(pk, w2), · · · , Co(pk, wn)) (2)

The degree of similarity in two co-occurrence dictionaries di and dj is defined
based on cosine similarity.

S(di, dj) =
di · dj

|di||dj| (3)

The higher the degree of similarity S(di, dj), the more similar the content of the
two co-occurrence dictionaries. If the content of the two co-occurrence dictionar-
ies is temporally and spatially continuous, the content of the two co-occurrence
dictionaries is considered to be similar. That is, if the degree of co-occurrence
in two co-occurrence dictionaries very near or close in space or time is higher
than a threshold value, these two co-occurrence dictionaries are temporally and
spatially continuous, so we can organize tweets by using the new co-occurrence
dictionary that is integrated from the two dictionaries.

3 http://code.google.com/intl/ja/apis/maps/

http://code.google.com/intl/ja/apis/maps/
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(a) Time (b) Space

Fig. 2. Spatio-temporal continuity in co-occurrence dictionary

Merge Based on Temporal Continuity. Experiences at tourist spots vary
with the seasons, such as when seasonal events occur and well-known products
are offered unique to a season. Consequently, as we change the period of tweets
used in constructing a co-occurrence dictionary to reflect the changes in the cir-
cumstances at tourist spots through time, more accurate organization of tweets
is possible. Fig. 2(a) outlines temporal continuity in a co-occurrence dictionary.

For a certain place pi, we constructed co-occurrence dictionaries in a certain
time period, such as one day, one week, one month, and so on. Thus, we have a
sequential dictionaries, (du1

pi
, · · · , dum

pi
). u1, · · · , um are certain time periods, such

as day 1, · · · , day m, or week 1, · · · , week m. Then, we merge the adjacent dic-
tionaries with high similarities incrementally. The similarity of two dictionaries
is computed as follows.

St(duj

pi
, duk

pi
) = int(uj, uk) × S(duj

pi
, duk

pi
) (4)

where int(uj, uk) = (k − j) × δ is a function of time distance and δ is the unit
of time period in which we construct the initial dictionaries.

If two dictionaries duj
pi

and d
uj+1
pi have higher similarity than the thresh-

old specified in advance, we merge them to construct a new one d
u′

j
pi . The co-

occurrence ratio of the new dictionary is defined as follows.

TCo(pi, w) =
1
2

(Couj (pi, w) + Couk(pi, w)) (5)

Merge Based on Spatial Continuity. After the merge based on temporal
continuity, we have a series of dictionaries, (dp1 , · · · , dpn). Then we merge them
based on the spatial continuity. The basic idea is that if two regional dictionary
have high similarity, these two place may be closed to each other and they
should be merged to one bigger region. Fig. 2(b) outlines the combination of
co-occurrence dictionaries while considering spatial continuity.
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At first, we compute the similarity of two dictionaries of place pi and pj as
follows.

Ss(dpi , dpj ) = dist(pi, pj) × S(dpi , dpj ) (6)

Where, dist(pi, pj) is a distance function based on exponential degradation
model, which has been employed by many researchers, such as Toda et al.[7]
and Cui et al.[8].

dist(pi, pj) = e−µdd(pi,pj) (7)

Where, d(pi, pj) is the distance between pi and pj , and μd is a parameter for
determining the rate of degradation in the similarity of content while increasing
the distance between places.

If two dictionaries have higher similarity than the pre-specified threshold, we
merge them to create a new dictionary dpi,j . The co-occurrence ratio of the new
dictionary is defined as follows.

Co(pi, w) =
1
2

(Co(pi, w) + dist(pi, pj) × Co(pj , w)) (8)

Co(pj , w) =
1
2

(Co(pj , w) + dist(pi, pj) × Co(pi, w))

5 Calculating Relatedness Score

To pick out the tweets related to a certain trip experience e = (p1, · · · , pn), which
is represented by a sequence of place names (p1, · · · , pn), as mentioned before,
we compute three relatedness scores: content relatedness, temporal relatedness,
and context relatedness.

5.1 Content Relatedness

We use the co-occurrence dictionary to compute the content relatedness of the
candidate tweet and a certain trip experience. It is based on the idea that the
closer the word is related to a place, the higher the relatedness between the word
and its place name.

The content relatedness of tweet ti of trip experience e is computed as follows.

Rc(ti) =
1

mn

n∑
j=1

m∑
k=1

Co(pj , wk) (9)

where w1, · · · , wm are the keywords appearing in tweet ti.

5.2 Temporal Relatedness

We use the time interval of a tweet that contains place names mainly to take
into consideration temporal continuity. We calculate the interval of publish times
between every candidate tweet that represents the target trip experience and
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tweets that contain the name of locations in the query sequence of place names
and neighboring locations.

The publish time of tweets means a trip experience is close because one visits
several places individually while moving on foot or by bus in a trip experience.
For example, if there is a tweet that contains the place name ”Kiyomizu-dera”
in tweets that represent the trip experience, the following and preceding tweets
whose publish time is close to the tweet probably describe Kiyomizu-dera.

We then calculate the relatedness score while considering temporal continuity
by applying the exponential degradation model to the interval of publish times
between the candidate tweet and the tweet that contains a place name. This
is based on the idea that the shorter the interval of publish times between the
candidate tweet and the tweet that contains a place name, the closer the tweet
is related to that place.

If there are more than one tweets describing the same place, the basing
publish-time used for computing the time interval is that of the tweet mostly
related to that place. Currently, we choose such that tweet manually. The relat-
edness of a tweet and a place will be discussed in our future work.

Suppose that q1, q2, ..., qm are the names around locations of the places in
the sequence of place names, time(ti) is the publish time of candidate tweet
ti, time(tj) is the publish time of basing tweet tj(j = 1, ..., N) that contains
the name of place ql near place pk in the sequence, and there are N basing
tweets that contain the place names preceding and following candidate tweet ti.
The temporal relatedness score, Rt(ti), of candidate tweet ti computed by the
time interval of the tweet with place names preceding and following tweet ti is
calculated as follows.

Rt(ti) =
N∑

j=1

dist(pk, ql) × e−µt|time(ti)−time(tj)| (10)

The temporal relatedness score in (10) is calculated with both spatial and tem-
poral continuity by using the relatedness score computed with the time interval
and weight dist(k, l) by taking into consideration the spatial continuity in (7),
where μt is a parameter for determining the rate of degradation of the similarity
of content with increasing time intervals.

5.3 Context Relatedness

The simplest way to combine content and temporal relatedness is by multiplying
them. Other combination methods will be discussed in our future work. Rtc(ti),
which is the relatedness between tweet ti and trip experience e without consid-
ering the influence of tweets preceding and following tweet ti, is calculated as
follows.

Rtc(ti) = Rt(ti)Rc(ti) (11)

There are some tweets in those representing the target trip experience that
contain a word with a very low degree of co-occurrence and tweets without a word
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co-occur with place names. As such tweets can be recognized as being related
to the experience by the content of surrounding tweets, we need to consider the
influence of the relatedness score of surrounding tweets when calculating the
relatedness score. τi is the weighting representing how much we need to consider
the influence of surrounding tweets, when calculating the relatedness score of
tweet ti by considering the influence of preceding and following X tweets, where
R(ti) is the context relatedness between tweet ti and the target trip experience,
which is calculated by (12).

R(ti) =
X∑

x=−X

τi+xRtc(ti+x) (12)

We have only considered the influence of tweets preceding and next to tweet ti in
this paper. R(ti), which is conclusive relatedness, is calculated with (13), which
is X = 1 of (12).

R(ti) = τi−1Rtc(ti−1) + τiRtc(ti) + τi+1Rtc(ti+1) (13)

We organize tweets representing the target experience by putting together tweets
whose relatedness score is higher than a threshold value.

6 Experiments

We carried out experiments validating the spatio-temporal continuity of co-
occurrence dictionaries and evaluated the efficiency of our method to search
for tweets on a certain trip experience.

We used names of tourist spots in Kyoto to collect the test data.

6.1 Experiment on Spatio-temporal Continuity of Co-occurrence
Dictionary

Temporal Continuity. We investigated the content of co-occurrence dictio-
naries constructed with tweets containing ”Yasaka-jinja” tweeted from January
3 to 16 to validate how temporal continuity was reflected in co-occurrence dic-
tionaries. We constructed 14 dictionaries from a set of tweets for each day by
dividing tweets for the period by a day to investigate daily changes of content
of co-occurrence dictionaries.

There were words whose degree of co-occurrence was always high in 14 co-
occurrence dictionaries, and words whose degree of co-occurrence changed greatly
on a daily basis. Examples of words whose degree of co-occurrence was always
high were names around places such as ”Higasiyama” and ”Gion” and words con-
cerning Yasaka-jinja such as ”Omairi” (visit shrines) and ”Sanpai” (worship).
These words were always closely related to Yasaka-jinja, and this demonstrates
that words related to Yasaka-jinja were contained in co-occurrence dictionaries
constructed from tweets on Twitter.
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Fig. 3. Change in degree of co-occurrence Co(Yasaka-jinja, w)

However, we found that words whose degree of co-occurrence changed greatly
day by day reflected events that occurred in the period. Fig. 3 expresses the
transition in the degree of co-occurrence of words whose degree of co-occurrence
changed greatly on a daily basis. As ”hatsu-mode” (the practice of visiting a
shrine or temple at the beginning of the new year) and ”kuji” (lottery) were
words closely related to hatsu-mode, the degree of co-occurrence from January 3
to 9 when many people visited Yasaka-jinja for hatsu-mode was high; after that,
the degree of co-occurrence decreased.

Moreover, the degree of co-occurrence of ”Karuta” (Japanese playing cards)
from January 3 to 4 and ”Jack” from January 10 to 14 suddenly rose. Karuta-
hajime-shiki4 (Ceremony for the first Karuta play of the new year), one of the
annual events of Yasaka-jinja was held on January 3, and Kimono Jack5, an event
of occupying a certain place with many people wearing kimonos was also held. As
many tweets on these events were tweeted, the degree of co-occurrence suddenly
rose. It shows that words whose degree of co-occurrence changes suddenly reflect
the occurrence of events for a short time.

Spatial Continuity. We investigated the correlation between the distance of
several tourist spots and the similarity of co-occurrence dictionaries of several
tourist spots to validate how spatial continuity was reflected in co-occurrence
dictionaries.

We constructed co-occurrence dictionaries for 12 tourist spots in Kyoto,
i.e., Yasaka-jinja, Kiyomizu-dera, Kodai-ji, Sannen-zaka, Chion-in, Ginkaku-ji,
Sanju-sangendo, Jinushi-jinja, Otowa-no-taki, Nanzen-ji, Heian-jingu, Kitano-
tenmangu, by using tweets from February 11 to 19, 2012, and we computed the
similarity of co-occurrence dictionaries and the distance between two places at
the 12 tourist spots based on Yasaka-jinja and Kiyomizu-dera. Distance was com-
puted as the direct distance between two places, and similarity was computed
with (3).
4 http://web.kyoto-inet.or.jp/org/yasaka/english/event/index.html
5 http://www.kimonojack.com/

http://web.kyoto-inet.or.jp/org/yasaka/english/event/index.html
http://www.kimonojack.com/
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Fig. 4. Correlation between similarity
and distance

Table 1. Correlation coefficient between
similarity and distance

Place Correlation Coefficient

Yasaka-jinja -0.5384
Kiyomizu-dera -0.6605

Fig.4 expresses the relationship of distance and similarity between tourist spots
and Yasaka-jinja or Kiyomizu-dera. The similarity between the co-occurrence dic-
tionary for Yasaka-jinja and that for Kodai-ji or Chion-in, which are spots near
Yasaka-jinja is high, and the similarity between the co-occurrence dictionary for
Kiyomizu-dera and that for Sannen-zaka or Jinushi-jinja, which are spots near
Kiyomizu-dera is high. However, the similarity between the co-occurrence dictio-
nary for Yasaka-jinja, that for Kiyomizu-dera, and that for Kitano-tenmangu,
which are spots far from Yasaka-jinja and Kiyomizu-dera is low.

In addition, Table 1 summarizes the correlation between the distance and the
similarity of co-occurrence dictionaries for Yasaka-jinja and Kiyomizu-dera.There
is a negative correlation between similarity and distance for both Yasaka-jinja and
Kiyomizu-dera. Therefore, the closer the distance between two places, the higher
the similarity of co-occurrence dictionaries for the places. This means that the
spatial continuity is reflected in the content of co-occurrence dictionaries.

6.2 Evaluation of Efficiency of Experience Search

We carried out experiments of evaluating the efficiency with which tweets were
organized with our method.

Experimental Method. We organized the trip experience represented by a se-
quence of place names for ”Yasaka-jinja, Kiyomizu-dera” in this experiment. We
established Gion as a place around Yasaka-jinja, and Kodai-ji as a place around
Kiyomizu-dera. We constructed co-occurrence dictionaries for Yasaka-jinja and
Kiyomizu-dera by taking into consideration spatio-temporal continuity, and we
calculated Co(Yasaka-jinja, w) and Co(Kiyomizu-dera, w), which are discussed
in Section 4.2, by using the dictionaries.

We used MeCab as the Japanese morphological tool to extract keywords, place
names from tweets. The d(Yasaka-jinja, Gion) in (7) was the linear distance be-
tween Yasaka-jinja and Gion computed by Google Maps API in this experiment.
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We similarly combined the Kodai-ji and Kiyomizu-dera co-occurrence dictionar-
ies. In addition, the period of tweets that we used to construct the co-occurrence
dictionaries fit the day when the target trip experience occurred.

We organized tweets representing the one-day trip experiences A, B, and C
of users Ua, Ub, and Uc that were manually chosen from users who posted both
tweets containing Yasaka-jinja and those containing Kiyomizu-dera. We collected
the tweets of users Ua, Ub, and Uc by using Twitter API, and we distinguished
whether each tweet represented the target trip experience or not to specify the
relevant results. The whole experience of visiting Kyoto on that day is called the
target experience.

User Ua in experience A tweeted on tourist spots in Kyoto on the previous
day, but these tweets were not the target tweets. User Ub in experience B, on
the other hand, visited Osaka on his way home from Kyoto, and tweets on this
were the target tweets because visiting Osaka was also contained in the one-day
trip.

The closest tweet related to a place were chosen as the dominate ones for that
place name. In this experiment, μd = μt = 1, μd and μt were the parameters for
calculating the relatedness score in (7), (10), selecting the proper value will be
discussed in our future work.

We used the recall ratio, the precision ratio, and the F-measure to evaluate
our method. We computed scores of Rc(ti), Rt(ti), Rtc(ti), and R(ti) of tweets
for each user experience (A, B, and C). We considered tweets whose scores were
higher than the threshold value as the results representing the target experience.
Based on this, we calculated the recall ratio, the precision ratio, and the F-
measure of all results while changing the threshold value. We used the keyword-
based OR search as the baseline.

Efficiency of Our Method. We compared the efficiency of trip experience
search on the Twitter by using R(ti) with the baseline. We set the parameters
to τi = 0.5 and τi−1 = τi+1 = 0.25 in (13) to calculate R(ti) in this experiment.
The discussion of variation of τi is another future work.

We compared the change in the F-measure of our method with the baseline by
changing the threshold value of R(ti). Fig. 5 represents the results of comparison.
In trip experiences A and C, the F-measure with our method is higher than that
of the baseline, when the threshold value of R(ti) is lower than about 0.07. In trip
experience B, the F-measure of our method is higher than that of the baseline
when the threshold value of R(ti) is lower than about 0.09.

Table 2 summarizes the threshold value of R(ti), the precision ratio, the re-
call ratio, and the F-measure when the F-measure is maximum. Our method
improved the F-measure by an average of five times that of the keyword-based
method. Especially, our method could improve the recall ratio by an average of
ten times than the keyword-based method while keeping degradation in the pre-
cision ratio to about 10% to 30%. The results revealed that our method greatly
improved the efficiency of trip experience search.
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Fig. 5. Change in F-measurewith our method and baseline

Table 2. Precision and recall ratios with maximum F-measure of R(ti)

Experience R(ti) Precision Recall F-measure

A Our method 0.0039 0.6618 0.9091 0.7660
A Keyword — 0.7273 0.0808 0.1455

B Our method 0.0031 0.7067 0.7681 0.7361
B Keyword — 1.0000 0.0870 0.1600

C Our method 0.0080 0.9111 0.9318 0.9213
C Keyword — 0.6667 0.0909 0.1600

Context Relatedness. We have proposed two combination ways of content
and temporal relatedness: simply multiplying them, Rtc(ti), and considering
context relatedness, R(ti). The results are shown in Fig. 6.

In the comparison considering whether or not the surrounding tweets had
any influence, the maximum F-measure in all three experiences improved by
an average of about 10%. This is because tweets with very low context relat-
edness, despite being related to the target experience. For example, there were
tweets that only contained the URL of pictures taken at tourist spots, and there
were tweets that contained collapsed informal expressions, from which the exact
results of morphological analysis could not be collected; such tweets were not
included in the results of organization by only using the relatedness of them
because the content relatedness of such tweets was very low.

The result indicated that considering the influence of surrounding tweets by
calculating context relatedness improved the efficiency with which tweets were
searched.

Method of Constructing Co-occurrence Dictionaries. We compared the
change in the efficiencies of tweets were searched by using co-occurrence dictio-
naries with and without considering spatio-temporal continuity.
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Fig. 6. Difference in the maximum F-
measure by considering context related-
ness

Fig. 7. Difference in maximum F-measure
by using spatio-temporal continuity of dic-
tionaries

We used co-occurrence dictionaries constructed by considering spatio-temporal
continuity and combining those for Yasaka-jinja and Gion, and those for
Kiyomizu-dera and Kodai-ji from tweets posted on the day when each target
experience occurred, and we used co-occurrence dictionaries created constructed
by Yasaka-jinja and Kiyomizu-dera without combining them with dictionaries
for around places without considering spatio-temporal continuity from tweets
posted from January 2 to 17, 2012. We constructed three co-occurrence dictio-
naries while considering the spatio-temporal continuity for the three experiences,
and one co-occurrence dictionary without considering the spatio-temporal con-
tinuity for any of the three experiences.

Fig. 7 shows the change in the maximum F-measure. In comparison with trip
experience search by using co-occurrence dictionaries without considering spatio-
temporal continuity, the method using co-occurrence dictionaries while consider-
ing spatio-temporal continuity improved the maximum F-measure by about 4%
for experience C, changed the maximum F-measure slightly for experience B, and
decreased the maximum F-measure by about 3% for experience A.

The effectivity of spatio-temporal continuity based co-occurrence dictionary is
not clear. It is necessary to carry out more experiments to investigate how consid-
ering it would affect the relatedness in reality, and this remains as future work.

We can organize tweets more accurately if the efficiency of organization is
improved by improving the method of considering the spatio-temporal continuity
in constructing co-occurrence dictionaries. One way of improving the method is
by normalizing the relatedness score in combining co-occurrence dictionaries by
taking into consideration the difference in the number of tweets containing place
names. A few hundred tweets on famous spots, such as Kiyomizu-dera or Gion,
were collected per day in this experiment, but only several dozens of tweets
on not very famous spots, such as Kodai-ji, were collected per day. As such
differences in the number of tweets at individual places were not considered in
this research, we think that content relatedness can be calculated with higher
accuracy by weighting by taking into consideration the number of tweets.
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7 Conclusion

We proposed a novel method of organizing fragmented tweets related on a certain
traveling experience. The most notable feature of our method is that we took into
consideration the spatio-temporal continuity of trip experiences. We organized
tweets by calculating the content relatedness, temporal relatedness, and context
relatedness between the target trip experience and the tweets. In addition, we
proposed a novel method of constructing co-occurrence dictionaries to calculate
content relatedness by taking into consideration spatio-temporal continuity.

The results from experiments that we used to evaluate our method revealed
that spatio-temporal continuity is reflected in co-occurrence dictionaries con-
structed with our approach, and the organization of tweets with our method is
better than that with the keyword-based one. Moreover, taking into considera-
tion the influence of surrounding tweets improved organization even further.

Future work is to more fully evaluate the influence of taking into consider-
ation the spatio-temporal continuity in constructing co-occurrence dictionaries,
general improvements to our method, and more detailed organization of trip
experiences.
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Abstract. Tags are often used to describe user-generated content on the
Web. However, the available Web applications are not incrementally deal-
ing with new tag information, which negatively influences their scalabil-
ity. Since the cosine similarity between tags represented as co-occurrence
vectors is an important aspect of these frameworks, we propose two ap-
proaches for an incremental computation of cosine similarities. The first
approach recalculates the cosine similarity for new tag pairs and existing
tag pairs of which the co-occurrences has changed. The second approach
computes the cosine similarity between two tags by reusing, if available,
the previous cosine similarity between these tags. Both approaches com-
pute the same cosine values that would have been obtained when a com-
plete recalculation of the cosine similarities is performed. The performed
experiments show that our proposed approaches are between 1.2 and 23
times faster than a complete recalculation, depending on the number of
co-occurrence changes and new tags.

1 Introduction

User-based content is becoming increasingly available on the Web. This content
is often annotated using tags and then uploaded on social sites, like the photo
sharing service Flickr. Because users can choose any tag they like, there is a large
amount of unstructured tag data available on the Web. The unstructured nature
of these tags makes it hard to find content using current search methods, which
are based on lexical matching. For example, if a user searches for “Apple”, (s)he
could be looking for the fruit or for the company that makes the iPod.

There are several approaches available that aim to solve the previously identi-
fied problem [2, 4, 9–11]. In this paper, we focus on the Semantic Tag Clustering
Search (STCS) framework [4, 9, 11]. The STCS framework utilizes two types of
clustering techniques that allow for easier search and exploration of tag spaces.
First, syntactic clustering is performed by using a graph clustering algorithm
that employs the Levenstein distance measure in order to compute the dissimi-
larity between tags. As result of syntactic clustering, e.g., terms like “waterfal”,
“waterfall”, and “waterfalls” are clustered. This means that when a user searches
for one of these terms, all the terms that are syntactically associated will show
up in the results. Second, semantic tag clustering is performed, where the aim is

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 156–167, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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to cluster tags that are semantically related to each other, e.g., “tree”, “plant”,
and “bush”. The STCS semantic clustering algorithm makes use of the cosine
similarity measure, applied on tag co-occurrence vectors. Due to the similarities
between the STCS framework and the other clustering approaches that rely on
the cosine similarity, the results presented in this paper can be easily applied on
these approaches as well.

An important issue with the STCS framework is that it cannot be applied in
an incremental way. This negatively influences the scalability of the approach. In
other words, if new pictures are added, all steps in the framework have to be ex-
ecuted again, which can take a significant amount of time when handling large
amounts of data. Another reason for updating the cosines incrementally is that
when a small number of new tags are added, most of the new calculations will yield
the same result as the previous computations. This is a natural consequence of the
fact that the tag co-occurrencematrix remains the same for a large number of tags.

In this paper, we investigate how the cosine similarity computation can be
done incrementally, for the purpose of scaling semantic clustering algorithms
in tag spaces. We consider two approaches for incrementally computing the co-
sine similarity. The first approach only recalculates the cosine similarities of tag
pairs that are affected by a change in the tag co-occurrence matrix. The second
approach computes the cosine similarities by reusing the previously computed
cosines. The second approach refines the first approach as only the cosine simi-
larities of the tags affected by the changes in the tag co-occurrence matrix are
computed. For the evaluation of the proposed approaches, we use a reference
approach that computes all cosine similarities in a given data set. The evalua-
tion is based on a simulated process in a photo sharing Web application (e.g.,
Flickr.com), where the system receives a set of new pictures that need to be
processed. These new pictures can be annotated using existing (known) tags but
also with new (unknown) tags. For the evaluation, we measure the execution
time of each approach and compare that to the approach that performs a com-
plete recalculation of all cosines. We use a data set from the photo sharing site
Flickr.com to perform the evaluation. The data set has been collected by Li [8]
and contains 3.5 million pictures and 580,000 tags, uploaded in the period 2005-
2008. We use a subset of 50,000 pictures for the initial data set and between
2,500 and 75,000 pictures as the sets of new pictures that are pushed through
the hypothetical photo sharing Web application. The reason for using a subset
of the complete data set of 3.5 million pictures is that the computation of all
cosines for the baseline takes too long for large data sets.

2 Related Work

There are a small number of approaches available in the literature that address
the incremental (exact) computation of cosine similarities. One such approach is
proposed by Jung and Kim [7]. The authors develop several methods for the in-
cremental computation of similarity measures, including the cosine similarity, in
the context of merging clusters. The aim is to merge two clusters without calculat-
ing all similarities between the new cluster and all the other clusters. To achieve
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this, the geometrical properties of the cosine similarity are used to calculate the
similarity of the new merged cluster using the previously computed similarities.
The results of this approach showed the usefulness of this solution with respect to
achieving a significant speed-up and also a good accuracy. Unfortunately, we can-
not use this approach for our purposes as we consider the incremental computation
of cosines irrespective of the clustering method that is being used.

Another approach to incremental cosine computation is proposed by Fried-
man et al [5]. The authors develop three techniques for incremental cosines: crisp,
fuzzy, and local fuzzy. In the crisp cosine computation, the cosines are calculated
using only the dot-product. Every time a new vector is added, the cosine sim-
ilarities with all cluster centroids are calculated. In the fuzzy cosine clustering
technique, a degree of cluster membership is assigned to each new vector. This
process takes the size of the new vector into account. The last technique that
is proposed by the authors is the local fuzzy-based cosine, which is a modified
version of the fuzzy cosine computation. This technique takes the difference be-
tween small vectors and a large centroid into account when assigning multiple
degrees of membership. We do not consider this approach as it is focused on
clustering scalability issues and not on the incremental computation of cosine
similarities in general.

Literature in the field of incremental clustering shows more approaches that
might be related to our work. The evolutionary clustering technique proposed
in [3] considers a trade-off between low history cost (similarity with a previ-
ous clustering iteration) and high quality of each iteration. This is achieved by
considering the similarity between the old clusters and new clusters (history
cost), and the cosine similarity between the newly added elements into account.
The authors only tried their technique on k-means clustering and agglomerative
clustering, but suggest that their approach should also work for other cluster-
ing techniques. We do not consider this approach as it also does not distinguish
between the cluster-based computations and the cosine similarity computations.

Locality sensitive hashing (LSH), as proposed by Giones et al [6], can also
be used to perform incremental cosine computations. The idea behind LSH is
that elements that are close to each other in a high dimensional space have
a high probability of having a similar hash. The process of locality sensitive
hashing consists two parts: a pre-processing part and a querying part. In the
pre-processing part, the hashes are calculated for all the elements in the data
set. Next, all the hashes are transformed to their bitwise representation and
the similarity between the hashes is measured using the Hamming distance.
Subsequently, all the elements with a similar hash are clustered in buckets using
the k-nearest neighbour method. In the querying part, the hash for the query is
calculated and a bucket containing similar elements is returned. LSH has proven
to have sub-linear query time and a small error compared to other approaches
that aim to solve similarity problems. We do not consider LSH in our work as it
is an approximate technique and we aim to develop an exact technique for the
incremental computation of cosines.
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3 Incremental Cosine Computation Design

In this section, we describe the different approaches that we propose for the
incremental computation of cosine similarities. First, we discuss the details of
the cosine similarity and the operations that should be taken into account when
calculating the cosine similarity incrementally. Then, we describe two approaches
for incremental cosine computations, the recalculation approach and the delta
cosine approach.

3.1 Cosine Similarity

The cosine similarity measure is used to measure the similarity between two
vectors. This done by measuring the cosine of the angle between the two vectors.
The cosine similarity ranges between 0 and 1 if the values in the vectors are
positive. A cosine similarity of 1 represents complete similarity between the
two vectors (i.e., the vectors point in the same direction) and a cosine of 0
represents complete dissimilarity (i.e., the vectors point in orthogonal directions).
The cosine similarity is defined as:

cos(a,b) =
a · b

||a|| × ||b|| (1)

where ||a|| and ||b|| are the Euclidean norm of vectors a and b, respectively, and
a · b is the dot product between the vectors a and b. The cosine similarity is
calculated by dividing the dot product between the two vectors by the product
of the Euclidean norm for both vectors, as shown in Equation 1. The dot product
calculates the similarity between the vectors and the product of the Euclidean
norms is used as a normalization factor.

In the STCS framework [4, 9, 11], the tag co-occurrence matrix is a central
concept. This matrix contains for every tag pair the co-occurrence (i.e., how
often two tags co-occur on pictures in the data set). A tag is represented as
a vector of its co-occurrences with all other tags. This vector also includes a
tag’s co-occurrence with itself, which is by convention set to zero. The number
of cosine computations that have to be computed between tag vectors grows
quadratically with the number of tags in the data set. For n tags we have:

Number of cosines to be calculated =
n2 − n

2
(2)

This quadratic growth is a large bottleneck for the scalability of approaches that
utilize the cosine similarity. Incremental cosine similarity computations are a
possible solution to this problem, since there is no need to calculate the cosine
similarity for every tag pair when new tags are added.

3.2 Approach 1: Incremental Recalculation Approach

The first approach is based on the incremental recalculation of cosines. By con-
sidering the changed tag co-occurrences, this method determines which cosines
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need to be recalculated. Incremental cosines are based on two types of update
operations: an update of existing tag co-occurrences or the addition of new
tags.

The update operation of already existing tags is quite simple. For every tag
pair (i,j) that is updated (every tag has an index assigned), all the cosines for tag
pairs of which tag i or tag j are part, need to recalculated. This is due to the fact
that the cosine similarity uses the whole tag co-occurrence vector, rather than
individual co-occurrences. As result of this, for every tag co-occurrence update
of already existing tags, 2 × n − 2 cosines need to be updated (as 2 vectors
have changed). Let us consider the co-occurrence matrix presented in Table 1.
An example of an update on this matrix is shown in Table 2. In this example,
the co-occurrence for the tag pair (3,4) is changed (from 2 to 3). This change
causes the cosine similarities for tag pairs of which tag 3 or 4 are part to be
recalculated. The “-” in Table 1 and 2 are co-occurrences of a tag with itself,
which we consider to be zero by default.

Table 1. The original co-
occurrence matrix, which
contains 5 tags

Tag 1 2 3 4 5 6

1 - 2 1 5 2 0
2 2 - 7 1 1 0
3 1 7 - 2 0 2
4 5 1 2 - 1 0
5 2 1 0 1 - 6
6 0 0 2 0 6 -

Table 2. The gray cells are the cosines of tag com-
binations that need to be recalculated after the co-
occurrence between tag 3 and 4 changes

Tag 1 2 3 4 5 6

1 - 2 1 5 2 0
2 2 - 7 1 1 0
3 1 7 - 3 0 2
4 5 1 3 - 1 0
5 2 1 0 1 - 6
6 0 0 2 0 6 -

The addition of new tags is slightly more complicated, since it consists of
two sub-operations. First, all cosine similarities between the new tag and all the
other tags need to be calculated. An example is shown in Table 3, where tag
7 is being added as a new tag. Second, all combinations between existing tags
that have a non-zero co-occurrence with the new tag need to recalculated. This
has to be done in order to ensure that also the new tags are considered in the
cosine similarities of vectors involving old tags. For example, it could happen
that a certain existing tag pair had a similarity of 0 before the new tag was
added, but now has a similarity larger than 0, because of the newly introduced
co-occurrences (from the new tag). A visual example of this operation is shown
in Table 4. Note that although many cells are gray, which indicates where re-
calculation is needed, only half of the cosines are recalculated on account of the
symmetrical properties of the tag co-occurrence matrix. After both operations
are performed, we have a list of unique tag combinations for which the cosine
similarity needs to be recalculated.
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Table 3. Tag 7 is added to the tag co-
occurrence matrix, new tag combina-
tions are shown in gray.

Tag 1 2 3 4 5 6 7

1 - 2 1 5 2 0 1
2 2 - 7 1 1 0 0
3 1 7 - 3 0 2 6
4 5 1 3 - 1 0 1
5 2 1 0 1 - 6 0
6 0 0 2 0 6 - 0
7 1 0 6 1 0 0 -

Table 4. Gray indicates the existing
combinations that need to be recalcu-
lated because tag 7 is added.

Tag 1 2 3 4 5 6 7

1 - 2 1 5 2 0 1
2 2 - 7 1 1 0 0
3 1 7 - 3 0 2 6
4 5 1 3 - 1 0 1
5 2 1 0 1 - 6 0
6 0 0 2 0 6 - 0
7 1 0 6 1 0 0 -

3.3 Approach 2: Delta Cosine Approach

The second approach first calculates the dot-product and the Euclidean distance
for each incremental operation and then, when all the incremental operations are
done, calculates the final cosine similarity. It uses both the changed and new co-
occurrences in an iteration to determine for which tag pairs the cosine similarity
needs to be recalculated, similar to the first proposed approach.

In contrast to the first approach, the two incremental operations are split in
the second approach. First, the update operation for the existing tags is executed.
During this operation the change to the dot-product for all affected cosines is
considered for each update to the co-occurrences of the existing tags. In this step
we consider the change to the n×n tag co-occurrence matrix A. The changes to
the tag co-occurrences and the new co-occurrences are defined in a m×m matrix
ΔA. The sizes of these matrices are such that n ≤ m and m− n is the number
of new tags. The set Ua contains indices of tag vector a for which the values are
updated. Equation 3 is used to calculate the change to the dot-product of tag a
and every other unchanged tag b (a �= b).

(Δta + ta) · tb = ta · tb +
∑
i∈Ua

Δtai × tbi (3)

Tags ta and tb are both existing tag vectors of matrix A. This approach lets us
update only effected elements of the dot-product of the cosine rather than the
whole dot-product, which addresses the scalability of this method. In case both
tags ta and tb change, the updated dot product formula becomes:

(Δta + ta) · (Δtb + tb) = ta · tb + (
∑
i∈Ua

Δtai × tbi) + (
∑
i∈Ub

tai ×Δtbi)

+ (
∑
i∈Uab

Δtai ×Δtbi) (4)

where Uab contains indices of tag a and tag b for which the values are simul-
taneously updated, and Ua and Ub represent the indices of tag a or tag b for which
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the values are updated, but not for the other tag (i.e., b and a, respectively).
The Euclidean norm is updated with the following equation for each changed
co-occurrence:

||Δta + ta|| =
√
||ta||2 +

∑
i∈Ua

(Δtai + tai)2 −
∑
i∈Ua

t2ai (5)

In case new tags are added, the dot-product of the new tag with the existing tags
is calculated using the normal dot-product formula, shown in Equation 6, since
there is no previous information available to calculate this using the difference
with respect to previous iterations.

ta · tb =
n∑

i=0

tai × tbi (6)

The changes of the dot-products between existing tags as result of addition of
a new tag can be calculated using the difference (or delta) between the new
and old vectors. For this purpose we use Equations 3 or 4 with vectors that
have increased with one dimension due to the new tag. Also in this case only
the new part is calculated and later added to the existing dot-product of the
two tags. Equation 5 should be used to update the Euclidean norm for already
existing tags in case a new tag is added, where vectors have increased with one
dimension due to the new tag. The original equation for the Euclidean norm,
given in Equation 7, should be used to calculate the Euclidean norm for new
tags.

||ta|| =

√√√√ n∑
i=0

t2ai (7)

After all the changes are processed, the cosines for the changed tag combinations
are recalculated using the updated dot-product and the updated Euclidean norm.

4 Implementation

In this section we discuss the implementation of our proposed approaches. First,
we describe the data cleaning process, after which we present the incremental
recalculation approach and the delta cosine approach for computing cosines.
The implementation of the incremental cosine approaches is done in Java and
we make use of MySQL for data storage. The data processing is done in PHP.

4.1 Data Cleaning

The data we used was made available by Li [8]. It contains 3.5 million unique
pictures and 570,000 tags, gathered from the photo sharing site Flickr.com. Since
this data set contained some noise, we had to perform data cleaning. The fol-
lowing steps were performed:
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– Remove tags longer than 32 characters. This operation is necessary, since
we only want words and not complete sentences. Probability of sentences
occurring in multiple pictures is quite low and therefore it does not have any
effect on our result and therefore can be considered as noise.

– Remove tags that contain non-Latin characters. These tags are removed,
since we only focus on English text in this paper.

– Pictures with no tags. Since our approach works with tags, we cannot process
pictures without tags.

– Remove tags with low occurrence. We use the formula μ− 1.5× IQR, where
μ is the average tag occurrence and IQR is the inter-quartile range of the
tag occurrences, to determine the minimum number of times a tag has to
occur. In the original STCS approach [4], this threshold was set once for the
complete data set. Here we calculate the minimum number of occurrences for
a tag for every incremental data set and the initial data set. This cleaning rule
is only applied to new tags. Already existing tags from previous iterations
with a low occurrence in a certain iteration are not affected by this rule.

In order to calculate the cosines for the initial data set and to compute all cosines
after updates for reference purposes, we implemented a separate cosine calcu-
lator. This program can calculate the cosine similarity for all tag combinations
for a given co-occurrence matrix. The implementation was done in Java and
for the matrix we used our own customized version of the JAMA [1] matrix
library. This customized version uses a one-dimensional array rather than a two-
dimensional array to store matrices. Compared to the original implementation
of JAMA, our implementation offers faster matrix access with a lower memory
footprint.

4.2 Incremental Recalculation Approach

The incremental recalculation approach implementation consists of three steps.
The first step is the import of the new data of the current iteration, where
the new data is cleaned using the cleaning rules described in Section 4.1 and
then stored in the database. The new pictures are stored in a temporary table.
This temporary table allows us to easily create a co-occurrence matrix with
only the differences in co-occurrence of tags appearing in existing tags and the
co-occurrences of new tags.

The next step in the process is the selection of cosines that need updating.
This happens for each non-zero value in a matrix containing the co-occurrences
of tags included in the new pictures. A unique list of tag pairs for which the
cosine needs to be recalculated is the output of this step.

The last step is the recalculation of cosines from the list of tag pairs. Here
we make use of the cosine calculator from the previous section, only instead of
calculating every cosine, it uses the list of the previous step to calculate the
correct cosines.
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4.3 Delta Cosine Approach

In the delta cosine approach the import of new pictures is the same as in the
previous approach. However, the initial import for the delta cosine approach
differs from the recalculation approach. The cosine calculator, the dot-product
calculator, and a script to store the Euclidean norm to database, have to be run
for the initial import of pictures.

The next step is to compute the changes to the cosines. First, we calculate
the changes to the dot-product and the changes to the Euclidean norm due
to the tag co-occurrence updates of existing tags. Then, the dot-products and
Euclidean norms for the new tags (if any) are calculated and the changes to
dot-product and Euclidean norm of the existing tags caused by the addition of
new tags are determined. After the update and new tag operations are finished,
the affected cosines are recalculated using the updated dot-products and the
Euclidean norms.

5 Evaluation and Results

In this section we evaluate the two proposed incremental cosine computation
approaches. First, we discuss the evaluation set-up and the used data set. Then,
the performance of each approach is discussed and compared to the baseline
approach, which recalculates all cosines each time new pictures are added.

5.1 Evaluation Set-Up and Data Structure

The performance of the incremental approaches is measured using the execution
time. By considering the execution time, we are able to investigate if there is
any performance gain when using our proposed approaches for the incremental
computation of cosine similarities. The test is done using a subset of the data
set of Li [8]. The initial data set consists of the first 50,000 pictures (1,444 tags)
in the original data set.

The incremental data set is composed of randomly selected pictures from the
remaining data set. We chose to use 8 incremental data sets of different sizes,
which are shown in Table 5. In this table, we give also the number of new pictures
as percentage of the total number of pictures, including the corresponding co-
occurrence update counts. The reason that we chose for relatively small data set
sizes is that we needed to compute all cosine similarities for the baseline, which
is a computationally-intensive process. Using these 8 data set sizes, we are able
to determine at which point it becomes feasible to use an incremental cosine
computation approach. The execution of the complete evaluation is done on a
computer with an Intel Core i5 480M with 4 gigabyte of RAM.

5.2 Results of the Incremental Cosine Approaches

The execution time for each approach is measured for each set of newly added
pictures. This allows us to compare it to the complete recalculation of all cosines.
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Table 5. Properties of the different incremental data sets

New pictures 2,500 5,000 12,500 25,000 37,00 50,000 62,500 75,000
New pictures (%) 5% 10% 25% 50% 75% 100% 125% 150%
New tags 1 22 183 712 1,408 2,193 2,890 3,682
Total number of tags 1,445 1,466 1,627 2,156 2,852 3,637 4,334 5,126
Updated co-occurrences 10,319 33,730 52,351 79,482 98,643 112,905 137,723 140,145
Updated co-occurrences (%) 1.0% 3.2% 5.0% 7.6% 9.5% 10.8% 13.2% 13.5%

Table 6 shows the execution times for the incremental recalculation approach and
complete recalculation approach of the cosine similarity, as well as the speed-up
that is obtained by using the incremental calculation approach. This speed-up is
used for the comparison with the other approach. The incremental recalculation
is faster for all sets. If 2,500 new pictures are added it is 1.44 times faster to
use an incremental recalculation than a complete recalculation. For 75,000 new
pictures this is 1.23 times faster.

Table 6. Comparison in performance between incremental recalculation and complete
recalculation

Number of new pictures 2,500 5,000 12,500 25,000 37,00 50,000 62,500 75,000
Time incremental calculation (s) 16 17 24 58 144 304 551 922
Time complete recalculation (s) 23 23 31 74 179 378 677 1 137
Speed-up 1.44 1.35 1.29 1.27 1.24 1.24 1.23 1.23

Table 7 shows the execution times for the delta cosine approach and complete
recalculation approach of the cosine similarities. The delta cosine approach is
faster for all data sets of newly introduced pictures. If 2,500 new pictures are
added it is nearly 23 times faster to use incremental recalculation over complete
recalculation. For 75,000 new pictures this is 1.24 times faster.

Table 7. Comparison in performance between the delta cosine approach and complete
recalculation

Number of new pictures 2,500 5,000 12,500 25,000 37,00 50,000 62,500 75,000
Time delta cosine (s) 1 1 8 39 120 288 538 919
Time complete recalculation (s) 23 23 31 74 179 378 677 1 137
Speed-up 23 23 3.9 1.9 1.49 1.31 1.26 1.24

Figure 1 shows a plot of the execution times that are shown in Tables 6 and 7.
As we can see, the delta cosine approach performs best on all data sets. However,
the execution time of the incremental recalculation approach is approaching the
execution time of the delta cosine approach for larger updates. This can be ex-
plained by the fact the delta cosines approach becomes similar to the incremental
recalculation approach when the vectors are changed in many positions. As we
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Fig. 1. Execution times for the different approaches

can observe in Figure 1, the delta cosine approach is more interesting if a small
part of the co-occurrences change (for a data set size of 2,500, the delta cosine
approach is faster). We can also see in Figure 1 that the delta cosine approach
and the incremental recalculation approach are showing an exponential growth
in execution time with respect to the number of pictures that are being added.
However, this happens also for the complete recalculation approach and we can
also notice that our proposed approaches grow with a smaller factor than the
complete recalculation approach.

6 Conclusion

In this paper, we propose a method for the incremental calculation of the cosine
similarity measure, originating from a scalability problem for tag spaces on the
Web. We proposed two approaches for this purpose. The first approach is the
incremental recalculation approach. In this approach, we consider updating only
the cosine values that are affected by changes in the tag co-occurrences, and
cosines that needed to be calculated for the first time, because new tags were
added. The speed-up for the incremental recalculation was between 1.23 and
1.44 when comparing it to a complete recalculation of all cosine similarities.
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The second approach is the delta cosine approach and improves on the first
approach. In this solution, we calculated the change to the cosine similarity for
each change in the co-occurrences matrix and each added tag. Compared to the
complete recalculation, the speed-up was 23 for few changes in the co-occurrences
and 1.23 for many changes to the tag co-occurrences matrix.

In future work, we would like to investigate how both approaches perform
when sequentially adding new pictures. It would also be useful to research how
one can perform the syntactic and semantic clustering techniques of the STCS
framework in an incremental fashion. Furthermore, we would like to add our
proposed approaches to the STCS framework and evaluate these techniques in
a setting with a real-time flow of new pictures.
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Abstract. To retrieve Web video intuitively, the concept of “impression” is of 
great importance, because many users consider feelings and moods to be one of 
the most significant factors motivating them to watch videos. In this paper, we 
propose an impression-aware video stream retrieval system for querying the 
visual impression of video streams by analyzing the temporal change in senti-
ments. As a metric of visual impression, we construct a 180-dimensional vector 
space called as color-impression space; each dimension corresponds to a specif-
ic adjective representing humans’ color perception. The main feature of this 
system is a context-dependent query processing mechanism to generate a rank-
ing by considering the temporal transition of each video’s visual impressions on 
viewers’ emotion. We design an impression-aware noise reduction mechanism 
that dynamically reduces the number on non-zero features for each item 
mapped in the high-dimensional color-impression space by extracting the do-
minant salient impression features from a video stream. This system allows us-
ers to retrieve videos by submitting emotional queries such as “Find videos 
whose overall impression is happy and which have several sad and cool 
scenes”. Through this query processing mechanism, users can effectively  
retrieve videos without requiring detailed information about them. 

Keywords: video-search, impression, visualization, sentiment analysis. 

1 Introduction 

With the growing popularity of video-sharing websites, video data is becoming in-
creasingly prevalent on the Web. Cisco reported that video data accounted for 40% of 
consumer Internet traffic in the world, and predicted that this share would increase to 
54% by 2014 [1]. Video-sharing websites host a very large amount of content pro-
vided by amateur users as well as some content provided by media corporations and 
other organizations. For ease of use, such websites require powerful search engines 
because the results of a video search engine query can easily exceed the practical time 
limits a user has available to watch the retrieved videos. 

To retrieve target video data intuitively, the concept of “impression” is of great im-
portance because it has been shown that many users consider feelings and moods to 
be one of the most significant factors motivating them to watch videos [2]. In the field 
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of image database system, an impression-based image search system [3][4] is highly 
effective to retrieve image intuitively. Although many video search engines have 
already been proposed [5][6][7], extensive manual tweaking and heuristic trial-and-
error is still required to find videos appropriate to users’ impressions. There are two 
factors that contribute to this difficulty. The first is that user-generated videos have 
insufficient and/or unreliable metadata, which is generally provided in the form of 
titles and tags. It is thus desirable to develop an automatic annotation mechanism for 
video data from the viewpoint of “impression.” The second factor is a “temporal” 
change in a video’s impression, because the contexts and temporal transitions of a 
video deeply affect viewers’ emotions. Traditional impression-based image retrieval 
mechanisms [8][9] cannot be directly applied to video retrieval. Conventional video 
retrieval approaches are unsuitable for an entire video stream because they focus on 
fragments of video data, such as the shot boundary and similarity of video shots 
[5][6][7]. Hence, a new analysis method for the temporal transition of sentiment in a 
video stream is required. 

This study proposes an impression-aware video stream retrieval system for query-
ing the overall impression of video streams by analyzing the temporal change of sen-
timents most often found in fictional television dramas, animation, and movies. Here, 
video “stream” retrieval means that the system aims to find an entire stream of video 
content, rather than a single scene or frame. This video stream retrieval mechanism is 
highly effective for finding new content that is unknown to users because it focuses 
on the “impression” in the query, and so does not require detailed information about 
the target videos. This system extracts spatiotemporal tendencies of colors from the 
entire video stream, and uses a psychological method of visual analysis, which de-
fines relationships between colors and emotional adjective words, to automatically 
generate color-impression metadata for each frame in a video. As a metric of visual 
impression, the system builds a 180-dimensional vector space, called as the color-
impression space, by leveraging traditional filmmaking principles and color psychol-
ogy theory [10][11][12]. In the color-impression space, each dimension corresponds 
to a specific adjective representing humans’ perception of colors. This vector space 
identifies 2180 contexts of color-impressions. The system generates a 180 × n (n = 
number of frames) matrix by computing the relevance between the color data of each 
video frame and the 180 impression adjectives. This matrix is called as the time-series 
color-impression matrix. 

The main feature of this system is a context-dependent query processing mechan-
ism to generate a ranking by considering the temporal transition of each video’s visual 
impressions on viewers’ emotions. Our system supports two types of impression con-
texts: the dominant context, which represents the overall impression of a video, and 
the salient context, which represents the local impression of several scenes. To 
achieve this context-dependent query processing, the system provides impression-
aware noise reduction operators that eliminate the ambiguity of impressions caused 
by summarizing an entire video stream into a feature vector. The noise reduction op-
erators dynamically reduce the number on non-zero features for each item mapped in 
the high-dimensional color-impression space according to the transition of sentiment 
in a video stream. The generated vectors have a higher capability for computing the 
semantic distance between the emotional adjectives than the original vectors.  
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The remainder of the paper is structured as follows. In section two, we briefly re-
view related work on impression-based video retrieval. Section three discusses the 
query-by-impression model for video streams and how the color-impression-based 
image retrieval and ranking method is implemented. In section four, we present an 
experimental study, and in section five, we give our concluding remarks. 

2 Related Work 

The crux of an impression-based video search is to give impression annotations to the 
video. Videos can be annotated by two approaches: (1) direct approaches, in which 
humans manually annotate a video, and (2) indirect approaches, in which the system 
automatically generates impression annotations by using a defined correlation be-
tween video features, such as colors and impressions. Our approach is an indirect 
approach and extends this approach to provide the context-dependent noise reduction 
operators that remove the ambiguity of the automatically generated metadata. In terms 
of a direct approach, Nakamura and Tanaka [13] employed social annotation, in 
which many anonymous users annotate video, to extract impression annotations. 
Through this direct generation method, it is possible to generate highly accurate me-
tadata that is compatible with the direct impressions experienced by humans while 
watching media. However, it is difficult to assign impression metadata that targets a 
large media group, as it is necessary for humans to actually watch the media. In addi-
tion, it becomes difficult to maintain consistency among the words assigned to im-
pressions if there are a large number of people providing metadata. Due to the limited 
quality of the metadata annotated to video content on the Web, recent works on indi-
rect approaches have typically considered the use of psychological or film-making 
methods to analyze the video content. As a method of analyzing fictional videos, Le-
hane et al. [14] proposed a video indexing method that generates the event-based 
structure of an entire movie by leveraging film-making techniques. Psychologists 
Russell and Mehrabian have proposed a three-dimensional emotion model, based on 
Pleasure, Arousal, and Dominance (P-A-D), for the analysis of human emotions [15]. 
Arifin and Cheung [16] applied the P-A-D model to a video indexing process. This 
introduces affect-based video segmentation that recognizes six types of emotional 
affections —amusement, violence, neutral, fear, sadness, and happiness—in a video 
stream by analyzing motions and colors. We proposed MediaMatrix [17][18] that is 
an impression-based video retrieval system that uses data mining techniques to extract 
a query context, which is expressed as a combination of multiple videos; it then uses 
methods developed in color psychology research to extract color-emotions hidden 
within video content. 

3 Impression-Aware Video Analysis, Visualization, and Search 

The framework of an impression-aware video stream retrieval system is shown in Fig. 
1. It gathers video data from the Web and gives emotional annotations–sadness, hap-
piness, warmth, dauntlessness, vividness, and so on–to each frame in a video stream 
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by applying data mining techniques to the color information in the gathered video. As 
the generated annotation can only explain a frame, the system extracts the contextual 
impression of the entire video stream, such as the dominant impression and the salient 
impression, by analyzing the temporal change in the generated annotations. We de-
sign two noise reduction operators corresponding to the two types of impression con-
texts: (1) the Dominant Impression Context, which represents the overall impression 
of a video, and (2) the Salient Impression Context, which represents the local impres-
sion of several scenes. The noise reduction operators is applied to the color-
impression space to select appropriate features according to the context-dependent 
weight of each impression adjective while considering the temporal behavior of the 
video stream. Our approach achieves impression-based context-dependent video 
stream retrieval by reduce the number on non-zero features to 20–50, on average, in 
the 180-dimensional color-impression space. Our concept of feature selection is that a 
user’s impression query should be interpreted in the video’s own context, because a 
different context gives an impression with a different meaning. The system does not 
define the dominant and salient feature sets statically. The temporal impression-aware 
noise reduction operators select a video’s own feature axis set dynamically according 
to the content of the video in order to build a metric space for each video file. Finally, 
the system computes the relevance with respect to a query, which is given as emotive 
keywords or video files, by using the noise-reduced space according to the domi-
nant/salient feature selection. 

 

Fig. 1. Overview of Impression-Aware Video Stream Retrieval System that includes Impres-
sion Feature Selectors by Time-Series Impression Transition Analysis 

3.1 Color-Sentiment Analysis Using Color-Impression Space 

The proposed system uses two fundamental data structures for color-sentiment analy-
sis: (1) a color-impression space and (2) a time-series color-impression matrix. The 
color-impression space is a 180-dimensional vector space that defines the correlation 
between colors and human emotions. The system computes the relevance between 
each frame in a video stream and each adjective in the color-impression space to gen-
erate a time-series color-impression matrix. 
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The color-impression space K is a g × h data matrix, where h is the number of col-
or-impression words cs and g is the number of basic Munsell colors (c1, c2, …, cg). 
Each impression word csi (i = 1, …, h) corresponds to a specific adjective that 
represents humans’ color perception [11][12]. The impression word cs is a g-
dimensional vector cs = [f1, f2, …, fg] defining the relationship between the impression 
word and each basic color. Each feature value f is weighted from 0 to 1, where 0 
means that the word cs and the color c are completely uncorrelated and 1 means that 
they are maximally correlated. Each feature vector cs is L2-normalized. Fig. 2 shows 
a partial example of the 180-dimensional color-impression space that is built using the 
color-impression data in [12]. This space defines the relationship between 180 im-
pression adjectives and 130 basic Munsell colors [12][19]. In Fig. 2, the ratio of each 
color corresponds to the weight of the color on its impression adjective. For example, 
red has a large weight for the impression adjective “vigorous,” and yellow has a large 
weight for “vivid.” 

 

Fig. 2. Structure of the Color-Impression Space (as in [12] for Defining 180 Aesthetically Iden-
tified Sets of Color Schema Related to 130 Color Variations) 

 

Fig. 3. Time-Series Color-Impression Matrix Structure Representing a Transition of Color-
Impression along with a Video Stream Timeline 

The time-series color-impression matrix is a 180 × n (n = number of frames) matrix 
representing the relevance between the color data of each video frame and the 180 
impression adjectives, as shown in Fig. 3. This matrix can be represented by two 
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impression features. The horizontal axis corresponds to the video stream timeline and 
the vertical axis corresponds to the correlation score of the 78 selected color-
impression vectors. Fig. 6, when compared with Fig. 4 (normal visualization) and Fig. 
5 (visualization of dominant features), shows that the SS operator successfully selects 
features that appear strongly in specific scenes. The system detects that the salient 
impressions appear in the middle of the video stream. 

3.4 Ranking Method 

Our proposed impression-aware video stream retrieval method calculates the relev-
ance score of a video by the following steps: (1) a user issues a query consisting of 
several impression adjectives, such as “warm,” “dark,” and “stylish,” and their con-
text, such as “dominant” or “salient,” and (2) the system generates the subspace con-
sisting of the dominant features and that consisting of the salient features. It then  
calculates the distance between a query vector and each metadata vector to obtain 
relevance scores. The relevance score is defined as follows: 
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where qD denotes a query vector that is mapped into the dominant sub-space, qS de-
notes a query vector that is mapped into the salient sub-space, where wD denotes a 
weight of the relevance calculated in the dominant sub-space, and wS denotes weight 
of the relevance calculated in the salient sub-space. Both query vectors qD and qS have 
180-dimensions. MD denotes a time-series color-impression matrix generated by the 
dominant impression feature selector SD, and MS denotes a time-series color-
impression matrix generated by the salient impression feature selector SS. The system 
thus acquires two relevance scores: one using dominant features and another by using 
salient features. 

4 Evaluation Experiment 

This section evaluates the effectiveness of our impression-aware video stream retriev-
al system when applied to commercial animations distributed by video sites on the 
Web (http://www.nicovideo.jp). The experimental data comprise 24-min episodes of 
animation. Animated shows are chosen because their story and concepts are deeply 
affected by colors. A total of 128 items of data, consisting of 4,423,680 frames in all, 
are collected. We perform two evaluation experiments: Experiment 1 is an evaluation 
of noise reduction based by the time series analysis of impression changes, and Expe-
riment 2 is an evaluation of video search precision. To perform these experiments, we 
have implemented the proposed system open-source software, and it is available via 
http://web.sfc.keio.ac.jp/~kurabaya/mediamatrix.html. 

4.1 Experiment 1: Evaluation of Noise Reduction by SD and SS 

Experiment 1 applied a dominant impression feature selector, SD, and salient impres-
sion feature selector, SS, to the experimental data and verified whether these operators 
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could select features appropriately. The experimental method was as follows: the 128 
video data were input to our system, creating 128 corresponding time-series color-
impression matrices. The system applied SD and SS to each of the 128 matrices. For 
each of the 128 video data, the number of impression features chosen was plotted on a 
graph which allowed us to confirm that an appropriate number of features were se-
lected in response to changes in the video data content. 

 

Fig. 7. Experimental Results 1-1: Number of Dominant Features Selected by Applying SD 

 

Fig. 8. Experimental Results 1-2: Number of Salient Features Selected by Applying SS 

Fig. 7 shows the graph of the number of features selected after the application of 
SD. The system identified an average of 39.1 features (21.7% of the total 180 features) 
as dominant impression features. The highest number of features selected was 64; the 
lowest was 24, with 39 being the median value. Similarly, Fig. 8 shows the graph of 
the number of features selected after the application of SS. The system identified an 
average of 24.3 features (13.5% of the total 180 features) as the salient impression 
features. The highest number of salient features selected was 44; the lowest was 4, 
with 24 being the median value. This graph shows that the operators SD and SS suc-
cessfully reduced the number of features even if the video data contain different col-
or-impression features. SD takes all the stream vectors SV and calculates the average 
correlation for each feature selection; because this calculation method is weighted on 
the average correlation, the value can accumulate relatively easily. In contrast, feature 
selection based on SS is weighted by the inverse log of the total number of features for 
a stream vector SV corresponding to a certain feature. This implies that the weighted 
value cannot increase easily. Even though there was a slight difference in the number 
of selections of dominant and salient features, the video search ranking was generated 
independently for each feature; hence, this difference did not pose a problem.  
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The number of times each impression word was chosen during Experiment 1 for SD 
and SS is shown in Fig. 9 and Fig. 10 respectively. This result shows that SD and SS 
successfully generated the noise-reduced impression metadata vector, by choosing the 
different features in a context-dependent manner. Fig. 9 shows the number of selec-
tions for each of the dominant impression features that were selected five or more 
times in Experiment 1-1. Fig. 10 shows the number of selections for each of the sa-
lient impression features that were selected five or more times. We found that only 
two features—the impression words “sporty” and “festive”—were shared between the 
two sets of results. 

 

Fig. 9. Number of Times Each Impression Feature was Chosen during Experiment 1-1 for SD 

 

Fig. 10. Number of Times Each Impression Feature was Chosen during Experiment 1-2 for SS 

4.2 Experiment 2: Evaluation of Video Search Accuracy 

Experiment 2 was carried out to evaluate the precision of the video search using the 
implemented system. The methodology for the evaluation was as follows: the degree 
of correlation between the query and each of the 128 pieces of video data was calcu-
lated, and a corresponding ranking of this correlation was generated. The ratio of the 
data that included correct answers was calculated for the top-k items of the search 
results. The correct answer data set for the experimental evaluation was created in the 
following manner: ten test subjects (six male and four female) watched the 128 test 
videos. Subjects were asked to judge whether the dominant impression queries D1– 
D3 and the salient impression queries S1–S3 matched their impressions. Querying 
scenarios are as follows: D1: the impressions about the school scenery in Japan (21 
correct answers), D2: the impressions of the early 20th century Europe (24 correct 
answers), D3: the impressions of a futuristic city in the outer space (30 correct an-
swers), S1: the sci-fi or fantasy impressions that included battle scenes, explosions, 
and magic (20 correct answers), S2: the shocking impressions such as those found in 
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horror or suspense movies(16 correct answers), and S3: the gentle and pleasant im-
pressions where soft or cuddly characters and objects appeared (17 correct answers). 
The judgment was formed by assigning a score as follows: 1 Does not match, 2 Can-
not say either way, 3 Matches more than it does not, and 4 Matches. The scores as-
signed by each test subject were averaged, and when the overall average was greater 
than or equal to 3, the video was added to the set of correct answers for the relevant 
case. The correct answer ratio for the top-k items in the search result rankings, de-
noted as Pqk, can be defined as follows: 

k

AR
P

qqk

qk


=  (5)

where, Rqk denotes the top-k items in the search result ranking for query q, and Aq 
denotes the correct answers corresponding to the query q. In this experiment, for the 
sake of comparison, we manually assigned 5–10 words describing impressions to the 
videos. The ratio of correct answers was calculated for a search result ranking by 
performing a pattern match search, with the set of words describing impressions as 
the target. For the data used in the pattern match search, we selected annotation classi-
fications used by commercial video broadcasters as a reference, and had the same ten 
test subjects assign words to describe their impressions. For those words that were 
assigned by three or more test subjects, 5–10 such words were applied to each video 
as metadata. The precision of our system Pqk was tested by comparing the correct 
answer ratios from the impression search result ranking using our system (QBI: 
query-by-impression) and the search result ranking based on a pattern match search 
using impression words. The experimental results for the dominant impression queries 
are shown in Fig. 11, whereas those for the salient impression search queries are 
shown in Fig. 12. The vertical axes of these graphs show the correct answer ratio, and 
the horizontal axes show the ranking k. Further, the termination of the broken line is 
indicative of the point where the system detected all the correct answer items for the 
corresponding query.  

Those results show that our system (QBI) achieves highly better precision than the 
conventional keyword search system. The impression search results obtained using 
our system had a higher correct answer ratio for the top search result rankings than 
searches carried out using human-derived impression metadata. This is because that 
our system could reduce the context-dependent noise of each metadata vector. Fig. 11 
shows the high search accuracy for the ranking of the top-k items using the dominant 
impression search; the average correct answer ratio for searches using our system 
(QBI) for the top five items for cases D1–D3 was 95.7%; the average correct answer 
ratio for searches using our system (QBI) for the top ten items for cases D1–D3 was 
81.3%. This confirms that the top ranked search results matched the dominant user-
requested impressions. On the other hand, the average correct answer ratio for 
searches using the top five keywords for cases D1–D3 was 1.3%, and the average 
correct answer ratio for searches using the top ten keywords was 2.8%.  
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Fig. 11. Experimental Results 2-1: Evaluation of Precision in Top-K Ranking Results by the 
Dominant Impression Search 

 

Fig. 12. Experimental Results 2-2: Evaluation of Precision in Top-K Ranking Result by the 
Salient Impression Search 

 

0

20

40

60

80

100

1 10 19 28 37 46 55 64 73 82 91 100 109 118 127

Pr
es

is
io

n 
  

(p
er

ce
nt

ag
e 

of
 c

or
re

ct
 it

em
s 

in
 th

e 
re

su
lt

 s
et

)

Top K of the relevance ranking result

QBI-Scenario D1 QBI-Scenario D2 QBI-Scenario D3
Keyword-Scenario D1 Keyword-Scenario D2 Keyword-Scenario D3

The number of correct items in the queries are:
Query-D1:  21 items (16%),  Query-D2:  24 items (19%),  Query-D3: 30 items (23%)

0

20

40

60

80

100

1 10 19 28 37 46 55 64 73 82 91 100 109 118 127

Pr
es

is
io

n 
  

(p
er

ce
nt

ag
e 

of
 c

or
re

ct
 it

em
s 

in
 t

he
 re

su
lt

 s
et

)

Top K of the relevance ranking result

QBI-Scenario S1 QBI-Scenario S2 QBI-Scenario S3
Keyword-Scenario S1 Keyword-Scenario S2 Keyword-Scenario S3

The number of correct items in the queries are:
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Fig. 12 shows the high search precision for the ranking of the top-k items for the 
salient impression search; the average correct answer ratio for searches carried out 
using our system (QBI) for the top five items in cases S1–S3 was 90.4%; the average 
correct answer ratio for searches carried out using our system (QBI) for the top ten 
items in cases S1–S3 was 82.7%. This confirms that the top-ranked search results 
matched the salient user-requested impressions. On the other hand, the average cor-
rect answer ratio for searches using the top five ranking keywords in queries S1–S3 
was 1.3%; the average correct answer ratio for searches using the top ten ranking 
keywords was 4.7%.  

5 Conclusion 

This paper proposed the impression-aware video stream retrieval and visualization 
system that supports a new, efficient search method for an entire video stream by 
analyzing sentiment features of colors in a video. The aim of this system is to find 
target video streams by the emotional impression they make along with the transition 
of visual appearance, such as warmth, coolness, happiness, and sadness. One unique 
feature of this system is a context-dependent noise reduction mechanism to extract 
dominant impressions and salient impressions from a video stream. Our system al-
lows users to retrieve videos by submitting impression-based queries such as: “Find 
videos that are similar in an overall impression to the input video” and “Find videos 
whose impression is ‘happy and funny’ in local dramatic presentations.” This query 
processing mechanism is effective at retrieving unfamiliar videos because users do 
not require detailed information about the target videos. In future work, we will de-
velop an acceleration mechanism for analyzing video data, and the SD and SS opera-
tors by using GPGPU (General-Purpose Computing on Graphics Processing Units). 
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Abstract. Applications with very large databases, where data items are
continuously appended, are becoming more and more common. Thus, the
development of efficient workload-based data partitioning is one of the
main requirements to offer good performance to most of those appli-
cations that have complex access patterns, e.g. scientific applications.
However, the existing workload-based approaches, which are executed in
a static way, cannot be applied to very large databases. In this paper,
we propose DynPart, a dynamic partitioning algorithm for continuously
growing databases. DynPart efficiently adapts the data partitioning to
the arrival of new data elements by taking into account the affinity of
new data with queries and fragments. In contrast to existing static ap-
proaches, our approach offers a constant execution time, no matter the
size of the database, while obtaining very good partitioning efficiency. We
validated our solution through experimentation over real-world data; the
results show its effectiveness.

1 Introduction

We are witnessing the proliferation of applications that have to deal with huge
amounts of data. The major software companies, such as Google, Amazon, Mi-
crosoft or Facebook have adapted their architectures in order to support the
enormous quantity of information that they have to manage. Scientific applica-
tions are also struggling with those kinds of scenarios and significant research
efforts are directed to deal with it [3]. An example of these applications is the
management of astronomical catalogs; for instance those generated by the Dark
Energy Survey (DES) [1] project on which we are collaborating. In this project,
huge tables with billions of tuples and hundreds of attributes (corresponding to
dimensions, mainly double precision real numbers) store the collected sky data.
Data are appended to the catalog database as new observations are performed
and the resulting database size is estimated to reach 100TB very soon. Scien-
tists around the globe can query the database with queries that may contain a
considerable number of attributes.

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 183–190, 2012.
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The volume of data that such applications hold poses important challenges for
data management. In particular, efficient solutions are needed to partition and
distribute the data in several servers. An efficient partitioning scheme would try
to minimize the number of fragments accessed in the execution of a query, thus
reducing the overhead associated to handle the distributed execution. Vertical
partitioning solutions, such as column-oriented databases [7], may be useful for
physical design on each node, but fail to provide an efficient distributed parti-
tioning, in particular for applications with high dimensional queries, where joins
would require data transfers between nodes. Traditional horizontal approaches,
such as hashing or range-based partitioning [4,5], are unable to capture the com-
plex access patterns of scientific applications, especially since they usually make
use of complex relations over big sets of columns, and are hard to be predefined.

One solution is to use partitioning techniques based on the workload. Graph-
based partitioning is an effective approach for that purpose [6]. A graph (or
hypergraph) that represents the relations between queries and data elements is
built and the problem is reduced to that of minimum k-way cut problem, for
which several libraries are available. However, this method always requires to
explore the entire graph in order to obtain the partitioning. This strategy works
well for static applications, but scenarios where new data are inserted to the
database continuously, which is the most common case for scientific computing,
introduce an important problem. Each time a new set of data is appended, the
partitioning should be redone from scratch, and as the size of the database grows,
the execution time of such operation may become prohibitive.

In this paper, we are interested in dynamic partitioning of large databases that
grow continuously. After modeling the problem of data partitioning in dynamic
datasets, we propose a dynamic workload-based algorithm, called DynPart, that
efficiently adapts the partitioning to the arrival of new data elements. Our algo-
rithm is designed based on a heuristic that we developed by taking into account
the affinity of new data with queries and fragments. In contrast to the static
workload-based algorithms, the execution time of our algorithm does not de-
pend on the total size of the database, but only on that of the new data and
this makes it appropriate for continuously growing databases. We validated our
solution through experimentation over real-world data sets. The results show
that it obtains high performance gains in terms of partitioning execution time
compared to one of the most efficient static partitioning algorithms.

The remainder of this paper is organized as follows. In Section 2, we describe
our assumptions and define formally the problem we address. In Section 3, we
propose our solution for dynamic data partitioning. Section 4 reports on the
results of our experimental validation and Section 5 concludes.

2 Problem Definition

In this section, we state the problem we are addressing and specify our assump-
tions. We start by defining the problem of static partitioning, and then extend
it for a dynamic situation where the database can evolve over time.
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2.1 Static Partitioning

The static partitioning is done over a set of data items and for a workload. Let
D = {d1, ..., dn} be the set of data items. The workload consists of a set of queries
W = {q1, ..., qm}. We use q(D) ⊆ D to denote the set of data items that a query
q accesses when applied to the data set D. Given a data item d ∈ D, we say that
it is compatible with a query q, denoted as comp(q, d), if d ∈ q(D). Queries are
associated with a relative frequency f : W → [0, 1], such that

∑
q∈W f(q) = 1.

Partitioning of a data set is defined as follows.

Definition 1. Partitioning of a data set D consists of dividing the data of D
into a set of fragments, π(D) = {F1, ..., Fp}, such that there is no intersection
between the fragments and the union of all fragments is equal to D.

Let q(F ) denote the set of data items in fragment F that are compatible with q.
Given a partitioning π(D), the set of relevant fragments of a query q, denoted
as rel(q, π(D)), is the set of fragments that contain some data accessed by q, i.e.
rel(q, π(D)) = {F ∈ π(D) : q(F ) �= ∅}.

To avoid a high imbalance on the size of the fragments, we use an imbalance
factor, denoted by ε. The size of the fragments at each time should satisfy the

following condition: |F | ≤ |D|
|π(D)|(1 + ε).

In this paper, we are interested in minimizing the number of query accesses to
fragments. Note that the minimum number of relevant fragments of a query q is

minfr(q, π(D)) =
⌈

|q(D)|
(|D| / |π(D)|)(1+ε)

⌉
. We define the efficiency of a partitioning

for a workload based on its efficiency for queries. Let us first define the efficiency
of a partitioning for a query as follows:

Definition 2. Given a query q, then the efficiency of a partitioning π(D) for q,
denoted as eff (q, π(D)) is computed as:

eff (q, π(D)) =
minfr(q, π(D))

|rel(q, π(D))| (1)

In the equation above, when the number of accessed fragments is equal to the
minimum possible, i.e. minfr(q, π(D)), the efficiency is 1. Using eff (q, π(D)), we
define the efficiency of a partitioning π(D) for a workload W as follows.

Definition 3. The efficiency of a partitioning π(D) for a workload W , denoted
as eff (W,π(D)), is

eff (W,π(D)) =
∑
q∈W

f(q)× eff (q, π(D)) (2)

Given a set of data items D and a workload W , the goal of static partitioning
is to find a partitioning π(D) such that eff (W,π(D)) is maximized.
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2.2 Dynamic Partitioning

Let us assume now that the data set D grows over time. For a given time t, we
denote the set of data items of D at t as D(t).

During the application execution, there are some events, namely data inser-
tions, by which new data items are inserted into D. Let Tev = (t1, . . . , tm) be the
sequence of time points corresponding to those events. In this paper, we assume
that the workload is stable and neither the queries nor their frequencies change.
However, the queries may access new data items as the data set grows.

Let us now define the problem of dynamic partitioning as follows. Let Tev =
(t1, . . . , tm) be the sequence of time points corresponding to data insertion
events; D(t1), . . . , D(tm) be the set of data items at t1, . . . , tm respectively;
and W be a given workload. Then, the goal is to find a set of partitionings
π(D(t1)), ..., π(D(tm)) such that the sum of the efficiencies of the partitionings
for W is maximized. In other words, our objective is as follows:

Objective: Maximize
(∑

t∈Tev

∑
q∈W (f(q)× eff (q, π(D(t))))

)
3 Affinity Based Dynamic Partitioning

In this section, we propose an algorithm, called DynPart, that deals with dy-
namic partitioning of data sets. It is based on a principle that we developed
using the partitioning efficiency measure described in the previous section.

3.1 Principle

Let d be a new inserted data item. From the definition of partitioning efficiency,
we infer that if we place d in a fragment F , then the total efficiency varies
according to the following approximation1:

eff (W,π(D ∪ {d})) ≈ eff (W,π(D))−∑
q:q(F )=∅∧comp(q,d)

f(q)
minfr (q, π(D))

|rel(q, π(D))| (|rel(q, π(D))| + 1)
, (3)

Thus, the partitioning efficiency is reduced whenever there are queries that did
not access F but after the insertion of d to F have to access it, thereby increasing
the number of relevant fragments. The lower the number of those queries, the less
the resulting loss of efficiency. Based on this idea, we define the affinity between
the data d and fragment F , which we denote as

aff (d, F ) =
∑

q:q(F ) �=∅∧comp(q,d)

f(q)
minfr (q, π(D))

|rel(q, π(D))| (|rel(q, π(D))| + 1)
(4)

1 Note that this approximation is an equality in all cases but when the increment in
|q(D)| makes minfr(q, π(D)) to be increased by 1, which happens very rarely.
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Using (4), we can develop a heuristic algorithm that places the new data items
in the fragments based on the maximization of the affinity between the data
items and the fragments.

3.2 Algorithm

Our DynPart algorithm takes a set of new data items D′ as input and selects
the best fragments to place them. For each new data item d ∈ D′, it proceeds
as follows (see the pseudo-code in Algorithm 1). First, it finds the set of queries
that are compatible with the data item. This can be done by executing the
queries of W on D′ or by comparing their predicates with every new data item.
Then, for each compatible query q, DynPart finds the relevant fragments of q,
and increases the fragments affinity by using the expression in (4). Initially the
affinity of fragments is set to zero.

Algorithm 1. DynPart algorithm

for each d ∈ D ′ do
for each q : comp(q, d) do

for each F ∈ rel(q, π(D)) do
if feasible(F ) then

//aff (F ) is initialized to 0

aff (F ) ← aff (F ) + f(q) minfr(q,π(D))
|rel(q,π(D))|(|rel(q,π(D))|+1)

if ∃F ∈ π(D) : aff (F ) > 0 then dests ← argmaxF∈π(D) aff (F )
else dests ← {F ∈ π(D) : feasible(F )}
Fdest ← select from argminF∈dests |F |
move d to Fdest and update metadata

After computing the affinity of the relevant fragments, DynPart has to choose
the best fragment for d. Not all of the fragments satisfy the imbalance con-
straints, thus we must only consider those that do meet the restrictions. We
define the function feasible(F ) to determine whether a fragment can hold more
data items or not. Accordingly, DynPart selects from the set of feasible frag-
ments the one with the highest affinity. If there are multiple fragments that have
the highest affinity, then the smallest fragment is selected, in order to keep the
partitioning as balanced as possible.

DynPart works over a set of new data items D ′, instead of a single data item.
This particularly reduces the amortized cost of finding the set of queries that
are compatible with each of the inserted items. This is why, in practice, we wait
until a given number of items have been inserted and then execute our algorithm
for partitioning the new data.

Let compavg be the average number of compatible queries per data item, and
relavg be the average number of relevant fragments per query. Then, the average
execution time of the algorithm is O(compavg × relavg × |D′|), where |D′| is the
number of new data items to be appended to the fragments. The complexity can
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be O(|W |×|π(D)|×|D′|) in the worst case. However, in practice, the averages are
usually much smaller than the worst case values. The reason is that the queries
usually access a small portion of the data, thus the average number of compatible
queries is low. In any case, in order to reduce the number of queries, we may
use a threshold on the frequency, so that only queries above that threshold are
considered. In addition, the partitioning efficiency of our approach is good, so
the average number of relevant fragments per query is low.

4 Experimental Evaluation

To validate our dynamic partitioning algorithm, we conducted a thorough exper-
imental evaluation over real-world data. In Section 4.1, we describe our experi-
mental setup. In Section 4.2, we report on the execution time of our algorithm
and compare it with a well known static workload-based algorithm. In Section
4.3, we study the effect our heuristic on the partitioning efficiency.

4.1 Set-Up

For our experimental evaluation we used the data from the Sloan Digital Sky
Survey catalog, Data Realease 8 (DR8) [2], as it is being used in LIneA in Brazil2.
It consists of a relational database with several observations for both stars and
galaxies. We obtained a workload sample from the SDSS SkyServer SQL query
log data, which stores the information about the real accesses performed by
users. In total, the database comprises almost 350 million tuples, that take 1.2
TB of space. The workload consists of a total of 27000 queries.

All queries were executed on the database and the tuple ids accessed by each of
them were recorded. Only tuples accessed by at least one query were considered.
We simulated the insertions on the database by selecting a subset of the tuples
as the initial state and appending the rest of the tuples in groups. We varied the
following two parameters: 1) the number of tuples inserted to the database before
each execution of our algorithm, |D′|; and 2) the number of fragments in which
the database is partitioned, |π(D)|. On each of the experiments, the specific
numbers are detailed. Throughout the experiments we chose an imbalance factor
of 0.15. All experiments were executed in a 3.0 GHz Intel Core 2 Duo E8400,
running Ubuntu 11.10 64 bits with 4GB of memory.

4.2 Execution Time

In this section, we study the execution time of the DynPart algorithm (DP in
the figure) and compare it with a static graph partitioning algorithm (SP). For
the later, we use PaToH3, an hyper-graph partitioner. Figure 1(a) shows the

2 Data from the DES project is still unavailable, so we have used data from SDSS,
which is a similar, previous project

3 http://bmi.osu.edu/~umit/software.html

http://bmi.osu.edu/~umit/software.html
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comparison of the execution time for 16 fragments. In the case of the dynamic
algorithm, we executed the algorithm with two values for |D′|: 0.5 and 1 mil-
lion tuples. Similar results are obtained for different values of |π(D)|. As the
difference between execution times of the static and the dynamic algorithms is
significant, we use a logarithmic scale for the y-axis in order to show the results.
The results are only depicted until a database size of 20 million tuples, as the
memory requirements for the static partitioning are bigger than the memory of
our servers. The dynamic algorithm does not cause any problem as the memory
footprint depends on |D′|, which is constant throughout the experiment.

As we can seen, execution time increases for the static algorithm as the size of
the database increases, provided that the size of the graph increases accordingly.
For the DynPart algorithm, on the other hand, the execution time stays at the
same level, as it is always executed for the same number of data items.

0.1

1

10

100

1000

2M 4M 6M 8M 10M 12M 14M 16M 18M 20M

E
x
e
c
u
t
io

n
t
im

e
(
s
)

DB size

SP

��

��

��

��
��

��

��

��

��

��
��

��

��
��

��

��

��

�� ��
��

��

��

�� ��
��

��
��

��

��

�� ��

��

��

��

��

��

DP, |D′| = 500 k

+

+ +

+
+

+

+

+

+

+

+

+

+

+

+

+
+ +

+

+
+ + + +

+

+ + +
+ + + + +

+

+ + +
+

+

DP, |D′| = 1 M

��

��
��

��

��

��

�� ��

��

��

�� ��

��

��

��

�� ��

��

��

��

(a)

5

10

15

20

25

30

2M 4M 6M 8M 10M

E
x
e
c
u
t
io

n
t
im

e
(
s
)

Buffer size

DP, |π(D)| = 4

��

��

��

��

��

��

DP, |π(D)| = 16

+

+

+

+

+

+

DP, |π(D)| = 256

��

��

��

��

��
��

DP, |π(D)| = 1024

+

+

+

+

+

+

(b)

Fig. 1. a) Execution times of the static (SP) and dynamic (DP) approaches as DB size
increases (|π(D)| = 16), b) DynPart execution time vs. |D′|
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Fig. 2. Comparison of partitioning efficiency as the size of the DB grows (|D′| = 1M)

We executed our algorithm for different sizes of D′. Figure 1(b) shows the
average execution time of the DynPart algorithm as |D′| increases for different
number of fragments. As expected, the execution time is linearly related to the
number of tuples before execution. Also, the higher number of fragments, the
higher the execution time. This increase is not linear since the number of relevant
fragments does not increase at the same pace. In fact, the number of relevant
fragments does not exceed 8 for |π(D)| = 256 and 16 for |π(D)| = 1024.
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4.3 Partitioning Efficiency

One of the important issues to consider for the DynPart algorithm is how our
heuristic algorithm affects the partitioning efficiency. We executed the DynPart
algorithm as the database is fed with new data after an initial partitioning using
the static approach.With |D′| = 1M, Fig. 2 shows how the partitioning efficiency
evolves as the database grows for different number of fragments. Similar results
were obtained for other configurations of |D′|. The efficiency decreases as the
database grows, as expected, but this reduction is very small. For example, in
the worst case, |π(D)| = 256, the partitioning efficiency decreases 2.23× 10−3 in
average for each 10 million new tuples.

5 Conclusions

In this paper, we proposed DynPart, a dynamic algorithm for partitioning con-
tinuously growing large databases. We modeled the partitioning problem for
dynamic datasets and proposed a new heuristic to efficiently distribute new ar-
riving data, based on its affinity with the different fragments in the application.

We validated our approach through implementation, and compared its execu-
tion time with that of a static graph-based partitioning approach. The results
show that as the size of the database grows, the execution time of the static
algorithm increases significantly, but that of our algorithm remains stable. They
also show that although the DynPart algorithm is designed based on a heuristic
approach, it does not degrade partitioning efficiency considerably.

The results of our experiments show that our dynamic partitioning strategy
is able to efficiently deal with the data of our application. But, we believe that
its use is not limited to this application, and it can be used for data partitioning
in many other applications in which the data items are appended continuously.
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Abstract. Vertical partitioning is a design technique widely employed
in relational databases to reduce the number of irrelevant attributes ac-
cessed by the queries. Currently, due to the popularity of multimedia
applications on the Internet, the need of using partitioning techniques in
multimedia databases has arisen in order to use their potential advan-
tages with regard to query optimization. In multimedia databases, the
attributes tend to be of very large multimedia objects. Therefore, the
reduction in the number of accesses to irrelevant objects would imply
a considerable cost saving in the query execution. Nevertheless, the use
of vertical partitioning techniques in multimedia databases implies two
problems: 1) most vertical partitioning algorithms only take into account
alphanumeric data, and 2) the partitioning process is carried out in a
static way. In order to address these problems, we propose an active sys-
tem called DYMOND, which performs a dynamic vertical partitioning
in multimedia databases to improve query performance. Experimental
results on benchmark multimedia databases clarify the validness of our
system.

Keywords: Multimedia databases, Dynamic vertical partitioning,
Active rules.

1 Introduction

Vertical partitioning divides a table into a set of fragments, each fragment with
a subset of attributes of the original table and defined by a vertical partitioning
scheme (VPS). The fragments consist of smaller records, therefore, fewer pages
from disk are accessed to process queries that require only some attributes from
the table, instead of the entire record. This leads to better query performance
[1,2]. For multimedia databases (MMDBs) many of the attributes tend to be of
very large size objects (e.g. images, video, audio) and should not be retrieved
if they are not accessed by the queries. Vertical partitioning techniques can be
applied to these databases to provide faster access to multimedia objects [3–5].

Most vertical partitioning techniques only consider alphanumeric data. To the
best of our knowledge vertical partitioning of MMDBs only has been addressed
in [5,6]. Nevertheless, these techniques are static based on query patterns of the
database which are available during the analysis stage. MMDBs are dynamic
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because they are accessed by many users simultaneously [7], therefore their query
patterns tend to change over time and a static vertical partitioning technique
would be inefficient in these databases. In this context, it is more effective to
periodically check the goodness of a VPS to determine whenever refragmentation
is necessary [8].

In dynamic vertical partitioning, the database must be continuously moni-
tored to detect the changes on query patterns, the relevance of these changes
needs to be evaluated, and then a new partitioning process has to be initiated.

An effective way to monitor the database is using active rules because they
enable continuous monitoring inside the database server and have the ability
to automatically take actions based on monitoring, also due to their simplicity,
active rules are amenable to implementation with low CPU and memory over-
heads [9]. Active rules are used for programming active systems, which have the
ability to detect events and respond to them automatically in a timely man-
ner [10]. They define the events to be monitored, the conditions to be evaluated
and the actions to be taken.

We propose an active system for dynamic vertical partitioning of MMDBs,
called DYMOND (DYnamic Multimedia ON line Distribution), to achieve effi-
cient retrieval of multimedia objects at any time. DYMOND uses active rules
to timely detect changes in query patterns, determine if a refragmentation is
necessary, and execute the refragmentation process. DYMOND uses a vertical
partitioning algorithm for MMDBs, called MAVP [6], which takes into account
the size of the attributes to get an optimal VPS.

2 Related Work

A dynamic vertical partitioning approach to improve the performance of the
queries in relational databases is presented in [12]. This approach is based on
the feedback loop (it consists of observation, prediction and reaction) used in
automatic performance tuning. First, it observes the change in the workload
to detect the periods of time when the system is relatively idle, and then it
predicts the future workload based on the features of the current workload and
implements the new vertical fragments.

Reference [11] integrates both vertical and horizontal partitioning into au-
tomated physical database design. The main disadvantage of this work is that
it only recommends which fragments must be created, but the database ad-
ministrator (DBA) has to create the fragments. DYMOND has a partitioning
generator which automatically creates the fragments on disk.

Autopart [13] is an automated tool that partitions the relations in the original
database according to a representative workload. Autopart receives as input a
representative workload and designs a new VPS, one drawback of this tool is
that the DBA has to give the workload to Autopart. In contrast, DYMOND
collects the SQL statements at the moment when they are executed.

Most dynamic vertical partitioning (attribute clustering) techniques consist
of the following modules: a Statistic Collector (SC), that accumulates informa-
tion about the queries run and data returned. The SC is in charge of collecting,
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filtering, and analyzing the statistics. It is responsible for triggering the Cluster
Analyzer (CA).The CA determines the best possible clustering given the statis-
tics collected. If the new clustering is better than the one in place, then the CA
triggers the reorganizer that physically reorganizes the data on disk [8].

The problem of dynamic vertical partitioning in MMDBs has largely been
ignored. Most dynamic vertical partitioning approaches do not consider multi-
media data [8, 11–13]. The approaches for MMDBs are static [5, 6]. DYMOND
takes into account both multimedia data and a dynamic vertical partitioning.

3 Dynamic Vertical Partitioning Using Active Rules

A vertical partitioning algorithm for MMDBs, called MAVP, was proposed in [6]
to achieve efficient retrieval of multimedia objects in MMDBs. MAVP gets a VPS
according to a set of queries, their frequencies, and the size of the attributes.
MAVP only gets the VPS but the DBA has to develop the analysis phase to
collect the information that MAVP needs as input, to execute MAVP in order to
get the VPS, and to materialize the VPS, i.e., to create the fragments on disk.

MMDBs are accessed by many users simultaneously, therefore, queries and
their frequencies tend to quickly change over time. In this context, the DBA
would have to develop the analysis of the database, to execute MAVP and to
materialize the VPS every time when the access patterns suffer enough changes
to avoid degrading the database performance. So, a mechanism to know what
changes are considered enough to trigger a new partitioning process is needed.

The main objective of DYMOND is to allow efficient retrieval of multimedia
objects from the database at any time. DYMOND implements the MAVP algo-
rithm to get a VPS. It adapts the technique of setting a performance threshold
of the MMDB after each partitioning and a variable determined by the system,
which measures the percentage of change of input data to MAVP [14].

DYMOND continuously monitors the changes in the database scheme and
in the access patterns using active rules and evaluates the performance of the
MMDB based on the current VPS. The performance of the MMDB is measured
in terms of: 1) the cost of accessing irrelevant attributes (IAAC), and 2) the
transportation cost (TC). DYMOND uses this measure to determine a perfor-
mance threshold of the MMDB and when to trigger a new partitioning.

The process of dynamic vertical partitioning in DYMOND is presented in
Figure 1. It is implemented using active rules. When an user sends a query to the
MMDB or the DBA modifies the schema of the database, the statistic collector
of DYMOND evaluates the information of the queries and the attributes, and
compares the new information with the previous one in order to determine if the
changes are enough to trigger the performance evaluator. When the performance
evaluator is triggered, the cost of the VPS is calculated, if its cost is greater than
the performance threshold, then MAVP is triggered, which obtains a new VPS.
Finally, the partitioning generator materializes the new VPS.
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Fig. 1. Process of dynamic vertical partitioning in DYMOND

3.1 Statistic Collector

The statistic collector accumulates all the information that MAVP needs to get
a VPS, such as the number of attributes (NA), the size of the attributes (S),
the number of queries (NQ), and the access frequency of the queries (F), also
registers all the changes in the input data over time and compares the new
changes with the previous changes to determine if they are enough to trigger the
performance evaluator.

A change in any input data NA, S, NQ, F is calculated as the percentage of
the original data. This means that in a MMDB with 8 attributes, if an attribute
is added or deleted, this is defined as 1/8*100=12.5% of change. The change in
S is calculated as the maximum of the total of change divided by the size that
the attribute had in the last partitioning multiplied by 100. The change in NQ
is calculated as the sum of the number of new queries which access the MMDB
or queries which leave to access it divided by the total number of queries which
originally accessed the MMDB multiplied by 100. The change in F is calculated
as the maximum change in the frequency of a query, divided by the total access
frequency for this query, multiplied by 100.

For example, the rules for the detection of changes in S are defined in the
following way:

update att
ON update attribute.size
IF prev size>0
THEN update stat attributes set

currentchanges = attribute.size−attribute.prev size
attribute.prev size ∗ 100

update currentchanges
ON before update stat attributes.currentchanges
IF currentchanges<0
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THEN update stat attributes set currentchanges=currentchanges*-1
IF currentchanges<old.currentchanges
THEN update stat attributes set currentchanges=old.currentchanges

after update currentchanges
ON after update stat attributes.currentchanges
IF currentchanges>previouschanges
THEN update stat flags set flag cs=t

The performance evaluator is triggered when at least one of the flags of change
stored in stat flags is true. This is defined using the following active rule:

update flag
ON after update stat flags
IF (flag att=t AND flag queries=t AND flag frequency=t)

AND (flag cf=t OR flag cq=t OR flag ca=t OR flag cs=t)
THEN call Performance Evaluator

3.2 Performance Evaluator

When the performance evaluator is triggered by the statistic collector, it cal-
culates the execution cost of the queries in the current VPS. If the new cost is
greater than the performance threshold then MAVP is triggered. This is imple-
mented using the rule:

update cost vps
ON after update stat performance.cost vps
IF cost vps>performance threshold
THEN call MAVP

3.3 MAVP

MAVP gets a VPS, then it stores in the statistics the average changes in the
input data NQ, F, S, NA and updates the value of the current changes to zero.
After that, it calculates the performance threshold. To do this, it uses the cost
of the new VPS (best cost vps) stored in the statistics and a variable of change
of the MMDB (s). The threshold is calculated as best cost vps multiplied by s.

The variable of change s represents the frequency of change in the input data
of MAVP that can affect the performance, s is calculated as the inverse of the
percentage of average change in the input to MAVP, multiplied by 50 to allow a
reasonable margin of performance degradation plus 1 (for example, in a MMDB
with 100% of change in NQ, 80% of change in F, 60% of change in S, and 50% of
changes in NA, the value of s is calculated as s = 1 + 50

(100+80+60+50)/4 = 1.68).

The value of s always will be greater than 1 to get a threshold greater than the
cost of the new VPS. A threshold lower than the cost of the new VPS always
will trigger a new partitioning which is not desirable. Finally, MAVP triggers
the partitioning generator.
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3.4 Partitioning Generator

The new VPS is materialized by the partitioning generator. To do this, it deletes
the previous fragments and creates the new fragments. It implements the frag-
ments as indexes, in this way the indexes are automatically used by the DBMS
when a query is executed and it is not necessary change the definition of the
queries to use the fragments instead of the complete table. So the use of the
fragments is transparent for the users.

4 Experiments

We use the cost model presented in [6] to compare DYMOND versus MAVP. For
the first experiment we use the relation Equipment(id, name, graphic, audio,
video). Using the AUM of the Table 1, DYMOND gets as optimal VPS (id, audio,
video) (name, image, graphic), with a cost of 361700. If after the partitioning,
changes in the MMDB are produced, we have the AUM of the Table 2.

We also use the MMDB Albums(name, birth, genre, location, picture, songs,
clips) presented in [15]. The AUM of Albums is presented in Table 3. After

Table 1. AUM of the relation Equipment

Q/A id name image graphic audio video F

q1 0 1 1 1 0 0 15
q2 1 1 0 0 1 1 10
q3 0 0 0 1 1 1 25
q4 0 1 1 0 0 0 20

S 8 20 900 500 4100 39518

Table 2. AUM of the relation Equipment after partitioning (Equipment2)

Q/A id name image graphic audio video F

q1 0 1 1 1 0 0 15
q2 1 1 0 0 1 1 15
q3 0 0 0 1 1 1 25
q4 0 1 1 0 0 0 20
q5 0 1 1 0 0 0 20

S 8 20 900 600 4100 39518

Table 3. AUM of the relation Albums

Q/A name birth genre location picture songs clips F

q1 0 0 1 0 0 1 0 25
q2 0 0 0 0 1 0 0 30
q3 0 0 0 1 1 0 1 28

S 20 10 15 20 600 5000 50000
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Table 4. AUM of the relation Albums after partitioning (Albums2)

Q/A name birth genre location picture songs clips F

q1 0 0 1 0 0 1 0 50
q2 0 0 0 0 1 0 0 20
q3 0 0 0 1 1 0 1 60
q4 1 1 0 0 1 0 0 15

S 20 10 15 20 600 5500 60000

Table 5. VPSs obtained by MAVP and DYMOND

R MAVP DYMOND

E (id, audio, video)(name, image, graphic) (id, audio, video)(name, image, graphic)

E2 (id, audio, video)(name, image, graphic) (id, audio, video, graphic)
(animation) (name, image, animation)

A (name, birth)(genre, songs) (name, birth)(genre, songs)
(location, clips) (picture) (location, clips)(picture)

A2 (name, birth)(genre, songs) (name, birth, picture, location, clips)
(location, clips)(picture) (genre, songs)

R=Relation, E=Equipment, A=Albums

Table 6. Cost comparison of the VPSs obtained by MAVP and DYMOND

Relation MAVP DYMOND
IAAC TC Cost IAAC TC Cost

Equipment 47200 314500 361700 47200 314500 361700

Equipment2 69700 747500 817200 547960 64500 612460

Albums 0 470400 470400 0 470400 470400

Albums2 0 2166750 2166750 2103100 0 2103100

partitioning, some changes are made to Albums as we can see in Table 4. The
VPSs obtained by MAVP and DYMOND are presented in Table 5. Finally the
cost comparison between such schemes is shown in Table 6.

5 Conclusion

We presented an active system for dynamic vertical partitioning of MMDBs,
called DYMOND, which uses active rules to continuously monitor the changes
in the access patterns to the MMDB, to evaluate the changes and to trigger the
partitioning process.

The main advantages of DYMOND are:

1. It improves the overall performance of the MMDB because it timely detects
when the performance falls under a threshold to trigger the partitioning
process.
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2. It reduces the activities that the DBA must develop such as the analysis of
the MMDB, the determination of the VPS and the creation of the fragments.

3. It provides an efficient retrieval of multimedia objects from the MMDB at
all time.
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Abstract. In this paper we propose a benchmark, called RTDW-bench,
for testing a performance of a real-time data warehouse. The bench-
mark is based on TPC-H. In particular, RTDW-bench permits to verify
whether an already deployed RTDW is able to handle without any delays
a transaction stream of a given arrival rate. The benchmark also includes
an algorithm for finding the maximum stream arrival rate that can be
handled by a RTDW without delays. The applicability of the proposed
benchmark was verified in a RTDW implemented in Oracle11g.

1 Introduction

A data warehouse architecture has been developed in order to integrate and
analyze data coming from multiple distributed, heterogeneous, and autonomous
data sources deployed throughout an enterprise. New business domains of DW
applications require more advanced DW functionalities, often combining the
transactional and analytical features [11]. For example, monitoring unautho-
rized credit card usage, monitoring telecommunication networks and predicting
their failures, monitoring car traffic, analyzing and predicting share rates, re-
quire accurate and up to date analytical reports. In order to fulfill this demand,
one has to assure that the content of a DW is synchronized with the content of
data sources with a minimum delay, e.g., seconds or minutes, rather than hours.
To this end, the technology of a real-time data warehouse (RTDW) has been
developed, e.g., [16].

1.1 Related Work

A high refreshing frequency of a RTDW imposes new research and technologi-
cal challenges, including approximate query answering, efficient refreshing, and
scheduling RTDW activities. In order to assure rapid (or on-line) answers to ana-
lytical queries, multiple research works proposed to apply various approximation
techniques, like for example sampling [2,3] or wavelet-coefficient synopses [4]. In
[6] the on-line aggregation of data was supported by means of the MapReduce
technique in the Hadoop framework.
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In order to minimize a DW refreshing time, multiple incremental refreshing
algorithms have been proposed, e.g., [5]. In [10], the authors developed an ETL
optimization technique based on queuing systems’ theory. In [13], the algorithm
was proposed for optimizing joins between a data stream and a table, under in
a limited memory.

Another important research issue encompasses scheduling refreshing processes
and analytical queries. Multiple scheduling algorithms have been developed, aim-
ing at guaranteeing the quality of service or quality of data, e.g., [16], or satis-
factory performance, e.g., [14], or minimizing data staleness, e.g., [8].

Another issue is testing a performance of either traditional or a real-time data
warehouse. Several benchmarks have been proposed for testing a performance
of databases and data warehouses, e.g., [1,9,12] as well as ETL, e.g., [17,15,18].
Determining the maximum arrival rate of a data or transaction stream that a
given RTDW is able to handle is also of a great practical importance. However,
to the best of our knowledge, benchmarks for testing a performance of a RTDW
have not been proposed yet.

1.2 Paper Contribution

In this paper we propose a RTDW-bench benchmark for testing a performance of
a RTDW. By means of RTDW-bench we are able to determine two critical met-
rics: (1) Critical Insert Frequency that represents the maximum average stream
arrival rate below which a RTDW is is capable of updating its tables without
delays and (2) Critical View Update Frequency that represents the maximum av-
erage stream arrival rate below which a RTDW is capable of updating without
delays its tables and refreshing all its materialized views.

2 Definitions and Problem Statement

We assume that a RTDW is supplied by a stream of transactions composed of
inserts, updates, and deletes. Let transactions T1, T2, . . . , Tn be separated by
inter-arrival time whose average value is denoted as tg. The stream is character-
ized by its arrival rate, i.e., the number of operations delivered in a time unit.
Executing Ti in a RTDW consumes time teTi

, which is the average for the whole
stream. Refreshing time of all materialized views impacted by Ti consumes time
trTi

, which is the average for the whole stream.
We say that a RTDW is overloaded when for a given transaction stream the

RTDW is not able to execute Ti (modify its tables) before next transaction
Ti+1 arrives, i.e., tg < teTi

. If a RTDW includes also materialized views, then
the following inequality is true for an overloaded RTDW: tg < teTi

+ trTi
. The

consequence of a RTDW overloading is its inability to be fully synchronized
with the arriving stream. Notice that a RTDW can receive a peek load when a
current stream arrival rate changes from lower to higher. In such a case, arriving
transactions can be buffered and executed when the current stream arrival rate
decreases. For this reason, while testing the performance of a RTDW one have
to consider average arrival rates, rather than current ones.
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We consider the two following RTDW settings. In setting 1 a RTDW does not
contain any materialized view or the views are not being refreshed. In setting 2 a
RTDW contains materialized views that are refreshed. These two settings allow
us to distinguish three zones of a RTDW operation, as shown in Figure 1, where
the horizontal axis denotes the average arrival rate of a transaction stream.

average intensity
of a stream
[operations/time unit]

RTDW is able to
handle on-line
the arriving stream

notRTDW is able to
handle on-line
the arriving stream

space for tuning
RTDW

C
IF

C
VUF

zone 1 zone 2 zone 3

[ low intensity ........................................................................................... high intensity ]

Fig. 1. Borderline values of the average arrival rate of a transaction stream

In zone 1, a RTDW is able to: (1) execute the arriving transactions that
modify the RTDW tables and (2) refresh all the affected materialized views.
The maximum average stream arrival rate below which the RTDW is capable
of updating its tables without delays and refreshing all its materialized views
is denoted as Critical View Update Frequency (CV UF ). With further increase of
the stream arrival rate, the working characteristic of the RTDW enters zone 2.
In this zone, in order to handle on-line the stream, a RTDW administrator has
to apply various optimization techniques (from implementing advanced mate-
rialized view refreshing algorithms to dropping some of the materialized views
and/or indexes). In zone 3, the RTDW is not able to maintain its content at all,
even if all the materialized views were dropped. The maximum average stream
arrival rate below which the RTDW is capable of updating on-line only its tables
but it is not capable of refreshing its materialized views is denoted as Critical
Insert Frequency (CIF ).

Problem Statement. Knowing the average arrival rate of transaction stream
TS, knowing the average number of DML operations in every transaction, and
having an already deployed RTDW, figure out whether: (1) the RTDW can
handle without delays stream TS and (2) what the values of CV UF and CIF are.

3 RTDW-bench: Real-Time Data Warehouse Benchmark

The RTDW-bench that we propose permits to find the values of CIF and CV UF

for a given, deployed RTDW. It must be stressed that in general the values of
CIF and CV UF can be determined within a certain range of values.

The RTDW-bench environment is composed of: (1) a data warehouse refreshed
in real time, (2) a parameterized transaction stream generator, and (3) an al-
gorithm for finding the values of CIF and CV UF . A data warehouse schema
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uses the standard TPC-H benchmark schema. Based on the TPC-H tables, 28
materialized views were created. The views join multiple tables and compute
aggregates. They are refreshed incrementally on commit. A transaction stream
is characterized by a parameterized arrival rate and duration time. The stream
arrival rate can be in turn parameterized by: (1) the number of transactions per
a time unit and (2) the number of DML operations in a transaction.

The crucial component of RTDW-bench is the algorithm that finds the values
of CIF and CV UF . The algorithm is implemented by means of two procedures,
namely Below Critical Point (BCP ) and Critical Point Searching (CPS). BCP
is responsible for: (1) defining the current value of a stream arrival rate and (2)
deciding whether the current arrival rate is lower or greater than the borderline
arrival rate.

The main idea of BCP operation is as follows. It executes 250 transactions,
each of which inserts 1 row into table Orders and a variable number of rows into
LineItem. The minimum and maximum number of rows inserted into LineItem
are set up by means of input parameters. The number of rows inserted into
LineItem is randomly generated with an even distribution. Transactions gener-
ated by BCP are executed in random intervals with an even distribution. The
arrival rate of the transactions may vary from -0.3 to +0.3 of the arrival rate
currently selected by BCP .

BCP maintains the sum of idle times and delay times. Determining whether
the current stream arrival rate is greater or lower than the borderline value (CIF

or CV UF ) is based on comparing these times. If the sum of idle times is greater
than the sum of delay times then the current stream arrival rate is lower than
the borderline value.

The second procedure, i.e., CPS, searches for and returns the value (the range
of values) of the borderline stream arrival rate (CIF and CV UF ). CPS is invoked
the first time for a RTDW without materialized views, in order to determine the
value (range) of CIF . CPS is invoked the second time for a RTDW that includes
the set of materialized views, in order to determine the value (range) of CV UF .
CPS accepts two input parameters, namely an initial stream arrival rate, which
is the starting point for searching, and the maximum estimation error of CIF

and CV UF .
The main idea of CPS processing is as follows. CPS assumes that the value

of the borderline arrival rate is within range < 0,∞ >. By narrowing the range,
it finds the borderline stream arrival rate. First, a given arrival rate is selected.
If it is lower than the borderline value, then the next arrival rate is selected by
multiplying the initial arrival rate by 2n (where n increases by 1 with every run).
Notice that, for deciding whether the currently selected stream arrival rate is
lower or greater than the borderline value, the BCP procedure is applied. When
CPS founds the first arrival rate that is greater than the borderline value, then
CPS uses the bisection method for determining the borderline value with the
given estimation error.



RTDW-bench: Benchmark for Testing Refreshing Performance 203

4 Testing the Applicability of RTDW-bench

We tested the applicability of RTDW-bench to evaluating the performance of
a RTDW, which was implemented in Oracle11g. To this end, we designed and
executed four test scenarios that aimed at: (1) determining the values of CIF and
CV UF , (2) finding out how the RTDW refreshing time depends on the number of
materialized views that need to be refreshed, (3) finding out how the refreshing
time depends on the complexity (the number of joins) of materialized views, (4)
determining time overhead of system-defined and user-defined algorithms that
are responsible for incrementally refreshing materialized views. The experiments
were run on Oracle11g (11.2.0.1) installed on a HP DL585G1 server (4 2-core
2.4GHz AMD Opteron 850 processors, 16GB RAM, SGA size 1642MB). The
TPC-H database was created with the scale factor equal to 1.

Due to a limited space, in this paper we discuss only the first test scenario,
where we were interested in determining the values of CIF and CV UF of a stream
whose duration time was fixed and equal to 5 minutes. We measured: (1) overall
time (tt) a transaction is executed, i.e., from its begin to its end and (2) time (tc)
measured from issuing the commit command until the end of the transaction.
Notice that, in the presence of materialized views being refreshed on commit,
the transaction that modified data was also responsible for refreshing all views
affected by the modifications. Therefore, in the RTDW with materialized views,
tc represents the time spent on refreshing the materialized views as well.

4.1 Determining the Value of CIF

In order to determine the value of CIF we applied a RTDW without materialized
views. To this end, RTDW-bench generated a stream of transactions. Every
transaction encompassed 6 inserts (1 to Orders and 5 to LineItem).

The obtained results for the most interesting cases (for 7450 and 7475 trans-
actions/minute) are shown in the two upper charts in Figure 2. They show
transaction duration time tc as well as an average value of tc, which was com-
puted for the whole test interval. The vertical axis represents the duration time
of the test. The chart for 7450 trans/min presents the characteristic of the non-
overloaded RTDW and the chart for 7475 trans/min presents the characteristic
of the overloaded RTDW. For the discussed cases, the average value of tc is equal
to 44 msec (for 7450 trans/min) and 387 msec (for 7475 trans/min), respectively.
In these experiments, the CPS procedure determined the value of CIF in the
range between 7460 and 7475 trans/min.

4.2 Determining the Value of CV UF

In order to determine the value of CV UF we deployed the RTDW with a set
of 28 materialized views refreshed on commit. The views included a mixture of
self-maintainable views based on one table and non-self-maintenable views based
on joins from 2 to 7 tables. The queries defining self-maintainable views selected
from either LineItem or Orders. The self-maintainable views grouped data by
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Fig. 2. Determining the values of CIF and CV UF [test interval: 5 minutes; transac-
tions/minute for CIF : 7450 (44700 inserts/min) and 7475 (44850 inserts/min); transac-
tions/minute for CV UF : 55 (330 inserts/min) and 57 (342 inserts/min); 28 materialized
views for CV UF ]

the number of dimensions that varied from 1 to 4 and computed aggregates using
sum, avg, and count. Similarly, the non-self-maintainable views grouped data by
the number of dimensions that varied from 1 to 4 and computed aggregates using
sum, avg, count, stddev, variance, and median. The aggregates were computed
at different levels of dimension hierarchies, i.e., from the lowest to the highest
level.

As an input to the RTDW, RTDW-bench generated transaction streams of
different arrival rates. Every transaction in the stream included 6 inserts, as in
the former test. For each of these streams we measured transaction duration
time tt and commit duration time tc.

The obtained results for the most interesting cases (for 55 and 57 transac-
tions/minute), are shown in the two lower charts in Figure 2. Each chart shows
tt and tc as well as their average values, which were computed for the whole
test interval. The vertical axis represents the duration of the test. The chart
for 55 trans/min presents the characteristic of the non-overloaded RTDW and
the chart for 57 trans/min presents the characteristic of the overloaded RTDW.
In these experiments the CPS procedure determined the value of CV UF in the
range between 56 and 57 trans/min.
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5 Conclusions

In this paper we proposed the RTDW-bench benchmark for evaluating a perfor-
mance of a real-time data warehouse. As the performance measures we proposed:
(1) the maximum transaction stream arrival rate for which a RTDW is capable
of loading the transaction stream into its tables without delays (CIF ) and (2)
the maximum transaction stream arrival rate for which a RTDW is capable of
refreshing all its materialized views without delays (CV UF ). The core component
of RTDW-bench is the algorithm for determining the values of CIF and CV UF .

We applied RTDW-bench to a RTDW implemented in Oracle11g. In this
paper, we discussed tests for determining the values of CIF and CV UF . From
the tests we drew the following conclusions.

– RTDW-bench is able to determine the values of CIF and CV UF with a cer-
tain precision. For example, the precision of CIF was determined in the range
between 7460 and 7475 trans/min, whereas the precision of CV UF was de-
termined in the range between 56 and 57 trans/min. The reason for that is
some instability in the performance of the RTDW. From our experiments
we observed that n consecutive executions of RTDW-bench resulted in n
slightly different processing characteristics of the RTDW.

– The tests showed that even for a small RTDW composed of 28 material-
ized views and for a non intensive stream of 57 transactions (342 inserts)
per minute, the RTDW gets overloaded. In real applications we may ex-
pect transaction streams of substantially higher arrival rates, e.g., Wal-
Mart records 20 million of sales transactions daily (which yields 14000
operations/minute), Google receives 150 million searches daily (104000
operations/minute), AT&T records 275 million of calls daily (191000 oper-
ations/minute) [7], Internet auction service Allegro.pl handles over 2500000
auctions daily (1736 inserts/minute).
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Abstract. This paper describes a new stream-based sensor networks 
programming approach - language + middleware. Since many data processing 
aspects of sensor networks can be expressed intuitively as streams, commands 
and events, we apply such constructs to program individual nodes. Arbitrarily 
defined groups of nodes can be programmed with the same language and as a 
single program. We show that the language is indeed able to express different 
intentions – we are able to configure flexibly how the sensor network will 
process data and how data will flow; that it is able to generate efficient code 
with small memory footprints; and that it provides easy integration with 
platform code. 

Keywords: distributed systems, wireless sensor networks. 

1 Introduction 

Wireless Sensor Network (WSN) embedded device nodes have limited amounts of 
memory, processing power and energy, therefore they typically run small OSs for 
embedded devices (e.g. tinyOS). The devices communicate wirelessly and one or 
more is connected to the internet through the USB adapter and a serial read/write 
driver as interface, with some form of gateway software above that. We argue that a 
stream processing style can represent the typical sensor network functionality, and 
that this is very advantageous for easy deployment in real-world applications, without 
the need of professional WSN programmers. 

Current solutions for deploying the heterogeneous systems that include WSN nodes 
and the rest of the world involve either programming every detail of processing and 
communication by hand, both within the WSN and outside of it, or to use some 
middleware that works as a single black-box for the whole system (and must be ported to 
other systems as a whole). The state-of-the-art middleware approaches fail to consider 
the infrastructure as a heterogeneous distributed system that could be programmed by a 
simple stream model and with a uniform node component over heterogeneous physical 
nodes. We propose TinyStreams, a model to enable such vision. By considering a single 
node component that can be installed in any node, including nodes outside of the WSN, 
and a stream-like data management approach, we ensure that all nodes will have at least a 
uniform configuration interface (API or SQL-like) and important remote configuration 
and processing capabilities without any further programming or gluing together. As an 
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immediate advantage of our proposal, a control station and indeed any node outside of 
the WSN will have at least the same configuration and processing capabilities and the 
same interface as the remaining nodes without any custom programming, and it will be 
easy to command the system to do whatever data acquisition and operation we desire. 
More generically, in a heterogeneous deployment with different types of sensor devices, 
control stations and sub-networks, the approach offers easy and immediate homogeneity 
over heterogeneous infrastructures.  

The paper is organized as follows: section 2 discusses related work. Section 3 and 
4 discuss the architecture of the approach, then section 5 presents experimental results 
and section 6 concludes the paper. 

2 Related Work 

WSN programming approaches either use the platform language and the stream 
processing engine works on the workstation code to process data extracted from the 
WSN, or approaches such as TinyDB [6] go a bit further in providing a query engine 
for the WSN itself.  Yet, those are not a language for programming the WSN nodes, 
rather a query engine commanding and using predefined and largely fixed protocols, 
optimizer and query processor. Since the ability to configure and program explicitly 
how the data is to be processed in nodes or groups of nodes, how data should flow 
between nodes or groups, what, when and how nodes should do something, is present 
in a typical WSN programming paradigm, TinyStreams offers a CQL-like stream 
processing language for programming the WSN. 

[7] defines a taxonomy for high-level programming of sensor networks 
distinguishing, among others, communication and computation perspectives, 
programming idiom and distribution model. Distribution models can be classified as 
database-oriented, where SQL-like queries are used as in a relational database (e.g. 
TinyDB [6]), data sharing-oriented, where nodes can read or write data in the shared 
memory space (e.g. Kairos [4] and Abstract Regions [8]); or as message passing, 
based on exchanging messages between nodes (e.g. NesC [3], DSWare [5] or Contiki 
[2]). Database-oriented approaches such as TinyDB are very intuitive to use, but 
message passing paradigms are typically much more flexible, since they allow the 
programmer to specify exactly what is exchanged and how.  TinyStreams has the 
flexibility of message passing, since it is possible to specify data exchanges between 
individual or groups of nodes, and has the advantage of database-oriented, since it 
uses an intuitive stream model.  

3 Data Processing Model and Configuration 

A stream processing model is ideal to represent the kinds of operations that exist 
typically in data collection sensor networks. A stream is modeled as a window of one 
or more values, and streams can receive their values from sensors or from other 
streams. Communication primitives are completely hidden to users, since the 
specification that a stream in a node reads form another stream in one or more nodes  
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means that the data must be routed from the producer nodes to the consumer node. 
The stream model is quite expressive, since it contains the same clauses as the sql 
model, plus the explicit timing and data routing clauses. Commands and events do the 
rest of the job to represent remote configuration and actuation commands. 

The following example shows how sensor signals are inserted into streams, from 
then on operations specify manipulations over streams. The creation of streams is 
through either a call to an API method, or a corresponding SQL-like command 
syntax. This is exemplified next for a list of sensor addresses represented as 
“Zone1SensorNodes”. This commands acquisition every second:  

API dialect: 
CreateStream(Zone1SensorNodes, 
“pressureStreamfromZone1SensorNodes”,  
1s, {(PRESSURE, VALUE)}); 
 
SQL-like dialect:  
create stream pressureStreamfromZone1SensorNodes  
in Zone1SensorNodes as 
select pressure 
from sensors 
sample every 1 second;  

Streams can be created with conditions, in which case they are called conditional 
streams or alarm. In the following example, a control station receives signals from the 
sensors and determines an alarm when pressure rises above a specified threshold: 

API dialect: 
CreateAlarm( controlSation1, “ServerPressureAlarm”,  
pressureStreamfromZone1SensorNodes,  
CONDITION( PRESSURE.VALUE, >, 5)); 
 
SQL-like dialect:  
create alarm ServerPressureAlarm in controlSation1 as 
select NODEID, pressure 
from pressureStreamfromZone1SensorNodes 
where pressure>5;  

The next example concerns a node called “Merger” that receives the streams from 
“Zone1SensorNodes”, and computes the average and maximum of those values. Then 
a control station receives and displays those values. 

API dialect: 
   CreateStream( relay1, “Zone1MergerStream”,  
pressureStreamfromZone1SensorNodes,  
NO CONDITION, 
“avg(PRESSURE.VALUE),max(PRESSURE.VALUE)” ); 
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   CreateStream( controlStation1, “ServerStream”,  
Zone1MergerStream,  
NO CONDITION); 
 
SQL-like dialect:  
create stream Zone1MergerStream in relay1 as 
select avg(pressure), max(pressure) 
from pressureStreamfromZone1SensorNodes; 
 
create ServerStream in controlStation1 as 
select avg(pressure), max(pressure) 
from Zone1MergerStream; 

Actuation commands can be submitted by specifying the target node, an identifier of a 
DAC and a value: 

  Actuate( nodeX, “ActuationNodeX”, {(VALVE1, 100)}); 

Conditional actuation commands can be submitted by specifying the sensing nodes, 
de decision node, the actuator nodes, an identifier of a DAC and a value: 

CreateActuation(sinkNode, 
“Actuate1”,pressureStreamfromZone1SensorNodes,  
CONDITION( PRESSURE.VALUE, >, 5), 
nodeX,(VALVE1, 100)); 

Internally, the stream-based data processor resident in the ConfigProcess component 
manages a circular window per stream, where incoming values are placed and 
computed upon.   

4 Middleware Components 

Fig. 1 shows the components of the middleware that supports the stream model. In the 
figure we can see middleware nodes (mw node, nodes outside wsns), gateway nodes – 
nodes that link a wsn with the cabled part of a system – and wsn nodes, which include 
sink nodes and other wsn nodes. A node middleware component called ConfOperate 
is developed only once for each specific platform, and it implements the configuration 
and operating functionality of the stream model.  In the figure this is represented by 
ConfOperate-java, ConfOperate-tinyOS and ConfOperate-contiki. 

A SysConfig application interacts and controls the nodes through the ConfOperate 
components, and offers a Config API for external applications to configure the system 
(e.g. this API can be exposed as webservices). The SysConfig UI in Fig. 1 is an 
application interfacing with the SysConfig API and offers the programming interface 
where the commands that we described for the model are written.  

Finally, the Data interface is an interface to get and put data into any node in the 
system. It can be implemented using a publish-subscribe pattern. 
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Fig. 1. Node and Config SW 

4.1 ConfOperate 

The ConfOperate component does two main things: responds to network message 
arrival events; operates periodically. It has a simple structure for keeping and 
organizing data. These are described next. 

NetArrivalEvent - Fig. 2 shows a diagram of the NetArrival event callback. A 
message arrival from the network triggers this callback. It does the following: 

1) If the arrived message is a data message, it will have a stream identifier 
associated with it, so the data will enter the stream window for the identified stream; 

2) If the arrived message is an actuation command, the actuator DAC will be 
identified in the message and a value coming in the message will be written to the 
DAC; 

3) If the message is a configuration command, the command will configure (add, 
remove, change, start, stop) some structure.  

 

 

Fig. 2. Functionality of the NetArrivalEvent 
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Data Containers- Fig. 3 shows a diagram of the data container for each stream. It is 
simply a circular array of values (with a configurable array size). There may be any 
number of streams in a node. The main operations over the stream are “create and 
drop” for creation and deletion of the stream, and insert and get for adding or getting 
data to/from the stream.  

 

Fig. 3. Stream Windowed Data Container 

 

Fig. 4. ConfOperate Lowest Common Denominator Structures 

Operation - Operation implements periodic processing of data values. It is 
controlled through timer events, and there may be several simultaneous timer events 
in a node. When the time comes for an event, the operation procedure processes 
whatever are the event specifics and reschedules the timer for the next period. The 
lowest common denominator for those events is the acquisition event (for periodic 
data acquisition from sensors), the stream event (for periodic sending of data to 
destinations, or to periodically operate on data and send the result), and the alarm or 
decision event (for testing some condition on data, raise an alarm or decision value, 
and send it to some destination). Fig. 4 shows the lowest common denominator 
structures of ConfOperate, with an indication of what information they must possess: 

– TimerEvent must know the period and next triggering timestamp; 
– Acquisition must be a TimerEvent and have information on which sensor to 

sample; 
– Stream must be a TimerEvent and know which data is stored, who to send the 

data to when the time event is triggered and what operations should be done on the 
data from one or more streams. Examples of operations: window average, sum, 
maximum; 
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– Alarm/decision is a Stream plus a condition. The event will test the condition, 
compute a value and send it if the condition resolves to true; 

– Children keeps information on which are the node children (there is also a parent 
structure identifying the parent(s). 

5 Experimental Evaluation 

The testbed is a network with 16 TelosB nodes organized hierarchically in a 3-2-1 
tree and a control station receiving the sensor samples. The WSN nodes run the 
Contiki operating system with a tdma network protocol to provide precise schedule-
based communication. An epoch size of 900 msecs is divided into 10 msecs slots. The 
protocol schedules slots for all nodes of the tree to send their data upstream in round-
robin fashion (2 slots, one for the message, another one for retry), then adds a 
downstream slot for commands to be sent down. The following code start a sensor 
collection stream with a 3 seconds sampling rate, to change the rate to 2 seconds and 
to stop the stream. 

 

Fig. 5. Sensor Readings and Reconfigure 

1. Create stream with readings every three seconds: 
createStream(Node1, “pressureSensor1”, 1s,  
{(PRESSURE, VALUE)}); 
CreateStream( Node1, “pressureStreamfromNode1”,  
pressureSensor1, 3 seconds,  
NO CONDITION, 
“avg(PRESSURE.VALUE),max(PRESSURE.VALUE)” ); 
 
createStream(ControlStation,“pressureSensor”, 
pressureStreamfromNode1); 
2. Modify the sampling rate to every two seconds: 
setSamplingRate(pressureStreamfromNode1, 2s); 
3. Stop sampling the sensor (then restart):  
stop(pressureStreamfromNode1);  
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Fig. 5 shows the results of the commands. From the figure it is possible to see that 
pressure samples started to be collected at a rate of a sample every 3 seconds after 
command 1 configured the sensor; 9 seconds after that the sampling rate was changed 
to a sample every 2 seconds and the chart shows that the collected samples rate 
changed accordingly to one every 2 seconds; finally the stop command at second 34 
was successful at stopping sensor sampling.   
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Abstract. The massively distributed publication of linked data has
brought to the attention of scientific community the limitations of classic
methods for achieving data integration and the opportunities of pushing
the boundaries of the field by experimenting this collective enterprise
that is the linking open data cloud. While reusing existing ontologies is
the choice of preference, the exploitation of ontology alignments still is
a required step for easing the burden of integrating heterogeneous data
sets. Alignments, even between the most used vocabularies, is still poorly
supported in systems nowadays whereas links between instances are the
most widely used means for bridging the gap between different data
sets. We provide in this paper an account of our statistical and qualita-
tive analysis of the network of instance level equivalences in the Linking
Open Data Cloud (i.e. the sameAs network) in order to automatically
compute alignments at the conceptual level. Moreover, we explore the
effect of ontological information when adopting classical Jaccard meth-
ods to the ontology alignment task. Automating such task will allow in
fact to achieve a clearer conceptual description of the data at the cloud
level, while improving the level of integration between datasets.

Keywords: Linked Data, ontology alignment, owl:sameAs.

1 Introduction

The increasing amount of structured information published on the Web in linked
data is rapidly creating a voluminous collective information space formed of
inter-connected data sets; the Linking Open Data cloud (LOD henceforth). The
last version of the LOD diagram (2011/09/19) included 295 data sets, ranging
from topics like encyclopaedic knowledge, to e-government, music, books, biol-
ogy, and academic publications. These data sets are linked, most of the times, at
the instance level where URIs representing entities are reused or aligned towards
external URIs using owl:sameAs properties to link equivalent entities. Accord-
ing to OWL semantics [2], all entities within the closure set of the owl:sameAs

relation are indistinguishable, thus every statement including one entity can be
rewritten by replacing any of the equivalent element.
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The problem of discovering “same” entities in different data sets, known as
the record linkage problem, is quite well known in database community where a
large body of literature can be found on the topic [20]. Semantic Web community
has built upon the database research and proposed its set of solutions [7]. The
discovery of equivalent entities in the Web of Data is therefore supported by
automatic tools which exploit, similarly to ontology matching or record linkage
tools, lexical and/or structural similarities between the entities of different data
sets [10,18]. Semi-automated approaches has been also implemented in tools like
Google Refine1, where linkages found are subject to user approval. The collab-
orative effort of data publishers in inter-connecting their data sets has created
a network of equivalences between instances which is a matter of study on its
own, the sameAs network [4]. Studying the properties of this sameAs network
in conjunction with the network of Class-Level Similarity, or CLS network as
defined in [4] (i.e. the network of classes which overlaps because sharing same,
or equivalent, instances), can lead us to a better understanding of how hetero-
geneous data sets can be integrated together.

Despite of the great amount of linkages between instances and the high avail-
ability of tools for aligning vocabularies, little effort has been devoted to provide
authoritative alignments between the ontologies present in the LOD. As a repre-
sentative example, in DBpedia the only alignments between ontologies, retrieved
by querying the public endpoint, have been published by using owl:sameAs prop-
erties between concepts in opencyc.org 2, and owl:equivalentClassproperties
between schema.org 3 concepts.

The availability of ontology alignments in the LOD would allow the use of
tools that exploit schema level mappings for achieving data integration [19],
fuelling in this way a wider use of published linked data. The work described
in this paper starts from the above consideration and attempts to exploit the
available sameAs network in order to deduce statistically sound dependencies
between concepts which have common instances taking into consideration the
semantics attributed to the owl:sameAs property [2].

The work we presented in this paper is an account of our first attempts to
adopt a well known instance-based technique (i.e. Jaccard coefficient) in discov-
ering alignments between concepts in the LOD cloud. The vast amount of entity
alignments present in the LOD cloud, under form of owl:sameAs statements,
provides a good asset to experiment such an approach. Although, applying sta-
tistical techniques to a potentially very noisy data set for aligning heterogeneous
ontologies could prove to be unreliable to some extent. This paper reports our
attempts to study the behaviour of such basic technique on a real scenario. The
rationales behind this approach are to be found in a previous work in the in-
stance based ontology matching field [9], which did not addressed specifically
the LOD, and an analysis on the deployment of owl:sameAs networks [4].

1 http://code.google.com/p/google-refine/
2 http://sw.opencyc.org/
3 http://schema.org

http://code.google.com/p/google-refine/
http://sw.opencyc.org/
http://schema.org
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The paper starts with Section 2 which provides some background information
on instance based ontology alignments, how they are implemented in this work
by exploiting owl:sameAs alignments, and finally describes the data used in
this experiment. Section 3 provides some initial analysis, quantitative as well as
qualitative, on the data used and on the alignments found in the CLS network.
Section 4 provides an account of the behaviour of Jaccard based measures under
different hypothesis by studying the usual indices from Information Retrieval
(i.e. number of alignments, precision, and recall). Section 5 provides an account
of similar works in the area of Linked Data and finally our conclusions are
presented in Section 6.

2 Alignment Based on sameAs Network Analysis

The ontology alignment task has been widely studied in the last decade by
the scientific community [7]. Ontology matching tools usually exploit a number
of information sources such as lexical or structural similarity applied to the
ontologies alone in order to produce a measure of the semantic distance between
concepts. In recent years, methods based on statistical information (e.g. machine
learning, bayes, etc.) have been also studied and proved to produce promising
results [5,9].

The high level of inter-linking within the LOD cloud induces us to consider
statistical techniques for ontology alignment as a promising approach to re-
solve semantic heterogeneity. The assumption we adopted in this work is that
owl:sameAs equivalence bundles [8] can be treated as singleton instances whose
interpretation is provided by following owl:sameAs semantics. Therefore all
equivalent instances, hosted by different data sets, will be considered as a unique
instance which is classified differently in different data sets (as seen in Rule 1
where type is rdf:type and sameas is owl:sameAs).

type(?x, ?xt)∧sameas(?x, ?y)∧type(?y, ?yt) → type(?b, ?xt)∧type(?b, ?yt) (1)

Leveraging the owl:sameAs inference we are then able to treat equivalence bun-
dles as instances and compute the degree of overlapping between concepts by
processing the typing statements (i.e. statements in the form type(?b, class)).
In our approach we used the Jaccard coefficient [11] (J(A,B) in Equation 2) in
order to measure the similarity between two concepts when interpreted as sets
of instances.

J(A,B) =
|A ∩B|
|A ∪B| =

|A ∩B|
|A|+ |B| − |A ∩B| (2)

Here the cardinality of the intersection set |A ∩B| is computed in our triple
store by counting the cardinality of the set {〈x, y〉 : type(x,A) ∧ same(x, y) ∧
type(y,B)}. The cardinality of the union set is then computed by summing
the cardinality of the set of instances for the two concepts A and B (i.e. {x :
type(x,A)} and {x : type(x,B)} respectively) and then subtracting the intersec-
tion as previously defined.
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2.1 Definition of Ontology Alignment

In the work here described we reused and modified the framework proposed in
Isaac et al. [9] for representing instance-based alignments. In [9] an alignment
between a source ontology S and a target ontology T is a triple t ∈ S × T × R
where R is a relation taken from the set {≡,",�,⊥} which expresses respec-
tively equivalence, subsumption, overlap and disjointness. Such definition fits a
scenario where describing some informal degree of relatedness, measurable by
sets overlapping, is acceptable and even desirable. Given the target objective of
our work, data integration, we set for a less richer framework where it is possible
to distinguish only between {≡,",⊥} since we could not make any use of in-
formation about overlapping concepts for integrating different data sets into an
homogeneous vocabulary. Moreover, when we state that two concepts are equiv-
alent (i.e. A ≡ B), since we are not taking into account the concepts definitions
but merely the possibility of them covering the same set of instances, we will
intend that the two concepts are in owl:equivalentClass relationship, and not
owl:sameAs. Hence, the two concepts can still have different definitions without
causing any inconsistency.

In the subsequent evaluation of the alignments (see Section 4) we will consider
a successful alignment, a true positive, one which correctly correlate a couple of
concepts which are equivalent or in a relation of subsumption (i.e. one subsumes
non trivially the other). Any alignment provided which includes two disjoint
concepts is a false positive. This shrink in the power of discrimination is due
to the nature of the Jaccard measure itself which has bees devised to measure
concepts equivalence only.

2.2 Experimental Setup Based on LOD Entities

In order to experiment the usefulness of the Jaccard coefficient as a means for
measuring the semantic similarity between concepts in the LOD cloud a source
data set and a number of target data sets, aligned to the selected source by
owl:sameAs links, have been considered.

Because of its centrality in the LOD cloud, DBpedia is the natural candi-
date as a source data set while a number of target data sets has been selected
based on their abundance of instance alignments and diversity of size in terms
of concepts to align. The target data sets considered for our experiments are
described in Table 1 where for the source data set is reported the number of
info box concepts used to classify the DBpedia instances4, and for each one of
the target data set is reported the number of equivalence links connecting it to
DBpedia and the number of concepts contained. It noteworthy that for for the
nytimes data set, although containing a rich hierarchy of terms, only two con-
cepts are found. This is due to the fact that all the entities aligned are instances
of skos:Concept and some of geonames:Feature. Therefore, not knowing any
background information about the dataset, it is not possible to recognize a valid

4 The dump used in this experiment is the DBpedia version 3.7.
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OWL concept hierarchy since it is encoded in a vocabulary (i.e. SKOS [15])
which encodes concept hierarchies only between instances and not between con-
cepts. This implies that every instance mapping from an instance in DBpedia to
one in nytimes will support a correspondence between an OWL concept to the
concept skos:Concept which is not very informative as an alignment between
ontologies.

Table 1. Data sets considered for the experiments

source number of concepts

DBpedia 9237320

target number of owl:sameAs number of concepts

opencyc 20362 314671

nytimes 9678 2

drugbank 4845 4

diseasome 2300 2

factbook 233 1

dailymed 43 1

Once identified the source and target data sets, we proceeded to download
from the respective websites the triples belonging to: the sameAs network; the
type network; and the concepts hierarchy. As we already mentioned, the
sameAs network of a data set D is the set of triples contained in D which con-
nect two entities by the property owl:sameAs (i.e. consistently with the notation
already used: sameas(D) = {same(s, p) ∈ D}). The type network of a dataset
D is the set of triples contained in D which connect every entity with one or
more concept by the property rdf:type (i.e. type(D) = {type(a, b) ∈ D}).
Finally, the concepts hierarchy is the set of triples contained in D wich
connect two concepts by the property rdfs:subClassOf (i.e. hierarchy(D) =
{subclassof(a, b) ∈ D}).

dbpedia:Aristotle opencyc:Aristotle

dbpedia:Person

dbpedia:Philosopher opencyc:Philosopheropencyc:Deceased

opencyc:AgentNowTerminated

owl:sameAs

rdf:type rdf:type

rdfs:subclassOf rdfs:subclassOf

Fig. 1. Example of different networks extracted from DBpedia neighbours
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An example of the networks taken into consideration in this paper are de-
picted in Figure 1. For the sake of the statistical analysis conducted in the
experiments we did not take into consideration any other property which could
describe the entities and the concepts (e.g. labels, abstracts or other properties)
since only the owl:sameAs bundles are considered. In Figure 1 we can see how
the bundle {dbpedia:Aristotle, opencyc:Aristotle} belongs to the inter-
section of the concepts dbpedia:Philosopher and opencyc:Philosopher, and
dbpedia:Philosopher and opencyc:Deceased. By computing the number of
co-occurrences of concepts connected by a common bundle in the way showed
by Figure 1 we are able to compute the size of the intersection set and then to
compute the Jaccard measure for each couple of concepts.

3 Experiment Scenario Analysis

In order to better understand the characteristics of such collected network, we
decided to study a couple of aspects before processing the data in trying to
discover concept alignments. The first thing we decided to look into is the size
of the sameas bundles collected. Since the number of concepts reached from a
single DBpedia entity can be reasonably related to the size of its equivalent class
computed via owl:sameAs links, studying the distribution of such parameter can
give us an insight about the variance we can expect in processing such bundles.
The distribution of the frequency of the bundles’ size is depicted in the graph
in Figure 2, where the dimension of the y axes is reported in logarithmic scale.
Considering the distribution in Figure 2 we can see that the size of bundles
follows a logarithmic distribution where the more frequent size is 2, i.e. only one
other entity except the source entity, and where bundles of size greater than 10
are very infrequent.
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Fig. 2. Frequency of sameas bundles by size

The second aspect we studied, once we computed the Jaccard coefficient from
the collected data, is the ratio of the cardinalities between aligned concepts.
The hypothesis we formulated, given our past experience in handling linked
data, is that the cardinality of overlapping concepts in the LOD cloud would
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be highly heterogeneous and therefore we would have a high level of asymmetry
between the aligned data sets. In Figure 3 is reported the frequency of alignments
plotted against the ratio (expressed in percentage) of the cardinality of the two
concepts aligned5. Looking at Figure 3 we can say that concepts with similar
cardinality would be nearer the right end of the graph, while concepts dissimilar
in cardinality would be nearer to the left end of the graph; the graph reported
makes clear that the vast majority of alignments produced are between concepts
dissimilar in cardinality. Although this result is particular to the scenario under
scrutiny, it is also true that DBpedia is a typical example of a general domain
hub data set whose behaviour in terms of inter linkages is likely to be seen in
other hub data sets.
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Fig. 3. Ratio of cardinalities between aligned concepts

3.1 Qualitative Analysis of Jaccard Alignments

Before discussing into detail the quality of the Jaccard coefficient as a means
for producing ontology alignments in the LOD cloud (topic covered in Section
4), we would like to provide a qualitative analysis of the first batch of results.
Among the alignments we have manually checked for judging their quality, in
order to compute the precision and recall of the procedure, we noticed that some
of the alignments produced, which were supported by statistical evidence, were
quite interesting in nature.

Many of the alignments produced, even with a high value of Jaccard coeffi-
cient, had the owl:Thing as a source concept. This is due to the fact that many
DBpedia instances have multiple types associated, and the top of the hierarchy
is directly, and quite frequently, mentioned in the type network, whatever the
level of abstraction of the entity is. This fact hinders us in identifying a canon-
ical classification of entities and introduces some noise in discovering concept
alignments. The root of the OWL hierarchy is in fact non trivially equivalent
to any other concept in any other ontology, at the same time is the superclass
of all OWL based hierarchies, therefore any mapping would provide very little
information gain.

5 The ratio has been normalised between [0,1].
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Table 2. Concept alignment patterns

source[dbpedia] target[opencyc]

Model Woman

Writer Male

Philosopher Dead organism

Monument Bell

Similarly, as mentioned earlier for the nytimes data set, encoding all entities
as skos:Concept instances, implies that the only mapping one can find within
the data set is to that concept, rendering useless any alignment effort. We may
expect to find the same results every time we try to exploit entities alignments
between domain concept instances and knowledge organization systems as the-
sauri and classification schemes.

The last consideration we did on the alignments found is on some related
patterns that seem to be quite common and which could be justified by a cultural
and contextual interpretation of the data, and alignments. An account of some
of the unusual patterns discovered by processing the concepts co-occurrences is
provided in Table 2. As we can see, the first two alignments are indicative of
a statistical preference of representing female models and male writers6. The
alignment between concept Philosopher and Dead organism is proposed as less
likely than the correct alignment (i.e. opencyc Philosopher concept), and it is
probably due to the fact that the vast majority of the philosophers described
in DBpedia are actually deceased. The last alignment is due to the fact that
in DBpedia, listed as entities of type Monument are just historical bells (e.g.
the Liberty Bell in Philadelphia). Therefore, although odd, the wrong alignment
reflects the extensional definition of the concept which clearly conflicts with the
semantics we would expect from the Monument concept.

4 Evaluation

In order to study the behaviour of Jaccard alignments we collected the usual
measures from Information Retrieval under different conditions. We proposed in
fact two scenarios that affect either the way the alignments are produced or the
way the alignments are used, and we measured the performances of Jaccard for
each scenario. The measures under scrutiny are: the Number of alignments
computed (either correct or incorrect), the Precision of the alignments com-
puted, Recall of the alignments computed, the F-measure7 of the results, and
finally the Precision at nth of the alignments8.

The first scenario explored the gain we have when we take into account (or
not) the concept hierarchy when we compute the cardinality of the two sets, A

6 Note, this is not due only to the particular source data considered but also to the
instance alignment performed on the target data set.

7 The harmonic mean of precision and recall
8 The precision computed for the first nth alignments
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and B respectively, as defined in Section 2. For doing this we used 4sr, a reasoner
that efficiently implements the reasoning over rdfs:subClassOf axioms (sc0 and
sc1 rules in [17]).

The second scenario studied the different performances we gain when relaxing
the acceptance criteria from equivalence only (i.e. an alignment is considered
correct if the two concepts are equivalent) to equivalence or subsumption (i.e.
an alignment is considered correct even when two concepts are not trivially sub-
suming one another). Around a thousands of the generated concept alignments
have been manually checked and classified as: erroneous, subclass/ uperclass, or
correct. The precisions have been computed by considering as successful either
subclass/uperclass and correct or correct only. The legends of Figure 4, 5, 6, 7,
and 8 reports Jaccard when no hierarchy information is used and only equiv-
alent entities are considered as correct, h Jaccard when hierarchy information
is used and equivalent concepts are considered, s Jaccard when no hierarchy
information is used and with subclasses considered as correct, and finally hs
Jaccard when hierarchy information is used and with sub concepts considered
as correct. Finally, the recall of the respective measures have been computed by
taking the maximum number of correct alignments found as the reference limit.
That is why in Figure 6 the legend reports Relative recall in the label.

4.1 Number of Alignments

The comparison here is made by using or not the concepts hierarchy in the
computation of the Jaccard coefficients, since the acceptance of the produced
alignments does not influence their generation. A first superficial analysis of the
distribution of the number of alignments found per different values of thresholds
(see Figure 4), the number of alignments produced increases exponentially when
lowering the threshold value and it is noteworthy the fact that the most of the
alignments are produced with very little values of threshold. This implies that it
is important to maintain a good quality of the alignments even at low values of
thresholds since the amount of false positives could hinder the usability of the
produced alignments to a point where human intervention could not be feasible
any more.

Moreover, comparing the distribution of generated alignments we can notice
that, even if both distributions are inversely exponential, including hierarchical
information increases drastically the number of produced alignments. A superfi-
cial analysis showed that the rate between the two distributions increases from
1, for higher values of thresholds, to 15, for lower thresholds.

4.2 Precision

In Figure 5 it is shown the graph of the distribution of the precision of the
alignments, under different conditions as described earlier, by varying the value
of threshold. The comparison of Jaccard performances (acceptance for equiva-
lence) with and without hierarchical information shows that when decreasing
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Fig. 4. Number of alignments found per threshold value

Fig. 5. Precision per threshold value
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the threshold level, the more informative measure (the one with the hierarchi-
cal information) drops its precision level drastically and from that point on its
precision is always worse than the less informative measure (i.e. the one without
hierarchy information).

Comparing instead the two acceptance criteria, the one for equivalence and the
one with equivalence or subsumption (see Figure 5 Jaccard and s Jaccard), we
can notice that Jaccard provides increasingly imprecise equivalence alignments
when lowering the threshold, while the precision of the method is steadily high if
we are satisfied with alignments that we can refine later on. Even then though,
by using hierarchical information (see Figure 5 hs Jaccard) the precision of the
method drops quickly to unacceptable levels.

One striking fact from all the precision distributions depicted in Figure 5 is
that such distributions are not monotone non-decreasing as one would expect.
In fact for all distributions there are frequent local maxima and only the general
trend is, for all plots, increasing. This strange behaviour could be caused by the
high level of noise within the sameAs network, although further experiments
are needed to confirm that.

4.3 Relative Recall

In Figure 6 we can see the graph for the relative recall of each measure. Not
surprisingly we can see that all distributions are monotonic decreasing and that,
roughly for all levels of thresholds, hs Jaccard provides the highest recall, fol-
lowed by s Jaccard, h Jaccard, and finally Jaccard which is the less prolific
method. For lowest levels of thresholds we can see that measures that share
the same acceptance criteria provides more similar recall values while the use of

Fig. 6. Relative recall per threshold value
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hierarchical information, although it increases the recall of a method, it affects
less heavily the overall behaviour of a method.

4.4 F-Measure

The value of F-measure computed as the harmonic mean of precision and (rel-
ative) recall depicted respectively in Figure 5 and Figure 6 are reported in
Figure 7. The most remarkable thing when considering the plots in Figure 7
is that the two less informed measures (i.e. s Jaccard and Jaccard) shows the
same monotonic non-increasing trend while the two most informed measures (i.e.
hs Jaccard and h Jaccard) have a local max before decreasing.

Fig. 7. F-measure per threshold value

Although F-measure is only an indication of the overall performances of an
information retrieval method, the results of the experiments conducted by the
authors seem to suggest that, when the more alignments are retrieved by lowering
the threshold value it is best not to use hierarchical information. In this way in
fact the overall performances, precision and recall wise, seem improving steadily
making still rewarding the consideration of alignments even for low levels of
thresholds (i.e. when more noise is expected).

4.5 Precision at n

The actual usability of Jaccard alignment in a user engaging scenario can also
be judged by looking at the average precision of the measures for the first n
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Fig. 8. Average precision at nth alignment

alignments. The precision at n for all the considered scenarios is plotted in Figure
8 where we can clearly see that for all scenarios the average precision quickly
stabilize after the first 50 alignments. s Jaccard provides the best precision
with 7 good alignments out of 10. All the other scenarios perform quite poorly:
Jaccard with 2 good alignments out of 10, hs Jaccard with 1 out of 10, and
finally h Jaccard with 1 out of 20 correct alignments.

5 Related Work

The alignment problem, which is finding correspondences among concepts in on-
tologies, is well studied research problem in the Semantic Web community [7], as
well as in the Database community to support the integration of heterogeneous
sources [13] or to solve record linkage problems [6]. In particular, a lot of work
is done by researchers in the last years in the context of Ontology Matching
[7], where the alignments are the output of these systems. Different techniques
have been proposed to address this problem in order to improve the performance
related to the Ontology Merging, Integration and Translation systems. An eval-
uation competition 9 is also proposed to compare those matching systems using
common testbeds. These techniques can be described in four main categories :
i) lexical, which means that are based on detecting similarities between the con-
cept descriptions such as labels; ii) structural, which means that are based on
the knowledge descriptions; iii) instance mapping, which means that are based
on the knowledge expressed in the ABox. Most of the proposed techniques comes
from the Machine Learning research area [7,16,5,14]. In literature [3,1] also differ-
ent measures are proposed to evaluate the semantic similarities among concepts
that takes into account :i) the expressive power of the description logic used
by the knowledge bases, ii) the information content assigned to the observed
classes. Despite the different studies in the theoretical background, we observe

9 http://oaei.ontologymatching.org/

http://oaei.ontologymatching.org/
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a marginal effort in evaluate these approaches in the Linked Data Cloud, which
is the most concrete realization of the Semantic Web vision nowadays and they
are a valuable resources for different application domain. In literature, the most
recent works that use Linked Data in the simalar context of our paper but with
different purposes are [4,12]. In particular the first evaluates the implications of
owl:sameAs assertions in Linked Data data sets and the second uses the LOD
to evaluate an ontology matching system. In our paper we boost some of these
previous studies in order to give a real evaluation in the context of Linked Data
Cloud. From the instance-based matching techniques, the closest paper is [9], our
contribution differs from the previous one in the richness of measures adopted
and in evaluation proposed in the Linked Data environment.

6 Conclusion

In this paper we conducted some experiment with Jaccard-based concept sim-
ilarity measures based on the analysis of the instance alignments provided by
the sameAs network that connects DBpedia with some of the neighbourhood
data sets. Being the chosen domain very broad (i.e. DBpedia concepts) and
the alignments not focused on any specific application, we assumed to have very
noisy results which suggested the use of statistical methods a natural choice.

The first analysis on the experimental data showed the typical signs of a
power-based network, where a small number of sameAs bundles contained many
entities and the vast majority contained no more than five instances (see Figure
2). We devised four different scenarios under which analyse the behaviour of
classical Jaccard similarity measure, studying the influence of hierarchical infor-
mation in producing the alignments and the difference when choosing a broader
acceptance criteria.

The experimental results showed that Jaccard, for this particular DBpedia
experiment, provided very low values which makes it difficult to choose a good
threshold value which produced a fair amount of good alignments. The results
outlined that the use of hierarchical information in computing concepts similarity
measures increased drastically the number of alignments found but unfortunately
dropped the precision of the results as well making increasingly inconvenient to
consider further alignments below a given threshold. Conversely, by consider-
ing the concepts detached by a subclass hierarchy, Jaccard measures improve
steadily.

The relaxation of the acceptance criteria on the other hand, did not influence
the overall performance of the measures while giving better performances of the
respective more restrictive measures. This is not surprising since the alignments
found and the coefficients computed are the same when hierarchy is counted in or
not, and it changes only the criteria for the acceptance, and one criteria includes
the other. Ultimately, a less restrictive acceptance criteria, without hierarchy
information, gives us a better overall performance and stably produces a fair
amount of sensible alignments.
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This scenario suits best an approach where alignments can be proposed to
users for classification and where more elaborate alignments (i.e. not only concept
equivalence) can be exploited for integrating data.

Future work will include a better study of the sources of noise in Jaccard-
based methods when applied to the in order to provide a robust methodology
for aligning ontologies at Web scale.
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Abstract. Efficient query processing for RDF graphs is essential, be-
cause RDF is one of the most important frameworks supporting the
semantic web and linked data. The performance of query processing is
based on the storage layout. So far, a number of storage schemes for RDF
graphs have already been proposed. However most approaches must fre-
quently perform costly join operations, because they decompose an RDF
graph into a set of triples, store them separately, and need to connect
them to reconstruct a graph that matchs the query graph, and this pro-
cess requires join operations. In this paper, we propose a storage scheme
that stores RDF graphs as they are connected, without decomposition.
We focus on RDF documents, where adjacent triples have a high rela-
tionship and may be described for the same resource. So we define a set
of adjacent triples that refer to the same resource as an RDF paragraph.
Our approach constructs the table layout based on the RDF paragraphs.
We evaluate the performance of our approach through experiments and
demonstrate that our approach outperforms other approaches in query
performance in most cases.

1 Introduction

The Resource Description Framework (RDF) [7,12] is a flexible and concise
model for representing the metadata of resources on the web. RDF is the most
essential format used with linked data 1 and for achieving the Semantic Web
vision [5]. Using RDF, a particular resource can be described by RDF state-
ments, each of which forms a triple (subject, predicate, and object). The subject
is the resource being described, the predicate is the property being described
with respect to the resource, and the object is the value for the property. RDF
data consists of a set of RDF triples and thus the structure of RDF data is a
labeled, directed graph, in which subjects and objects correspond to the nodes,
and predicates correspond to the labeled, directed edges.

The amount of RDF data has become extremely large, for example, the linked
data has grown over the years. Thus the query processing of RDF data is an
essential issue. The performance of the query processing is based on the stor-
age layout. Various storage schemes for RDF data have already been proposed.

1 Linked Data: http://linkeddata.org/

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 231–247, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Subject Predicate Object

id:codd type FullProfessor

id:codd name Codd

id:codd teach id:course1

id:course1 name AAA

id:course1 room 0123

id:codd teach id:course2

id:course2 name BBB

id:course2 room 0124

id:codd email codd@...

id:jim type AssistantProfessor

id:xxx type Paper

id:xxx name XXX

id:xxx author id:codd

id:yyy type Book

id:yyy name YYY

id:yyy author id:codd

id:yyy author id:jim

Triple store Vertical partitioning
resource type

id:codd FullProfessor

id:jim AssistantProfessor

id:xxx Paper

id:yyy Book

resource name

id:codd Codd

id:course1 AAA

id:course2 BBB

id:xxx XXX

id:yyy YYY

resource teach

id:codd id:course1

id:codd id:course2

resource room

id:course1 0123

id:course2 0124

resource email

id:codd codd@...

resource author

id:xxx id:codd

id:yyy id:codd

id:yyy id:jim

resource type name teach email

id:codd FullProfessor Codd {id:course1, id:course2} codd@...

id:jim AssistantProfessor ... ... ...

resource name room

id:course1 AAA 0123

id:course2 BBB 0124

resource type name author

id:xxx Paper XXX {id:codd}

id:yyy Book YYY {id:codd, id:jim}

Property table

Fig. 1. RDF storage schemes; (a) Triple store (b) Vertical partitioning (c) Property
tables

Existing storage schemes are classified into three categories [16]: triple store
[2,6,8,9,18,13], vertical partitioning [2,1], and property tables [9,19,11,17]. These
are illustrated in Fig. 1, which depicts an example of storing RDF data using
each of these schemes.

The triple store is the simplest storage scheme and uses a big, flat table that
consists of three columns to store all RDF triples in it as shown in Fig. 1(a).
This scheme requires many self-join operations to construct answers from the
separated triples to match the given query graph. However, join ordering, which
is one of the most efficient query optimization methods, cannot be applied to
this scheme, because it stores properties as well as resources and values, and
thus it cannot estimate the statistics of each property. Moreover, the table is so
huge that the performance of selection operations also declines.

The vertical partitioning approach has been proposed to address this problem.
It consists of one or more two-column tables, in each of which the first column
contains the subjects and the second column contains the objects as shown in
Fig. 1(b). In this approach, one table is created for each property and the num-
ber of tables is equal to the number of types existing for the predicates. This
approach can maintain statistics about property values more easily and hence
its query performance is better than that of the triple store. Moreover, only
those properties required by the query need to be read. However, this approach
also decomposes RDF data into RDF triples and stores them in the tables corre-
sponding to their predicates. Therefore, the number of join operations preformed
during query processing is the same as that of the triple store.
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In order to improve the performance of query processing significantly, we have
to reduce the number of join operations. The property table is a solution that
has been proposed to address this issue. The property table shown in Fig. 1(c)
is composed of a set of multi-column tables, whose attributes are related to a
resource, that is, a tuple in a table consists of a set of triples that have the same
resources. One typical version of the property table approach stores all triples
that have the same subject as a tuple, where the first column contains the same
subjects and the other columns contain the objects of those subjects for each
property. In RDF, a resource can have one or more values for a property, and
therefore all the columns, except the first one, use an array type to store the
objects. For example, in the typical property table approach, given a book as a
resource, the ID of the book is stored in the first column, and it’s bibliographic
information, such as the title, authors, publishing date, isbn, and so on, are
stored in the second or later columns. In order to store multiple authors, the
type of the second or later columns is defined as an array.

The property table approach resembles materialized views used in relational
databases because the layout of the property table is similar to one that has
been merged by performing join operations among some two-column tables of
the vertical partitioning. In fact, Oracle [9] uses materialized views to construct
property tables. Oracle assumes that user demand and query workloads are given
and the structure of property tables is determined based on them. However, user
demand and query workload can not be obtained easily before the database runs
as a service. Furthermore, Levandoski and Mokbel [11], and FlexTable [17] use
RDF instance data to determine the structure of property tables. However, the
instance data has already been decomposed, and all connections are treated
equivalently. Hence the structure determined is based on only the instance data,
and does not take human intention into account at all. Therefore, we propose
an idea in which the structure of RDF documents is utilized to determine the
structure of property tables.

1.1 Overview

An RDF data forms a graph structure, but the graph structure cannot be written
as it is in RDF documents. Generally, an RDF document which is represented
in structured languages, such as RDF/XML, turtle, notation3, etc., consists of a
sequence of triples. We claim that the order of the triples in an RDF document
has a meaning, but the triples in a document almost never occur randomly. Thus
the adjacent triples may be described for the same resource, so that they can
connect and construct a graph that consists of the two triples. We call such
a graph that consists of a set of adjacent and connectable triples as an RDF
paragraph in this paper.

We believe that an RDF document is written to be easily understood by hu-
mans, and query structures must also be structured in human-readable form.
Therefore, using our approach, we hypothesize that the query performance im-
proves because the structures of RDF paragraphs and queries are similar and
the number of join operations can be reduced. In this paper, we propose the use
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of one of the property table approaches, called the paragraph table, that stores
RDF paragraphs taken from RDF documents as they are without modification.

Fig. 2 depicts an example of an RDF document and the paragraph table ap-
proach. In the document, there are four paragraphs. The first two paragraphs are
stored in paragraph table t1, and the last two are stored in t2. In addition to tables
t1 and t2, there is also a schema table and a connection table. The schema table
is used to map the structure of an RDF paragraph to table columns, because the
structure of the paragraph is represented as a graph but the paragraph must be
stored into a table flatly. The connection table is used to store the information
about the pairs of two columns that may be joined because a column of a table
may be joined to any column of any table. In this example, the first tuple of the
connection table means that there may be common resources between c1 of t1 and
c4 of t2.

In this paper, we do not consider the case where the paragraph tables are
merged or decomposed, but our approach can be applied to the existing ap-
proaches proposed in [17] and [11]. We evaluate the performance of our approach
through a series of experiments comparing the paragraph table with other stor-
age schemes using relational databases as the back-end. Based on the results, our
approach outperforms other approaches in query performance, in most cases.

The rest of this paper is organized as follows. We first define some terms for
our approach in Section 2. In Section 2.1, we explain the extraction algorithms of
a schema and instance tuples from an RDF paragraph. In Section 3, we explain
the usage of our proposed tables using an example. We evaluate the performance

<rdf:RDF ...>

<FullProfessor rdf:about=“id:codd”>

<name>Codd</name>

<teach rdf:resource=“id:course1”>

<name>AAA</name>

<room>0123</room>

</teach>

<teach rdf:resource=“id:cource2”>

<name>BBB</name>

<room>0124</room>

</teach>

<email>ted@...</email>

</FullProfessor>

<AssistantProfessor rdf:about=“id:jim”>

:

</AssistantProfessor>

:

<Paper rdf:about=“id:xxx”>

<name>XXX</name>

<author rdf:about=“id:codd”/>

</Paper>

<Book rdf:about=“id:yyy”>

<name>YYY</name>

<author rdf:about=“id:codd”/>

<author rdf:about=“id:jim”/>

</Book>

</rdf:RDF>

RDF documents

c1 c2 c3 c4 c5 c6 c7

id:codd FullProfessor Codd id:course1 AAA 0123 ted@...

id:codd FullProfessor Codd id:course2 BBB 0124 ted@...

id:jim Assistant

Professor

... ... ... ... ...

c1 c2 c3 c4

id:xxx Paper XXX id:codd

id:yyy Book YYY id:codd

id:yyy Book YYY id:jim

Paragraph Table Approach

:  RDF paragraph

tid1 cid1 tid2 cid2

t1 c1 t2 c4

t2 c4 t1 c1

t1 c1 t1 c1

t1 c4 t1 c4

t2 c1 t2 c1

t2 c4 t2 c4

paragraph table: t1

paragraph table: t2

connection table

tid subject predicate object

t1 c1 type c2

t1 c1 name c3

t1 c1 teach c4

t1 c4 name c5

t1 c4 room c6

t1 c1 email c7

t2 c1 type c2

t2 c1 name c3

t2 c1 author c4

schema table

Fig. 2. an RDF document and its storage, based on the paragraph table approach
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of Paragraph Tables though a series of experiments in Section 4. Finally, we
conclude in Section 5.

2 RDF Paragraphs

We present the definition of RDF paragraphs in this section. RDF paragraphs are
extracted from RDF documents. In general, adjacent triples in a document have
a high relationship and may be described for the same resource. So we briefly
define a set of adjacent triples that have the same resources in a document as
an RDF paragraph.

An RDF document is a plain text file used to describe and/or exchange RDF
data. There are some syntaxes, such as RDF/XML [20], Notation3 [4], Turtle [3],
and N-Triples [10]. All languages can describe a graph by a set of triples. When
parsing an RDF document using any language, triples can be extracted one by
one in the order of reading the document. We can thus use the information of
the order of triples in order to construct RDF paragraphs. We generate an RDF
paragraph from a set of adjacent triples that have the same resources.

Alg. 1. Generate RDF paragraphs from a document

Input: RDF document D
Output: a set of paragraph P

1 a set of paragraph P ← ∅
2 current paragraph P ← ∅
3 a list of triples T ← parse the document D
4 for t ∈ T do
5 if t.st = subject or object of a triple ∈ P then
6 P ← P ∪ t /* t is added into P */

7 else
8 P ← P ∪ P /* P is added into P */
9 P ← {t} /* create a new paragraph */

10 P ← P ∪ P /* The last process P is added into P */

11 return P

In order to map a paragraph to a table, we extract a schema graph and some
instances from a paragraph, then determine a table schema based on the schema
graph extracted, and store all the instances into the table as tuples. An RDF
paragraph forms a labeled directed graph with a root, G = (r, f, V, E, lV , lE),
where V is a set of nodes, E is a set of edges, f is a function that maps edges
to a pair of two nodes, lV and lE are label functions that map nodes and edges
to their labels, and r is a root node. We define a path the list of all edges that
connect from the root to a node in a paragraph. A set of nodes with the same
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path contracts to a node, which we call a schema node, and also a set of edges
with the same start node and the same labels contracts to an edge, which we call
a schema edge. A graph that is composed of a set of schema nodes and schema
edges is called a schema graph or schema Ŝ = (r̂, f, V̂ , Ê, lV̂ , lE), where r̂ is a

root schema node (r̂ ∈ V̂ ∨ r̂ �→ ∀v̂ ∈ V̂ ), V̂ is a set of schema nodes, Ê is a set
of schema edges and lV̂ is a label function that maps schema nodes to labels.

2.1 Extraction of Schema and Tuples from a Paragraph

In this section, we discuss how to extract a schema graph and tuples from a
paragraph. Alg. 2 shows the pseudo code explaining how to extract a schema
from a given paragraph G. Moreover, Alg. 3 shows how to extract an instance
tuple from a paragraph based on its schema. The extraction of a schema has to
be performed before that of tuples. Both functions are called recursively, that
is, these processes traverse in a depth-first manner. The normalization of the
order of edges for each node of a given paragraph have to be performed before
the extraction of a schema because there are many schemata in a denormalized
paragraph.

Alg. 2. Extraction of the schema graph getSchemaRecursive

Input: schema Ŝ, node v, schema node v̂, int p, int i
Output: the number of instances

1 Ŝ.V̂ ← Ŝ.V̂ ∩ v̂
2 s ← p
3 for Same label edges E ∈ v.edgeSet do
4 ê ← Create a schema edge from E

5 Ŝ.Ê ← Ŝ.Ê ∩ ê
6 for e ∈ E do
7 f ← p− i
8 Set f into e as the first access number
9 vc ← Get the node that is indicated from e

10 v̂c ← Create a schema node from vc
11 Connect from v̂ to v̂c by ê

12 p ← getSchemaRecursive(Ŝ, vc, v̂c, p, i)
13 l ← p
14 Set l into e as the last access number
15 if e is not the last of E then
16 p ← p+ i

17 i ← p− s+ 1

18 return p
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Alg. 3. Extraction of the instance tuple getInstanceRecursive

Input: instance T , node v, schema node v̂, int c

1 T ← T ∩ (v̂ ≺ v)
2 for ê ∈ v̂.edgeSet do
3 E ← Get edges with the same label ê from v
4 e[0] ← Get the first edge of E
5 f ← Get the first access number from e[0]
6 l ← Get the last access number from e[0]
7 |E| ← the number of edges E
8 m ← #c/(l − f)$%|E|
9 e[m] ← Get the mth edge of E

10 v̂c ← Get the schema node from ê
11 vc ← Get the node that is indicated from e[m]
12 getInstanceRecursive(T, vc, v̂c, c)

13 return T

Alg. 2 has two purposes: extraction of the schema, and labeling as preparation
to extract instances. For the arguments of Alg. 2, Ŝ is an empty schema graph,
v is the root node of G, v̂ is new schema root node generated based on v, and p
and i are set to 1. For the process of schema extraction, in lines 1, 4-5, and 10-11,
a schema graph is generated. The labeling process is done in lines 2, 7-8, and
13-17. The extracted schema graph is stored in the schema table by decomposing
it to triples (see the schema table in Fig. 2). The labeling process is to assign
two integers f(first access number) and l(last access number) to all edges which
are used to extract instances as in Fig. 3. f and l are calculated from integers p
and i.

E
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A C
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J

a

a

b

c

c

d

d

e

e

p=3, i=1, f=2

3

2

4

1

65

a

b

c

d

e

1 2 3 4 5 6

A B E D I

A B F D I

A C G D I

A C H D I

A B E D J

A B F D J

A C G D J

A C H D J

Schema

Instances

Paragraph

Fig. 3. Labeling as preparation for extracting instances from a paragraph
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Alg. 3 takes as input an empty instance T , a node v, a schema node v̂ and
an integer c. This algorithm makes it possible to get the cth instance tuple. So
this algorithm yields the number of instances with a different input for c. This
process uses the integers f and l labeled by Alg. 2.

3 Query Example

In this section, we explain the usage of our proposed tables through an example
of a query. Assuming we want to “find papers that are written by someone
who teaches a course named AAA.”, the query can be described at List 1 in
SPARQL [15].

List 1. SPARQL query

1 SELECT ?x ?y ?z
2 WHERE { ?x type Paper . ?x author ?y .
3 ?y teach ?z . ?z name ”AAA” . }

We first generate the preparatory SQL query in List 2 to get information on
which columns may be joined from the schema table and the connection table.
The query looks complicated but the cost is not large, because the sizes of both
tables are small.

The result of List 2 is shown in List 3. The first line indicates the attributes
and the second or lower lines indicate the instance tuples. The 1st tuple contains
four tables t1, t2, t3, and t4, the 2nd contains t5 and t6, and the 3rd contains
t7. In other words, in the 3rd, t7 can return a part of the answers without any
join.

Based on the results List 3, we then generate the final SQL query List 4.
The SQL contains three subqueries merged by UNION in FROM clause. Each
subquery corresponds to a tuple in List 3.

4 Experimental Evaluation

We conduct two experiments; one is to investigate whether useful paragraphs can
be extracted from actual RDF data, the other is to evaluate the performance of
the paragraph table approach compared to other approaches.

4.1 Statistics of Linked Data

We use the linked data as actual RDF data. We first download about 400 RDF
documents from the linked data project, and then we measure the statistics of
the paragraphs for the RDF documents in linked data. Fig. 4 depcts the scatter
plot between the average number of triples and the average depth of paragraphs
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List 2. Preparatory SQL query used to get joinable columns information

1 SELECT
2 t1 . tid T1 , t1 . subject s1 , t1 . object o1 ,
3 t2 . tid T2 , t2 . subject s2 , t2 . object o2 ,
4 t3 . tid T3 , t3 . subject s3 , t3 . object o3 ,
5 t4 . tid T4 , t4 . subject s4 , t4 . object o4

6 FROM
7 schema AS t1 , schema AS t2 ,
8 schema AS t3 , schema AS t4 ,
9 connection AS x , connection AS y ,

10 connection AS z

11 WHERE t1 . predicate = ’ t ype ’
12 AND t2 . predicate = ’ author ’
13 AND t3 . predicate = ’ t each ’
14 AND t4 . predicate = ’name ’
15 AND x . tid1 = t1 . tid AND x . cid1 = t1 . subject
16 AND x . tid2 = t2 . tid AND x . cid2 = t2 . subject
17 AND y . tid1 = t2 . tid AND y . cid1 = t2 . object
18 AND y . tid2 = t3 . tid AND y . cid2 = t3 . subject
19 AND z . tid1 = t3 . tid AND z . cid1 = t3 . object
20 AND z . tid2 = t4 . tid AND z . cid2 = t4 . subject

List 3. Result of List 2

T1 | s1 | o1 | T2 | s2 | o2 | T3 | s3 | o3 | T4 | s4 | o4
−−+−−+−−+−−+−−+−−+−−+−−+−−+−−+−−+−−
t1 | c1 | c2 | t2 | c1 | c2 | t3 | c1 | c2 | t4 | c1 | c2
t5 | c1 | c2 | t5 | c1 | c4 | t6 | c1 | c4 | t6 | c4 | c5
t7 | c1 | c2 | t7 | c1 | c3 | t7 | c3 | c4 | t7 | c4 | c5

for every RDF documents in linked data. The y-axis shows the average number
of triples in log scale. The x-axis shows the average depth of paragraphs. Each
cross mark means an RDF document which has many paragraphs. The red squere
represents the scatter plot between the average number of triples and the average
depth of all paragraphs and the values are 23.15 and 1.82 respectively.

From this figure, we know that the size of paragraph correlates with the depth
of paragraph. Moreover paragraphs tends to be widespread graphs because the
average number of triples par paragraph is 23.15 though the average depth par
paragraph is 1.82. Additionally we measured that the percentage of cyclic graphs
is only 2%. Hence, the results show that most paragraphs that are extracted from
actual RDF documents shaped widespread low trees. Therefore we can say that
the paragraph as a unit can be applied to actual RDF data, and is useful.
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List 4. SQL query generated based on List 3

1 SELECT c . x , c . y , c . z
2 FROM (
3 SELECT t1 . c1 x , t3 . c1 y , t4 . c1 z FROM t1 , t2 , t3 , t4
4 WHERE t1 . c2= ’ Paper ’ AND t4 . c2= ’AAA’
5 AND t1 . c1=t2 . c1 AND t2 . c2=t3 . c1 AND t3 . c2=t4 . c1
6 UNION
7 SELECT t5 . c1 x , t6 . c1 y , t6 . c4 z FROM t5 , t6 ,
8 WHERE t5 . c2= ’ Paper ’ AND t6 . c5= ’AAA’
9 AND t5 . c4=t6 . c1

10 UNION
11 SELECT t7 . c1 x , t7 . c3 y , t7 . c4 z FROM t7 ,
12 WHERE t7 . c2= ’ Paper ’ AND t7 . c5= ’AAA’
13 ) AS c
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Fig. 4. The scatter plot between the average number of triples and the average depths
of paragraphs for each document in linked data

4.2 Performance Evaluation

We evaluate the performance of the paragraph table approach comparing some
existing approaches. We utilize PostgreSQL 9.1 as a back-end database. We use
a machine where the CPU is an Intel Core2 Quad Q9450, and the main memory
size is 4 Gbytes in this experiment.

We compare the following strategies:

TripleStore is the simplest storage scheme and where we create two tables: the
id-value mapping table and the triple storing table. The former is used to map
string values to integer ids and contains two b-tree indices for the two columns.
The latter stores all triples flatly and contains 6 b-tree indices of subject, pred-
icate, object, subject-predicate, predicate-object, and subject-object.
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VerticalPartitioning has also an id-value mapping table and has some two-
column property tables, each of which is created for each predicate and stores
tuples, each of which consists of a subject and an object. We create two b-tree
indices of both columns for each two-column property table.

SameSubject is one of the property table approaches, where we create an
id-value mapping table and some multi-column property tables, each of which
stores a set of triples that have the same subjects as a tuple. The first column
stores the id of a resource, and the second or later columns are of the int array
type, because RDF supports multi-valued properties. We create some indices for
each multi-column property table: one is a b-tree index for the first column, the
others are GIN indices for the second or later columns using the intarray module
provided as a contribution of PostgreSQL.

FlexTable is another one of the property table approaches, which was imple-
mented by us based partly on [17]. The schema layout is similar to that of
SameSubject. FlexTable measures similarities between all combinations of two
tables using a method based on TF-IDF, and then two tables whose similarity
exceeds a threshold are merged to one table. The original FlexTable uses the
GiST index, but we use the GIN index for int array typed columns because
GiST index causes an error when storing large values in our environment.

ParagraphTable is our proposed paragraph table scheme, which is the another
of property table approaches. As with the other approaches, we create an id-value
mapping table. We create a schema table that has two b-tree indices, where the
one is for the table id column and the other is for predicate, subject and object
columns. The connection table has two b-tree indices for the first two columns
and the last two columns. A paragraph table creates indices for each column.

We use LUBM [14] as the experimental dataset. LUBM uses metadata about
universities, and you can give the number of universities as a parameter when
generating data. In particular, metadata about students, professors, lectures,
courses and publications for each university is generated in RDF documents. In
our experiments, we generated RDF documents for many universities, computed
the statistics of each file, and then we made 6 datasets, each of which consists
of 500k, 1M, 2M, 4M, 8M or 16M triples. The statistics are shown at Table 1.

Table 1. Experimental datasets generated from LUBM

#triples #docs size[bytes] #paragraphs #universities

500 k 500,973 72 40 M 83,490 4
1 M 998,230 144 80 M 166,180 7
2 M 2,002,594 290 162 M 333,137 14
4 M 3,999,967 579 324 M 665,591 29
8 M 8,003,576 1,159 649 M 1,332,517 57
16 M 16,002,910 2,316 1,299 M 2,663,974 115
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As experimental queries, we use the test queries that are defined by LUBM.
However, some queries are defined to evaluate the performance of inference func-
tions. For example, query 6 “(?X rdf:type Student)“ queries about only one class,
but it assumes both an explicit subClassOf relationship between UndergraduateS-
tudent and Student and the implicit one between GraduateStudent and Student.
So the result values bounded by ?X contain instances not only of Student but also
ofUndergraduateStudent andGraduateStudent. The storing schemes compared, in-
cluding our approach, do not support such inference queries, so we did not evaluate
the inference queries. In particular, we use queries 1, 2, 4, 7, 8, 9, and 14 in our ex-
periment. In the appendix, these queries are shown in SPARQL format.

Fig. 5 shows the results of the query processing times for the LUBM bench-
mark. The vertical axis of all figures depicts the processing times in log scale.
The horizontal axis of all figures only in Fig. 5(a). We omitted the legends of
represents the number of triples of the dataset. The legend is included the other
figures.

In queries 1, 7, and 8, the results are similar, because only our approach and
VerticalPartitioning are stablewithout relation to the number of triples of theRDF
data. In contrast, in the other approaches, the times increase in proportion to the
growth of the RDF data. In query 4, in a similar way, the times of SameSubject
and FlexTable are increasing according to the growth of the data, but the other
schemes including our approach are stable. In other words, VerticalPartitioning
and our approach have scalability in queries 1, 4, 7, and 8.

The reason for this is that SameSubject and FlexTable use the integer array
type to store multi-value properties so that the cost of a join operation between
an integer array in the property tables and an integer in the id-value table is
very large. In addition, TripleStore has to do some self-joins, each of which is
high cost because of the large number of records, and can not use join ordering
optimization.

Queries 7 and 8 are similar, so the results are similar too. The difference
between them is that query 8 is more complicated than query 7, and our approach
is worse than the vertical partitioning method in query 7, but our approach is
better than that in query 8. From this, we can say that our approach is suitable
for complicated queries.

In query 4, there are three stable schemes, our approach, VerticalPartitioning,
and TripleStore. In the three approaches, our approach is stable at the lowest
level. Thus, with a larger number of triples, our approach surpasses the other
approaches. The reason for this is that, in query 4, our approach needs no join
operations at all to construct the answer structure, but the other approaches
need as many as four join operations.

In the other queries, 2, 9, and 14, the times of all schemes increase propor-
tionately. Only in query 14 is our approach inferior, because query 14 is the
simplest query, so it does not use any join operations, and our approach needs
some union operations. However our approach is comparable to the other ap-
proaches in even the simplest query. Both queries 2 and 9 are structured as a
triangle by join operations. So the results of them are similar. The difference is
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Fig. 5. The query processing times (ms) for the LUBM benchmark
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that the selectivity of query 9 is lower than that of query 2. From this, we know
that our approach is better than the other three approaches when the selectivity
is lower, since our approach shows the best performance in query 9.

In all queries, except for query 14, our approach demonstrates the best or
the second best performance. In particular, when the structure of the query
matches to that of the paragraph in query 4 and 8, and when a query does not
include low-selectivity joins as in query 9, our approach outperforms the other
approaches.

5 Conclusion

In this paper, we present a novel idea holding that the structure of RDF
documents includes human intention and this should be used to determine the
structure of the storage layout. To successfully implement our idea, we proposed
various algorithms and special tables. In the results of a performance evaluation,
our approach achieves the best or the second best performance in all queries ex-
cept for one.

As future work, we must measure and evaluate the performance of data load-
ing. We have to consider the merging of similar tables and/or the division of
large sparse tables. Moreover, in our approach, the table layout is based on the
order of triples in documents, so we have to discuss the effects of the order of
triples.
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Appendix

The following SPARQL queries were used in our experiments and are based on
the LUBM query set. We chose queries that are not used for performance eval-
uation of inferences and modified them in order not to use inference processing.

Query 1 bears large input and high selectivity. It queries for just one class and
one property and does not assume any hierarchy information or inference.

SELECT ?X WHERE {
?X rdf : type ub : GraduateStudent .
?X ub : takesCourse
” h t t p ://www. Department0 . Uni vers i ty0 . edu/GraduateCourse0” .}

Query 2 increases in complexity: 3 classes and 3 properties are involved. And
there is a triangular pattern of relationships between the objects involved.

SELECT ?X ?Y ?Z WHERE {
?X rdf : type ub : GraduateStudent .
?Y rdf : type ub : University .
?Z rdf : type ub : Department .
?X ub : memberOf ?Z .
?Z ub : subOrganizationOf ?Y .
?X ub : undergraduateDegreeFrom ?Y .}

Query 4 has small input and high selectivity. Another feature is that it queries
for multiple properties of a single class. We changed the query from Professor to
FullProfeseor because we do not evaluate the performance of inference functions.

SELECT ?X ?Y1 ?Y2 ?Y3 WHERE {
?X rdf : type ub : FullProfessor .
?X ub : worksFor ” h t t p ://www. Department0 . Uni vers i ty0 . edu” .
?X ub : name ?Y1 .
?X ub : emailAddress ?Y2 .
?X ub : telephone ?Y3 .}

Query 7 is similar to Query 6, but it increases in the number of classes and
properties and its selectivity is high. We changed it from Student to Undergrad-
uateStudent.

SELECT ?X ?Y WHERE {
?X rdf : type ub : UndergraduateStudent .
?Y rdf : type ub : Course .
?X ub : takesCourse ?Y .
” h t t p ://www. Department0 . Uni ver s i t y0 . edu/Assoc i a tePro f e s sor0 ”

ub : teacherOf ?Y .}
Query 8 is additionally more complex than Query 7 by including one more
property. We changed it from Student to UndergraduateStudent.
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SELECT ?X ?Y ?Z WHERE {
?X rdf : type ub : UndergraduateStudent .
?Y rdf : type ub : Department .
?Y ub : subOrganizationOf ” h t t p ://www. Uni vers i ty0 . edu” .
?X ub : memberOf ?Y .
?X ub : emailAddress ?Z .}

Query 9 has a triangular pattern of relationships like query 2. In the original
query, the types of X, Y and Z are defined as Student, Faculty, and Course,
respectively. We deleted them since they are for inference functions. As a result,
the selectivity is lower than that of query 2.

SELECT ?X ?Y ?Z WHERE {
?X ub : advisor ?Y .
?Y ub : teacherOf ?Z .
?X ub : takesCourse ?Z .}

Query 14 is the simplest in the test set. This query represents those with large
input and low selectivity and does not assume any hierarchy information or
inference.

SELECT ?X WHERE {?X rdf : type ub : UndergraduateStudent .}
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Abstract. The trend cluster discovery retrieves areas of spatially close
sensors which measure a numeric random field having a prominent data
trend along a time horizon. We propose a computation preserving al-
gorithm which employees an incremental learning strategy to continu-
ously maintain sliding window trend clusters across a sensor network.
Our proposal reduces the amount of data to be processed and saves the
computation time as a consequence. An empirical study proves the ef-
fectiveness of the proposed algorithm to take under control computation
cost of detecting sliding window trend clusters.

1 Introduction

The trend cluster discovery, as a spatio-temporal aggregate operator, may play
a crucial role in the decision making process of several sensing applications.
Initially formulated for data warehousing, trend cluster discovery gathers spa-
tially clustered sensors whose readings for a numeric random field show a similar
trend (represented by a time series) along a time horizon. In our previous stud-
ies, we resorted to a segmentation of the time in consecutive windows such that
trend clusters can be discovered window per window [1]; the representation of
a trend can be compressed by applying some signal processing techniques [2];
trend clusters can be used to feed a trend based cube storage of the sensor data
[3]. Anyway, trend clusters are always discovered along the time horizons of non-
overlapping widows; in this way trend clusters discovered in a window do not
share, at least explicitly, any knowledge with trend clusters discovered in any
other window. While in a data stream system, sliding window computation [4]
is often considered. Thus, in this paper we explore sliding window trend cluster
discovery which seeks for trend clusters over the latest data constrained by a
sliding window.

The main challenge of maintaining sliding window knowledge is how to mini-
mize the computation cost (memory and time usage) during the discovery pro-
cess. We face this challenge for the trend cluster discovery by a novel technique,
called Sliding WIndow Trend cluster maintaining algorithm (SWIT), that effi-
ciently maintains accurate sliding window trend clusters which arise in a sensor
network. Each time new data are collected from the network, they are tempo-
rally buffered in a graph data synopsis. For each trend cluster which is presently
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maintained, the oldest time point is discarded. Clusters which are spatially close
and share a similar trend along the time horizon under consideration are merged.
Finally, trend clusters are spatially split in case they do not fit data trends until
the present.

The paper is organized as follows. Section 2 report basic definitions, while
Section 3 presents the algorithm SWIT. The empirical evaluation of SWIT on
real streams is illustrated in Section 4 and conclusions are drawn.

2 Basics and Problem Definition

Sensor readings are arranged in data snapshots which feed a sensor data stream.

Definition 1 (Snapshot). Let Z be a numeric field, the snapshot of Z at the
time t is modeled by a field function zt : Kt �→ Z where Kt (Kt ⊆ R2) is the
finite set of 2D points which geo-reference sensors that produced a datum in t.
zt assigns a sensor position (x, y) ∈ Kt to a reading of Z at the time t.

Definition 2 (Sensor data stream). Let K be a sensor network which mea-
sures Z; T be the time line discretized in transmission points; K : T �→ P (K)
be a function which assigns a point t ∈ T to the sensor set Kt (Kt ⊆ K) which
are switched-on in t. The stream z(T,K) is the time unbounded sequence of
snapshots zt(·) which are produced from K at the consecutive time points of T .

The sliding window model of a sensor network stream can be defined.

Definition 3 (Sliding window). Let z(T,K) be a sensor data stream, w be
a window size (w > 1). The w-sized sliding window model of z(T,K) is the
sequence of windows defined as follows:

slide(z(T,K), w) = ω
t1→tw

z(T,K), ω
t2→tw+1

z(T,K), . . . , ω
ti−w+1→ti

z(T,K), . . .

(1)
with each window ω

rti−w+1→ti
z(T,K) = 〈zti−w+1(·), zti−w+2(·), . . . , zti(·)〉.

A trend cluster is defined in [1] as a spatio-temporal summarizer of a window of
snapshots of a numeric random field Z produced through a sensor network.

Definition 4 (Trend Cluster). Let z(T,K) be a sensor data stream, a trend
cluster in z(T,K) is a triple (ti → tj , c, z), where ti → tj is the time horizon; c
enumerates the “spatially close” sensors whose readings exhibit a “similar tem-
poral variation” from ti to tj; z is the time series of Z readings aggregated on c.
Aggregates are computed at each time point from ti to tj.

As in [1], a distance-based definition of the spatial closeness relation between
sensors is adopted.

Definition 5 (Sensor Spatial Closeness Relation). Let d be a user-defined
distance bandwidth, a sensor A is close to a sensor B if A is far at worst d
from B.
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Similarly, the trend similarity can be bounded by a similarity threshold δ.

Definition 6 (Trend Similarity Measure). Let δ be a domain similarity
threshold, zA and zB be two time series of Z having time horizon H; Then

trendSim(zA, zB) = 1− 1

|H |
∑
ti∈H

I(zti(A), zti(B)), (2)

where I(zti(A), zti(B)) = 0 if ‖zti(A), zti(B)|‖ ≤ δ; otherwise 1.
trendSim(zA, zB) = 1 means that A and B share a similar trend over H.

3 Sliding Window Trend Cluster Maintaining

A buffer consumes a present snapshot and pours it into SWIT to slide the pre-
vious discovered set of trend clusters to the present time. Let w be the size of
a sliding window, δ be the domain similarity threshold, d be the distance band-
width for the spatial closeness relation between sensors, and ti be the present
time. The input data to the discovery process are the present snapshot and the
set of sliding window trend clusters as it was detected at the previous time ti−1.
The output is the set of sliding window trend clusters as it is updated to the time
ti. The learning strategy is three-stepped. First, the snapshot zti(·) is buffered
into a data synopsis and trend values now maintained for the oldest time point
ti−w are discarded. Then, spatially close trend clusters which share a similar
trend along ti−w+1 → ti−1 are merged. Finally, trend clusters are split accord-
ing to data in the present snapshot. It is noteworthy that d, δ and w can be
set-out according to the general knowledge we have on the network design (e.g.
average distance between sensors) and the random field in analysis.

3.1 Snapshot Acquisition Phase

The acquisition phase loads the snapshot into the graph data synopsis γK and
updates the set of trend clusters which is maintained in the graph data synopsis
γTC by discarding the trend information associated to the oldest time point.

Storing the Snapshot in γK . The data synopsis γK loads snapshotted data
and logs transmission status (switched on/off) of network sensors during the
sliding window (see Figures 1(a)-1(b)). A graph structure models the spatial ar-
rangement of sensors which transmitted at least once along the sliding window:
graph nodes represent sensors and graph edges virtually link sensors which are
spatially close (see Definition 5) across the network. Each graph node is one-
to-one associated to an auxiliary data structure which comprises a real valued
data slot (snapshot value slot) and a w-sized binary bucket (window transmis-
sion bucket). The snapshot value slot loads the sensor reading, if any, which is
comprised in zti(·). The window transmission bucket loads 0/1 for each time
point in the sliding window: 0 for a missing reading; 1 otherwise. A datum is
maintained in its slot until a new snapshot arrives; the binary information stored
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(a) Sensor data stream (with w = 4) (b) γK (in time t5)

(c) γTC (graph
structure at time
t4 with sliding
window t1 → t4) (d) γTC (auxiliary struc-

ture before zt5(·))
(e) γTC (auxiliary struc-
ture after zt5(·) is acquired

Fig. 1. A sensor data stream. The numeric reading of a random field Z is plotted in
the circle representing the sensor (Figure 1(a)). A watch on γK (Figure 1(b)) once the
snapshot zt5(·) is poured in SWIT. A watch on γTC between t4 and t5 (Fig. 1(c)- 1(d)).

in the bucket is subject to the sliding window mechanism. The storage of the
snapshot zti(·) in γK is three-stepped. In the first step, sensor readings are stored
in γK . Each window transmission bucket is shifted-on-left such that the oldest
time point is discarded and 0/1 is added at the present time. In particular, for
each sensor A ∈ Kti , SWIT distinguishes two cases.

(1) A is already modeled by a graph node. zti(A) is stored in the snapshot
value slot of its auxiliary data structure. 1 is stored at the present time of the
window transmission bucket.

(2) A is not yet modeled by a graph node. A new graph node to represent A
and new edges to connect A to the neighbor sensors are created. The node is
associated to its auxiliary data structure with a zero-valued window transmission
bucket. zti(A) is loaded in the snapshot value slot and 1 is is stored at the present
time of the window transmission bucket.

In the second step, SWIT purges sensors which were continually inactive along
the window. In particular, sensors which index a zero-valued window transmis-
sion bucket are purged from γK . To purge a sensor from γK , the associated
node, edges and auxiliary data structure are disposed. Finally, in the third step,
missing data in zti(·) are interpolated. A datum is expected to be known at ti if
it should come from a sensor that was active in the window (whose graph node
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survived to the purge). The interpolate is the inverse distance weighted (IDW1)
sum of spatially close readings in the snapshot. Interpolated data are loaded in
γK like the real readings of the transmitting sensors. Proposition 1 analyzes the
size of γK .

Proposition 1. Let z(K,T ) be the sensor stream, w be the sliding window size.
For each time point ti ∈ T , then size(γK) ≤ size(window) with w ≥ 2.

Proof. Let n be the number of sensors transmitting in the window. We con-
sider that (1) size(window) = size(g) + n × w × size(float) where size(g) is
the size of the graph structure (edges and nodes) and (2) size(γK) = size(g) +
n× size(float)+n× w × size(bit). Based on (1) and (2), size(γK) can be equiv-

alently written as w ≥ size(float)
size(float)−1 . As it is reasonable that size(float)

size(float)−1 ≤ 2,

then Proposition is always satisfied with w ≥ 2.

Sliding Trend Clusters in γTC . The data synopsis γTC uses a graph to
maintain the set of trend clusters (see Figures 1(d)-1(e)). Each graph node of
γTC represents a trend cluster as it was discovered at the previous time point.
The node indexes an auxiliary data structure which maintains the set of sensors
(sensor set) grouped in the cluster and the w-sized time series (trend bucket)
which describes the data trend along the window. Trend is described by a series
of triples. Each triple is timestamped at a transmission point of the window and
collects the minimum, the maximum and the mean of the clustered readings for
the sensor set in the time point. Finally, graph edges link spatially close trend
clusters (i.e. trend clusters grouping at least a pair of spatially close sensors).
Once zti(·) arrives, trend clusters obtained at time ti−1 and now maintained
in γTC are slid. For each graph node of γTC , the oldest trend triple (i.e. that
timestamped with ti−w) in the associated trend bucket is discarded. The sensor
set is updated by removing sensors which are no more maintained in γK . If the
sensor set of a trend cluster runs out of sensors, the trend cluster is purged from
γTC , that is, its graph node, edges and auxiliary data structure are disposed.

3.2 Merging Phase

The merging phase inputs γTC ; identifies spatially close trend clusters which
share a similar trend over ti−w+1 → ti−1; and applies the merge operator μ(·, ·)
to obtain a trend cluster which replaces them in γTC . For each pair of spatially
close trend clusters (i.e. edged nodes in γTC), the similarity condition is checked.

Definition 7 (Trend Cluster Similarity Condition). Let tca = (H, ca, za)
and tcb = (H, cb, zb) be two trend clusters along the time horizon H with za
and zb be time series of triples (mean, min, max) . trendClusterSim(tca, tcb) =
true iff ∀ti ∈ H,max(maxa[ti],maxb[ti]) − min(mina[ti],minb[ti]) ≤ δ; other-
wise trendClusterSim(tca, tcb) = false.

The merge operator is defined in the followings.

1 IDW[5] is a simple interpolate which is frequently used in spatial statistics.
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Definition 8 (Trend Cluster Merge Operator μ). Let tca = (H, ca, za)
and tcb = (H, cb, zb) be two trend clusters. The merge operator μ inputs tca
and tcb and outputs a new trend cluster tc = (H, c, z) such that c = ca ∪ cb

and for each ti ∈ H, meanz[ti] =
meanza [ti]×|ca|+meanzb

[ti]×|cb|
|ca|+|cb| , minz[ti] =

min(minza [ti],minzb[ti]) and maxz [ti] = max(maxza [ti],maxzb [ti]).

We observe that the operator μ, when applied to spatially close trend clusters
tca and tcb, which satisfy the trend similarity condition, outputs a trend cluster
(according to Definition 4). The proof is a consequence of the existence of a
spatial closeness relation and trend similarity relation between tc.a and tc.b.

The merging process repeatedly applies the merge operator μ(·, ·) to trend
clusters maintained in γTC each time the merge conditions are satisfied. For
each graph node tca of γTC , its neighborhood, ηtca , in γTC is constructed. ηtca
collects graph nodes (trend clusters) directly linked (spatially close) to tca in
γTC . Then, for each node tcb ∈ ηtca , the trend similarity condition between tca
and tcb is evaluated. This similarity judgment accounts for trends along the time
horizon ti−w+1 → ti−1; data at time ti will be considered in the splitting phase
only. In case the trend cluster similarity condition is satisfied, tca and tcb are
merged in a single trend cluster. The computed trend cluster μ(ta, tb) replaces
tca in γTC , while tcb is definitely removed from γTC . The sensor set and the
trend bucket indexed by tca are updated in order to maintain the cluster and
the trend as they are computed by the merge operator. Before removing tcb,
the edges connecting tcb to the remaining nodes in the graph are moved on
tca. Finally, the graph node tcb (and the associated auxiliary data structure) is
disposed. The neighborhood construction and the merging of its members to the
current trend cluster are repeated until there is no further trend cluster which
was merged to in last iteration.

3.3 Splitting Phase

The splitting phase inputs γK and γTC , splits trend clusters now stored in γTC

according to the data in the snapshot, extends trend information until present
time, creates a new trend cluster for each sensor which is switched-on just now.
For each trend cluster tc now maintained in γTC , the sensors which are grouped
in tc are considered and a spatial clustering of their readings in z(ti) is computed.
Spatial clustering is done by a graph partitioning technique which splits sensors
(nodes) in groups of spatially close (graph edged) sensors whose readings in ti
are similar through the clustering, that is, c is a cluster iff |max(c)−min(c)| ≤ δ.
Detected spatial clusters drive the splitting of tc in distinct trend cluster whose
trends are now fitted to the present snapshot. In particular, for each spatial
cluster c, a new trend cluster splitT c having time horizon ti−w+1 → ti is created.
splitT c has the spatial cluster c and the trend of tc from ti−w+1 to ti−1 which
is extended with the triple (mean, min, max) timestamped at ti and computed
on the clustered readings in ti. Each new trend cluster is modeled as a new
graph node in γTC , while tc will be purged from γTC . To complete the process,
SWIT considers sensors modeled in γK which are not yet collected in any trend
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cluster of γTC (i.e. sensors which are switched-on just in ti). For each one of
these sensors, a new trend cluster is created; this trend cluster is associated to
an unknown trend for past times in the window.

4 Experimental Study

SWIT is written in Java and evaluated on two real sensor data streams. The
Intel Berkeley Lab 2 (ILB) stream collects in-door temperature (in Celsius De-
grees) transmitted every 31 seconds from 54 sensors deployed in the Intel Berke-
ley Research lab between February 28th and April 5th 2004. A sensor is close
to the nearest sensors with d = 6mt. Readings are noised by outliers. Sev-
eral sensors are often switched-off during the transmission time. By a box plot,
we deduce that temperature ranges in [9.75, 34.6]. The South American Air
Climate 3 (SAAC) stream collects monthly-mean out-door air temperature (in
Celsius Degrees) recorded between 1960 and 1990 for a total of 6477 sensors.
A sensor is close to the nearest sensors with d = 0.5o. Temperature ranges in
[-7.6, 32.9].

Experiments are run on Intel Pentium M Processor@2.20GHz (2.0 GiB RAM
Memory) running Windows 7 Professional 32 bit with the parameter settings
in Table 1. SWIT is compared to W-by-W which performs trend cluster dis-
covery from scratch in each window by running the algorithm in [1] in a slid-
ing window framework. The learning time (in millisecs) quantifies the time
spent to maintain sliding window trend clusters once a new snapshot is ac-
quired in the stream. The accuracy error quantifies how accurate sliding win-
dow trend clusters are in summarizing recently windowed data. It is computed
as the root mean square error of each sensor reading in the sliding window
once the reading is interpolated by the trend of the cluster which groups in the
sensor.The error rate is a misclassification error to measure how many times
a sensor is grouped in an unexpected cluster. The expected clusters are the
trend clusters discovered by W-by-W. Then for each trend cluster tc discov-
ered by SWIT, we determine the baseline cluster which groups the majority of
its sensors, and label tc with this majority baseline. This error is computed in
percentage.

Experimental results, collected window by window, are averaged on the slid-
ing windows and reported in Table 2. They suggest several considerations. The
sliding window trend clusters provide an accurate insight in trends and clus-
ters in the recent past. The incremental learning strategy speeds-up sliding
window trend cluster discovery. This result gains relevance by enlarging win-
dow/network size. Trend clusters maintained by SWIT do not move too much
from those discovered by W-by-W. In particular, the error rate is always low
(with picks of 8% in IBL and 26% in SAAC). The error tends to decrease by
enlarging w.

2 http://db.csail.mit.edu/labdata/ labdata.html
3 http://climate.geog.udel.edu/∼climate/html pages/archive.html
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Table 1. SWIT vs W-byW: parameter settings

d δ w d δ w

IBL 6mt 2.5 32, 64, 128 SAAC 0.25o 4 6, 12, 24

Table 2. SWIT vs W-by-W: statistics averaged on sliding windows

SWIT W-by-W
stream w δ time (ms) rmse #trend clusters time (ms) rmse #trend clusters error rate%
IBL 32 2.5 2.38 0.75 3.53 24.31 0.74 3.57 9.67
IBL 64 2.5 4.01 0.73 4.68 49.07 0.73 4.41 8.24
IBL 128 2.5 11.48 0.70 7.22 104.89 0.70 5.46 4.46

SAAC 6 4 9595.95 1.43 56.08 44017.49 1.53 36.31 16.00
SAAC 12 4 9024.30 1.34 70.64 60952.52 1.45 46.72 17.50
SAAC 24 4 8456.80 1.35 96.60 95688.27 1.38 49.97 19.91

5 Conclusions

We have presented an incremental strategy to maintain sliding window trend
clusters in a sensor network. The proposed strategy reduces the amount of pro-
cessed data by saving computation time. We plan to integrate sliding window
trend cluster discovery in a system to detect concept drift in a sensor network.
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Abstract. Subsequence matching has appeared to be an ideal approach
for solving many problems related to the fields of data mining and sim-
ilarity retrieval. It has been shown that almost any data class (audio,
image, biometrics, signals) is or can be represented by some kind of time
series or string of symbols, which can be seen as an input for various sub-
sequence matching approaches. The variety of data types, specific tasks
and their solutions is so wide that their proper comparison and com-
bination suitable for a particular task might be very complicated and
time-consuming. In this work, we present a new generic Subsequence
Matching Framework (SMF) that tries to overcome the aforementioned
problem by a uniform frame that simplifies and speeds up the design, de-
velopment and evaluation of subsequence matching related systems. We
identify several relatively separate subtasks solved differently over the lit-
erature and SMF enables to combine them in a straightforward manner
achieving new quality and efficiency. The strictly modular architecture
and openness of SMF enables also involvement of efficient solutions from
different fields, for instance advanced metric-based indexes.

1 Introduction

A large fraction of the data being produced in current digital era is in the form
of time series or can be transformed into sequences of numbers. This concept
is very natural and ubiquitous: audio signals, various biometric data, image
features, economic data, etc. are often viewed as time series and need to be also
organized and searched in this way.

One of the key research issues drawing a lot of attention during the last two
decades is the subsequence matching problem, which can be basically formulated
as follows: Given a query sequence, find the best-matching subsequence from
the sequences in the database. Depending on the specific data and application,
this general problem has many variants – query sequences of fixed or variable
size, data-specific definition of sequence matching, requirement of dynamic time
warping, etc. Therefore, the effort in this research area resulted in many ap-
proaches and techniques – both, very general and those focusing on a specific
fragment of this complex problem.

The leading authors in this field identified two main problems that limit the
comparability and cooperation potential of various approaches: the data bias (al-
gorithms are often evaluated on heterogeneous datasets) and the implementation
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bias (the implementation of the specific technique can strongly influence exper-
iment results) [1]. The effort to overcome the data bias is expressed by founding
a common set of data collections [2] which is publicly available and that should
be used by any consequent research in this area. However, the implementation
bias lingers, which also obstructs a straightforward combination of compatible
approaches whose interconnection could be fruitful.

Analysis of this situation brought us to conclusion that there is a need for
a unified environment for developing, prototyping, testing, and combination of
subsequence matching approaches. After a brief overview and analysis of current
state of the field (Section 2), we propose a generic subsequence matching frame-
work (SMF) in Section 3. Section 4 contains a detailed example of design and
realization of a subsequence matching algorithm with the aid of SMF. The paper
concludes in Section 5 by future research directions that cover possible perfor-
mance boost enabled by a straightforward cooperation of SMF with advanced
distance-based indexing and searching techniques [3,4]. Due to space limitations,
an extended version of this work is available as a technical report [5].

2 Subsequence Matching Approaches

The field opening paper by Faloutsos et al. [6] introduced a subsequence matching
application model that has been used ever since only with smaller modifications.
The model can be summarized in the following four steps that should be adopted
by a subsequence matching application:

slicing of the time series sequences (both data and query) into shorter subse-
quences (of a fixed length),

transforming each subsequence into lower dimension,
indexing the subsequences in a multi-dimensional index structure,
searching in the index with a distance measure that obeys the lower bounding

lemma on the transformed data.

Originally [6], this approach was demonstrated on a subsequence matching al-
gorithm that used the sliding window approach to slice the indexed data and
disjoint window for the query. The Discrete Fourier Transformation (DFT) was
used for dimensionality reduction and the data was indexed using the minimum
bounding rectangles in R-Tree [7]. The Euclidean distance was used for searching
since it satisfies the lower bounding lemma on data transformed by DFT.

The data representation and the choice of distance function are fundamen-
tal questions for each specific application. Current approaches regarding these
questions were thoroughly overviewed and analyzed [5] with a conclusion that
the questions of data representation and distance function can be practically
separate from the specific subsequence matching algorithm; it is important to
pair the data representation and the distance function wisely in order to satisfy
the lower bounding lemma [6].

The work by Faloutsos et al. [6] encouraged many following works. Moon
et al. [8] suggested a dual approach for slicing and indexing sequences. This
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DualMatch uses the sliding windows for queries and disjoint windows for data
sequences to reduce the number of windows that are indexed. DualMatch was
followed by the generalization of windows creation method called GeneralMatch
[9]. Another significant leap forward was made by the effort of Keogh et al. in
their work about exact indexing of Dynamic Time Warping [10]. They introduced
a similarity measure that is relatively easy to compute and it lower-bounds the
expensive DTW function. This approach was further enhanced by improving I/O
part of the subsequence matching process using Deferred Group Subsequence
Retrieval introduced in [11].

If we focus on the performance side of the system, we have to employ enhance-
ments like indexing, lower bounding, window size optimization, reducing I/O
operations or approximate queries. Lots of approaches for building subsequence
matching applications often use the very same techniques for solving common
sub-tasks included in the whole retrieval process and changes only some parts
with some novel approach. As a result, the same parts of the process (like DFT
or DWT) are implemented repeatedly which leads to the phenomenon of the
implementation bias [1]. The modern subsequence matching approaches [11,10]
employ many smaller tasks in the retrieval process that solve sub-problems like
optimizing I/O operations. Implementations of routines that solve such sub-
problems should be reusable and employable in similar approaches. This led
us to think about the whole subsequence matching process as a chain of sub-
tasks, each solving a small part of the problem. We have observed that many of
the published approaches fit into this model and their novelty is often only in
reordering, changing or adding new subtask implementation into the chain.

3 Subsequence Matching Framework

In this section, we describe the general Subsequence Matching Framework (SMF)
that is currently available under GPL license at http://mufin.fi.muni.cz/smf/.
The framework can be perceived on the following two levels:

– on the conceptual level, the framework is composed of mutually cooperating
modules, each of which solves a specific sub-task, and these modules are
cooperating within specific subsequence matching algorithms;

– on the implementation level, SMF defines the functionality of individual
module types and their communication interfaces; a subsequence matching
algorithm is implemented as a skeleton that combines module types in a spe-
cific way and these can be instantiated by actual module implementations.

In Section 3.1, we describe the common sub-problems (sub-tasks) that we iden-
tified in the field and we define corresponding module types (conceptual level).
Further, in Section 3.2, we justify our approach by describing fundamental sub-
sequence algorithms in terms of SMF modules and we present a straightforward
implementation of these algorithms within SMF. Section 3.3 is devoted to details
about implementation of the framework.
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Table 1. Notation used throughout this paper

Symbol Definition

S[k] the k-th value of the sequence S

S[i : j] subsequence of S from S[i] to S[j], inclusive

S.len the length of sequence S

S.id the unique identifier of sequence S

S′.pid if S′ is subsequence of S then S′.pid = S.id

S′.offset if S′ = S[i : j] then S′.offset = i and S′.len = j − i + 1

D(Q,S) distance between two sequences Q and S

The key term in the whole framework is, naturally, a sequence. As we want
to keep the framework as general as possible, we do not lay practically any re-
strictions on the components of the sequence – it can be integers, real numbers,
vectors of numbers, or any more sophisticated structures. The sequence similar-
ity functions are defined relatively independently of specific sequence type (see
Section 3.3). In the following, we will use the notation summarized in Table 1.

3.1 Common Sub-problems: Modules in SMF

Studying the field of subsequence matching, we identified several common sub-
problems addressed by a number of approaches in some sense. Specifically, we
can see the following sub-tasks that correspond to individual modules in SMF.

Data Representation (Module: Data Transformer). The raw data se-
quences entering an application are often transformed into other representation
which can be motivated either by simple dimensionality reduction (DFT, DWT,
SVD, PAA) [6,12,13,14] or also by extracting some important characteristics
that should improve the effectiveness of the retrieval [15]. In either case, the
general task can be defined simply as follows: Transform given sequence S into
another sequence S′. We will use the symbol in Figure 1 (a) for this data trans-
former module. The following table summarizes information about this module
and gives a few examples of specific approaches implementing this functionality.

data transformer transform sequence S into sequence S′

DFT apply the DFT on sequence of real numbers S [6]
PAA apply the PAA on sequence of real numbers S [14]

Landmarks extract landmarks from sequence S [15]

Windows and Subsequences (Module: Slicer). Majority of the subse-
quence matching approaches partitions the data and/or query sequences into
subsequences of, typically, fixed length (windows) [6,8,9,11]. Again, this task can
be isolated, well defined, and the implementation can be reused in many variants
of subsequence matching algorithms. Partitioning a sequence S, each resulting
subsequence S′ = S[i : j] has S′.pid = S.id , S′.offset = i, and S′.len = j − i+1.
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Fig. 1. Types of SMF modules and their notation

The module will be denoted as in Figure 1 (b) and its description and specific
examples are as follows:

sequence slicer partition S into list of subsequences S′
1, . . . , S

′
n

disjoint slicer partition S disjointly into subsequences of length w [6]
sliding slicer use sliding window of size w to partition S [6]

Sequence Distances (Module: Distance Function). There is a high num-
ber of specific distance functions D that can be evaluated between two sequences
S and T . The intention of SMF is to partially separate the distance functions
from the data and to use the specific distance function as a parameter of the
algorithm (see Section 3.3 for details on realization of this independence). Of
course, it is the matter of configuration to use appropriate function for respective
data type, e.g. to preserve the lower bounding property. The distance functions
symbol is in Figure 1 (c) and it can be summarized as follows:

distance function evaluate dissimilarity of sequences S, T
Lp metrics evaluate distance Lp on equally long number sequences

DTW use DTW on any pair of number sequences S, T [16]
ERP calculate Edit distance with Real Penalty on S, T [17]

LB PAA, LB Keogh measures which lower-bound the DTW [10]

Efficient Indexing (Module: Distance Index). An efficient subsequence-
matching algorithm typically employs an index to efficiently evaluate distance-
based queries on the stored (sub-)sequences using the query-by-example paradigm
(QBE). Again, we see the choice of the specific index as a relatively separate com-
ponent of the whole algorithm and thus as an exchangeable module. Also, we see
a space for improvement in boosting the efficiency of this component in future.
We denote this module as in Figure 1 (d):

distance index evaluate efficiently distance-based QBE queries
R-Tree family index sequences as n-dimensional spatial data

iSAX tree use a symbolic representation of the sequences [18,19]
metric indexes index and search the data according to mutual distances [3]
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Fig. 2. Schema of the fundamental subsequence matching algorithm [6]

Efficient Aligning (Module: Sequence Storage). The approaches that
use sequence slicing typically also need to store the original whole sequences.
The slice index (for window size w) returns a set of candidate subsequences S′,
S′.len = w each matching some query subsequence Q′ such that Q′.len = w. If
the query sequence Q is actually longer than w, the subsequent task is to align Q
to corresponding subsequence S[i : (i+Q.len−1)] where i = S′.offset−Q′.offset
and S.id = S′.pid . To do this aligning for each S′ in the candidate set may be
very demanding. For smaller datasets, this can be done in memory with no spe-
cial treatment, but more advanced approaches are profitable on disk [11]. We
will call this module sequence storage (Figure 1 (e)) and it is specified as follows:

sequence storage store sequences S and return S[i : j] for given S.id
hash map basic hash map evaluating queries one by one

deferred retrieval deferred group sequence retrieval (I/O efficient) [11]

3.2 Subsequence Matching Strategies in SMF

Staying at the conceptual level, let us have a look at the whole subsequence
matching algorithms and their composition from individual modules introduced
above. As an example, we take again the fundamental algorithm [6] for general
subsequence matching of queries Q, Q.len ≥ w for an established window size
w. The schema of a slight modification of this algorithm is in Figure 2. The
solid lines correspond to data insertion and the dash lines (with italic labels)
correspond to the query processing.

A data sequence S is first partitioned by the sliding window approach (slid-
ing slicer module) into slices S′ = S[i : (i + w − 1)], these are transformed
by Discrete Fourier Transformation (data transformer module DFT), and the
Minimum Bounding Rectangles (MBR) of these transformed slices are stored
in an R∗-tree storage (distance index module); the original sequences S is also
stored (whole sequence storage module). Processing a subsequence query, the
query sequence Q is partitioned using the disjoint slicer module, each slice Q′
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(Q′.len = w) is transformed by DFT and it is searched within the slice index (us-
ing L2 distance or a simple binary function intersect). For each of the returned
candidate subsequences S′, a query-corresponding alignment S[i : (i+Q.len−1)]
is retrieved from the whole storage (see above for details) and the candidate set
is refined using L2 distance D(Q, S[i : (i + Q.len − 1)]).

Preserving the skeleton of an algorithm (module types and their cooperation),
one can substitute individual modules with other compatible modules obtaining
a different processing efficiency or even a fundamentally different algorithm. For
instance, swapping the sliding and disjoint slicer modules practically results in
the DualMatch approach [8].

3.3 Implementation

The SMF was not implemented from scratch but with the aid of framework
MESSIF [20]. The MESSIF is a collection of Java packages supporting mainly
development of metric-based search approaches. SMF uses especially the follow-
ing MESSIF functionality:

– encapsulation of the concept of data objects and distances,
– implementation of the queries and query evaluation process,
– distance based indexes (building, querying),
– configuration and management of the algorithm via text config files.

The sequence is in SMF handled very generally; it is defined as an interface which
requires that each specific sequence type (e.g. a float sequence) must, among
other, specify the distance between two sequence components d(S[i], S′[j]). For
number sequences, this distances could be, naturally, absolute value of differences
d(S[i], S′[j]) = |S[i]−S′[j]|, but one can imagine complex sequence components,
for instance vectors where d could be an Lp metric. Implementation of a sequence
distance D(S, S′) (for instance, DTW) then treats S and S′ only as general
sequences that use the component distance d and, thus, this implementation can
be independent of specific sequence type.

4 Example of Subsequence Algorithm with SMF

An algorithm is within SMF implemented as a skeleton – module types, their
connections via specified interfaces, and all algorithm-specific operations. The
algorithm is then configured and instantiated by a text configuration file – mod-
ule types required by the algorithm skeleton are filled by specific modules. Let
us describe this principle on an example of a simple algorithm for general sub-
sequence matching with variable query length – see Figure 3 for this skeleton
schema. It uses two slicer modules, one distance index with a distance function,
and a sequence storage for the whole sequences (again, with a distance function).

In order to run this algorithm, we have to instantiate these module types with
specific modules. Figure 4 shows the key part of a SMF configuration file that
starts such algorithm. On the first two lines, the sliding slicer module is defined
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Fig. 3. Skeleton of a simple VariableQueryAlgorithm algorithm

slidingSlicer = namedInstanceAdd

slidingSlicer.param.1 = smf.modules.slicer.SlidingSlicer(<w>)

disjointSlicer = namedInstanceAdd

disjointSlicer.param.1 = smf.modules.slicer.DisjointSlicer(<w>)

index = namedInstanceAdd

index.param.1 = smf.modules.index.ApproxAlgorithmDistanceIndex(mIndex)

seqStorage = namedInstanceAdd

seqStorage.param.1 = smf.modules.seqstorage.MemorySequenceStorage()

startSearchAlg = algorithmStart

startSearchAlg.param.1 = smf.algorithms.VariableQueryAlgorithm

startSearchAlg.param.2 = smf.sequence.impl.SequenceFloatL2

startSearchAlg.param.3 = seqStorage

startSearchAlg.param.4 = index

startSearchAlg.param.5 = slidingSlicer

startSearchAlg.param.6 = disjointSlicer

startSearchAlg.param.7 = <w>

Fig. 4. SMF configuration file for VariableQueryAlgorithm algorithm

Fig. 5. Demonstration of VariableQueryAlgorithm: http://mufin.fi.muni.cz/subseq/
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by an action called namedInstanceAddwhich creates an instance slidingSlicer
of class smf.modules.slicer.SlidingSlicer (with parameter w); the disjoint
slicer is created accordingly. Then, the instance of distance index is created; it
is a self-standing algoritm, namely a metric index M-Index [4] (we assume that
the instance mIndex has been already created). In this example, the sequence
storage is instantiated as a simple memory storage (seqStorage).

Finally, the actual VariableQueryAlgorithm is started passing the created
module instances as parameters to the skeleton. The param.2 of this action spec-
ifies that this particular algorithm instance requires sequences of floating point
numbers and will compare them by Euclidean distance. Such SMF configuration
files are processed directly by the MESSIF framework that enables creation of
such algorithm and its efficient management.

This algorithm is demonstrated by a publicly available demo on a set of real
number sequences compared by L2 distance (http://mufin.fi.muni.cz/subseq/).
Figure 5 shows screenshot of the GUI of this demo: The user can specify a
subsequence (offset and width) of the query sequence and the most similar sub-
sequences are located within the indexes set.

5 Conclusions and Future Work

The sequence data is all around us in various forms and extensive volumes. The
research in the area of subsequence matching has been very intensive, resulting
in many full or partial solutions in various sub-areas. In this work, we have
identified several sub-tasks that circulate over the field and are tackled within
various subsequence matching approaches and algorithms.

We present a generic subsequence matching framework (SMF) that brings
the option of choosing freely among the existing partial solutions and combin-
ing them in order to achieve ideal solutions for heterogeneous requirements of
different applications. Also, this framework overcomes the often mentioned im-
plementation bias present in the field and it enables a straightforward utilization
of techniques from different areas, for instance advanced metric indexes. We de-
scribe SMF on conceptual and implementation levels and present an example
of a design and realization of subsequence algorithm with the aid of SMF. The
SMF is available under GPL license at http://mufin.fi.muni.cz/smf/.

The architecture of the framework is strictly modular and thus one of natural
directions of future development is implementation of other modules. Also, we
will develop SMF according to requirements emerging from continuous research
streams that utilize SMF. Finally and most importantly, we would like to con-
tribute to the efficiency of the subsequence matching systems by involvement of
advanced metric indexes. We believe in a positive impact of such cooperation of
these two research fields that were so far evolving relatively separately.
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Abstract. R is a powerful programming environment for data analysis. However, 
when dealing with big data in R, a kind of main-memory based functional 
programming environment, the data movement and memory swapping become the 
major performance bottleneck. Therefore, executing a big-data-intensive R 
program could be many orders of magnitude less efficient than processing the SQL 
query directly inside the database for dealing with the same analytic task. Although 
there exists a number of “parallel-R” solutions, pushing R operations down to the 
parallel database layer, while retaining the natural R interface and the virtual R 
analytics flow, remains a very competitive alternative.  

This has motivated us to develop the R-Vertica framework to scale-out R 
applications through in-DB, data-parallel analytics. In order to extend the R 
programming environment to the space of parallel query processing transparently 
to the R users, we introduce the notion of R Proxy - the R object with instance 
maintained in the parallel database as partitioned data sets, and schema (header) 
retained in the memory-based R environment. A function (such as aggregation) 
applied to a proxy is pushed down to the parallel database layer as SQL queries or 
procedures, with the query results automatically returned and converted to R 
objects. By providing the transparent 2-way mappings between several major types 
of R objects and database tables or query results, the R environment and the 
underlying parallel database are seamlessly integrated. The R object proxies may 
be created from database table schemas, in-DB operations, or the operations for 
persisting R objects to the database. The instances of the R proxies can be retrieved 
into regular R objects using SQL queries. With this framework, an R application is 
expressed as the analytics flow with the R objects bearing small data and the R 
proxies representing, but not bearing, big data. The big data are manipulated, or 
flow, underneath the in-memory R environment in terms of In-DB and data-
parallel operations.  

We have implemented the proposed approach and used it to integrate several 
large-scale R applications with the multi-node Vertica parallel database system. 
Our experience illustrates the unique feature and efficiency of this R-Vertica 
framework.  

1 Introduction 

R is an open source language for statistical computing and graphics. R provides a 
wide variety of statistical (linear and nonlinear modeling, classical statistical tests, 
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time-series analysis, classification, clustering) and graphical techniques, and is highly 
extensible. However, based on the in-memory computation, R programs are hard to 
scale-up or scale-out with big data.  

We tackle this issue by the following steps: first, we support In-DB R analytics to 
offer the benefits of fast data access, reduced data transfer, minimized RAM 
requirement and SQL’s rich expressive power [1-3]. Next, we rely on the Vertica 
system[12], HP’s parallel database engine, to data-parallelize the sequential building 
blocks of R programs at the database layer instead of in the R environment. Further, 
targeting on the existing R users, we keep the natural R interface as the essential 
prerequisite. To integrate and abstract the above mechanisms, we propose the notion 
of R proxy object and developed the R-Vertica framework, an extension of the R 
environment to the underlying parallel database system. 

1.1 The Problem 

R programming is a kind of main-memory based functional programming, which 
makes it difficult to scale-up and scale-out with big data. Since the performance of 
functional programming is in general not comparable with the system programming 
used to build the DBMS, using an R program to execute the operations involving 
large data sets and heavy iterations, such as OLAP operations, could be many orders 
of magnitude less efficient than using the query processing. These scalability 
problems, due to their reasons,  cannot be fully solved by increased CPU power and 
cores; but instead, can be solved by pushing the data-intensive analytics down to the 
database layer from the R layer.  Our experience shows that for executing the typical 
multi-level, multi-dimensional OLAP operations with sizable input data, using a 
Vertica, a high-performance, column-based parallel database engine that reads data 
from DB, is 10000X faster than using the corresponding R program that reads data 
into the R environment and rollup the data over there. In that situation, even if the R 
program can be split into, say 100 parallel threads, the execution is still 100X slower 
than the query processing. 

In addition to pushing R analytics down to the database layer, particularly to the 
parallel database layer, it is essential to retain the top-level R programming style and 
environment, which has given rise to the need for separating the “virtual” flow of the 
big data objects at the R layer, and the actual flow of them at the database layer.  

1.2 The Prior Art  

The scalability and efficiency of R programs in big-data analytics have been 
intensively studied in several dimensions with each having certain strengths and 
limitations. These approaches can be reviewed from the capability of scaling-out wrt 
both memory and computation, as well as the capability of retaining the natural R 
interface.  

• Providing some R operators through procedural call from UDFs, such as Postgres-
R (PL/R)[4,9]. While such an approach can please SQL programmers, the loss of 
the native R interface for R programmers is a problem. 
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• Parallelizing R computation on multi-cores and multi-servers, with memory 
sharing protocol (e.g. OpenMP) or distributed memory protocol (e.g. MPI, 
PVM)[5,6]. However, these efforts focus on enhanced computation power, but not 
on data partitioning, movement and buffering. 

• Loading data and push certain computation down to the database layer[9,10,11]. 
The problem with the previous approaches in this regard is that the regular 
relational algebra and SQL are not the right abstraction for many of the statistical 
and numerical operations, and the conventional ways to store arrays, vectors, etc, in 
tables are not efficient for accessing. 

• Develop array stores for analytics from scratch[6-8]. The problem of such approach 
is not leveraging the existing DBMS functionalities, particularly, the parallel data 
management and efficient data processing capabilities provided by a column-based 
parallel database system like Veritica.  

1.3 Our Solution: R Proxy and R-Vertica Framework 

Motivated by converging data analytics and data management platforms to support 
efficient and scalable analytics on big data, we provide the R-Vertica framework for 
scaling-out R applications through in-DB, data-parallel analytics.  

The Vertica Analytic Database[12] is an innovative relational database 
management system optimized for read-intensive workloads. It provides extremely 
fast ad hoc SQL query performance for supporting data warehousing and Business 
Intelligence (BI).  

Our solution is characterized by pushing the data-intensive R operations down to 
the Vertica database layer, and relying on the parallel query engine to data-parallelize 
the sequential building blocks of the analytics process at the database layer instead of 
at the R programming layer.  

Further, targeting on the existing R users, we focus on the seamless integration of 
the two systems. In order to extend R analytics to the space of parallel query 
processing while keeping the natural R interface, we introduce the notion of R Proxy 
- the R object with instance maintained in the parallel database, possibly as 
partitioned data sets, with schema (header) retained in the memory-based R 
environment. A function (such as aggregation) applied to a proxy is pushed down to 
the parallel database layer as SQL queries or procedures to be executed efficiently by 
the parallel database engine, with the query results automatically converted to and 
returned as R objects. The R environment and the underlying parallel database are 
tightly integrated with the transparently provided, 2-way mappings between several 
major types of R objects, such as data frames, matrix, arrays, and database tables or 
query results. The R object proxies may be created from database table schemas, in-
DB operations, or the operations for persisting R objects to the database. The 
instances of the R proxies can be retrieved into regular R objects using SQL queries.  

With the R-Vertica framework, an R application is expressed as the analytics flow 
with the R objects bearing small data and the R proxies representing, but not bearing, 
big data. The big data are manipulated, or flow, underneath the in-memory R 
environment in terms of In-DB and data-parallel operations.  
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We have implemented the proposed R-Vertica package and used it to integrate 
several large-scale R applications with multi-node Vertica parallel database system. 
Our experience shows that for executing the typical multi-level, multi-dimensional 
OLAP operations with sizable input data, using Vertica, a high-performance, column-
based parallel database engine that reads data from DB, is many orders magnitude 
faster than using the corresponding R program that reads and manipulates data in the 
R environment. 

The rest of this paper is organized as follows: Section 2 describes how to push 
some data-intensive R operations down to the parallel database engine; Section 3 
discusses the R-Vertica framework and introduces the notion of R-Proxy; Section 4 
shows our experimental results; Section 5 concludes the paper. 

2 In-DB and Data-Parallel Execution of R Operations 

R is an integrated suite of software facilities for data manipulation, calculation and 
graphical display. It provides a collection of analytics tools as well as a well-
developed extensibility mechanism, allowing new tools to be introduced as packages. 
Thus intuitively, for data-intensive tasks, new functions may be added which are 
implemented with SQL and actually executed by database engines. However, if the 
mapping between R objects and database objects are not automated, it would become 
the extra burden for R programmers; if big data still reside in the R programming 
space, and the data move between the R and database platforms is not reduced, the 
performance gain would be diminished.  

We developed R packages for integrating R application with the Vertica Analytic 
Database, a multi-nodes, clustered parallel database management system optimized 
for read-intensive workloads and characterized by column storage, compression, data 
partition and parallel query processing. We chose Vertica as the executor of the R 
operations pushed down to the data management layer, to take the above advantages.  

Let us consider a real application where a company gets revenues from selling 
hardware devices and providing support services for some of the delivered hardware 
devices. The hardware sale has certain characteristics such as customer, vertical 
domain, market segment, country, region, account class, channel, etc. The support 
service sale also has certain characteristics such as duration, service type, category, 
etc. One analytics problem is to know which customer characteristics, geography, 
hardware characteristics and service characteristics are most influential, either 
positively or negatively, in the sale of support services. For this purpose, one task is to 
match the supports with the corresponding hardware sales and to find out the total 
units and revenues of the supported hardware sales group by each support 
characteristics as well as their combinations. This is a kind of multilevel, 
multidimensional OLAP problem. 

The original R implementation for this application has the major steps shown in 
Fig. 1.  

• Load two big data sets (actually not big enough but already sufficient to show our 
argument) from files or databases into the R program as R’s data-frames hardware 
and support, with each having 1M to 10M records (to avoid memory leak we used 
the sample data sets with 0.5M hardware records and 0.25M support records). 
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• Filter, extract and transform the input data to the required formats. 

• Correlate the support data-frame and the hardware data-frame to identify the 
hardware sales involved in the support services. 

• Aggegate the sales units and revenue of the hardware involved in the support 
services group by each, as well as by the combinations of the support 
characteristics. 

• Other analytics tasks. 

 

 

Fig. 1. An R application with big data loaded in memory, transformed and aggregated 

In a conventional R program, the big data reside in the memory-based R environment, 
and operated by R programs. There exist several time consuming tasks: loading data; 
transforming data which requires scanning the whole data set; correlating support 
with hardware data-frames which involves Cartesian-product oriented, nested loop 
based R data manipulations; multi-level multi-dimensional aggregation of the 
hardware sales measures against each support characteristics; … etc. Our experiments 
show that on the above moderate-sized sample data, the correlation and aggregation 
with respect to each support characteristics consumes 17 minutes; if 16 support 
characteristics are considered, it takes 4-5 hours to complete the correlation-
aggregation operations group by each individual support characteristics, excluding 
grouping by the combination of these characteristics. Such computation time, only on 
the sample data set, is way too long for providing near-real-time analytics service. 
When the full data are considered, the system simply fails to handle them at once. 

There exist two general performance bottlenecks in implementing the above 
application by a conventional R program: 

• Insufficient memory capacity for big data which may cause frequent page swap 
under the virtual memory management. 

• Big data manipulation such as date transformation, correlation and aggregation 
which are not the strength of R programming.    

However, the above weakness of R programming is just the strength of the database 
system. Using a database system to support R application essentially means 

• Keep big data in the database thus avoid loading them to the memory based R 
programming environment. 

aggregates raw 
data 

transformed 
data 

Load data Transform
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Aggregate
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• Manipulate big data on the database layer to take advantage of the query engine’s 
efficient data processing capability for date transformation, correlation and 
aggregation, with only the required results, such as aggregates, returned to the R 
programming environment; in this way the data transfer is also greatly reduced. 

• Further, using a parallel database system such as Vertica, the In-DB analytics query 
can be parallelized and scaled-out over multiple computer nodes. Viewed from R 
application, push operations down to the parallel database engine allows the data-
parallel execution of sequential building blocks, in the highly efficient and scalable 
way.   

These are illustrated in Fig. 2.    
 

 

Fig. 2. Push data-intensive R tasks down to parallel database for In-DB data-parallel analytics 

More exactly, the above R application is implemented by pushing operations down 
to the parallel database engine, with the following scenario (Fig 3).  

• It is unnecessary to load the instances of the two big data sets into R; instead, they 
reside in the database as tables “hardware” and “support”. The table schemas, 
however, are loaded to R as the corresponding R data-frames, as the object proxies 
to be explained later. After that, there exist two headers-only (i.e. schema-only) 
data-frame proxies in R without big data instances.   

• Filter, extract and transform the input data are performed by SQL queries; the 
simple transformation, for instance, can be performed by SELECT INTO or 
UPDATE queries. The data “flow” inside the database layer without transferring  
to R. 

• Correlate the support data with the hardware data to identify the hardware sales 
involved in the support service, is performed by a more complicated SQL join 
query. 

• Aggegate the sales units and revenue of the hardware involved in the support 
services group by each, as well as the combinations, of the support characteristics, 
is performed by a list of AGGREGATE-GROUP BY queries. 

As shown in Fig 3, up to the aggregation step, there is no data instances of hardware 
and support tables loaded into R, these data sets are kept in the database, filtered, 
updated, transformed and aggregated in the database with SQL queries which may 
involve User Defined Functions (UDFs); only the aggregation results are returned to 
R which are much smaller than the input data.  

R analysis

ML-MD Aggregation

Push down

IN-DB Parallel Execution
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Fig. 3. The hardware and support tables with big data are stored, transformed, updated and 
aggregated in database; only aggregation results are returned to R. This way, the dataflow is 
actually represented by the flow of objects and proxies.    

However, the R program at the function call level remains unchanged except 
applying a function to a proxy results in a query execution at the database layer. This 
way, the dataflow is actually represented by the flow of objects and proxies.   

In the Vertica parallel database, the “support” table is hash partitioned to multiple 
nodes, and the “ardware” able is replicated to those nodes, which allows the join of 
two tables as well as the aggregations to be carried out in parallel. In this way, we 
support “parallel R” indirectly at the database layer. 

Pushing R operations down to the database layer overcomes the difficulty of R 
programs in dealing with big data. It eliminates the need to load big data instances to 
R; it relies on the query engine to transform, update and derive data efficiently inside 
the database environment; it uses parallel query processing technique to speed up join 
and aggregate operations. Our experiments show that on the above sample data, the 
correlation and aggregation with respect to each support characteristics consumes 
only 0.2 second; compared with 17 minutes with R, this represents 5000X – 10000X 
performance gain (depends on the number of database nodes), and makes the 
provisioning of near-real-time analytics service possible.  

3 R-Vertica Framework and R-Proxy 

In order to extend R analytics to the space of parallel query processing while keeping 
the natural R interface for R users, we developed the R-Vertica framework for the 
seamless integration of the two systems.  

We provide the automatic mappings between several major types of R objects and 
database relations, and introduce the notion of R Proxy as the R layer representation 
of the data instance stored in the database. With the regular R objects and the R 
proxies, an R analysis flow can be expressed naturally in the R programming, but the 
data instance related operations defined on R proxies are actually executed by the 
Vertica parallel query engine.  

aggregates
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3.1 R-Vertica Connector 

The R-Vertica connector is a package or library that provides two-way connections 
between R and the Vertica parallel database system (Fig 4).  It allows an R program to 
send queries to Vertica and receive the query results as R data-frames. Both database 
DML operations and DDL operations are supported, such as create a table, truncate a 
table, update a table and retrieve a table. It also allows an R data-frame to be persisted 
in Vertica as a table.  

The R database connectors with the similar functionality have been provided for 
other databases and reported in literatures. We plan to extend the connector 
functionality for accommodating parallel database engines. For example, when 
transferring an R data frame to an automatically generated Vertica table, we allow the 
options of partitioning or replicating data over multiple nodes. We also focus on 
abstracting the object mappings, making the database as the virtual extension of the R 
environment. 

 

 

Fig. 4. R-Vertica Connector allowing database operations to be issued from R programs and 
query results returned as R data-frames  

3.2 R-Vertica Object Mapping 

On top of the R-Vertica connector, we provide an abstract object mapping layer to 
allow a compatible relation table or query result set to be converted to one of the 
major R object, such as a matrix, an array, in addition to a data-frame. This concept is 
illustrated in Fig 5. With the proposed R-Vertica mapping, some major types of R 
objects can be directly, i.e. with transparent data conversion, stored in the 
corresponding Vertica tables. For example, an array in R can be persisted to the 
corresponding array table in Vertica.   

3.3 R-Proxy  

In R, an object can have header (schema) and value (instance). In order to extend R 
analytics to the space of parallel query processing while keeping the natural R 
interface for R users, we introduce the notion of R Proxy - the R object with instance 
maintained in the parallel database, possibly as partitioned data sets, and schema 
(header) retained in the memory-based R environment.  
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Fig. 5. R-Vertica Object Mapping virtualizes the R programming environment APIs 

The purpose of introducing R proxy can be viewed from the following points: 

• To avoid caching and manipulating big data in R programs but keep and 
manipulate them in the database; however, those data must be represented and 
referable in R programs. 

• To provide the reference of the corresponding database object, typically a table or a 
SQL view, to which a function, implemented in SQL, for launching a database 
operation on it from the R program.  

• To carry out meta data manipulation, since an R proxy, although not bearing data 
instances, holds the meta-data (R object header or relation schema) to which a 
meta-data manipulation function, such as getNumberOfColumns(data-frame), 
may apply. 

The notion of R proxy is illustrated in Fig 6 which can be explained in more detail as 
below. 

• An R proxy represents the corresponding database object, typically a table or a 
SQL view. For example, an R data-frame proxy has its data stored in a table. 

• An R proxy bears the meta-data, i.e. R object header or database table schema, but 
not necessarily the object value (data instance) unless the R proxy is explicitly 
instantiated in the R program. For example, a data-frame proxy in R contains the 
header of the data-frame only; that header is consistent to the relation schema of 
the table holding the instances of that data-frame. 

• There is one-to-one mapping between the header of the R proxy and the schema of 
the table schema. For simplicity, currently we require the same column in the R 
proxy header and in the corresponding table schema to have the same name. We 
provide a simple version of sync() operation, i.e. the change of the R object header 
causes the corresponding change of the table schema, but not vice versa. For 
example, the sync() operation checks the column name consistency between an R 
proxy header and the corresponding table schema, and if the name of a column is 
altered in the R proxy header, an ALTER TABLE SQL statement is to be sent to 
the query engine to sync the table schema with the proxy header.  

• A function (such as aggregation) applied to a proxy is pushed down to the parallel 
database layer as ad-hoc SQL queries or procedures. 
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Fig. 6. R-Proxy representing the R object persisted in database and holding object header only 

How R Proxy Is Created. In R, an object can have header (schema) and value 
(instance); conceptually an R proxy maps to a database table but remains its schema 
in R; practically an R proxy may be created in the following ways. 

• An R proxy can be created from DB table schema. For example, an array is stored 
in table matrix1 from that an R proxy, also referred to as matrix1, can be created 
by  

         matrix1  dbNewMatrixProxy (.., “matrix1”) 

where the header of the proxy is generated from the schema of the table. 

• An R proxy can be derived from in-DB operations. For example, new tables and 
the corresponding R proxies may be generated such as  

     matrix2  dbMatrixTranspose (.., matrix1) 

          matrix3  dbMatrixSub(.., matrix1, dim/index parameters) 

• Store the value of an R object to DB. When the value of an R object is persisted in 
the database, the R object degraded to a proxy with only header left in R. For 
example, 

     array1  dbCreateArrayTable(.., array1) 
• Create a corresponding proxy in R for holding a query result. For example 

         df  dbNewDfProxyByQuery(.., SQL stmt) 

How R Proxy Instance Retrieved. The general way to retrieve the data instances 

associated with an R proxy includes the following. 

• Instantiated by a SELECT * query using R-Vertica connector or object mapping, 
e.g. s  

         df  dbQuery(.., SQL stmt) 

Header/Schema 

Header/Schema 

Data Instances 

Database Table

R Proxy
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• Returned a subset of data from query and assign the result to another R object, e.g. 

df  dbQuery(.., SQL stmt) 

• Returned from a function that invokes a query. For example 

      arrayObject dbGetArrayInst(.., arrayProxy, dim/index…) 

     where arrayProxy is a R proxy but arrayObject is a regular R object.   

3.4 “Airflow” and “Seaflow” 

While extending the R programming environment to the database space, we retain its 
integrity and natural R user interface, where the basic data citizens are the regular R 
data objects and the R proxies serving as the references of R objects persisted in the 
database. As a regular R object may be derived from an existing one, it can also be 
derived from the data content associated with a proxy. When a regular R data object is 
stored into the database, the corresponding proxy remains in the R environment.    

A function may be defined on either a regular R data object or an R proxy. A 
function (such as aggregation) applied to a proxy is pushed down to the parallel 
database layer as ad-hoc SQL queries or procedures to be executed at the database 
layer, with the query results automatically converted to and returned as R objects.  

The analysis flow logic for an application can be specified in the R environment 
with functions applied to the regular and proxy R objects. Since a function applied to 
a proxy is actually pushed down to the database layer, the corresponding dataflow at 
the R layer is virtual, namely, it expresses the logic but not necessarily the instances 
of dataflow. The state transitions of the big data actually manipulated in the database 
reflects the physical dataflow corresponding to a subset of the virtual dataflow in the 
R environment.  

  

 

Fig. 7. R Objects and Proxies flow in R programming layer; big data flow in Vertica database 
layer 

Intuitively, as shown in Fig 7, we refer to the virtual dataflow at the R layer that 
involves light data volumes, as “airflow”, and the dataflow at the database layer that 
involves heavy data volumes, as “seaflow”. Since the big data are manipulated, or 

Big data flow in Vertica

Meta-Analytic flow in R
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flow, underneath the in-memory R environment in terms of In-DB and data-parallel 
operations, the separation of these two layers actually leverages the strengths of these 
two layers for supporting enhanced scalability. 

4 Prototype and Experiments 

This novel platform is designed and prototyped by integrating and extending several 
technologies we developed at HP Labs in in-DB analytics, UDF and dataflow 
management. The R programming environment is based on R2.1.3. Several HP 
Vertica 5.0 parallel database engines, with 1 node, 4 nodes and 8 nodes respectively, 
are utilized in the testing, they are built on the Linux servers with gcc version 4.1.2 
20080704 (Red Hat 4.1.2-50), 8G RAM, 400G disk and 8 Quad-Core AMD Opteron 
Processor 2354 (2200.082 MHz, 512 KB cache). 

The testing data are contained in two tables: a “support” table and a “hardware” 
table. The volume of the “support” table is around 200M; it contains 0.5 M tuples 
with each having 50 attributes. The volume of of the “hardware” table is around 50M; 
it contains 0.25M tuples with each having 20 attributes. By size, these data do not 
deserve “big-data” but already too big for the R programs to handle with reasonable 
efficiency (such that we can see the testing results in an acceptable waiting-time).  

The R programs have two kinds of applications: continuous analytics and 
interactive query answering.  

• In the continuous analytics, the loading, transformation, join and aggregation of big 
data are carried out in the database layer; the aggregated data are periodically 
retrieved to the R programming layer for mathematical analysis, with results either 
flowing in the R programming or storing back to the database.  

• In the interactive query answering, a request with parameters is input from the user 
GUI; the request and its parameters are used to generate SQL queries, or instantiate 
prepared queries. The resulting query is sent to the Vertica database through the 
Rvertica connector, with query results returned as R objects (typically data-
frames). 

We choose to illustrate the comparison results of aggregation and OLAP operations. 
With R programming, these operations are very inefficient; however, pushing them 
down to the database layer, the query performance got improved tremendously.  

The R function for connecting R and parallel DB is typically coded as below.  

con.vertica <- function(node, db)  
{ 

  library(DBI); 
  library(rJava);  
  library(RJDBC);  
  library(Rvertica); 
  con <- dbConnect(vertica(), user = "vertica", password = "", dbname = db, 
                                           host = paste(node, ".hpl.hp.com", sep=""), port = 5433); 
  con; 

} 
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Then to connect to a database named “test” with leading node installed on machine 
“synapse-1”, invoke 

  con8 <- con.vertica("synapse-1", "testdb"); 
 

As an example of formulating and executing a query, the following R function is 
executed where we assume that a user request information is captured in the R object 
mList from that a SQL query is generated. The query evaluation results in the R data-
frame tb. 

tb <- hardware.mquery(con8, mList); 
 

The above utilities underlie the R proxy manipulation. 
Below we compare the performance of running an operation by the R program and 

pushing the corresponding query down to the database layer, we run the query by the 
Vertica parallel databases with 1, 4 and 8 nodes respectively. 

The first query is to get aggregates from the support table. The comparison is 
shown in Fig 8 where the performance gain of using in-DB analytics reaches 3 orders 
of magnitudes.   
 
[Query (a)] 

SELECT s.Duration, SUM(s.support_dollars) AS total_support_dollars,  
SUM(s.support_units) AS total_support_units  

FROM support s GROUP BY s.Duration; 
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Fig. 8. Performance comparison of In-DB and In-R aggregation on the “support” data (Query a) 

The second query is to correlate the hardware information in the support table 
while any duplicate is removed, which is much more expensive than the last query. 
The comparison is shown in Fig 9 where the performance gain of using in-DB 
analytics is almost 4 orders of magnitudes.   

[Query (b)] 

SELECT Duration, SUM(hw_dollars), SUM(hw_units)  

FROM (SELECT DISTINCT Duration, s.customer_id, s.l4_customer_id, s.vertical,  

                  s.segment, s.region, s.country, s.f_month, s.min_channel, s.max_channel,  

                  s.GBU, s.platform, hw_dollars, hw_units  

                            FROM support s) r 

GROUP BY Duration 
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Fig. 9. Performance comparison of In-DB and In-R of query (b) 

The effects of parallelism at the database layer is illustrated by Fig 10 where the 
query (b) is running on 1 node, 4 nodes and 8 nodes parallel database respectively. 
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Fig. 10. Effects of parallelism at the database layer 

The corresponding R program involves nested loops and rather inefficient. Since 
these R programs are quite tedious we do not list them here. 

A query generated from user request is often filtered to certain factors the user is 
interested in, below is an example.  

SELECT  coverage, duration, SUM(support_dollars) AS total_support_dollars,  

SUM(support_units) AS total_support_units FROM support WHERE coverage IN (  

'SBD', 'CTR', 'Other' ) AND duration IN ( '4y', '3y', '1y' ) GROUP BY  coverage, duration 

Pushing such a query down to the database layer offers the similar ration of 
performance gain. 

5 Conclusions 

R is an open source language for statistical computing and graphics that provides a 
wide variety of statistical and graphical techniques. However, based on the in-
memory computation, R programs are hard to scale-up or scale-out with big data. This 
has motivated a large number of research efforts in parallelizing R programs and 
pushing R functions down to the database layer. While this work is also characterized 
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by in-DB analytics, we focus on retaining the natural R interface and supporting the 
“virtual analytics flow” at the R layer. We propose the notion of R proxy and 
developed the R-Vertica framework, an extension of the R environment integrated 
with the underlying parallel database system. While extending the R programming 
environment to the database space, we retain its integrity and natural R user interface.  

We have implemented the proposed R-Vertica package and used it to integrate 
several large-scale R applications with multi-node Vertica parallel database system. 
Our experience shows that for executing the typical multi-level, multi-dimensional 
OLAP operations with sizable input data, using Vertica, a high-performance, column-
based parallel database engine that reads data from DB, is many orders magnitude 
faster than using the corresponding R program that reads and manipulates data in the 
R environment. 
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Abstract. The use of materialized views in commercial database sys-
tems and data warehousing systems is a common technique to improve
the query performance. In past research, the view selection issue has es-
sentially been investigated in the centralized context. In this paper, we
address the view selection problem in a distributed scenario. We first ex-
tend the AND-OR view graph to capture the distributed features. Then,
we propose a solution using constraint programming for modeling and
solving the view selection problem under multiple resource constraints in
a distributed context. Finally, we experimentally show that our approach
provides better performance resulting from evaluating the quality of the
solutions in terms of cost saving.

1 Introduction
View materialization is a widely used strategy in commercial database systems
and data warehousing systems to improve the query performance. Indeed, an-
swering queries using materialized views can significantly speed up the query
processing since the access to materialized views is much faster than recom-
puting views on demand. However, whenever a base relation is changed the
materialized views built on it have to be updated in order to compute up-to-
date query results. The process of updating materialized views is known as view
maintenance. Besides, materialized views need storage space.

The problem of choosing which views to materialize by taking into account
three important features: query cost, view maintenance cost and storage space
is known as the view selection problem. This is one of the most challenging
problems in data warehousing [16]. For this reason the view selection problem has
received significant attention in past research but most of these studies presented
solutions in the centralized context [9].

In a distributed environment the view selection problem becomes more chal-
lenging. Indeed, it includes another issue which is to decide on which computer
nodes the selected views should be materialized. Furthermore, resource con-
straints such as CPU, IO, network bandwidth have to be taken into considera-
tion. The view selection problem in a distributed context may also be constrained
by storage space capacities per computer node and maximum view maintenance
cost.
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To the best of our knowledge, no past work has addressed this problem under
all these resource constraints. Our constraint programming based approach fills
this gap. Indeed, all these resource constraints will easily be modeled with the
rich constraint programming language. Furthermore, the heuristic algorithms
which have been designed to solve the view selection problem in a distributed
scenario are deterministic algorithms. For example greedy algorithm [3] and
genetic algorithm [8], a type of randomized algorithms. These heuristic algo-
rithms may provide near optimal solutions but there is no guarantee to find the
global optimum because of their greedy nature or their probabilistic behavior.
We have demonstrated in our recent work [10] the benefit of using constraint
programming techniques for solving the view selection problem with reference
to the centralized context in terms of the solution quality. Indeed, our approach
is able to provide a near optimal solution to the view selection problem dur-
ing a given time interval. The quality of this solution may be improved over
time until reaching the optimal solution. Specifically, our main contributions
are:

1. We propose an extension of the concept of the AND-OR view graph [15]
in order to reflect the relation between views and communication network
within the distributed scenario. We make use of the concept of the AND-OR
view graph to exhibit common sub-expressions between queries of workload
which can be exploited for sharing updates and storage space.

2. We describe how to model the view selection problem in a distributed con-
text as a Constraint Satisfaction Problem (CSP). Its resolution is supported
automatically by the constraint solver embedded in the constraint program-
ming language such as the powerful version of CHOCO [1]. The view selection
problem has been addressed under multiple resource constraints. The limited
resources are the total view maintenance cost and the storage space capacity
for each computer node. Furthermore, we consider the IO and CPU costs for
each computer node as well as the network bandwidth.

3. We have implemented our approach and compared it with a randomized
method i.e., genetic algorithm [8] which has been designed for a distributed
setting. We experimentally show that our approach provides better perfor-
mance resulting from evaluating the quality of the solutions in terms of cost
saving.

The rest of this paper is organized as follows. Section 2 defines the view selection
problem in a distributed scenario and discusses the settings for the problem. In
section 3, we present the framework that we have designed specifically to a dis-
tributed setting. Section 4 describes how to model the view selection problem
under multiple resource constraints in a distributed environment as a constraint
satisfaction problem (CSP). In section 5, it is provided our experimental evalua-
tion. Section 6 presents a brief survey of related work. Finally, section 7 contains
concluding remarks and future work.
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2 Preliminaries

2.1 View Selection Problem and Cost Model in a Distributed
Context

View Selection Problem. The general problem of view selection in a central-
ized context is to select a set of views to be materialized that minimizes the cost
of evaluating the query workload. In a distributed scenario, multiple computer
nodes with different resource constraints (i.e., CPU, IO, storage space capacity,
network bandwidth, etc.) are connected to each other. Moreover, each computer
node may share data and issue numerous queries against other computer nodes.
In this paper, we have examined the problem of choosing a set of views and a
set of computer nodes at which these views should be materialized so that the
full query workload is answered with the lowest cost. In our approach, the view
selection is decided under multiple resource constraints. Resources may be stor-
age space capacity per computer node and maximum view maintenance cost.
Furthermore, we consider the IO and CPU costs for each computer node as well
as the network bandwidth.

Cost Model. The cost model assigns an estimated cost e.g., query cost or view
maintenance cost to any view (or query) in the search space. In a distributed
system, a cost model should reflect CPU, IO and communication costs.

Estimated cost = IO cost + CPU cost + Communication cost

The two first components IO and CPU costs measure the local processing cost.
This cost is computed as the sum of all execution costs incurred by the required
relational operations. The CPU cost is estimated as the time needed to process
each tuple of the relation e.g., checking selection conditions. The IO cost estimate
is the time necessary for fetching each tuple of the relation. The third cost
component is the communication cost which is the time needed to transfer data
e.g., transmitting views on the communication network. In our cost model these
costs are estimated according to the size of the involved relations and in terms
of time.

2.2 Constraint Programming

Constraint Programming is known to be a powerful approach for modeling and
solving combinatorial search problems such as scheduling and timetabling. More
recently, constraint programming has been considered as beneficial in data min-
ing setting [13]. By constraint programming, we mean the computer implemen-
tation of an algorithm for solving Constraint Satisfaction Problems (CSPs).

A CSP model is composed of a set of variables V AR = {var1, var2, ..., varn},
each variable vari has a set of values which is called the domain of values
DOM = {dvar1 , dvar2 , ..., dvarn} and a set of constraints CST = {c1, c2, ..., cn}
that describes the relationship between subsets of variables. Formally, a con-
straint Cijk between the variables vari, varj , vark is any subset of the possible
combinations of values of vari, varj , vark, i.e., Cijk ⊂ dvari × dvarj × dvark

.
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The subset specifies the combinations of values that the constraint allows. A
feasible solution to a CSP is an assignment of a value from its domain to every
variable, so that the constraints on these variables are satisfied. For optimization
purpose some cost expression on these variables takes a maximal or minimal
value.

Fig. 1. Search tree using constraint propagation

Let us illustrate how the constraint programming can be applied to select and
place materialized views. Figure 1 shows the domain reduction of nine variables
Mat(v1, s1), Mat(v1, s2), Mat(v1, s3), Mat(v2, s1), Mat(v2, s2), Mat(v2, s3),
Mat(v3, s1), Mat(v3, s2) and Mat(v3, s3) where Mat(vi, sj) denotes for each
view vi if it is materialized or not materialized on site sj . It is a binary variable,
dMatvi,sj

= 0,1 (0: vi is not materialized on site sj, 1: vi is materialized on sj).
The problem is to select a set of views and a set of sites at which these views
should be materialized under a maintenance cost constraint which guarantees
that the total maintenance cost of the set of materialized views is less than
12 (knowing that Mc(v1, s1)=8, Mc(v1, s2)=14, Mc(v1, s3)=18, Mc(v2, s1)=16,
Mc(v2, s2)=15, Mc(v2, s3)=3, Mc(v3, s1)=12, Mc(v3, s2)=3 and Mc(v3, s3)=9;
where Mc(vi, sj) denotes the cost of maintaining the view vi on site sj). At
the beginning, the initial variable domains are represented by three columns of
white squares meaning that every view can be materialized on any site. Consid-
ering the maintenance cost constraint, it appears that Mat(v1, s2), Mat(v1, s3),
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Mat(v2, s1), Mat(v2, s2) and Mat(v3, s1) cannot take the value 1 because oth-
erwise the total maintenance cost will be greater than 12. Let redvisj denotes
the reduction of the domain of the variable Mat(vi, sj). For instance in figure 1,
redv1s2,v1s3,v2s1,v2s2,v3s1 filters the value 1 (the inconsistent value) from the do-
main of Mat(v1, s2), Mat(v1, s3), Mat(v2, s1), Mat(v2, s2) and Mat(v3, s1). The
deleted values are marked with a black square. After this stage some variable
domains are not reduced to singletons, the solver takes one of these variables and
tries to assign it each of the possible values in turn (i.e., Mat(v1, s1)=1). This
enumeration stage triggers more reductions (i.e., redv3s3 where Mat(v1, s1)=1)
which leads in our example to four solutions. These solutions are of various
quality or cost. In addition to providing a rich constraint language to model
a problem as a CSP and techniques such as constraint propagation to reduce
the search space by excluding solutions where the constraints become inconsis-
tent, constraint programming offers facilities to control the search behavior. This
means that search strategies can be defined to decide in which order to explore
the created child nodes in an enumeration tree which can significantly reduce
the execution time. Furthermore, constraint programming provides ways to limit
the tree search regarding different criteria. For instance performing the search
until reaching a feasible solution in which all constraints are satisfied, or until
reaching a search time limit or until reaching the optimal solution.

3 Distributed AND-OR View Graph

In order to exhibit common sub-expressions between queries of workload, the
view selection is represented by using a AND-OR view graph [15,12]. Common
sub-expressions can be exploited for sharing updates and storage space. The
AND-OR view graph is a Directed Acyclic Graph (DAG) which is composed of
two types of nodes: Operation nodes (Op-nodes) and Equivalence nodes (Eq-
nodes). Each Op-node represents an algebraic expression (Select-Project-Join)
with possible aggregate function. An Eq-node represents a set of logical expres-
sions that are equivalent (i.e., that yield the same result). The Op-nodes have
only Eq-nodes as children and Eq-nodes have only Op-nodes as children. The
root nodes are equivalence nodes representing the queries and the leaf nodes
represent the base relations. Equivalence nodes correspond to the views that are
candidates to materialization.

The AND-OR view graph is the union of all possible execution plans of each
query. Our motivation to consider all execution strategies is that it has been
argued that a good selection of materialized views can only be found by con-
sidering the optimization of both global processing plans and materialized view
selection [17]. The AND-OR view graph of the queries q1= P join PS join S and
q2= PS join S join N where P, PS, S and N are the base relations 1 is shown
in figure 2. Circles represent operation nodes and boxes represent equivalence
nodes. For simplicity, we represent only two execution plans for the query q1

1 The subscripts P, PS, S and N denote respectively the base relations of TPC-H
benchmark: Part, PartSupp, Supplier and Nation
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and one execution plan for the query q2. The remaining execution plans are just
indicated by dashed lines. For example, view P-PS-S, corresponding to query q1,
can be computed from P-PS and S or P and PS-S. This dependence is indicated
in figure 2 by AND and OR arcs.

Fig. 2. AND-OR view graph of two queries q1 and q2

In this paper, we extend the concept of the AND-OR view graph to deal
with distributed settings. Therefore, we propose the distributed AND-OR view
graph to reflect the relation between views and communication network in the
distributed scenario. We consider a distributed setting involving a set of sites
(computer nodes) with different resource constraints (CPU, IO, storage space ca-
pacity, network bandwidth), a set of queries, a set of updates and their respective
frequencies. For each query q, we consider all possible execution plans which rep-
resent its execution strategies. In this paper we consider selection-projection-join
(SPJ) queries that may involve aggregation and a group by clause as well. Let us
consider the query q defined over a simplified version of the TPC-H benchmark
[2]. Query q finds the minimal supply cost for each country and each product
having the brand name ’Renault’. The associated query is as follows:

Select P.partkey, N.nationkey, N.name, Min(PS.supplycost)
From Part P, Supplier S, Nation N, PartSupp PS
Where P.brand = ’Renault’
and P.partkey = PS.partkey
and PS.suppkey = S. suppkey
and S.nationkey = N.nationkey
Group by P.partkey, N.nationkey, N.name;

A sample distributed AND-OR view graph is shown in figure 3. For simplicity,
we consider a network of only three sites s1, s2, s3 and we illustrate a part of the
query q by considering only join operations and one execution strategy. Indeed,
in figure 3 we consider only the join between Part (P) and PartSupp (PS) and
the join between PartSupp (PS) and Supplier (S). The execution strategy that
we have presented in figure 3 is ((P join PS) join S). We suppose that the base
relations are stored on different sites.
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Fig. 3. Distributed AND-OR view graph

In order to represent the communication channels, every node is split into
three sub-nodes, each of which denotes the view or the execution operation at
one site. The communication edges between equivalence nodes of the same level
(i.e., (P − PS − S, S1), (P − PS − S, S2) and (P − PS − S, S3)), as shown in
the dashed rectangle in figure 3, denote that a view can be answered from any
other site if it is less expensive than computing this view from any children
nodes. However, these edges are bidirectional creating cycles which no longer
conforms to the characteristics of a DAG. In order to eliminate cycles, each sub-
node (vi, Sj), as illustrated in figure 4, has been artificially split into two nodes
(vi, Sj)′ and (vi, Sj)′′.

Fig. 4. Modified Distributed AND-OR view graph

4 Modeling View Selection Problem in a Distributed
Context as a Constraint Satisfaction Problem (CSP)

In this subsection, we describe how to model the view selection problem in
a distributed scenario as a Constraint Satisfaction Problem (CSP). Then, its
resolution is supported automatically by the constraint solver embedded in the
constraint programming language. All the symbols as well as the variables that
we have used in our CSP model are defined in Table 1. The view selection in a
distributed scenario can be formulated by the following constraint satisfaction
model.
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minimize
∑

(vi,sj)∈Q(G)

(
fq(vi) ∗ Qc(vi, sj)

)
(1)

subject to ∀sj ∈ S
∑

(vi,sj)∈V (G)

(
Mat(vi, sj) ∗ |vi| ∗ IOj

)
≤ Spmaxj (2)

∑
(vi,sj)∈V (G)

(
Mat(vi, sj) ∗ fu(vi) ∗ Mc(vi, sj)

)
≤ Umax (3)

In our approach, the main objective is the minimization of the total query cost.
The total query cost is computed by summing over the cost of processing each
input query rewritten over the materialized views. Constraints (2) and (3) state
that the views are selected to be materialized on a set of sites under a limited
amount of resources. Constraint (2) ensures that for each site the total space
occupied by the materialized views on it is less than its storage space capacity.
Constraint (3) guarantees that the total maintenance cost of the set of materi-
alized views is less than the maximum view maintenance cost.

Table 1. Symbols and CSP variables

Symbols of CSP model
G The distributed AND-OR view graph.

Q(G) The query workload.
V (G) The set of candidate views

U The set of updates.
δ(vi, sj , u) denotes the differential result of view vi on sj , with respect to update u.

fq The frequency of a query.
fu The update frequency of a query (or view).
S The set of sites which represent the computer nodes.

Spmaxi The storage space capacity of the site si.
Umax The maximum view maintenance cost.
|vi| The size of vi in terms of number of bytes.

Bw(sk, sj) The bandwidth between sj and sk.

CSP variables and their domains
Mat(vi, sj) The materialization of the view vi on site sj . It is a binary variable

(dMat(vi,sj) =0,1; 0: vi is not materialized on sj , 1: vi is materialized
on sj).

Qc(vi, sj) The query cost corresponding to the view vi if it is computed
or materialized on site sj .

Mc(vi, sj) The maintenance cost corresponding to the view vi if it is updated
on site sj .

The costs are defined in terms of time (see subsection 2.1).
Their domain is a finite subset of R∗

+(dQc(vi,sj) ⊂ R∗
+ and dMc(vi,sj) ⊂ R∗

+).

The query and maintenance costs may be formulated as follows.

Qc(vi, sj) = min
sk∈S

(
Qclocal(vi, sk) +

|vi|
Bw(sk, sj)

)
(4)
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Qclocal(vi, sj) =

{
ComputingCost(vi, sj) if Mat(vi, sj) = 0
|vi| ∗ IOj otherwise

(5)

ComputingCost(vi, sj) = min
opl∈child(vi,sj)

(
cost(opl, sj) +

∑
(vm,sn)∈child(opl)

(
Qc(vm, sn) +

|vm|
Bw(sn, sj)

)) (6)

Query Cost. The query cost includes the local processing cost and the communi-
cation cost. The local processing cost reflects CPU and IO costs (see subsection
2.1). Constraint (4) guarantees that a view is answered from the site that can
provide the answer with the lowest cost. Constraint (5) and (6) ensure that the
minimum cost path is selected for computing a given view on a given site. Each
minimum cost path is composed of all the cost of executing the operation nodes
on the path and the query cost corresponding to the related views or bases
relations. The reading cost is considered if the view has been materialized.

Mc(vi, sj) =

⎧⎪⎨⎪⎩
0 if Mat(vi, sj) = 0

∑
u∈U(vi,sj )

(
minsk∈S

(
Mcost(vi, sk, u) + |vi|

Bw(sk,sj)

))
otherwise

(7)

Mcost(vi, sj , u) = min
opl∈child(vi,sj)

(
cost(opl, sj , u) +

∑
(vm,sn)∈child(opl)

(
UpdatingCost(vm, sn, u) +

|vm|
Bw(sn, sj)

)) (8)

UpdatingCost(vm, sn, u) =

{
Mcost(vm, sn, u) + |vl|

Bw(sn,sm)
if Mat(vm, sn) = 0

δ(vm, sn, u) otherwise

(9)

View Maintenance Cost. The view maintenance cost is computed by summing
the number of changes in the base relations from which the view is updated. We
assume incremental maintenance to estimate the view maintenance cost. There-
fore, the maintenance cost is the differential results of materialized views given
the differential (updates) of the bases relations. Constraint (7) guarantees that a
view with respect to the updates of the underlying base relations is updated from
the site that can provide the differential results with the lowest cost. Constraints
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(8) and (9) insure that the best plan with the minimum cost is selected to main-
tain a view. The view maintenance cost is computed similarly to the query cost,
but the cost of each minimum path is composed of all the cost of executing the
operation nodes with respect to update on the path and the maintenance cost
corresponding to the related views.

5 Experimental Evaluation

In this section, we demonstrate the performance of our approach and a random-
ized method i.e., genetic algorithm which has been designed for a distributed set-
ting [8]. The performance of view selection methods was evaluated by measuring
the solution quality which results from evaluating the quality of the obtained set
of materialized views in terms of cost saving.

5.1 Experiment Settings

For our experiments, we implemented a simulated distributed environment in-
cluding a network of a set of sites (computer nodes). We assume that the different
sites are divided into clusters so that there is a high probability that the sites
which belong to the same cluster have similar query workloads. In our approach,
for each cluster all the queries of the different workloads are merged into the
same graph (see section 3) in order to detect the overlapping and capture the
dependencies among them. Then, our method decides which views have to be
selected and determine where these views should be materialized so that the full
query workload is answered with the lowest cost under multiple resource con-
straints. The query workload are defined over the database schema of the TPC-H
benchmark [2]. We then randomly assigned values to the frequencies for access
and update based on a uniform distribution. In order to solve the view selection
problem in a distributed context as a constraint satisfaction problem, we have
used the latest powerful version of CHOCO [1]. For the randomized method, we
have implemented the genetic algorithm presented in [8] by incorporating space
and maintenance cost constraints into the algorithm. In order to let the genetic
algorithm converge quickly, we generated an initial population which represents
a favorable view configuration rather than a random sampling. Favorable view
configuration such as the views which satisfy space and maintenance cost con-
straints are most likely selected for materialization. In the experimental results,
the solution quality denoted by Qs is computed as follows.

Qs = 1 −
∑

(vi,sj)∈Q(G)

(
fq(vi) ∗ Qc(vi, sj)

)
WM

(10)

Where WM is the total query cost obtained using the "WithoutMat" approach
which does not materialize views and always recomputes queries. The "Without-
Mat" approach is used as a benchmark for our normalized results. Recall that
Qc(vi, sj) is the query cost corresponding to the view vi on site sj and fq(vi) is
the frequency of the view vi corresponding to a single query.
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In our approach, the view selection problem in a distributed environment is
constrained by storage capacities Spmax = {Spmaxi, Spmaxj , .., Spmaxn} where
each site si has an associated storage space capacity Spmaxi and maximum view
maintenance cost Umax. Similar to [6] the storage space and maintenance cost
limits are computed respectively as a function of the size (see equation 11) and
total maintenance cost (see equation 12) of the query workload.

Spmaxi = α ∗ Spi(AllM) (11)

Umax = β ∗ Mc(AllM) (12)

Where AllM is the "AllMat" approach which materializes the result of each
query of the workload; α and β are constant. In our experiments, the storage
space limit is per site and computed as a function of the size of the associated
query workload. The view maintenance cost limit is calculated as a function of
the total maintenance cost when all the queries are materialized.

Our approach to solve the view selection problem in a distributed setting is
able to provide optimal solutions. However, computing optimal solutions may be
very expensive because of the great number of comparisons between all possible
subsets of views which are candidate to materialization. In this case, we use
timeout condition to limit the search by considering that some solutions should
not be explored. As mentioned in section 2.2, the constraint solver can find a
set of feasible solutions in which all the constraints are satisfied before reaching
the optimal solution. In the next experiments, the constraint solver performed
a search until reaching the timeout condition. Indeed, our approach is able to
provide a feasible solution at any time. The timeout condition was set to the
time required by the genetic algorithm to solve the problem. This means that
the constraint solver was left to run until the convergence of the genetic algorithm
in the following experiments.

5.2 Experiment Results

We examined the effectiveness of our approach within three experiments. The
first one compares the performance of our approach and the genetic algorithm
for various values of storage space and maintenance cost limits. The second ex-
periment evaluates the view selection methods with respect to different sizes
of the distributed AND-OR view graph in terms of number of views ( equiva-
lence nodes). Finally, the last experiment evaluates our approach and the genetic
algorithm with different network sizes in terms of the number of sites per cluster.

Performances under Resource Constraints. In this experiment, we exam-
ine the impact of space and maintenance cost constraints on solution quality. For
this evaluation, each cluster includes 8 sites with different constraints of CPU,
IO and network bandwidth and each site has an associated query workload. The
values of α and β which define respectively the storage space capacities and the
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(a) Solution quality while varying
the space constraint

(b) Solution quality while varying
the maintenance cost constraint

Fig. 5. Evaluating the performance under resource constraints

view maintenance cost limit are varied from 10% to 100%. All the results are
shown in figure 5.

Figure 5 (a) investigates the influence of space constraint on solution quality
for each value of α where β was set to 60%. We note that the quality of the
solutions produced by our approach and genetic algorithm improves when α
increases, since there is storage space available for more views to be materialized.
However, when α>=80% there is no improvement in the solution quality because
the maintenance cost constraint becomes the significant factor.

Figure 5 (b) examines the impact of maintenance cost constraint on solution
quality for each value of β where α was set to 80%. We can observe similarly to
figure 5 (a) that we have better solutions when β increases since there is time to up-
date the materialized views. The performance stabilizes when β>=90% because
the space constraint becomes the significant factor. We note from these experi-
ments that our approach outperforms the genetic algorithm in the case where the
resource constraints become very tight as well as in the case where we relax them.
Indeed, for different values of α and β we can see that our approach generates
solutions with cost saving more than 2 times more than the genetic algorithm.

(a) Number of sites=4 (b) Number of sites=8

Fig. 6. Evaluating the performance over different number of views

Performance According to the Number of Views. Let us now evaluate
the performance of our approach and the one of genetic algorithm while varying
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Fig. 7. Evaluating the performance over different number of sites

the size of the search space. Recall that the size of the search space is estimated
according to the number of views (equivalence nodes) in the distributed AND-OR
view graph described in section 3. Figure 6 illustrates the quality of the solutions
produced by the two methods in a distributed environment. The number of sites
per cluster is 4 sites in figure 6 (a) and 8 sites in figure 6 (b). The queries of
the workload are randomly distributed over the network so that each site has an
associated query workload. For instance, in figure 6 (b), the number of views in
the distributed AND-OR view graph ranges from 200 to 1232 views. For each
site, α was set to 40%. For the maintenance cost constraint, β was set to 60%.
The experiment results depicted in figure 6 (a) and 6 (b) show that our approach
provides the lowest query cost while varying the number of views. In fact, the cost
saving is up to 27% more than the genetic algorithm. Therefore, our approach
provides better performances compared with the genetic algorithm in terms of
the solution quality.

Performance According to the Number of Sites. In order to evaluate the
performance of view selection methods according to the number of sites, we con-
ducted experiments with clusters of different sizes. For each cluster, we considered
different number of sites with different constraints of CPU, IO and network band-
width. The number of sites per cluster varies from 2 to 20. For each site, α was
set to 40% and for the maintenance cost constraint, β was set to 60%. The exper-
iment results are shown in figure 7. As in the previous experiments, we observe
that our approach provides an improvement in the quality of the obtained set of
materialized views in terms of cost saving compared with the genetic algorithm.
Indeed, the cost saving is up to 15% more than the genetic algorithm.

6 Related Work

Several view selection methods have been proposed in the literature to select
which views to materialize in a centralized context. They can be classified into
four major groups.

Deterministic methods: Methods in this class take a deterministic approach by
exhaustive search [14] or by some heuristics such as greedy [5,15]. However,
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greedy search is subjected to the known caveats, i.e., sub-optimal solutions may
be retained instead of the globally optimal one since initial solutions influence
the solution greatly.

Randomized methods: Typical algorithms in the context of view selection are
genetic [8,7] or use simulated annealing [4,6]. Randomized algorithms can be
applied to complex problems dealing with large or even unlimited search spaces.
However, the quality of the solution depends on the set-up of the algorithm as
well as the extremely difficult fine-tuning of algorithm that must be performed
during many test runs. Furthermore, randomized algorithms do not guarantee
to find the global optimum because of their probabilistic behavior.

Hybrid methods: Hybrid methods combine the strategies of deterministic and
randomized algorithms in their search. A hybrid approach has been applied in
[17] to the view selection problem which combine heuristic algorithms i.e., greedy
algorithms and genetic algorithms. They prove that hybrid algorithms provide
better solution quality. However, they are more time consuming and may be
impractical due to their excessive computation time.

Constraint Programming methods: A constraint programming based approach
has been presented in our previous work [10] to address the view selection prob-
lem in a centralized context. We have proved experimentally that our approach
provides better performance compared with a randomized method i.e., genetic
algorithm in term of cost savings. The success of using constraint programming
for combinatorial optimization is due to its combination of high level modeling,
constraint propagation and facilities to control the search behavior.

Analysis of view selection methods has shown that there is little work on view
selection in a distributed scenario. The view selection problem is addressed in
a distributed data warehouse environment in [3]. An extension of the concept
of a data cube lattice to capture the distributed semantics has been proposed.
Moreover, they extend a greedy based selection algorithm to the distributed
case. However, the cost model that they have used does not include the view
maintenance cost. Furthermore, the network transmission costs are not consid-
ered which is very important in a distributed context. The study presented in [8]
deals with the view selection problem in distributed databases. This approach
consists in applying a genetic algorithm to select a set of materialized views
and the nodes of the network on which they will be materialized. However, this
approach does not take into account neither the space nor the maintenance cost
constraint. Besides, our approach provides better results compared with genetic
algorithm in terms of the solution quality. A survey of view selection methods
can be found in our previous work [11].

7 Conclusion

In this paper we have designed a constraint programming based approach to
address the view selection problem under multiple resource constraints in a
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distributed environment. Furthermore, we have introduced the distributed AND-
OR view graph to reflect the relation between views and communication network.
We have performed several experiments over TPC-H queries and comparison
with a genetic algorithm. The experiment results have shown that our approach
provides better performance where the space and maintenance cost constraints
become very tight as well as in the case where we relax them or when the number
of views is high. Besides, our approach provides better solution quality in terms
of cost saving when we consider diverse number of sites.

As a future work, we plan to design a set of pruning heuristics in order to
reduce the search space of candidate views to materialization. This means that
the size of the distributed AND-OR view graph will be small enough to allow
its use for solving the view selection problem in a large scale distributed envi-
ronments within reasonable execution time. The design of these heuristics will
also guarantee the optimality of the solution where no time limit is imposed.
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Abstract. This paper is concerned with the investigation of mediation between 
users and Web search engines and the impact of different modes of mediation 
on the Web search effectiveness. This involves the integration of explicit, 
implicit and hybrid modes of mediation within a content-based framework, 
facilitated by the adoption of the Vector Space Model. The work is supported 
by an experimental evaluation of the impact of different mediation modes on 
documents retrieval process in terms of recall and precision. The results of the 
experiments indicate that the mediation framework improves the quality of the 
retrieval process, and that the difference in the quality of the results is 
statistically significant. 

Keywords: User profiling, Personalisation, Implicit profile, Explicit profile, 
content-based. 

1 Introduction  

Most current Web search engines are designed to serve a generic user irrespective of 
individual needs and interests. This raises the fundamental issue of how to identify 
and select the information that is relevant to a specific user. The retrieval process can 
be improved through personalisation of the search according to the specific needs and 
interests of the users. Implicit and explicit approaches can be used for user profiling. 
In the implicit approach, the behaviour of the users and their activities are observed 
and information is collected without the direct involvement of the user. On the other 
hand, explicit profile generation requires the users to directly provide specific 
information in order to create an individual user profile.  

This research is an integral part of the effort aimed at overcoming the limitations of 
classic search engines. A mediation framework which is proposed allows the filtering 
of the results generated by classical search engines with the use of information 
contained in a user profile. The framework incorporates content-based information 
retrieval techniques, and it is facilitated by the adoption of the Vector Space Model 
(VSM). The proposed framework has been used to create a critical evaluation of 
variants of explicit, implicit and hybrid profiling techniques. 

This paper is structured as follows. Section 2 is concerned with the background of 
this research. Section 3 presents the architecture of the proposed framework. Section 
4 deals with the experimental evaluation of the framework in relation to the classical 
search engines, and offers pointers for further work. Section 5 concludes the paper.  
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2 Research Scope 

The relation between a user query and Web pages is problematical and is driving the 
research in the field of information retrieval. Users have a variety of needs and the 
retrieval systems are often unable to satisfy adequately the requirements fulfil of an 
individual user.  

2.1 Related Work 

Personalised systems are designed to help users overcome the limitations of Web 
search by extracting keywords based on individual preferences. Personalisation can be 
implicitly or explicitly generated.  

Explicit profile creation involves asking users for specific information in order to 
create an individual user profile. Salton et al. [1] considered user involvement as a 
powerful way of improving the relevance of the search results, and systems based on 
the information explicitly provided by users are constantly being developed [2-3-4]. 
In the explicit user profile generation users can build their own profile according to 
their specific interest and needs. Methods for generating explicit profile include 
asking the user to approve/disapprove a document [4], to give rating from a scale of 
values [5] or to engage in a dialogue in a natural language [3]. 

One of the first personalisation systems designed by Lieberman [1] was implicitly 
assuming an interest in a document if it was bookmarked, and a lack of interest if the 
document was left without saving or following hyperlinks inside it. Other approaches 
use techniques such as capturing mouse clicking [2] or tracking user mouse 
movements, as the mouse pointer can be used for reading [6]. A more recent approach 
used by Hussein and Elsayed [7] involves capturing the users’ facial expression to 
estimate their interest in a document. Implicit feedback can be as effective as explicit 
feedback [8]. 

Although implicit methods are the focus of many research programmes, their 
reliability is still an issue [2]. Moreover, Paulson and Tzanavari [9] have pointed out 
that implicitly generated profiles are often not useful once users change their area of 
interest. 

3 Proposed Framework 

The primary goal of this research is to introduce a mediation framework, which act as 
an interface between a user and a classical search engine to provide personalised 
search results, without violating the privacy of the user. The framework can also be 
used as a vehicle for the investigation of different modes of user profiling. The major 
issue in evaluating an information retrieval approach is the amount of documents 
available and the quality of the results. Instead of developing a search engine, 
techniques can be evaluated by filtering only a subset of Web documents, where this 
subset would be retrieved from a base Web search engine API. The proposed 
framework is part of this endeavour.  
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3.1 Design Requirements  

For the framework to be useful, it has to meet several objectives. First, it has to allow 
the implementation of custom methods for building user profiles. The framework 
should provide a programming interface that supports the tracking of actions detected 
in a Web browser, like navigating or clicking. A programmer modifying the 
framework in order to evaluate different filtering techniques should be able to do so 
by only modifying the filtering method, and by handling events from the browser to 
gather implicit or explicit information. Gathering explicit information may require 
some modification to the graphical user interface (GUI). The framework should 
support transparency for all other operations like retrieving search results from a base 
Web search engine or maintaining a database. 

3.2 Mediation Framework Architecture 

The framework combines a content-based approach and Vector Space Model for the 
filtering of results. The content-based approach was adopted because of its focus on 
the interaction between the profile of a single user and the content of a document. The 
VSM was used for the determination of the similarity between personalised profiles 
and documents. It offers formal clarity, efficiency in documents representation and 
consistent use of weights for the terms in documents, profiles, and query 
representations. 

The overall architecture of the mediation framework is presented on the Figure 1. 
The user can use the provided interface to access documents on the Web. Every action 
in the browser is handled by the framework, and the information about it stored in the 
database, together with a VSM term vector containing keywords for visited document, 
the URL of the document and the time of the event. Similarly, the explicit feedback 
provided by the user is stored in the database. 

When the user starts the search process by selecting one of the currently 
implemented profiling methods (explicit, implicit or hybrid), the application will 
generate a VSM representation of a selected profile, based on the information stored 
previously in the database. If the hybrid profile is selected, then both implicit and 
explicit vector representations are created separately and are then merged together.  

Queries are used to retrieve a number of documents from a base Web search API. 
All the returned documents are indexed and represented in a vector form. The vector 
contains a list of terms extracted from the document, together with a weight for each 
of the term. 

The system attempts to sort the documents by calculating the cosine similarity 
between the vector representing the user profile and the vectors representing each 
document. The cosine similarity is calculated by multiplying values for corresponding 
terms, and dividing the sum by the length of both vectors. The system then returns 
documents with the highest value of similarity. Depending on the configuration, the 
system can either return a constant number of documents, or only documents for 
which some similarity threshold is satisfied. 
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Fig. 1. Mediation framework architecture 

As one of the objectives of the framework is to support the evaluation of different 
methods for user profile generation, the methods responsible for creating the user 
profile vector and for composing the profile vector with the entered query can be 
selected through the implementing of a single interface. 

3.3 User Profile Generation 

In order to evaluate the impact the framework, three different methods of profile 
generation have been investigated and implemented. In each case a user profile is 
represented in the VSM by a list of keywords with weights stored as a term vector. 

An explicit user profile generation used for the evaluation is achieved by the 
submission of specific keywords by the users. The implicit profile is based on the 
observation of user behaviour and browsing history. The time spent on each page is 
assumed to be a good indicator of the user interest in a Web page. The system creates 
the profile vector by calculating the average time the user spent viewing each 
document, and adding together the vector representations for documents that were 
opened for longer than that time. The resulting vector is normalised in the final step. 

In the hybrid profile the explicit and implicit profiles are generated independently 
and combined into a single term vector. For the purpose of this experiment the 
keywords from both vectors are simply added with equal weight. 
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The last editable part of the framework is the generation of a query. The associated 
method takes a list of keywords (as a query) entered by the user, and the generated 
user profile as parameters. Every keyword entered by the user is assigned a value 
equal to the highest value from the profile vector. Both vectors are then added and the 
result vector is truncated to 10 keywords. This vector is used by the framework to 
retrieve a list of documents from one of the base Web search API. Each document is 
in turn compared for similarity with the user profile.  

4 Evaluation and Discussion 

A comprehensive quantitative evaluation of the framework is presented. In the 
evaluation the performance of the three mediation systems is measured in terms of 
two metrics: precision and recall. The experiment was performed with 30 users with 
their own choice of keywords and areas of interests. To measure the system 
effectiveness the evaluation was conducted with Yahoo! and Google search APIs, and 
the mediation system with the three different types of profiling.  

In the experiment, the system retrieves for each query 80 documents returned by 
each of the API; the framework was set to order these documents according to the 
similarity to the user profile and to return 20 documents with the highest similarity. 
For each base search APIs the first 20 returned documents were considered without 
any filtering.  

4.1 Document Rating 

To ensure that a consistent scale of scores is adhered to users were presented with an 
indication on how to assess a page depending on whether it was relevant or not. They 
were instructed to give 2 points to fully relevant documents, 1 point to documents 
containing relevant information as part of its contents, 0.5 point for documents that 
contained links to relevant information and 0 point if there was no relevant 
information [10]. The documents which could not be opened were ignored. The 
search results were presented in random order, and users were not aware of which 
search method generated the results. This process makes the scoring fairer, consistent 
and easier for the users. 

4.2 Experimental Analysis 

The experiment was conducted in two phases. In the first phase only a short time was 
given to build implicit profiles, while in the second phase this time was extended. 

Experiment Phase 1. In the first phase the users were instructed to use the provided 
Web browser for 15 minutes so that the browsing behaviour could be recorded in the 
database. After the browsing session each user proceeded to enter the keywords for 
the search. The documents returned by each of the implemented systems and by the 
base Web Search APIs were combined into one list, sorted randomly and pre-opened 
in a Web browser. This approach was designed to avoid the situation where the 
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ratings given by the users would be affected by their opinions of the retrieval systems. 
The documents were then rated by users. 

Experiment Phase 2. The second phase of the experiment was performed to check 
how the retrieval effectiveness changes when a system had additional time to learn 
from the user behaviour. Each user was allocated the same user name through all the 
experiments so that new information could be added to an already stored browsing 
history. The additional learning time was set to 15 minutes per user, so that the total 
time allowed for system learning was doubled. The users rated search results in the 
same way as in the first phase of the experiment. 

First Phase Results. Figure 2 presents the average precision and recall calculated 
for each of the systems after the first phase of the experiment. 

 

Fig. 2. Average precision and recall after the first phase 

Both explicit and hybrid systems have improved the search performance in terms 
of precision, while the implicit system performance is worse than the performance of 
the base API. The recall values are almost unaffected by mediation, with the 
exception of the implicit system. Even through the implicit system alone has a 
negative effect on the performance, the hybrid system which uses the implicit 
information as part of the user profiling performs better than the explicit system 
which does not use it. This leads to a conclusion that while the implicit profile alone 
suffers from ‘the cold start’ problem, it can still be beneficial (in terms of precision) 
to use it in the filtering process, even after very limited learning. 

 
Second Phase Results. The second phase of the experiment was designed to assess 
how precision and recall are affected when more time is given to the system to learn. 
As the explicit system being evaluated or the base APIs would not benefit from the 
additional time, the precision and recall in this phase were only measured for the 
implicit and hybrid systems. 
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Fig. 3. Average precision and recall after the second phase 

As shown in Figure 3, in the second phase the precision improved for both implicit 
and hybrid systems. It can be concluded that the results generated by implicit systems 
are more precise once a browsing history is generated. The values for relative recall 
calculated after the second phase appeared to have improved.   

The Student’s t-test was conducted to determine whether these results are 
significant. The significance of the results was calculated by comparing the 
performance of the hybrid system with the other systems after the second phase of the 
experiment. The results show that the change in precision is significant with 99% 
confidence, while the change in recall is not significant. This confirms that hybrid 
personalisation generates more relevant documents, but that the pool of relevant 
documents is however similar to the other systems.  

4.3 Discussion 

This section puts the work in context and identifies issues for further work. The 
experimental results indicate that the system using the hybrid profiling has better and 
more accurate results than the base APIs without the profiling. The hybrid profiling 
combines the explicitly stated interests with the observation of user behaviour and it 
can offer an effective way of dealing with information overload.  

Although the aims and objectives of this research were met, a number of 
limitations have been identified. Useful documents can be ignored by their linguistic 
constraint as the calculation of the similarity is performed by exact match only. 
Secondly, efficiency issues which are also important were not addressed. The 
overheads caused by the need to download multiple documents before the framework 
can presents the search results were not investigated. 

The proposed framework appears to be a viable mediator between users and the 
Web, but there is still scope for enhancing its effectiveness. Further work will seek to 
generate more accurate profiles, e.g. by widening the criteria of implicit observation. 
Currently, the framework is based on VSM with exact match for keywords. Adding 
support for synonyms or ontological context could help to identify the terms that are 
related to those stored in a user profile.  
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5 Conclusion 

This research is an integral part of the effort aimed at overcoming the limitations of 
the classic search engines. The investigation has led to the proposal of a mediation 
approach which was applied in the development of three evaluated systems.  

Conducted experiments indicate that mediation frameworks can improve the 
quality of the Web search results, with the choice of the mode of mediation being an 
important factor in enhancing search precision. With the high improvement in terms 
of precision and insignificant change in the recall, the personalised systems can 
definitely provide better users` experience and reduce the time they need to spend on 
searching. 
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Abstract. A data integration system enables users to query a unified view of data
sources through a global schema. We consider a semi-automatically built data in-
tegration system in the semantic web context, where data sources are annotated
with ontologies. The global schema is also an ontology, expressed in DL-LiteA .
After the semi-automated building of the global schema in a previous work, we
focus here on the second part of this system, dedicated to the query answering
process. We show how it can rely on either GAV or LAV mappings, that are au-
tomatically computed. We present algorithms for both cases, and we discuss the
properties of this semi-automatically built data integration system.

Keywords: Data Integration, Description Logics, LAV/GAV Mappings.

1 Introduction

Data integration involves combining data residing in different sources and providing
users with a unified view of these data. There are two main conceptual architectures [5]:
the mediator approach, where data remain in their sources and are obtained when the
system is queried, and the warehousing approach, where data are extracted from their
sources, transformed and loaded in a warehouse before being queried. In this work
we deal with a mediator-based data integration architecture, where the data integration
system is seen as a triple

〈
G ,S ,M

〉
, such that [5]:

(i) G is the global schema, providing the conceptual representation of the application
domain and an integrated view of the underlying sources.
(ii) S is the source schema, i.e., schemas of the sources where data are stored.
(iii) M is the mapping between G and S , i.e. a set of assertions establishing the con-
nection between the elements of the global schema and those of the source schema.

In general, one starts by designing the schemas G and S before choosing either GAV
mappings, that associate to each element of the global schema a view over the sources,
or LAV mappings, that associate to each source a view over the global schema.

Several integration systems relying on ontologies have been developed and some
recent ones use some expressive description logics languages as formalisms to specify
ontologies [4]. In this article, we focus on the DL-LiteA description logics [7], which
has already been successfully used for building efficient ontology-based data access
systems [2]. It is specifically tailored for both allowing a rich ontology description and
preserving a reasonably low complexity of reasoning [3]. We have presented in [6] an
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approach to build an ontology-based data integration system in a semi-automated way,
based on this formalism.

Our main contribution is to show that the semi-automated semantic data integration
task is no longer as elusive as it was, by presenting the query processing abilities of
our semi-automatically built ontology-based integration system, thus completing our
proposal in [6]. Before describing the querying process, we recall this proposal:

(i) We start with computing, for each source, an intermediate ontology called Agree-
ment, that represents data to be shared. Agreements are alignements of local ontologies
with a given domain-reference ontology1. Known ontology mapping methods are ap-
plied and a (local) expert validates this semi-automated step.
(ii) All agreements are then automatically conciliated in a global ontology via a rele-
vant subsumption hierarchy of concepts, which is computed from the domain-reference
ontology. We keep track of the origin of concepts in the global ontology.

Fig. 1 shows two agreements built from two agricultural sources, and the corresponding
constructed global ontology. The first source treats information about agricultural-crop
varieties and their production quantities, while the second one deals with the average
cost prices of some agricultural products. Concepts represented by ovals with dash
lines come from the domain-reference ontology. Considering such a global ontology,
we present in the rest of this article query rewriting processes that reformulate a global
query qu into a query qrew composed only of views of sources involved by qu.
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Fig. 1. Two agreements and the global ontology that conciliates them

2 Preliminaries

We express ontologies using DL-LiteA [7], which belongs to the family of Descrip-
tion Logics (DLs) that allows representing the domain of interest in terms of concepts,

1 The domain-reference ontology considered in our example is AGROVOC:
http://www.fao.org/agrovoc.
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denoting sets of objects, and roles, denoting binary relations between (instances of)
concepts [7]. DLs differ in the constructs they offer to specify concepts and roles. DL-
LiteA is known as one of the most expressive DL in the DL-Lite family that still allows
efficient query answering [3]. It makes a distinction between objects and values, in-
troducing attributes for describing properties of concepts represented by values (data
properties) rather than objects.

A DL-LiteA Knowledge Base (KB) is a pair K = 〈T ,A〉, where T is the TBox
(Terminological Box) and A is the ABox (Assertional Box): the former specifies con-
cepts and roles and the latter represents their instances. The DL-LiteA TBox consists
of a finite set T of inclusion assertions specified according to the following syntax:
B " C | E " F | Q " R | UC " VC. A concept (respectively, value domain, role, and
attribute) inclusion expresses that a basic concept B (respectively, basic value domain
E , basic role Q, and atomic attribute UC) is subsumed by a general concept C (respec-
tively, value domain expression F , role R, attribute VC). Inclusion assertions of the form
B1 " B2 or Q1 "Q2 are called positive inclusions (PI), while inclusion assertions of the
form B1 "¬B2 or Q1 "¬Q2 are called negative inclusions (NI). As an example, below
is a part of the DL-LiteA TBox T of the ontology shown in bottom side of Fig. 1, that
says that tomatoes and onions are two kinds of vegetables, and that they are disjoint.
Crop statistics are a kind of statistics and is about2 tomatoes. The two last assertions
specify that tomatoes have a price which is a string.

Tomato"Vegetables
Onion"Vegetables
Tomato" ¬Onion

CropStats" Statistics
∃ isAbout "CropStats
∃ isAbout− " Tomato

Tomato" δ(price)
ρ(price)" xsd:string

A DL-LiteA ABox consists of a finite set A of concept and role membership assertions
of the form: A(a), P(a,b) and UC(a,b), where a and b are constants. For instance, the
following assertions form a part of a DL-LiteA ABox A , saying that the object identified
by the constant st7 denotes a crop statistics which is about a tomato identified by the
constant tm0, st7 is in 2007 and tm0 has a price equals to 1e/Kg:

CropStats(st7)
isAbout(st7, tm0)

year(st7,2007)
Tomato(tm0)

price(tm0,1e/Kg)

We consider conjunctive queries. Let x be a tuple of distinct variables, the so-called
distinguished variables, and y be a tuple of distinct existentially quantified variables
(not occurring in x), called the non-distinguished variables. con j(x,y) is a conjunction
of atoms with variables in x and y, whose predicates are atomic concepts (A(x)), atomic
roles (P(x,y)), or atomic attributes (UC(x,y)) of the TBox T . A conjunctive query (CQ)
over a DL-LiteA KB K = 〈T ,A〉 is an expression of the form: q(x)← con j(x,y). A
union of conjunctive queries (UCQ) is a set of CQs with the same head.

Our notion of views for query processing is the same as what is known in data in-
tegration context, i.e they describe the content of a set of autonomous sources. In this
article we consider conjunctive views, and therefore we define a view vi as a CQ of the
form: vi(x)← con j(xi,yi).

Each view v has an extension with respect to a knowledge base, denoted E(v), which
consists of a set of tuples of constants v(t), of the same arity as v. When data are for-
malized using extension of views, the knowledge base can be expressed in the form

2 The role isAbout has as domain CropStats and as range Tomato.
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K =
〈
T ,V ,E

〉
, where V is a set of views v, whose extensions are E(v) ∈ E . Since

a KB K is characterized by a set of models, query answering over K can be seen as
evaluating a query q over a set of interpretations I with respect to K . However, one
distinguishes the case where the extensions of predicates appearing in q are from an
ABox from the case where data are inferred from extensions of views. In the latter case,
the answers are called certain answers to q over K .

In our system, data that a source shares with others are accessed using views, that are
extracted from the agreement (cf. end of Section 1). We build (i) views for describing
binary relations chains between local concepts, that we call path views and (ii) views for
describing the properties of local concepts, called star views . Our purpose is to have
more flexibility in the query rewriting process, by having more possibilities to com-
bine different views when the properties of queried data are distributed across different
sources. For example if we consider the agreement Tl shown graphically at the top-left
part of Fig 1, a path view can be the following one:

vp1(x,y,z)←Activity(x),relateTo(x,y),Agriculture(y),concern(y,z),CropsVarieties(z).

Similarly, one star view in Tl is:

vs1(x,a,b)←CropsVarieties(x), production(x,a),origin(x,b).

Furthermore, we take into account the concepts that have specializations in Tl . So, when
a view vp1 contains a concept A1 that subsumes another concept A2, we build another
view vp1.1 from vp1 by substituting A2 to A1 in vp1 . We do the same for star views.
For example, the concept CropsVarieties in the view vp1 above subsumes the concept
Tomate in Tl , then we build also the two following views:

vp1.1(x,y,z)← Activity(x),relateTo(x,y),Agriculture(y),concern(y,z),Tomate(z)
vs1.1(x,a,b)← Tomate(x), production(x,a),origin(x,b)

On the one hand, views generated for a source S are used for extracting data that S
can give as certain answers to a query expressed in terms of the global ontology. The
values that correspond to views are computed according to how data are stored in the
source (relational, XML, RDF triple store, . . . ). Due to space limitations, we can not
present these parts of the system. On the other hand, computed path and star views may
be stored in the semantic-mapping part of the Mediator, for being used for query pro-
cessing following the LAV approach presented in Section 3. Indeed, as shown in [6],
the automated global schema building process implies that all the concepts and roles
that define views exist also in the global ontology. Thus, the views that we automati-
cally generate for representing the content of a source S are also views over the global
ontology, i.e. they are LAV mappings.

3 Semantic Query Rewriting

We consider the following assertions, in the TBox Tg of G in Fig 1, that are computed
automatically during the global ontology building process, and say that tomato, tomate
and onion products are also vegetables, rice products are also cereals, tomato products
are disjoint to onion products and vegetable products are disjoint to cereal products:
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Tomato"Vegetables
Onion"Vegetables

Tomate" Tomato
Rice"Cereals

Tomato" ¬Onion
Vegetables" ¬Cereals

We also consider the following user query qu expressed in terms of G :
qu(x,a,b)←Vegetables(x), price(x,a), production(x,b)
Our LAV query rewriting process is sketched in Algorithm 3.1. It takes as inputs the
query on the global ontology qu, the TBox of the global ontology Tg, and Vs, the set
of LAV mappings that we just described (end of Section 2). For example, let’s consider
that we have computed the following views v11, v12 ∈ V (S1) and v21, v22 ∈ V (S2):

v11(x,a)← Onion(x), production(x,a)
v12(x,a)← Tomate(x), production(x,a)

v21(y,b)← Tomato(y), price(y,b)
v22(y,b)← FriedRice(y), price(y,b)

Algorithm 3.1 - LAV Query Rewriting
Input:

(i) qu: user query.
(ii) Vs: LAV mappings.
(iii) Tg: TBox of the global ontology.

Output:
qrew: rewritten query, to be distributed through sources.

Local Variables:
(i) Qu: set of reformulated queries.

begin
1. Qu := Per f ectRe f (qu,Tg)
2. qrew := ConsistentMiniCon(Qu,Tg)

end

Based on the views computed in the sources, that are the LAV mappings in Vs, and the
semantic assertions declared in Tg, the algorithm finds from qu a query expression qrew

that uses only the views in Vs, such that (i) qv is equivalent to qu (or is the maximal
query contained in qu) and (ii) qv is expressed in terms of data provided by sources. In
the context of our example, the following query is the best rewriting of qu:
qrew(x,a,b)← v21(x,a),v12(x,b)
Indeed, the view v21 ∈V (S2) provides the price of tomato that are vegetables, while the
view v12 ∈ V (S1) provides the production of tomate which are also vegetables. Notice
however that the view v11 ∈ V (S1) also provides the production of onion, which are
vegetables, but in the TBox assertions Tg it is argued that tomato product is disjoint
from onion product and so, tomato instances can not be joint to onion instances.

For computing the correct rewritings, we propose to adapt the MiniCon algorithm [8],
which produces the maximally-contained conjunctive rewritings of a conjunctive query
q using a set V of conjunctive views. Firstly, the principles of MiniCon must be ex-
tended to our semantic context: indeed, consider again our example with the query qu

and the views in Vs, the subgoals of qu are SG = {Vegetables, price, production}. No
bucket will be formed from the subgoal Vegetables, because there is no view that con-
tains the predicate Vegetables among the views in Vs. However, if we consider the
logical implication of (concepts/role) subsumption assertions in Tg, we can reformulate
the query qu into a union of conjunctive queries (UCQ) Qu such that qi"Tg qu, for each
qi ∈ Qu, and Subgoals(Qu) = ∪qi∈Qu Subgoals(qi). In our example, the UCQ Qu that
reformulates the query qu w.r.t Tg contains the following queries:

q1(x,a,b)←Vegetables(x), price(x,a), production(x,b)
q2(x,a,b)← Tomate(x), price(x,a), production(x,b)
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q3(x,a,b)← Tomato(x), price(x,a), production(x,b)
q4(x,a,b)← Onion(x), price(x,a), production(x,b)

With this reformulation, the subgoals of Qu are SG = {Vegetables, price, production,
Tomate,Tomato,Onion}. It is clear that a bucket can be formed for the new subgoals
in SG by comparing them to the predicates of the views in Vs.

We propose to use the PerfectRef algorithm of [3] to achieve the query reformulation
process. PerfectRef takes as input a UCQ Q and a TBox T and compiles the assertions
of T into Q, returning a new UCQ Q′ over T which is the perfect first-order logic
(FOL) reformulation of Q w.r.t T . Each conjunctive query q in Q is reformulated by
using the positive inclusion assertions (PIs) in T as rewriting rules. Moreover, we pro-
pose to enhance MiniCon by extending its best underlying idea to the semantic level:
the aim is to avoid putting in a bucket an atom that will only generate invalid rewritings.
Due to the fact that assertions declared in the TBox may express disjunctness between
instances of different atoms, even if their bindings of variables match, a test of consis-
tency w.r.t the TBox assertions must be performed before adding a view in a bucket:
we propose to apply the Consistent algorithm of [3]. This algorithm uses the negative
inclusion constraints (NIs) declared in the TBox to check data consistency, by translat-
ing each negative inclusion (NI) assertion into a Boolean conjunctive query qunsat that
must be evaluated over the data. Function ConsistentMiniCon is the MiniCon modified
to integrate the consistency checking, with respect to assertions in Tg.

We consider now the following GAV mappings, assertions of the global ontology G ,
automatically computed during the conciliation phase of our global ontology building
process (cf. [6]):

Tomato(x)⊇ S1.Tomate(x)
Tomato(x)⊇ S2.Tomato(x)
Onion(x)⊇ S1.Onion(x)
Rice(x)⊇ S2.FriedRice(x)

production(x,y)⊇ S1.Tomate(x),S1.production(x,y)
production(x,y)⊇ S1.Onion(x),S1.production(x,y)
price(x,y)⊇ S2.Tomato(x),S2.price(x,y)
price(x,y)⊇ S2.FriedRice(x),S2.price(x,y)

Algorithm 3.2 below allows to compute answers to the user query qu by using these
GAV mappings. It rewrites qu into source queries, by applying the so-known query un-
folding method [5], but here again, it must be extended to deal with semantic aspects. As
for LAV rewriting solution, we have first to consider the TBox assertions in Tg to obtain
a complete unfolding of qu. Here again, we propose to apply the PerfectRef algorithm
to produce Qu. Then, the consistency w.r.t. the TBox assertions must be checked for
each unfolding. For this purpose, we propose to follow the approach presented in [1],
first by expanding each rewriting, then by applying the qunsat boolean queries computed
from the NIs of Tg.

Algorithm 3.2 - GAV Query Rewriting
Input:(i) qu: user query.

(ii) Tg: TBox of the global ontology, containing GAV mappings.
Output:

Qrew: set of rewritten queries.
Local Variables:

(i) Qu: set of reformulated queries.
(ii) U: set of unfoldings.

begin
1. Qu := Per f ectRe f (qu,Tg)
2. U := Un f old(Qu,Tg)



Querying a Semi-automated Data Integration System 311

3. Qrew := /0
4. for each q in U do
5. Qrew := Qrew

⋃
Consistent(Expand(q,Tg),Tg))

6. end for
7. Reduce(Qrew)

end

Consider for example the query q3 ∈Qu, one of the unfoldings we obtain is:

u8(x,a,b)← S2.Tomato(x),S2.FriedRice(x),S2.price(x,a),S1.Onion(x),S1.production(x,b)

The expansion of u8(x,a,b) gives the following result:

Exp u8(x,a,b)←Tomato(x),Rice(x), price(x,a),Onion(x), production(x,b). Applying
the Consistency algorithm leads to evaluate, among others, the boolean query qunsat ←
Tomato(x),Rice(x) over the body of Exp u8(x,a,b): an inconsistency is detected, so the
unfolding u8(x,a,b) is rejected. This process is repeated for all generated unfoldings.
In our example, the only valid rewriting of the query q3 ∈ Qu is:

qrew3(x,a,b)← S1.Tomate(x),S1.production(x,b),S2.Tomato(x),S2.price(x,a).

4 Discussion and Related Work

A complete discussion on LAV and GAV approaches, with complexity results, can be
found in [5]. The main novelty that we introduce to deal with our semantic Web con-
text is the use of DL-LiteA description logics, following [7]. The properties of the two
query rewriting methods presented in Section 3 follows from the properties of the used
algorithms, despite our adaptations to the semantic level. For these adaptations, we have
built upon clear explanations of [1]. Several other works use DL-LiteA in the context of
data integration systems but, to the best of our knowledge, our proposal is the first that
uses it for building (semi-)automatically a data integration system which avoids some
drawbacks related to either GAV or LAV approaches.

Adding (or removing) data sources is harder with classical GAV integration systems
because local and global relations that define the global schema are strongly coupled,
which involves to consider how a new arrived source may be combined with all the
existing data sources, in order to produce tuples of some global relation. This prob-
lem does not arise in our solution, because the sources keep their independence from
each other in the global ontology, although connected by semantic links. Indeed, when
observing the GAV mappings M shown in the previous section, it can be noticed that
concepts and roles of the global ontology are never related to concepts and roles belong-
ing to several different data sources, on contrary they are always related to concepts and
roles of a single source. Relations between the global concepts involved in the mappings
are only semantically established in the global TBox Tg through hierarchical links that
come from the reference-domain ontology. For an illustration, if a new source S3 must
be added to S1 and S2, assuming that S3 provides information about patatoe products
and their production, by applying our solution the following new semantic information
are added to Tg:
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Patato"Vegetables
Patate" Patato

Patato" ¬Tomato
Patato" ¬Onion

Patate" δ(production)

and the followings GAV mappings are automatically generated:

Patato(x)⊇ S3.Patate(x) production(x,y)⊇ S3.Patate(x),S3.production(x,y)

As illustrated in this example we do not need to combine any local relations of different
sources to provide tuples of global relations when adding a new source. Therefore, our
system allows GAV query processing whereas it is also flexible with respect to source
adding or removing.

The price paid in general for this flexibility in classical LAV approaches is that the
rewritings are more complicated to find and to deal with. Our solution allows to enhance
this situation thanks to the views that we automatically generate on sources (cf. end
of Section2). For example, to describe the fact that a source S has information about
activities related to agricultural products, precisely tomatoes with their production and
origin, instead of considering only the view v:v(x,y,z,a,b)← Activity(x),
relateTo(x,y),Agriculture(y),concern(y,z),Tomate(z), production(z,a),origin(z,b)
we compute the set of views describing the same information as in v, w.r.t. our source
S1 (Fig. 1):

vp11 (x)← Activity(x)
vp12 (x)← Agriculture(x)
vp13 (x)← Tomate(x)
vp21 (x,y)← Activity(x),relateTo(x,y),Agriculture(y)
vp22 (x,y)← Agriculture(x),concern(x,y),Tomate(y)

vp31 (x,y,z)← Activity(x),relateTo(x,y),Agriculture(y),
concern(y,z),Tomate(z)

vs11 (x,a)← Tomate(x), production(x,a)
vs12 (x,b)← Tomate(x),origin(x,b)
vs21 (x,a,b)← Tomate(x), production(x,a),origin(x,b)

If we considere the following user’s query: q(x,a,b) ← Tomate(x), production(x,a), the
selection of the view v for rewriting the query q implies irrelevant parts in the answer.
However, using the set of views resulting from our decomposition method in path and
star views, we are able to select the most exact view in order to have precise answer:
in our example vs11 describes only tomatoes and their production. Thus, we avoid a
post-processing task consisting of pruning all irrelevant parts in the sources’ answers.

5 Conclusion

We have presented the query processing part of our data integration system, that is semi-
automatically built. We have shown how it combines the advantages of LAV and GAV
approaches. The global ontology building process is now implemented in a prototype,
where ontologies are expressed in RDF/OWL, and we are working on completing this
prototype with the query processing part.

References

1. Abiteboul, S., Manolescu, I., Rigaux, P., Rousset, M.-C., Senellart, P.: Web Data Management.
Cambridge University Press (2012)

2. Calvanese, D., De Giacomo, G., Lembo, D., Lenzerini, M., Poggi, A., Rodriguez-Muro, M.,
Rosati, R., Ruzzi, M., Savo, D.F.: The mastro system for ontology-based data access. Semantic
Web 2(1), 43–53 (2011)



Querying a Semi-automated Data Integration System 313

3. Calvanese, D., De Giacomo, G., Lembo, D., Lenzerini, M., Rosati, R.: Tractable Reasoning
and Efficient Query Answering in Description Logics: The L-Lite Family. J. Autom. Reason-
ing 39(3), 385–429 (2007)

4. Horrocks, I.: Ontologies and the semantic web. Commun. ACM 51(12), 58–67 (2008)
5. Lenzerini, M.: Data integration: A theoretical perspective. In: PODS, pp. 233–246 (2002)
6. Niang, C., Bouchou, B., Lo, M., Sam, Y.: Automatic Building of an Appropriate Global On-

tology. In: Eder, J., Bielikova, M., Tjoa, A.M. (eds.) ADBIS 2011. LNCS, vol. 6909, pp.
429–443. Springer, Heidelberg (2011)

7. Poggi, A., Lembo, D., Calvanese, D., De Giacomo, G., Lenzerini, M., Rosati, R.: Linking
Data to Ontologies. In: Spaccapietra, S. (ed.) Journal on Data Semantics X. LNCS, vol. 4900,
pp. 133–173. Springer, Heidelberg (2008)

8. Pottinger, R., Halevy, A.Y.: Minicon: A scalable algorithm for answering queries using views.
VLDB J. 10(2-3), 182–198 (2001)



 

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 314–328, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A New Approach for Date Sharing and Recommendation 
in Social Web 

Dawen Jia1, Cheng Zeng1,∗, Wenhui Nie2, Zhihao Li2, Zhiyong Peng2 

1 State Key Laboratory of Software Engineering, Wuhan University, China 
2 Computer School, Wuhan University, China 

{brilliant,zengc,momo_nwh,z.h.li,peng}@whu.edu.cn 

Abstract. The social Web is a set of social relations that link people through the 
World Wide Web. Typical social Web applications which include social media 
and social network services etc. have already become the mainstream of web 
application. User-oriented and content generated by users are pivotal characte-
ristics of the social Web. In the circumstance of massive user generated unstruc-
tured data, data sharing and recommendation approaches take a more important 
role than information retrieval approaches for data diffusion. In this paper, we 
analyze the disadvantages of current data sharing and recommendation methods 
and propose an automatic group mining approach based on user preferences, 
which lead to sufficient data diffusion and improve the sociability between us-
ers. Intuitively, the essential idea of our approach is that users who have the 
same preferences towards a set of interested topics could be gathered together 
as a Common Preferences Group (CPG). To evaluate the efficiency of the CPG 
mining algorithm and the accuracy of data recommendation based on our ap-
proach, the experiments use dataset collected from the most popular image 
sharing site Flickr. The experimental results prove the superiority of our new 
approach for data sharing and recommendation in social Web. 

Keywords: Recommender System, Common Preference Group, Social Web. 

1 Introduction 

With the advent of Web 2.0, users are allowed to produce content in the Web. The 
social Web is a set of relationships that link together people over the World Wide Web. 
Typical Social Web applications which include social networking services, social me-
dia and online communities, etc. have already become the mainstream of web applica-
tion. User interaction is a pivotal characteristic of the social Web. Starting with the 
social media sites, such as Flickr and Youtube, user-generated contents have taken over 
social web. Users and contents in these sites are still rapidly increasing every day.  
Traditional information retrieval technologies have limits when dealing with the prob-
lem of information overload in the social Web, mainly in that large amounts of  
unstructured data produced by users is more difficult to classify and retrieve. In the 
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circumstance of massive user-generated unstructured data, data sharing and recom-
mendation approaches take a more important role than information retrieval approach-
es for data diffusion in the Social Web. Facebook revealed that online sharing is  
growing at an exponential rate and users were sharing 4 billion ‘things’ on Facebook 
every day last year. ‘Things’ here normally refers to multimedia objects, such as tex-
tual web pages, videos and images. This kind of sharing is the friend-to-friend style. 
Only the friends of the distributor could see them. As we know, people who are friends 
do not mean they have the common interests. We might have hundreds of friends and 
get thousands of sharing things each day, but we might find out only few of them get 
our attention and the rest are all junk information for us. What we need is a persona-
lized data sharing and recommendation based on our own interests. As the matter of 
fact, many social Web sites provide the group mechanism for personalized data shar-
ing, where the user can manually create a group with a certain topic and the other users 
who are interested in the topic can join this group as a member and upload the relevant 
objects into the group pool. Literature [1] pointed out that more than half of users of 
Flickr participated in at least one group with their snapshot, which indicated that a 
large number of users engaged in group activities. Users create and join groups for 
social purposes, and the formation of groups has gained great popularity and attracted 
enormous number of users [2]. Basically, each group represents a specific topic, and 
users who are interested in this topic can join the group as a member and upload the 
relevant media data into the group pool. The study shows that adding photos into 
groups is one of the main reasons for photo diffusion [9, 10]. It is no doubt that group 
is a useful tool for media sharing and recommendation. However, the existing group 
mechanisms in current social web sites have many disadvantages. Some wildly men-
tioned problems are listed below [3, 4, 5, 7]: 

• The most mentioned problem is that group is self-organized; one topic may have a 
huge number of corresponding groups. For example, there are about 31494 groups 
related to “dog” in Flickr1. The number of groups is still increasing.  

• Furthermore, a data object can match more than one topic, and users have to match 
the subject of each image with various topics. Manually assigning each media ob-
ject to the appropriate groups is tedious task.  

• For each user, it is also a difficult task to choose the right groups to join. Some-
times users won’t join the group on their own initiative, since they were not aware 
their interests yet. 

• Since the data objects are added to certain group pool manually, no one can guar-
antee all the objects in a group pool comply with the group topics. As the matter of 
fact, the phenomenon that data objects are inconsistence with their group topics is 
ubiquitous.  

These disadvantages have become the severely obstacle of data sharing and recom-
mendation. Since a topic might match thousands of groups, at first, it is not practical 
for the user join all the relevant groups, the consequence is the objects in a certain 
group or the new objects adding to this group cannot be shared with the users who are 
not the member of this group; secondly, to share and recommend a object, users have 

                                                           
1  http://www.flickr.com/groups/. Retrieved July 11, 2011. 
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to manually upload the media object to relevant groups, and it is also not practical for 
the user upload a media object to thousands of groups which are relevant to a same 
topic. Furthermore, users may not be aware of their preferences, which means users’ 
behaviors indicate they are interested in some groups but they have not join those 
groups which they should join into, then objects in those groups could not be shared 
to those users.  

To tackle these problems, we proposed a new approach to discover groups auto-
matically based on user’s preference. To distinguish two kinds of group in this paper, 
we call the group which is automatically generating by our approach the Common 
Preference Group (CPG). This research is conducting under a hypothesis that a user 
like a data object because the user is interested in some semantic topics implied in the 
object. With this assumption, we switch interests of users from the objects to the se-
mantic topics, and we group users who share common interests together as a CPG.  

The brief process is described as follow: in the social Web, users have their own 
preferences about data objects. Currently, the systems provide some functions which 
allow users express their preferences, such as marking “favorite” or “like” to an object 
or give an object a rating score. Several semantic topics could be extracted from each 
object. The users’ behaviors could reveal their preferences on each semantic topic. 
Intuitively, the essential of our grouping idea is that users who have the same prefe-
rence on a set of semantic topics should be gathered together as a CPG.  

The automatic grouping approach has the following features: i) a CPG is corres-
ponding to a set of semantic topics, which indicate the users’ preference about each 
semantic topic; ii) the CPG is automatically generated, and a user whose preference 
matches a CPG will be added to this CPG automatically; iii) The data object can be 
automatically added to the corresponding CPG pools as well. CPG can be used as 
social purposes and data recommendation. Compared with current group mechanism, 
the new features of CPG bring these advantages: i) the users could discover their own 
preferences and the other people who have the same preference with them; ii) differ-
ent CPG can be recommended to users based on user’s preferences; iii) objects are 
distributed to different CPG without human involved. In order to evaluate the accura-
cy and efficiency of our approach, we use dataset collected from the most popular 
image sharing site Flickr. The detail elaborates in the experimental section. 

2 Related Work 

To the best of our knowledge, little literatures have been published on automatic 
group generating based on users’ preferences. We compare our work with related 
domains from two different viewpoints. 

• Social Group Recommendation 
The research on social group recommendation which called social group suggestion 

as well started from recent year. The most mentioned problem in social group rec-
ommendation domain is that groups are self-organized, which causes one topic may 
have a huge number of similar groups. It is a difficult task for users to either choose 
the right groups to join in by themselves or distribute a media object into appropriate 
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group pools. Many researches focus on recommending groups for a given object ac-
cording to its content [4, 5, 7], and there are some other research that focus on re-
commending groups to each user [3, 17]. Though those approaches could recommend 
the best groups for users and media objects, it still can’t satisfy the data sharing and 
recommendation task. Users with common interests may still separate in different 
groups, so that lots of shared data objects cannot be seen by other group members. On 
the other side, some people obviously have common interests, but they just aren’t 
aware of the existence of the corresponding groups or the corresponding groups ha-
ven’t been manually created yet. As a result, they won’t be connected together. 
• Recommendation Techniques 

There exist different kinds of recommendation techniques for various user tasks. 
Those techniques have a number of possible classifications, such as content-based [8], 
collaborative filtering (CF) [12, 14], hybrid [13] etc. Collaborative filtering is the 
most successful techniques in recommender systems. Cui et al. [6] propose a con-
tent/similarity-based technique to facilitate the recommendation application in social 
media environment. When applying these recommendation techniques in Social Web, 
we find a common fault of existing recommendation techniques. The existing tech-
niques recommend each object to the individual user. These techniques focus on 
mainly the accuracy of recommendation algorithms, however they overlook the time 
efficiency and computational complexity. As we mentioned before, there exists im-
mense amount of users and objects, and the numbers are rapidly increasing every day 
in Social Web. Though, the requirement of time efficiency in recommender system is 
not as crucial as in retrieval system, in the circumstance of mass data and users, it is 
necessary to consider the factor of time efficiency for recommendation approaches. 
Obviously, the social group mechanism which could realize batch recommendation 
has higher efficiency since the number of groups could be much less than the number 
of users. 

3 Preliminaries 

We argue that users’ preferences on data objects are caused by their preferences on 
various semantic topics contained in the object. With this assumption, we can switch 
users’ preferences from the objects to the semantic topics. At first, we establish the 
relation between the users and the semantic topics. Then we can cluster the users who 
share common interests together by CPG mining algorithm. 

3.1 Semantic Topic Extraction 

Extracting semantic topics which imply users’ preferences from data objects is the 
foundation of our approach, and two things should be considered in this module: first, 
no matter where semantic topics come from, predefined or extracted from data object, 
these topics should be consistent with user’s interests; second, the process of extract-
ing semantic topics from data objects should be as accurate as possible. Different 
types of data objects, such as text, video, image and audio, have different semantic 
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extraction methods. Semantic topics extracting from social object is a classic problem 
in multimedia domain [11, 15, 16]. In the circumstance of social Web, semantic topics 
could be extract either from data objects themselves or the rich useful clues surround-
ing data objects, such as tags, descriptions and comments. Moreover, the personal 
information of creator, uploader, viewer and even the geographical location reveals 
the semantics of data objects.  

3.2 Establish the User Preference Model 

In the previous subsection, we discussed the principles of extracting semantic topics 
from data objects. Generally, more than one semantic topic could be extracted from a 
data object. TopicSpace denotes all possible topics that could be predefined or ex-
tracted from all objects.  is a set of semantic topics { } implied by the object o. 

 ⊆   (1)

A user u may interact with a set of objects. ObjectSpace denotes all objects. 
 is a set of objects {oi} which user u have interacted with. 

 ⊆                            (2)

Based on (1) and (2), the users’ preference on semantic topics can be derived. 
 is used to describe users’ preference on a set of semantic topics.  di is the 

user’s interestingness on each semantic topic .  ,    (3)

 
Definition 1: User Preference Model (UPM) 
The User Preference Model (UPM) is a model which records the users’ interesting-
ness on each semantic topic. The UPM can be represented as a 4-tuple < U, T, D,  
Λ >, where U is a set of users, T is a set of semantic topics, D is a set of possible le-
vels of interestingness, and the Λ ⊆ U × T × D indicates the user preference relation 
(UPR) which is each user’s interestingness on each semantic topic. 

4 Automatic CPG Mining Approach 

In this section, we first give the formal definition of CPG and CPG mining. Then we 
elaborate the process of CPG mining algorithm step by step with an example. 

4.1 CPG Definition 

Intuitively, the essential of our grouping idea is that users who have the same interest-
ingness towards a set of semantic topics should be gathered together as a CPG. Since 
users’ interestingness on each semantic topic has been record in UPM, we can design 
algorithms to mining CPG from UPM.   
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Definition 2: Common Preference Group (CPG) 
A Common Preference Group (CPG) is a subset of UPM, which satisfies the condi-
tion that all users in CPG sharing the same . A CPG gi can be represented 
as a pair <Ui, cp(Ui)>, where Ui is a set of users and   
refers to the common preferences shared by the users in Ui.  

In the paper, we also absorb the advantages of Collaborative Filter (CF) technology 
and combine it into CPG mining algorithm, called CF-CPG, which can tolerate the 
slight difference among user preferences in the same CPG and thus will gain better 
recommendation effect. We use Ori-CPG to represent the original CPG without CF. 
For more clearly describing our approach, we don’t distinguish CF-CPG from Ori-
CPG in mostly elaboration and uniformly use the concept CPG.  

Definition 3: CPG Mining 
The process of CPG Mining is discovering all CPG from a given UPM. With CPG, 
the Group Preference Relation (GPR) and User Group Relation (UGR) are easily 
inferred. UGR indicate the relationship between users and CPG, namely group mem-
bers. GPR indicate the relationship between user’s preference and CPG, namely the 
common preference sharing by all members in a CPG.  

 

Fig. 1. An example of CPG mining 

We define two parameters minUsers and minTopics to denote the minimal requirements of 
the number of users and semantic topics to form a CPG. 

4.2 The CPG Mining Algorithm 

We elaborate the process of CPG mining algorithm step by step with the example given in 
Fig.1 in this section.  

Step 1: Clustering users based on their interestingness on each semantic topic 

With UPM in Fig.1 (a), we can easily cluster the users who have the common  
preference together based on their interestingness for each semantic topic, shown in 
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Step 3: For each element in initialList, repeat step 2 

We repeat step 2 to get a cCList for each element in initialList, shown in Table 3. 
Since the element in cCList mined from p(d2t2) is covered by element 
<{d1t1,d2t2,d1t3},{u1,u3}>, it will be deleted. Actually, if the users in element p is the 
subset of the users in p’ and element p’ appears before element p, the cCList mined 
from p is redundant. We could mine <{d2t2,d1t3}, {u1,u3}> by step 2. However, the 
user set of p(d2t2) is the subset of p(d1t1), therefore we even need not to mine cCList of 
p(d2t2). Finally, we add all elements in cCList to CPGList.  

 

As shown in different shape regions in Fig.1 (b), three CPG are mined. g1 = <{t1d1, 
t2d2, t3d1}, {u1, u3}>, g2 = < {t1d1, t4d3}, {u2, u3, u4}> and g3 = <{t2d3, t3d3}, {u4, u5}>.  
We can easily generate GPR and UGR by CPGList. For example, as shown in 
Fig.1(c)(d), the CPG g1 has GPR1= <g1, {t1d1, t2d2, t3d1}>, UGR1 = <g1, {u1, u3}>. 

Algorithm 3: MergeWithcCList Algorithm 4: RemoveOverlapped
Input: e, cCList 
Output: cCList
Description: For an element e in 

intersList, compare it with those elements in 
cCList to see whether e could bring more 
semantic topics into current candidate CPG.

Input: cCList (With redundant elements ) 
Output: cCList (Without redundant ele-

ments) 
Description: An element will be deleted if 

it is fully covered by another element in the 
same cCList.

1. for each element cCPGi in cCList do
2. users = e.users cCPGi.users;
3. if (users.length >= minUsers)
4.         add element <{cCPGi.dt e.dt} ,

{users} > to cCList;
5. endif
6. end for

1. for two elements <set{t},set{u}>,
<set’{t},set’{u}> in cCList

2. if (set’{t} set{t} & set’{u} set{u})
3.     remove element <set’{t},set’{u}>

from cCList;
4. endif
5. end for

Algorithm 5: CreateCPGList Algorithm 6: RemoveRedundent
Input: The user preference relation Λ
Output: CPGList

Input: cCList1,cCList2
Output: cCList1,cCList2

1. CPGList = {};
2. initialList = UserClustering(Λ);
3. for each element p initialList do
4. cCList(p) =

CreateCandidateCPGList(p);
5. add cCList to tempList;
6. end for
7. for each cCList(pi) tempList
8. for each cCList(pj) tempList
9.         if pj.t after pi.t
10.             RemoveRedundent(cCList(pi), 

cCList(pj));
11.         end if
12. endfor
13. endfor
14. CPGList = tempList;
15. Return CPGList;

Description: As input, an element from 
cCList2 may covered by an element from 
cCList1. As output, any element from cCList2 
wouldn’t be covered by any element from 
cCList1.

1. for each element <set{dt},set{u}>
cCList1

2.    for each element <set’{dt},set’{u}>   
cCList2

3.            if (set’{dt} set{dt} & set’{u}
set{u})

4.            remove element <set’{dt},
set’{u}> from cCList2;

5.              endif   
6.      end for
7. end for
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Table 3. All cCList 

P cCList
p(d1t1) {<{d1t1,d2t2,d1t3}, {u1,u3}>, <{d1t1,d3t4 },
p(d2t1) Ф

p(d2t2) {<{d2t2, d1t3}, {u1,u3}>}(Delete)
p(d3t2) {<{ d3t2,d3t3}, {u4,u5}>}
p(d1t3) Ф

p(d3t3) Ф

Step 5: CPG merging 

Normally, when we finish Step 4, we’ve already got all CPG we could mine from the 
UPR table. But at this moment, all CPG are actually original common preference 
groups, called Ori-CPG. Ori-CPG is sensitive to the difference among user prefe-
rences that means all user preferences are completely consistent in the same CPG. In 
this paper, we absorb the advantages of CF technology and take it into CPG mining 
algorithm, called CF-CPG. It can tolerate the slight difference among user  
preferences, realize the preference inferring in certain extent and thus gain a better 
recommendation effect. For a more concise description to our approach, we did not 
distinguish CF-CPG from Ori-CPG in an elaborate and uniform used concept of 
CPG. Table.4 gives a simple example of the situation where the divergence between 
CPG1 and CPG2 is only about topic t1 and the difference of referred users set is very 
small. So we merge the two groups to obtain a bigger range of share and recommen-
dation. It is similar as the idea of CF technology, but the operated target is group in-
stead of single user. As a result, the recommendation efficiency will be higher due to 
the number of CPG is far less than that of users and CPG actually pre-stores the pre-
ference relation among users. 

Table 4. The situation of CPG merging 

 

The principle of CPG merging follows the formula (4). When the similarity value ,  is more than a certain threshold, g and g’ will be merged and the merging 
method is to find the minimal rectangle containing them. It means some users in the 
new CPG will be automatically recommended those preferences which they did not 
have ago. We suppose the user in g’, namely , is more than that in g, namely 

, and then the comparison about the number of topic is inverse, otherwise g’ will 
contain g, or they have not intersection at all that does not lead to CPG merging. 
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, · 1∑ ,  

, | ^ / ^  | 
   ^         (4)

 
where ,  denote the user/topic sets of group g and g’, respectively. Sum(*) com-
putes the unit amount in a set.  represents the difference of topics 
for g and g’, in other words, it is a set of topics which have different affection de-
grees for the same topic. The intuitional means of formula (4) is to calculate the 
similarity between two CPG which is proportional to their common user, topic and 
affection degree. Although it seems that the computation complexity of formula (4) 
is high, we actually only compute a part of it every time instead of all parts together. 
E.g. we can directly stop merging if the intermediate result has been lower than the 

threshold, because each part, such as ∑ , ,  or only  , is a decimals and their product can be only smaller. 

5 Data Object Recommendation 

As mentioned in section 3, a data object contains several semantic topics. otopic is a set 
of semantic topics ti implied in the object o. we calculate the similarity between the 
otopic of a data object o and gtopic of each CPG and then determine into which CPG the 
object o will be recommended. We give a similarity calculating method in this sub-
section. 
     The similarity of otopic and gtopic is determined by Positive Score (Pscore) and Neg-
ative Score (Nscore). The formula of similarity score is given below.  ,   (5)

As mentioned in previous section, gtopic is a set of weighted semantic topics {diti}, the 
weight di indicate CPG member’s affection degrees for semantic topic ti. gtopic also 
include a set of semantic topics, we use gt indicate the semantic topic set in gtopic. 
    The matched topics between otopic and gt contribute to Pscore and the mismatch 
topics contribute to Nscore. The semantic topic set tMatch includes all the semantic topics 
in both otopic and gt (tMatch = otopic  gt), which contributes to Pscore. In formula (6), α is 
the Pscore value, which is equal to the sum of affection degrees of all matched topics. δ 
is a constant to avoid division by zero.  α ∑    (6)

When otopic and gt is fully matched, that is otopic = gt, we calculate negative score   
with formula (7).   indicates the differential of weight d between matched semantic 
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topics contribute Nscore to the similarity. If otopic  gt, Nscore =   . Negative score 
  is caused by the mismatch of CPG topics. Formula (8) shows that   equals to 
the sum of affection degrees of all mismatched topics in gt. If otopic  gt, Nscore 
=  . Negative score   is caused by the mismatch of object topics.   is 
the average value of affection degrees in matched semantic topics.  1,2,3  are 
all Nscore, which indicate factors in inverse proportion to the value of ,  . If otopic  gt , otopic  gt and otopic  gt, Nscore =    . 

  ,                                   (7) 

 ∑                                                         (8) 

 ∑                                                    (9) 

With the similarity score between otopic and gtopic, we can choose a threshold τ for 
social media object recommendation. If the similarity score Sim(otopic, gtopic)>τ, the 
data object o will be recommended to the CPG g. We can also rank the recommended 
objects in CPG based on the similarity scores.  

6 Experiments and Analysis 

The CPG automatic mining algorithm and data recommendation algorithm are im-
plemented in Java. We design and conduct a series of experiments to evaluate the 
efficiency and precision of the proposed approach. All experiments are conducted on 
a PC with 2.8 GHz CPU and 3 GB memory, running the Windows 7 operating sys-
tem. 

Discovering users’ preference is the foundation of our CPG automatic mining and 
data recommendation approaches. Flickr which is a popular social media site for im-
age sharing and recommendation provides a function which allows users express their 
interests by marking “favorite” to images. Each user’s “favorite” images set imply 
his/her interests. Therefore, we can utilize this function in Flickr for CPG mining and 
recommendation evaluation, i.e., the image in the “favorite” set is the correct recom-
mendation. 

Based on the above considerations, we first initialize a user set. The user set is de-
termined by those users who marks one or many of Top-k most interesting images of 
each day from 2010.1 to 2011.12.We eliminate the users who have favorite images less 
than 100 and larger than 1,000. Finally, we download all favorite images and relative 
tags, and totally collect 10,695 users, 10,928,510 images and 61,944,695 tags. In fact, 
we are concerned with the semantic topics contained in images so that we extract se-
mantic topics by using classical LDA (Latent Dirichlet Allocation) method on those 
tags annotating images. Of course, the tag preprocessing is necessary before LDA 
computing because most of tags are repeated and meaningless. The processed tag set 
will be transformed into concept set including 52,366 concepts at last. We use 1/4 user 
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favorite images, namely 2010.1 to 2010.6, to extract semantic topics and model the 
user’s preference, and the rest images are used for recommendation evaluation.  

6.1 Efficiency Evaluation 

Due to no similar work about mining potential group, this section only shows the 
efficiency experiment results of our own approach. The experiment conducts based on 
two different CPG mining strategies: Ori-CPG and CF-CPG. The algorithms given in 
Section 4.2 introduced the Ori-CPG strategy which mines the original CPG while the 
CF-CPG strategy performs additional merging process on CPG with CF’s idea. Both 
memory inverted index on mined CPG and hash method are used to further improve 
the efficiency of our approach. 

There are 4 parameters <U, T, F, minUser> affecting the efficiency of the CPG 
mining algorithm, where U is the number of users, T is the number of semantic topics, 
F is the quantification levels of interestingness, minUser is minimal numbers of users 
to form a CPG. We conduct a series of experiments to evaluate the efficiency of our 
CPG mining algorithm by two strategies. All experiments in this subsection are re-
peated 5 times for each case and the averaged values are employed. 

Fig.2 (a) shows how the parameter minUsers affect the time efficiency. We set the 
parameter T = 100, F = 3 and user sizes U = 8,000. The experimental result shows  
 

  
|T| = 100,  |U| = 8000,  |F| = 3  |U| = 8000,  |minUsers| = 5,  |F| = 3 

        (a) different minUsers    (b) different number of topics 

 
|T| = 100,  |minUsers| = 10,  |F| = 3 |T| = 60,  |U| = 10000,  |minUsers| = 20 
(c) different number of users (d) different levels of interestingness 

Fig. 2. Efficiency Evaluation 
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that: Ori-CPG strategy has a higher mining efficiency than CF-CPG strategy because 
the latter has additional computation task and the reason is the same for the following 
experiments. 

The larger TopicSpace will lead to the richer semantic topic implied in CPG set 
and more accurate user preference expression. However, it will also consume more 
computing time for CPG mining and data object recommendation. With the number 
of topics increasing, the efficiency variation of the CPG mining algorithm is shown in 
Fig.2 (b). It shows the computing time is in proportion to the number of topics. There-
fore, it is necessary to determine an appropriate range of TopicSpace, namely the 
number of representative topics which will be discussed in section 6.2. 

Fig.2 (c) shows the experiment result when T = 100, minUsers = 10, F = 3 and user 
number varies from 2,000 to 10,000. The two curves which presents slight upward 
parabola indicates our approach has a good performance for the increasing of user 
number. 

The experiment results in Fig.2 (d) are different with others. There is respectively a 
peak in the two curves. The reason of emerging peak value is that if quantification 
level is low, the personality of each user will be weakened and most users tend to be 
same. As a result, both the number of mined CPG and calculating time are low. When 
the quantification level of affection degree is increased, the original difference among 
users is exposed so that CPG number and calculating time consuming rapidly rises. 
However, after the quantification level continues to increase, the difference among 
users is magnified. It is difficult to find those users with the same preferences in this 
status and both CPG number and calculating time decline sharply. 

6.2 Precision Evaluation 

We consider that users’ interests were expanding, so that we suppose those new inter-
ests of each user emerged in the later one and a half years were the result of data  
recommendation and would contribute to the precision of corresponding recommen-
dation approach. Of course, the defect of the assumption is that the final precision 
evaluation for our approach would be lower than the actual result because it is im-
possible to get real user feedback information in Flickr. 

Table 5. Precision comparing of different approaches 

 Ori-CPG CF-CPG CSP 

2010.7-2010.12 33.1% 37.3% 41.2% 

2010.7-2011.6 33.2% 42.4% 40.8% 

2010.7-2011.12 33.5% 48.3% 41.4% 

In this section, we compare the precision of data recommendation based on our  
two CPG mining strategies and CSP[2] for 3 different time range of dataset, shown  
in Table 5. We can see that the recommendation precision of CF-CPG strategy has 
the most significant increases and gradually gain the highest value as time goes on 
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because the users possibly spend a long time on expanding their interests which are 
just the inferring result of CF-CPG. On the contrary, Ori-CPG and CSP have little 
change as time goes on because of lacking any inferring. Due to the specialty of our 
CPG mining approach, it discovers the essentially common preference groups among 
users while the traditional groups used in CSP are built by subjective consciousness. 
In our experiment, we ignore the feedback learning in CSP in consideration of fair-
ness. Ori-CPG is based on the real situation completely, so that it could reflect the 
fact of common user preference. But it has not any inferring function and can’t predict 
the improving of user preference. As a result, Ori-CPG obtains the lower precision 
than CF-CPG when we take new data as verification where CF-CPG absorbs the idea 
of CF technology. Because the reason of dataset, we can’t evaluate the real inferring 
effect of CF-CPG which relies on the user feedback for the recommended objects. In 
fact, some data are possibly recommended to those potential users who don’t reveal 
their whole preferences and are not even aware of some preferences. However, it will 
affect the precision evaluation results of CF-CPG approach if those data recommend-
ed are not in users’ favorite lists. 

In Fig.3, we compare the precision variation of data recommendation for different 
numbers of topics. Two strategies obtain similar trend of curves. Their precision 
growth rates have clearly slowed down after the horizontal ordinate comes near 160. 
It means we should select about 160 semantic topics, namely k=160, to mine CPG 
and realize data recommendation. 

 

 

Fig. 3. Precision comparing for different numbers of topics 

7 Conclusion 

In the circumstance of massive user generated unstructured data, the data sharing and 
recommendation approaches take more important role than information retrieval ap-
proaches for data diffusion. In the paper, we analyse the disadvantages of current data 
sharing and recommendation methods and propose automatic group mining approach 
based on user’s common preferences, which lead to sufficient data diffusion and im-
prove the sociability between users. The experimental results indicate that our ap-
proach can efficiently discover potential groups and gain preferable recommendation 
effect.  
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Abstract. Recently, recommendation systems have received significant
attention. However, most existing approaches focus on recommending
items of potential interest to users, without taking into consideration
how temporal information influences the recommendations. In this pa-
per, we argue that time-aware recommendations need to be pushed in
the foreground. We introduce an extensive model for time-aware recom-
mendations from two perspectives. From a fresh-based perspective, we
propose using a suite of aging schemes towards making recommendations
mostly depend on fresh and novel user preferences. From a context-based
perspective, we focus on providing different suggestions under different
temporal specifications. The proposed strategies are experimentally eval-
uated using real movies ratings.

1 Introduction

Recommendation systems provide users with suggestions about products, movies,
videos, pictures and many other items. Many systems, such as Amazon, NetFlix
and MovieLens, have become very popular nowadays. One popular category of
recommendation systems are the collaborative filtering systems (e.g., [11,8]) that
try to predict the utility of items for a particular user based on the items previously
rated by similar users. That is, users similar to a target user are first identified,
and then, items are recommended based on the preferences of these users. Users
are considered as similar if they buy common items as in case of Amazon or if they
have similar evaluations as in case of MovieLens.

The two typical types of entities that are dealt in recommendation systems, i.e.,
users and items, are represented as sets of ratings, preferences or features. Assume,
for example, a restaurant recommendation application (e.g., ZAGAT.com). Users
initially rate a subset of restaurants that they have already visited. Ratings are
expressed in the form of preference scores. Then, a recommendation engine esti-
mates preference scores for the items, i.e., restaurants in this case, that are not
rated by a user and offers him/her appropriate recommendations. Once the un-
known scores are computed, the k items with the highest scores are recommended
to the user.

Although there is a substantial amount of research performed in the area of
recommendation systems, most of the approaches produce recommendations by
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ignoring the temporal information that is inherent in the ratings, since ratings
are given at a specific point in time. Due to the fact that a huge amount of
user preferences data is accumulated over time, it is reasonable to exploit the
temporal information associated with these data in order to obtain more accu-
rate and up to date recommendations. In this work, our goal is to use the time
information of the user ratings towards improving the predictions in collabora-
tive recommendation systems. We consider two different types of time effects
based upon the recency/freshness and the temporal context of the ratings and
consequently, we propose two different time-aware recommendation models.

The fresh-based recommendations assume that the most recent user prefer-
ences better reflect the current trends and thus, they contribute more in the
computation of the recommendations. To account for the recency of the ratings
we distinguish between the damped window model that gradually decreases the
importance of ratings over time and the sliding window model that counts only
for the most recent data and ignores any previous historical information. For
example, consider a movie recommendation system that gives higher priority to
new releases compared to other old seasoned movies (damped window model)
or focuses only on new releases (sliding window model).

From a different perspective, context-based recommendations offer different
suggestions for different time specifications. The main motivation here, is that
user preferences may change over time but have temporal repetition, i.e., recur
over time. As an example consider a tourist guide system that should provide
different suggestions during summer than during winter. Or, a restaurant recom-
mendation system that might distinguish between weekdays (typically business
lunches) and weekends (typically family lunches).

It is the purpose of this paper to provide a framework for studying various
approaches that handle different temporal aspects of recommendations. To deal
with the sparsity of the explicitly defined user preferences, we introduce the
notion of support in recommendations to model how confident the recommen-
dations of an item for a user is. We also consider different cases for selecting the
appropriate set of users for producing the recommendations of a user.

The rest of the paper is organized as follows. A general, time-invariant recom-
mendations model is presented in Sect. 2. Time is introduced in Sect. 3, where
we distinguish between the aging factor (Sect. 3.1) and the temporal context fac-
tor (Sect. 3.2). The computation of recommendations under different temporal
semantics is discussed in Sect. 4, while in Sect. 5, we present our experiments us-
ing a real dataset of movie ratings. Related work is presented in Sect. 6. Finally,
conclusions and outlook are pointed out in Sect. 7.

2 A Time-Free Recommendation Model

Assume a set of items I and a set of users U interacting with a recommendation
application A. Each user u ∈ U may express a preference for an item i ∈ I,
which is denoted by preference(u, i) and lies in the range [0.0, 1.0]. We use Zi

to denote the set of users in U that have expressed a preference for item i. The
cardinality of the items set I is usually high and typically users rate only a few
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of these items, that is, |Zi| << |U| for a specific item i. For the items unrated by
the users, a relevance score is estimated by invoking a recommendation strategy.

In this section, we first present a model for time-free recommendations (Sect.
2.1) and then define the top-k recommendations (Sect. 2.2). The time–free rec-
ommendations model is the generally used recommendations model where the
notion of time is completely ignored.

2.1 Defining Time-Free Recommendations

There are different ways to estimate the relevance of an item for a user. In
general, the recommendation methods are organized into three main categories:
(i) content-based, that recommend items similar to those the user has preferred
in the past (e.g., [17,13]), (ii) collaborative filtering, that recommend items that
similar users have liked in the past (e.g., [11,8]) and (iii) hybrid, that combine
content-based and collaborative ones (e.g., [5]).

Our work falls into the collaborative filtering category. The key concept of
collaborative filtering is to use, for a given user u ∈ U , the preferences of other
users in U in order to produce relevance scores for the items unrated by u.
But, which is the appropriate set of users, hereafter called peers, for computing
the recommendations of u? Due to the inherent fuzziness associated with this
question, there exists no single definition for locating the peers of u. In our model,
we assimilate three different aspects of peers: (i) close friends, (ii) domain experts
and (iii) similar users.

The close friends of a user u are explicitly selected by u. Computing recom-
mendations using only close friends is based on the assumption that these users
would have similar tastes for most things, because of the closeness of relationship.

Close Friends: Let U be a set of users. The close friends Cu, Cu ⊆ U , of a
user u ∈ U are explicitly defined by u.

From a different perspective, domain experts can be used for producing rec-
ommendations for specific queries, since they are considered to be knowledgeable
on a specific topic or domain. Several methods deal with the problem of finding
experts (e.g., [6]); the focus of this paper though is on how to exploit experts
preferences to recommend interesting items to other users and not on how to
identify these experts. So, we consider that the set of experts for a given query
are predefined, e.g., experts in tablet pcs.

Domain Experts: Let U be a set of users and Q be a query. The domain
experts DQ, DQ ⊆ U , are the users considered as experts for the domain of Q.

We denote this set as DQ, so, not dependent on the user, since typically
experts are associated with specific queries, subjects or domains rather than
with certain users.

Alternatively, a user can opt to employ the preferences of the users that exhibit
the most similar behavior to him/her in order to produce relevance scores for the
items unrated by him/her, even if other friendship or expert relationships exist.
Similar users are located via a similarity function simU(u, u′) that evaluates
the proximity between u and u′. Several methods can be applied for selecting
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the similar users of a user u. A direct method is to locate those users u′ with
similarity simU(u, u′) greater than or equal to a threshold value.

Similar Users: Let U be a set of users. The similar users Su, Su ⊆ U ,
of a user u ∈ U is a set of users, such that, ∀u′ ∈ Su, simU(u, u′) ≥ δ and
∀u′′ ∈ U\Su, simU(u, u′′) < δ, where δ is a threshold similarity value.

Clearly, one could argue for other ways of selecting Su, e.g., by taking the m
most similar users to u. Our main motivation here is that we opt for selecting
only highly connected users even if the resulting set of users Su is small.

We define now the general notion of peers for a user by taking into account
the three different cases.

Definition 1 (Peers). Let U be a set of users, u be a user in U and Q be a
query posed by u. The peers Pu,Q, Pu,Q ⊆ U , of u for Q are either: (i) the close
friends Cu of u, (ii) the domain experts DQ for Q, or (iii) the similar users Su
of u.

Based on the peers of a user for a query, we define formally the relevance of an
item for a user as follows:

Definition 2 (Time-free Relevance). Let u be a user in U , Q be a query
posed by u and Pu,Q be the peers of u for Q. If u has not expressed any preference
for an item i, the time-free relevance of i for u under Q is:

relevancef(u, i, Q) =

∑
u′∈(Pu,Q∩Zi)

contribution(u, u′)× preference(u′, i)∑
u′∈(Pu,Q∩Zi)

contribution(u, u′)

where contribution(u, u′) =

{
1, if Pu,Q is Cu or DQ

simU(u, u′), if Pu,Q is Su

The relevance score of user u for an item i depends on the peers of u that have
given a rating for i, i.e., those in Pu,Q ∩ Zi. The contribution(u, u′) reflects
the importance of each preference(u′, i) for u; this importance depends on how
“reliable” u′ is for u. When close friends or domain experts are used, contribution
is set to 1, since we are certain about the importance of the preferences of the
selected users. For the similar users case, the contribution of each user u′ depends
on the similarity between u and u′.

As already mentioned, due to the abundance of items in a recommendation
application, users, even the expert ones, rate only a small portion of them.
So, the following question usually arises: How confident are the relevance scores
associated with the recommended items? To deal with this problem, we introduce
the notion of support for each candidate item i for user u, which defines the
fraction of peers of u that have expressed preferences for i.

Definition 3 (Time-free Support). Let u be a user in U , Q be a query posed
by u and Pu,Q be the peers of u for Q. The time-free support of i for u under Q
is:

supportf (u, i, Q) = |Pu,Q

⋂
Zi|/|Pu,Q|
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Intuitively, the notion of support expresses how reliable is our estimation for i.
To estimate the worthiness of an item recommendation for a user, we propose

to combine the relevance and support scores in terms of a value function.

Definition 4 (Time-free Value). Let U be a set of users and I be a set of
items. For σ ∈ [0, 1], the time-free value of an item i ∈ I for a user u ∈ U under
a query Q, such that, �preference(u, i), is:

valuef(u, i, Q) = σ × relevancef(u, i, Q) + (1− σ)× supportf (u, i, Q)

We take a generic approach for computing the time-free value of an item for a
user. More sophisticated functions can be designed. However, this general form
of weighted summation is simple and easy to implement. Moreover, when σ = 1,
value maps to relevance, which is the typically used recommendation score.

2.2 Top-k Time-Free Recommendations

Given a query Q submitted by a user u and a restriction k on the number of the
recommended items, the goal is to provide u with k suggestions for items that
are highly relevant to u and exhibit high support.

Definition 5 (Top-k Time-free Recommendations). Let U be a set of users
and I be a set of items. Given a query Q posed by a user u ∈ U , recommend to
u a list of k items Iu =< i1, . . . , ik >, Iu ⊆ I, such that:

(i) ∀ij ∈ Iu, �preference(u, ij),
(ii) valuef(u, ij, Q) ≥ valuef(u, ij+1, Q), 1 ≤ j ≤ k − 1, ∀ij ∈ Iu, and
(iii) valuef(u, ij, Q) ≥ valuef(u, xy, Q), ∀ij ∈ Iu, xy ∈ I\Iu.

The first condition ensures that the suggested items do not include already
evaluated items by the user (for example, do not recommend a movie that the
user has already watched). The second condition ensures the descending ordering
of the items with respect to their value, while the third condition defines that
every item in the result set has value greater than or equal to the value of any
of the non–suggested items.

3 Time-Aware Recommendations

The general time-free recommendation model assumes that all preferences are
equally active and potentially they can be used for producing recommendations.
This way though the temporal aspects of the user ratings are completely ignored.
However, the information needs of a user evolve over time, especially if we con-
sider a long period of time, either smoothly (i.e., drift) or more drastically (i.e.,
shift). This fact makes the recent user preferences to reflect better the current
trends than the older preferences do. From a different point of view, user inter-
ests differ from time to time which means that users may have different needs
under different temporal circumstances. For example, during the weekdays one



334 K. Stefanidis et al.

might be interested in reading IT news whereas during the weekends he/she
might be interested in reading about cooking, gardening or doing other hobbies.

To handle such different cases, we propose a framework for time-aware rec-
ommendations that incorporates the notion of time in the recommendations
process with the goal of improving their accuracy. We distinguish between two
types of time-aware recommendations, namely the fresh-based and the context-
based ones. The fresh-based recommendations pay more attention to more recent
user ratings thus trying to deal with the problems of drift or shift in the user
information needs over time. The context-based recommendations take into ac-
count the temporal context under which the ratings were given (e.g., weekdays,
weekends).

In our time-aware recommendation model, the rating of a user u for an item
i, i.e., preference(u, i), is associated with a timestamp tu,i, which is the time
that i was rated by u. So, this timestamp declares the freshness or age of the
rating. Below, we first define the fresh-based recommendation model (Sect. 3.1)
and then, the temporal context-based recommendation model (Sect. 3.2). We
also present a variant of the top-k recommendations problem by defining the
top-k time-aware recommendations (Sect. 3.3).

3.1 Fresh-Based Recommendations

Generally speaking, the popularity of the items of a recommendation applica-
tion changes with time; typically, items lose popularity while time goes on. For
example, a movie, a picture or a song may lose popularity because they are too
seasoned. Motivated by the intuition that the importance of preferences for items
increases with the popularity of the items themselves, fresh-based recommenda-
tion approaches care for suggesting items taking mainly into account recent and
novel user preferences.

Driven by the work in stream mining [10], we use different types of aging
mechanisms to define the way that the historical information (in form of ratings)
is incorporated in the recommendation process. Aging in streams is typically
implemented through the notion of windows, which define which part of the
stream is active at each time point and thus could be used for the computations.
In this work, we use the damped window model that gradually decreases the
importance of historical data comparing to more recent data and the sliding
window model that remembers only the preferences defined within a specific,
recent time period. We present these cases in more detail below. Note that the
static case (Sect. 2), corresponds to the landmark window model where the whole
history from a given landmark is considered.

Damped Window Model. In the damped window model, although all user
preferences are active, i.e., they can contribute to produce recommendations,
their contribution depends upon their arrival time. In particular, the preference
of a user u for an item i is weighted appropriately with the use of a tempo-
ral decay function. Typically, in temporal applications, the exponential fading
function is employed, so the weight of preference(u, i) decreases exponentially
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with time via the function: 2−λ(t−tu,i), where tu,i is the time that the preference
was defined and t is the current time. Thus, t − tu,i is actually the age of the
preference. The parameter λ, λ > 0, is the decay rate that defines how fast the
past history is forgotten. The higher λ, the lower the importance of historical
preferences compared to more recent preferences.

Under this aging scheme, the so-called damped relevance of an item i for a
user u with respect to a query Q in a given timepoint t is given by:

relevanced(u, i, Q) =

∑
u′∈(Pu,Q∩Zi)

2−λ(t−tu′,i) × contribution(u, u′)× preference(u′, i)
∑

u′∈(Pu,Q∩Zi)
contribution(u, u′)

So, all user item scores are weighted by the recency 2−λ(t−tu′,i).
Since all preferences are active, the damped support of i for u under Q is equal

to the corresponding time-free support, that is:

supportd(u, i, Q) = supportf (u, i, Q)

Finally, the damped value of i for u under Q is computed as in the time-free case
by aggregating the relevance and support scores (σ ∈ [0, 1]):

valued(u, i, Q) = σ × relevanced(u, i, Q) + (1− σ)× supportd(u, i, Q)

Sliding Window Model. The sliding window model employs an alternative
method which exploits only a subset of the available preferences, and in partic-
ular, the most recent ones. The size of this subset, referred to as window size,
might be defined in terms of timepoints (e.g., use the preferences defined after
Jan 2011) or records (e.g., use the 1000 most recent preferences). We adopt the
first case. The preferences within the window are the active preferences that par-
ticipate in the recommendations computation. Let t be the current time and W
be the window size. Then, a preference of a user u for an item i, preference(u, i),
is active only if tu,i > t−W .

In the sliding window model, the sliding relevance of an item i for a user u
under a query Q is defined with regard to the active preferences of the peers of
u for i. More specifically:

relevances(u, i, Q) =

∑
u′∈(Pu,Q∩Xi)

contribution(u, u′)× preference(u′, i)∑
u′∈(Pu,Q∩Xi)

contribution(u, u′)

where Xi is the set of users in Zi, such that, ∀u′ ∈ Xi, tu′,i > t−W .
The sliding support of i for u under Q is defined as the fraction of peers of u

that have expressed preferences for i that are active at time t. That is:

supports(u, i, Q) = |Pu,Q

⋂
Xi|/|Pu,Q|

Finally, the sliding value of i for u under Q, for σ ∈ [0, 1], is:

values(u, i, Q) = σ × relevances(u, i, Q) + (1 − σ)× supports(u, i, Q)



336 K. Stefanidis et al.

3.2 Temporal Context-Based Recommendations

In contrast to fresh-based recommendations, the context-based ones assume that
although the preferences may change over time, they display some kind of tem-
poral repetition. Or in other words, users may have different preferences under
different temporal contexts. For instance, during the weekend a user may prefer
to watch different movies from those in the weekdays. So, a movie recommenda-
tion system should provide movie suggestions for the weekends that may differ
from the suggestions referring to weekdays.

As above, the rating of a user for an item, preference(u, i), is associated
with the rating time tu,i. Time is modeled here as a multidimensional attribute.
The dimensions of time have a hierarchical structure, that is, time values are
organized at different levels of granularity (similar to [16,18]). In particular,
we consider three different levels over time: time of day, day of week and
time of week with domain values {“morning”, “afternoon”, “evening”, “night”},
{“Mon”, “Tue”, “Wed”, “Thu”, “Fri”, “Sat”, “Sun”} and {“Weekday”, “Week-
end”}, respectively. It is easy to derive such kind of information from the time
value tu,i that is associated with each user rating by using SQL or other pro-
gramming languages. More elaborate information can be extracted by using the
WordNet or other ontologies.

Let Θ be the current temporal context of a user u. We define the context-
based relevance of an item i for u under a query Q expressed at Θ based on
the preferences of the peers of u for i that are defined for the same context Θ.
Formally:

relevancec(u, i, Q) =

∑
u′∈(Pu,Q∩Yi)

contribution(u, u′)× preference(u′, i)∑
u′∈(Pu,Q∩Yi)

contribution(u, u′)

where Yi is the set of users in Zi, such that, ∀u′ ∈ Yi, tu′,i �→ Θ, that is, the user
rating has been expressed for a context equal to Θ. For example, if the temporal
context of a user query is “Weekend”, only the user preferences given for context
“Weekend” would be considered.

The context-based support of i for u under Q is defined with respect to the
number of peers of u that have expressed preferences for i under the same to the
query context. That is:

supportc(u, i, Q) = |Pu,Q

⋂
Yi|/|Pu,Q|

Similar to the fresh-based recommendations, the context-based value of i for
u under Q is calculated taking into account the context-based relevance and
support. For σ ∈ [0, 1]:

valuec(u, i, Q) = σ × relevancec(u, i, Q) + (1 − σ)× supportc(u, i, Q)

3.3 Top-k Time-Aware Recommendations

Next, we define the time-aware variation of the top-k recommendations applica-
ble to both fresh-based and context-based approaches.
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Definition 6 (Top-k Time-aware Recommendations). Let U be a set of
users and I be a set of items. Given a query Q posed by a user u ∈ U at time
t mapped to Θ, recommend to u a list of k items Iu =< i1, . . . , ik >, Iu ⊆ I,
such that:

(i) ∀ij ∈ Iu, �preference(u, ij), for the fresh-based recommendations, and
∀ij ∈ Iu, �preference(u, ij) that is associated with context equal to Θ, for
the context-based recommendations,

(ii) valueo(u, ij, Q) ≥ valueo(u, ij+1, Q), 1 ≤ j ≤ k − 1, ∀ij ∈ Iu, and
(iii) valueo(u, ij, Q) ≥ valueo(u, xy, Q), ∀ij ∈ Iu, xy ∈ I\Iu,

where o corresponds to the same d (for the damped window model), s (for the
sliding window model), or c (for the context-based model).

The first condition ensures that the suggested items do not include already
evaluated items by the user either in general or under a specific context, while
the second and the third conditions resemble those of Definition 5.

4 Time-Aware Recommendations Computation

Assume a user that submits a query presenting his information needs. Each
query is enhanced with a contextual specification expressing some temporal in-
formation. This temporal information of the query may be postulated by the
application or be explicitly provided by the user as part of his query. Typically,
in the first case, the context implicitly associated with a query corresponds to
the current context, that is, the time of the submission of the query. As a query
example, for a restaurant recommendation application, consider a user looking
for restaurants serving chinese cuisine during the weekend. As part of his/her
query, the user should also provide the aging scheme that will be used.

Then, we locate the peers of the user (Sect. 4.1) and employ their preferences
for estimating the time-aware recommendations (Sect. 4.2). Recommendations
are presented to the user along with explanations on the reasons behind them
(Sect. 4.3). In following, we overview the details of each step.

4.1 Selecting Peers

Our model assumes three different kinds of peers, namely close friends, domain
experts and similar users. For each submitted query Q of a user u, u specifies the
peers that will be used for producing his/her recommendations. This selection
step of the peers is, in general, application dependent. For example, when a user
is asking for advice for a personal computer, the domain experts may fit well
to the user needs, while when asking for a suggestion about a movie, the user’s
close friends may provide good answers. In a similar manner, when using a trip
advisor, the choice of users with similar tastes seems appropriate.

For the close friends case, the set of peers of u consists of the close friends of u,
while for the domain experts case, the set of peers of u consists of the users that
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are considered to be experts for Q. We assume that this information is already
known. For the similar users case, we need to calculate all similarity measures
simU(u, u′) for all users u′ ∈ U . Those users u′ with similarity simU(u, u′)
greater than or equal to the threshold δ represent the similar users of u.

4.2 Computing Recommendations

Having established the methodology for finding the peers of a user, we focus next
on how to generate valued recommendations for him/her. Given a user u ∈ U
and his/her peers Pu,Q, the procedure for estimating the value score of an item
i for u requires the computation of the relevance and support of i. Note that
we do not compute value scores for all items in I, but only for the items I ′,
I ′ ⊆ I, that satisfy the query selection conditions. To do this, we perform a
pre-processing step to select the relevant to the query data by running a typical
database query. For example, for a query about destinations in Greece posed to
a travel recommendation system, we ignore all the rest destinations.

For computing the scores of the items in I ′, pairs of the form (i, valueo(u, i, Q))
are maintained in a set Vu, where o corresponds to d, s or c for the damped
window, sliding window and context-based approach, respectively. As a post-
processing step, we rank all pairs in Vu on the basis of their value score. To
provide the top-k recommendations to u, we report the k items with the highest
scores, i.e., the k first items in Vu.

Next, we discuss separately the particulars of each time-aware recommenda-
tion approach. For the damped window approach, all the preferences of the peers
of u are employed for computing recommendations. However, this is not the case
for the other two approaches, where only a subset of the peers preferences are
taken into consideration. More specifically, for the sliding window approach, only
the most recent preferences are used, while for the context-based approach, the
preferences that are defined for a temporal context equal to the query context.
This can be seen as a preference pre-filtering step. It is worth noting that, since
some preferences are ignored, some of the peers may not contribute finally to
the recommendation list construction.

Moreover, for the context-based approach, the associated set of preferences
for a specific query may be empty, that is, there may be no preferences for the
query. In this case, we can use for the recommendation process these preferences
whose context is more general than the query context. For example, for a query
with context “Sat”, we can use a preference defined for context “Weekend”. The
selection of the appropriate preferences can be made more efficient by deploying
indexes on the context of the preferences. Such a data structure that exploits
the hierarchical nature of context, termed profile tree, is introduced in [18].

As a final note, consider that the two approaches for computing time-aware
recommendations can be applied together. For instance, we can apply the context-
based approach first. Then, we can apply the damped window approach. This
way, the importance of the preferences that are defined for the query context
decreases with time.
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4.3 Presenting Recommendations

After identifying the k items with the highest value scores for a user u, u is
presented with these items. Recently, it has been shown that the success of
recommendations relies on explaining the cause behind them [19]. This is our
motivation for providing an explanation along with each suggested item, i.e., for
explaining why this specific recommendation appears in the top-k list.

To do this, we present recommendations along with their explanations as
text by using a simple template mechanism. Since explanations depend on the
employed approach, different templates are associated with the two different
approaches.

For the fresh-based approach, the reporting results have the following form:

item @i is recommended by the system
because of its high value score, @valueo,
computed using the recent preferences of your @peers.
@|Pu,Q

⋂
Ti| users out of your @|Pu,Q| peers have rated this item.

In this case, o corresponds to d or s and Ti to Zi or Xi for the damped window
or the sliding window approach, respectively.

Similarly, for the context-based approach, the results are presented as follows:

item @i is recommended by the system
because of its high value score, @valuec,
computed using the preferences, defined for a temporal context
equal to the query one, of your @peers. @|Pu,Q

⋂
Yi| users out of

your @|Pu,Q| peers have rated this item.

We use the symbol @ to mark parameter variables. Variables are replaced with
specific values at instantiation time. For a movie recommendation system, an
example of a reported result with its explanation is the following.

item Dracula is recommended by the system
because of its high value score, 0.9,
computed using the preferences, defined for a temporal context
equal to the query one, of your close friends.
27 users out of your 68 peers have rated this item.

5 Experiments

In this section, we evaluate the effectiveness of our time-aware recommendation
system using a real movie ratings dataset [1], which consists of 100,000 ratings
given from September 1997 till April 1998 by 1,000 users for 1,700 items. The
monthly split is shown in Fig. 1(a), while the split per weekends and weekdays
is shown in Fig. 1(b).

Since there is no information about actual friends and experts in this dataset,
we employ as the peers of a given user his/her similar users. To this end, the
notion of user similarity is important. We use here a simple variation; that is,
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Fig. 1. (a) Ratings per month and (b) ratings per temporal context

we use distance instead of similarity. More specifically, we define the distance
between two users as the Euclidean distance over the items rated by both. Let
u, u′ ∈ U be two users, Iu be the set of items for which ∃preference(u, i),
∀i ∈ Iu, and Iu′ be the set of items for which ∃preference(u′, i), ∀i ∈ Iu′ .
We denote by Iu ∩ Iu′ the set of items for which both users have expressed
preferences. Then, the distance between u, u′ is:

distU(u, u′) =
√∑

i∈Iu∩Iu′ (preference(u, i)− preference(u′, i))2/|Iu ∩ Iu′ |

To evaluate the quality of the recommendations, we use a predictive accuracy
metric that directly compares the predicted ratings with the actual ones [12].
A commonly used metric in the literature is the Mean Absolute Error (MAE),
which is defined as the average absolute difference between predicted ratings and
actual ratings: MAE =

∑
u,i |preference(u, i)− valueo(u, i, Q)|/N , where N is

the total number of ratings in the employed dataset and o corresponds to d, s
or c. Clearly, the lower the MAE score, the better the predictions.

Next, we report on the results for the sliding window model, the damped
window model and the context-based model compared to the time-free model.

Sliding window model. To illustrate the effectiveness of the sliding window model,
we use windows of different sizes W . The window size W = 1 stands for the
most recent month, i.e., April 1998, the window size W = 2 stands for both
April 1998 and March 1998, and so forth. The window size W = 8 includes the
whole dataset, from April 1998 till September 1997. We denote the resulting
dataset as DW , where W = [1 − 8] is the window size. For each dataset DW ,
we compute the recommendations for each user by considering the user ratings
within the corresponding window W . We compare the predicted values with
the actual values given by the user within the same window W and report the
average results.

The results for different windows are presented in Fig. 2(a). In the same
figure, we also show the effect of the user distance threshold. In general, rec-
ommendations present better quality for small windows (this is not the case for
the smallest window size (W = 1) because of the small amount of ratings used
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for predictions). For example, for a user distance threshold equal to 0.03 and
W = 2, the predictions are improved around 2.5% compared to W = 8 (i.e.,
compared to the time-free recommendations model). Or, for a threshold equal
to 0.06 and W = 3, the predictions are improved on average 0.5% compared
to W = 8. Moreover, the larger the window, the smaller the improvement. Re-
garding the effect of the user similarity thresholds, as expected, for larger user
distance thresholds, the MAE scores increase for all window sizes, since more
dissimilar users are considered for the suggestions computation.
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Fig. 2. MAE scores for (a) the sliding window and (b) the damped window model

Damped window model. Next, we evaluate the effect of the decay rate λ in the
recommendations accuracy. We use different values for λ; the higher the λ is,
the less the historical data count. The value λ = 0 corresponds to the time-free
model. We downgrade the original ratings based on the decay factor λ and the
time difference between the end of the observation period (22/04/1998) and the
ratings timestamp.

The results of this experiment are shown in Fig. 2(b). Practically, this aging
model seems to not offer any (or offer a very small) improvement in this setting,
i.e., for the employed dataset. As above, larger distance thresholds lead to larger
MAE scores.

Context-based recommendations. In this set of experiments, we demonstrate the
effect of temporal context on producing recommendations. We consider two dif-
ferent temporal contexts “Weekends” and “Weekdays”. For the “Weekends” con-
text, we base our predictions only on ratings defined for weekends (Dweekends),
whereas for the “Weekdays” context, we consider ratings from Monday to Friday
(Dweekdays). The predicted values are compared to the actual values given by
the user within the same temporal context through the MAE metric.

Fig. 3 displays the results. Except for the two temporal contexts, “Weekends”
and “Weekdays”, we also present the scores for the time-free model, i.e., when
the whole dataset is used. Generally speaking, the temporal context affects the
recommendations accuracy. In particular, for both contexts, “Weekends” and
“Weekdays”, the quality of the recommendations is improved compared to the
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time-free approach that completely ignores the temporal information of the rat-
ings. For example, for a user distance threshold equal to 0.03, the predictions
for “Weekends” are improved on average 0.95% when using ratings for “Week-
ends” instead of using the whole rating set. Similarly, for a distance equal to
0.06, the predictions for “Weekdays” are improved around 0.5%. Also, larger
distance thresholds values result in larger MAE scores, that is, the quality of the
recommendations decreases with the user distance threshold.

In overall, time plays an important role towards improving the quality of
the proposed recommendations. The sliding window and the context-based ap-
proaches increase the recommendations accuracy. However, a mere decay model
seems to be not adequate. Our goal is to design a more elaborate aging scheme
that considers not only the age of the ratings but also other parameters, such
as the recency and popularity of the recommended items and the context under
which the ratings were given. We expect that the time effect will be more evi-
dent for datasets that span a larger period of time. Further experimentation with
other kinds of peers provided by the application dataset will also be interesting.
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6 Related Work

The research literature on recommendations is extensive. Typically, recommen-
dation approaches are distinguished between: content-based, that recommend
items similar to those the user previously preferred (e.g., [17,13]), collaborative
filtering, that recommend items that users with similar preferences liked (e.g.,
[11,8]) and hybrid, that combine content-based and collaborative ones (e.g., [5]).
Several extensions have been proposed, such as employing multi-criteria ratings
(e.g., [2]) and defining recommendations for groups (e.g., [4,15,14]).

Recently, there are also approaches focusing on enhancing recommendations
with further contextual information (e.g., [3,16]). In these approaches, context
is defined as a set of dimensions, or attributes, such as location, companion and
time, with hierarchical structure. While a traditional recommendation system
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considers only two dimensions that correspond to users and items, a context-
aware recommendation system considers one additional dimension for each con-
text attribute. In our approach, we focus on a particular case of this model,
that is, the three-dimensional recommendations space among users, items and
time, since our specific goal is to study how the time effects contribute to the
improvement of predictions.

Moreover, there are some approaches which incorporate temporal informa-
tion to improve recommendations effectiveness. [21] presents a graph-based rec-
ommendation system that mixes long-term and short-term user preferences to
improve predictions accuracy, while [20] considers how time can be used into
matrix factorization models by examining changes in user and society tastes and
habits, and items popularity. [9] uses a strategy, similar to our damped window
model, that decreases the importance of known ratings as time distance from
recommendation time increases. However, the proposed algorithm uses cluster-
ing to discriminate between different kinds of items. [7] introduces the idea of
micro-profiling, which splits the user preferences into several sets of preferences,
each representing the user in a particular temporal context. The predictions are
computed using these micro-profiles instead of a single user model. The main
focus of this work is on the identification of a meaningful partition of the user
preferences using implicit feedback. In our paper, the goal is to examine time
from different perspectives. This way, we use a general model for time, consid-
ering time either as specific time instances or specific temporal conditions, in
order to define a unified time-aware recommendation model.

7 Conclusions

In this paper, we studied different semantics to exploit the time information as-
sociated with user preferences to improve the accuracy of recommendations. We
considered various types of time effects, and thus, proposed different time-aware
recommendation models. Fresh-based recommendations care mainly for recent
and novel preferences, while context-based recommendations are computed with
respect to preferences with temporal context equal to the query context. Finally,
we demonstrated our approach using a real dataset of movie ratings. There are
many directions for future work. One is to extend our framework so as to sup-
port a novel mode of interaction between users and recommendation systems;
our goal is to exploit the whole rating history to produce valued recommenda-
tions and, at the same time, use the fresh ratings to assist users in database
exploration.
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Abstract. With the fast growing of Web 2.0, social networking sites
such as Facebook, Twitter and LinkedIn are becoming increasingly popu-
lar. Link prediction is an important task being heavily discussed recently
in the area of social networks analysis, which is to identify the future
existence of links among entities in the social networks so that user ex-
periences can be improved. In this paper, we propose a hybrid time-series
link prediction model framework called DynamicNet for large social net-
works. Compared to existing works, our framework not only takes timing
as consideration by using time-series link prediction model but also com-
bines the strengths of topological pattern and probabilistic relational
model (PRM) approaches. We evaluated our framework on three known
corpora, and the favorable results indicated that our proposed approach
is feasible.

1 Introduction

With the fast growing of Web 2.0, social networking web sites such as Facebook,
Twitter and LinkedIn are becoming increasingly popular. For example, people
can use Facebook to find their friends and share similar interests. These systems
can provide sufficient information to users from collaboration. Therefore, it is
important to capture information effectively from social networks.

Link prediction is a sub-field of social networks analysis. It is concerned with
the problem of predicting the future existence of links among entities in the
social networks. Most of the existing works like [12,13] are mainly designed for
homogeneous network, and the attribute values of entities are difficult to gain
and measure. Thus, the use of topological features among entities in a social
networks is critical.

In this paper, we propose a hybrid time-series link prediction framework called
DynamicNet, using both attribute and structural properties, by carefully consid-
ering the timing of publication, in order to compute accurate link prediction in
social networks. Timing is an important factor which has not fully considered by
existing works and we can retrieve useful information like periodic patterns and
temporal trends from time-series analysis [2,9]. For example, if two authors have
cooperated together in the past three years, they have higher possibility to co-
operate in the next three years than if they only have cooperated ten years ago.
In addition, our framework combines both topological pattern and probabilistic
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relational model approaches. The topological pattern approach is to put whole
social networks into a graph and exploit local and global topological patterns
from the observed part of the network, and then make decisions for link existence
by calculating weight for pair of nodes [17,18]. On the other hand, probabilistic
relational model (PRM) is a framework [6] to abstract observed network into a
graph model. PRM represents a joint probability distribution over the attributes
of a relation data set possibly with heterogeneous entities [15].

However, according to existing researches, both approaches can not get ideal
outcomes in some cases. For instances, it is difficult for PRM to get the well-
established data patterns in large graphs such as paths and cycles if descriptive
attributes, link structure information, and potentially descriptive attributes of the
links are not available [8]. On the other hand, topological pattern is not flexible
enough to factorize the entire graph and it is strict by predefined threshold [18].

In order to minimize these issues, our hybrid link prediction framework is
to first use topological pattern to get descriptive information for entities in the
graph to construct a model graph, and then apply probabilistic relational model
to learn so that both vertices and edges in the graph can be regenerated and the
patterns in the link structure can be discovered.

Extensive experiments have been performed on three real data sets: DBLP,
Wikipedia and IMDB. We show that our approach performs significantly better
than several selected state-of-the-art methods in different scenarios. The rest of
this paper is organized as follows. In Section 2, we discuss relatedworks in link pre-
diction. In Section 3, we formulate our problem and describe the details of our ap-
proach including problem formulation. In Section 4, we present our experiments,
evaluation metrics, and results. We conclude this study in Section 5.

2 Related Work

The previous studies of link prediction methods differ significantly with respect
to three types of approaches: node-wise similarity, topological pattern and prob-
abilistic model based approaches. The following review of some previous works
is presented in chronological order.

Hoff et al. [7] introduced a class of latent class models from the perspective
of social networks analysis which try to project all the networked objects to a
latent space, and the decision for link existence is based on their spatial po-
sitions. Their method provides a model based spatial representation of social
relationships.

Taskar et al. [21] proposed a model by applying the Relational Markov Net-
work framework to define a joint probabilistic model over the entire link graph.
The application of the RMN algorithm to this task requires the definition of
probabilistic patterns over sub graph structures and provided significant im-
provements in accuracy over flat classification.

Newman [16] proposed based on empirical evidence that the probability of co-
authorship x and y is correlated with the product of the number of collaborators
of x and y, and used it to infer the probability of their collaboration in the future.
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Bilenko and Mooney [4] represented an original instance by a feature vector
where each feature corresponds to whether a word in a vocabulary appears in the
string representation of the instance. They made a pair instance by representing
it as a pairwise vector in an N dimensional space to compare similarity.

Basilico and Hofmann [3] proposed to use the inner product of two nodes and
their attributes as similarity measure for collaborative filtering. Their method
showed how generalization occurs over pairs with a kernal function generated
from either attribute information or user behaviors.

Martin et al. [14] proposed a solution for protein interaction social networks.
They extracted some signatures from consecutive amino acids which have the
hydrophilic characteristics from whole sequence that in fact pairs of amino acid
sequences for link prediction.

Bilgic et al. [5] demonstrated that jointly performing collective classification
and link prediction in an iterative way can be effective for both tasks.

Huang et al [9] introduced the time-series link prediction model problem and
took into consideration temporal evolutions of link occurrences to predict link
occurrence probabilities at a particular time. Their experiments demonstrated
that time-series prediction models of link occurrences achieve comparable per-
formance with static graph link prediction models.

3 Our Approach

3.1 Problem Formulation

There are five types of objects in our graph, namely Persons, Keywords, Entities,
Venues and Time. We use DBLP1, Wikipedia2 and IMDB 3 as our test datasets.
The explanations of these five objects are given in Table 1.

Table 1. Objects References

Objects DBLP Wikipedia IMDB

Persons Authors Contributors Actors

Keywords Keywords in Titles Keywords in Description Keywords in Movie Titles

Entities Papers Wikipedia Page Movies

Venues Venue Names Wikipedia Regions Movie Locations

Time Published Time Contribution Time Showed Time

Given a set of instances vi ∈ V , which is normalized as a graph G(V,E),
where E is the set of links, the task is to predict an unobserved link eij ∈ E
existing between a pair of nodes vi, vj , which are a pair of persons, in the graph.
The qualified link should satisfy a list of criteria both on the attribute and
structural properties in the graph networks. We formulate a list of criteria for
an unobserved link between two persons, which should satisfy as below:

1 http://www.informatik.uni-trier.de/~ley/db/
2 http://en.wikipedia.org/wiki/Wiki
3 http://www.imdb.com

http://www.informatik.uni-trier.de/~ley/db/
http://en.wikipedia.org/wiki/Wiki
http://www.imdb.com


348 J. Zhu, Q. Xie, and E.J. Chin

1) Timing - Two persons who have cooperated each other recently are more
likely to be linked than those who only have cooperated long times ago.

2) Frequency - Two persons who have cooperated many times before are more
likely to be linked than those who only have cooperated few times.

3) Node based Topological Patterns - Two persons are likely to be linked if they
have a number of common neighbors in the graph or the product of their
collaborators is high [16] or their shared attributes are very rare [1].

4) Path based Topological Patterns - Two persons are likely to be linked if there
are many paths indirectly connecting between them or the number of steps
between them are low or their neighbours are similar [10].

5) Probabilistic Relational Model - Our framework uses probabilistic rational
model, and in a typical relational network, two persons are likely to be linked
if they have similar distribution according to a set of clique templates [20].

3.2 DynamicNet Framework

Graph Structure of DynamicNet. As discussed in the previous sections,
there are five types of objects in the graph of our model. Persons object is a
concrete node and other four objects are attribute nodes to represent attribute
properties of the graph. Entities, Keywords and Venues are also connection nodes
where Entities is to connect Persons and other two is to connect Entities. Fig.
1 is an sample of the graph. There are two different scenarios, and one is direct
link between persons. For example, Person 1 has collaborated with Person 2 on
Entity 1, therefore they have possibility to cooperate again and similar situation
to Person 4 and Person 5. The other is indirect link. Person 1 might work with
Person 5 in the future because their works Entity 1 and Entity 2 have connec-
tions via Keywords and Venues which means their work topics are similar and
have been released in the same location before. Person 3 also has high chance
to work with Person 5 because they have same collaborator Person 4. We give
a list of definitions for our basic graph G(V,E) as below:

Definition 1 Path: We call p(u, v) is a path donating a sequence of vertices
from vertex u to vertex v through a set of edges ei(i = 1, 2, ..., n), e ∈ E and
E ∈ G.

Definition 2 Path Set: We call PATH(u, v) is the set of all possible paths from
vertex u to v.

Definition 3 Cycle: We call c(k) is a cycle donating a length k cycle where k
vertices connected in a closed chain. The number of vertices in a cycle equals the
number of edges.

Definition 4 Cycle Set: We call C(k) is the set of all possible cycles in graph
G in the length k.
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Edge Weighting. Like most of existing graph approaches, edge weighting is
very important for link prediction. In this section, we propose our edge weighting
methods for the edges from concrete node to attribute node and from attribute
node to attribute node. We define the weight of edge from concrete node p to
attribute node a in Equation.(1):

ω(p, a) =
d · Score(a)

N(p)
(1)

where Score(a) is the importance score of attribute node a in the graph, N(p)
is the number of links to p and d ∈ (0, 1] is a decay factor.

The weight of edge from attribute node a to attribute node b is defined in
Equation.(2):

ω(a, b) =
d · (Score(a) + Score(b))

γ ·Na(a, b) + (1− γ) ·Np(a, b)
(2)

where Score(a) and Score(b) are the importance scores of attribute nodes a and

b in the graph, d ∈ (0, 1] is a decay factor, Na(a, b) is the number of links from
other attribute nodes to a and b, Np(a, b) is the number of links from concrete
nodes to a and b. Since the link from concrete node to attribute node is different
to the link from attribute node to attribute node, γ is the parameter to control
the weight of two different types of links.

Regards to the importance score of an attribute, we define it in Equation.(3):

Score(a) =
N(a)

N(G)
(3)

where N(a) is the total number of links to a and N(G) is the total number of
links in graph G.

Topological Pattern Based Probability Model. In this section, we propose
a probability model to calculate the probability of a link with the weighting
methods we have introduced in the last section based on topological pattern
information in the graph, such as path and cycle formation.

Simply speaking, to predict an unobserved link in a graph is actually to cal-
culate the occurrence probability of this link. In our model, the probability is
determined by the number of paths and cycles with different lengths and degrees.

We first start from our sample graph in Fig. 1. The key is that the path from
Person 3 to Person 4 and the path from Person 4 to Person 5 should be treated
as a combination determinants for the cooperation of Person 3 and Person 5.

Therefore, an ideal link between two concrete nodes vi, vj should remain paths
or cycles with other concrete nodes from topological pattern of view. We define
the probability of a link e(i,j), e ∈ E based on path and cycle patterns in Equa-
tion.(4) and (5):
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Fig. 1. Sample Graph of DynamicNet with Unobserved Link

PRp(vi, vj) = di · djΣp∈PPR(vi|up)PR(up|vj) (4)

PRc(vi, vj) = di · djΣc∈CPR(vi|uc)PR(uc|vj) (5)

where PRp(vi, vj) is the transition probability from vi to vj via all possible paths
P , and up is the set of nodes between vi and vj in path p. Similarly, PRc(vi, vj)
is the transition probability between vi and vj in all possible cycles Ck, and uc

is the set of nodes between vi and vj in cycle c. k is the length of cycle and di, dj
are the degrees of vi, vj Then we have the probability of link occurrence of e(i,j)
defined in Equation.(6):

PR(vi, vj) = PRp(vi, vj) · PRc(vi, vj) (6)

Time-Series Link Prediction Model. In this section, we apply time-series
model to our probability model for link prediction because time-series models of
link occurrences achieve comparable link prediction performance with commonly
used static graph link prediction model [9].

As we mentioned before, timing is important for link prediction. Much richer
information could be extracted from the frequency time series of the link occur-
rences, such as the periodic patterns and temporal trends of the graph [9]. For
each link e(i,j), assume the probability in time T +1 is PR(T+1)(vi, vj) according
to the period from 1 to T , then we have Equation.(7) by applying autoregressive
model [19]:

PR(T+1)(vi, vj) = α1PR1(vi, vj) + ...+ αTPRT (vi, vj) + εt (7)

where the term εt is the source of randomness and is called white noise. αT is
the weighting parameter for each time, and we give higher weight to the year
closer to the future year.
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Further Improvements with Probabilistic Relational Model and Dy-
namicNet Wrap-Up. We have introduced our model based on topological
pattern with time-series link prediction model in previous sections. However,
like other traditional graph models, the model uses a single graph to model the
relationship among the attributes of entities and it is difficult to measure entity
attributes over entire graph because the graph is static and limited by predefined
threshold.

Though applying time-series can improve the performance in certain degrees,
the graph in each period is still static which can not fully reflect the dynamic
change of data in the graph. In this section, we involve probabilistic relational
model to represent a joint probability distribution over the attributes of rela-
tional data.

We take the original data as training graph GD, and the basic graph in our
model with attribute properties we discussed before as model graph GM . Then
we have a new inference graph GI denoting the corresponding conditional prob-
ability distribution (CPD) [20] as shown in Fig. 2.

Fig. 2. Sample Inference Graph of DynamicNet

In this sample inference graph, we take Person 3 as example and the link
occurrence conditional probability distribution between this person and other
persons are shown as P (1, 3), P (2, 3), P (3, 4) and P (3, 5). We can then determine
if the existence of these links according to their CPD value.

We use Relational Markov Networks (RMN) [20] to generate the inference
graph. It uses a set of relational clique templates C to define all the clique.
A clique c is a set of nodes Vc in graph G, such that each Vi, Vj ∈ Vc are
connected. Each clique c is associated with a clique potential φc(Vc) to define a
joint distribution. So the joint probability for each potential link is computed as
a product over the clique templates C and is defined in Equation.(8):
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P (vi, vj) =
1

Z

∏
Ci∈C

∏
Cj∈C

φCi(vi)φCj (vj) (8)

where Z is a normalization constant.
Regards to the clique templates C, C = (F,W, S) consists of three compo-

nents [20]:

1) F = Fi - a set of entity variables Fi which is of type E(Fi).

2) W (F.R) - a boolean formula using conditions of the form Fi.Rj = Fk.Rl.

3) F.S ⊆ F.X
⋃
F.Y - a selected subset of content and label attributes in F .

A clique template specifics a set of cliques in an instantiation L:

C(L) = {c = f.S : f ∈ L(F ) ∧W (f.r)} (9)

where f is a tuple of entities fi in which each fi is type of E(Fi); L(F ) =
{L(E(F1)) × ... × L(E(Fn))} denotes the cross-product of entities in the in-
stantiation; the clause W (f.r) ensures that the entities are related with each
other. Therefore, using the log-linear representation of potentials, φCi(vc) =
exp{WC .fC(VC)}, we have:

logP (vi, vj) = ΣC∈CwC .fC(L.vi, L.vj)− logZ(L.vi, L.vj) (10)

where fC(L.vi, L.vj) = Σc∈C(L)fC(L.vi, L.vj) is the sum over all appearances of
the template C(L) in the instantiation and f is the vector of all fC .

We follow the rules in RMN, and for the input data, graph GD is actually a
single instantiation, where the same parameters are used multiple times and once
for each different entity that uses a feature. We select certain period to construct
model graph GM with the probability calculation methods we introduced earlier
and take the results as boolean formula for each template to generate inference
graphGI . For every link between two nodes, there is an edge between the labels of
these nodes. We use maximum a posteriori (MAP) estimation to avoid overfitting
and assume that different parameters are a priori independent during learning
stage. More details about RMN learning can be found at [20].

With probabilistic relational model, we can dynamically modelling data over
the entire graph from different periods. We wrap-up the whole DynamicNet
framework as shown in Fig. 3 to give an overview of this framework. From this
diagram we can see after taking the original data graph as input, DynamicNet
constructs a new graph with attribute properties and calculate the link occur-
rence probability according to the edge weighting and topological pattern based
probability model components. The performance can be improved by applying
time-series link prediction model. The process can stop here, however this graph
can be a model graph with probabilistic relational model to produce inference
graph for better outcomes. More details are given in the next sections.
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Fig. 3. Overview of DynamicNet Framework

4 Evaluations

In this section, we show our experiments on real data sets to demonstrate the
performance of DynamicNet.

4.1 Corpora and Data Preparation

In our experiment, we use three popular corpora: DBLP, Wikipedia and IMDB.
For DBLP corpus, we select top three conferences of six categories in computer
science according to Microsoft Academic Search website4, Databases, Data Min-
ing, World Wide Web, Bioinformatics, Multimedia and Information Retrieval.
We extract 400 entries for each category from year 2004 to 2009.

For Wikipedia corpus, we extract 1400 Wikipedia pages from 4 different do-
mains, Sports, Entertainment, Science and Geography. We take those contribu-
tors who updated the same Wikipedia page as collaborators. For IMDB corpus,
we select 800 movies from four types of movies, Action, Comedy, War and Ro-
mance, from year 2004 to 2009. We stem select keywords from paper titles, page
main description and movie titles using the Lovins stemmer5. Table 2 shows the
details of our corpora.

4.2 Evaluation Metrics and Baseline Methods

We first select 400 pairs of persons from DBLP, Wikipedia and IMDB each who
have cooperated in 2010. 100 pairs are in the case of direct link which means
they have worked together before between 2004 and 2009 and 100 pairs are in the

4 http://academic.research.microsoft.com/
5 http://en.wikipedia.org/wiki/Stemming

http://academic.research.microsoft.com/
http://en.wikipedia.org/wiki/Stemming
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Table 2. Data Corpora

DBLP Wikipedia IMDB

Num. of Entries 2400 1400 800

Num. of Categories 6 4 4

Num. of Persons 5388 8760 3021

Num. of Keywords 13462 23370 4380

Num. of Links 38530 92455 21965
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Fig. 4. Results of Topological Pattern based Probability Model

case of indirect link which means they have not worked together between 2004
and 2009. The other 200 pairs are the same context as above but the period is
only between 2007 and 2009. The number of data from each category are equal.

We calculate the accuracy as Accuracy = N
100 , where N is the number of pairs

of persons being predicted correctly.
For baseline methods, to prove our framework can achieve the criteria we for-

mulated in Section 3, we select CommonNeighbors and Preferential Attachment
[16] as current node based topological pattern based approaches; Katz [11] and
SimRank [10] as current path based topological pattern based approaches to
compare.

4.3 Evaluation Results

Results of Topological Pattern Based Probability Model. To evaluate
the topological pattern based probability model, we set different values to the
parameters γ = 0.2 and d = 0.5 in our edge weighting method. As the results
are shown in Fig. 4, it is not surprising that the accuracy of direct link is higher
than indirect link because it makes sense that two persons should have higher
probability to work together in the future if two persons have cooperated before.
On the other hand, the results show that the model focuses purely on the static
link structure which can not handle very well in the case of indirect link. There
is no much difference between different periods.
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Fig. 5. Results of Time-Series Link Prediction Model

Results of Time-Series Link Prediction Model. In the topological pattern
based probability model, the time attribute nodes are being calculated as number
of attributes but it did not have the impacts on the results because there are no
nodes connected via time attribute nodes.

For time-series link prediction model evaluation, we set εt = 0 to simplify
the process and give different value to the weighting parameter αT for different
period as shown in Table 3 and make sure α1 +α2 + ...+αT = 1. As the results
shown in Fig. 5, with time-series link prediction model, the accuracy has been
improved a lot especially for the period between 2004 and 2009 because more
probability distribution information over whole periods are involved.

Table 3. αT Value in Time-Series Link Prediction Model

αT 2004-2009 2007-2009

α1 0.05 0.1

α2 0.1 0.3

α3 0.15 0.6

α4 0.2

α5 0.23

α6 0.27

Results of DynamicNet. In this section, we show the performance of Dynam-
icNet with probabilistic relational model. We use the model graph we discussed
before with attribute properties. The model graph was learned based on our
corpora and labelled by using our topological pattern based probability model
with and without time-series link prediction model (TLP) to get best parameters
before used to generated inference graph. From the inference graph, we pick the
link with the highest conditional probability distribution as predicted results to
verify our framework performance. The results are shown in Fig. 6.
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Fig. 7. Comparisons with Baseline Methods on DBLP Corpus

As we can see from the results, DynamicNet can improve accuracy around
average 9% to other models because it involves probabilistic relational model so
that we can dynamically modelling data over the entire graph from different pe-
riods. Additionally, from all three corpora we know that whatever which corpus,
the model with time-series link prediction model is higher than the model with-
out time-series link prediction model, and data over more periods can provide
more information to the model to produce better outcomes.

Overall Comparisons with Baseline Methods. In this section, we compare
the performance of DynamicNet with other baseline methods, CommonNeigh-
bors, Preferential Attachment, Katz and SimRank. Due to the time restriction,
we did not implement these methods with time-series link prediction. We first
compare them with our topological pattern based probability model (TPPM)
with and without time-series link prediction model (TLP). The results are shown
in Fig. 7, 8 and 9.

As we can see from the results, our topological pattern based probability model
performs better than baseline methods in all cases while we found that most of
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Fig. 8. Comparisons with Baseline Methods on Wikipedia Corpus
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Fig. 9. Comparisons with Baseline Methods on IMDB Corpus
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Fig. 10. DynamicNet VS Baseline Methods on DBLP Corpus

baseline methods are not flexible enough to handle the case of indirect link which
proves the flexibility of our framework. To more precisely evaluate DynamicNet,
we also use the baseline methods to label and learn the model graph to generate
inference graph. The results can be found at Fig. 10, 11 and 12.
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Fig. 11. DynamicNet VS Baseline Methods on Wikipedia Corpus
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Fig. 12. DynamicNet VS Baseline Methods on IMDB Corpus

As we can see from the results, though the performance of baseline methods
improves a lot with probabilistic relational model, it is still far more lower than
DynamicNet especially for indirect link situation when taking time-series link
prediction model into account.

5 Conclusions and Future Work

In this paper, we propose a hybrid time-series link prediction framework called
DynamicNet for large social networks. Our framework not only takes timing
as consideration by using time-series link prediction model but also combines
the strengths of topological pattern based probability model and probabilistic
relational model (PRM). We evaluated our framework on three known corpora
with several baseline methods in the case of direct link and indirect link. The
experiments indicated that our framework is feasible and flexible.

Next, we will focus on investigating the task of link recommendations, which
is a task not only to determine the existence of a link but also to provide ranking
for a list of candidate links.
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Abstract. As the web evolves over time, the amount of versioned text collec-
tions increases rapidly. Most web search engines will answer a query by rank-
ing all known documents at the (current) time the query is posed. There are  
applications however (for example customer behavior analysis, crime investiga-
tion, etc.) that would need to efficiently query these sources as of some past 
time, that is, retrieve the results as if the user was posing the query in a past 
time instant, thus accessing data known as of that time. Ranking and searching 
over versioned documents considers not only keyword constraints but also the 
time dimension, most commonly, a time point or time range of interest. In this 
paper, we deal with top-k query evaluations with both keyword and temporal 
constraints over versioned textual documents. In addition to considering pre-
vious solutions, we propose novel data organization and indexing solutions: the 
first one partitions data along ranking positions, while the other maintains the 
full ranking order through the use of a multiversion ordered list. We present an 
experimental comparison for both time point and time interval constraints. For 
time-interval constraints, different querying definitions, such as aggregation 
functions and consistent top-k queries are evaluated. Experimental evaluations 
on large real world datasets demonstrate the advantages of the newly proposed 
data organization and indexing approaches. 

1 Introduction 

Versioned text collections are textual documents that retain multiple versions as time 
evolves. Numerous such collections are available today and a well-known example is 
the collaborative authoring environment, such as Wikipedia [1], where textual content 
is explicitly version-controlled. Similarly, web archiving applications such as the 
Internet Archive [2] and the European Archive [3] store regular crawls (over time) of 
web pages on a large scale. Other time-stamped textual information such as, weblogs, 
micro-blogs, even feeds and tags, as also create versioned text collections. 

If a text collection does not retain past documents, then a search query ranks only 
the documents as of the most current time. If the collection contains versioned docu-
ments, a search typically considers each version of a document as a separate docu-
ment and the ranking is taken over all documents independently to the document’s 
version (creation time). There are applications however, where this approach is not 
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adequate. Consider the following example: in order for a company to analyze con-
sumer comments on a specific product before some event occurred (new product, 
advertisement campaign etc.), a temporal constraint may be very useful. For example, 
to view opinions on iphone4, a time-window within 06/07/2010 (announce date) and 
10/04/2011 (announce date of iphone4s) could be a fair choice. Many investigation 
scenarios also require combining the keyword search with a time-window of interest. 
For example, while considering a financial crime, an investigator may need to identify 
what information was available to the accused as of a specific time instant in the past. 

Providing “as-of” queries is a challenging problem. First is the data volume. Doc-
ument collections like Wikipedia and Internet Archive, are already huge even if only 
their most recent snapshot is considered. When searching in their evolutionary histo-
ry, we are faced with even larger data volumes. Moreover, how to quickly return the 
top-k temporally ranked candidates is another new challenge. Note that returning all 
qualified results without temporal constraints would not be efficient since two extra 
steps are required: (i) filtering out results later than the query specified time con-
straint, and, (ii) ranking the remaining results so as to provide the top-k answers. 

In this paper we present an experimental evaluation of the top-k query over ver-
sioned text collections, comparing previously proposed as well novel approaches. In 
particular the key contributions can be summarized as: 

1. Previous methods related to versioned text keyword search are suitably extended 
for top-k temporal queries. 

2. Novel approaches are proposed in order to accelerate top-k temporal queries. The 
first approach partitions the temporal data based on their ranking positions, while 
the other maintains the full rank order using a multiversion ordered list. 

3. In addition to top-k time-point keyword based search, we also consider two time-
interval (or time-range) variants, namely “aggregation ranking” and “consistent” 
top-k querying. 

4. Experimental evaluations with large-scale real-world datasets are performed on 
both the previous and newly proposed methods. 

The rest of the paper is organized as follows. Preliminaries and related work are in-
troduced in section 2. Our novel approaches appear in section 3. Different query defi-
nitions of time-interval top-k queries are presented in section 4. All techniques are 
comprehensively evaluated and compared in a series of experiments in section 5 
while the conclusions appear in section 6. 

2 Preliminaries and Related Work 

2.1 Definitions 

The data model for versioned document collections was formally introduced in [10], 
and used by later works [9, 5, 6]. Let D be a set of n documents d1,d2,…,dn where 

each document di is a sequence of mi versions: 1 2
{ , , ..., }i

m

i i i i
d d d d= . Each version has 

a semi-closed validity time-interval (or lifespan)
 ( ) [ , )j

i s elife d t t= . Moreover, it is  
 



362 W. Huo and V.J. Tsotras 

 

 

Fig. 1. Example of versioned documents with scores for one term 

assumed that different versions of the same document  have disjoint life spans. An 
example of five documents and their versions appears in Fig. 1; each document cor-
responds to a colored line, while segments represent different versions of a document. 

The inverted file index is the standard technique of text indexing for keyword que-
ries, deployed in many search engines.  Assuming a vocabulary V, for each term v in 
V, the index contains an inverted list Lv consisting of postings of the form (d, s) where 
d is a document-identifier and s is the so-called payload score. There are numerous 
existing relevance scoring functions, such as tf-idf [7], language models [13] and 
Okapi BM25 [14].  The actual scoring function is not important for our purposes; for 
simplicity we assume that the payload score contains the term frequency of v in d. 

In order to support temporal queries, the inverted file index must also contain tem-
poral information. Thus [10] proposed adding the temporal lifespan explicitly in the 
index postings. Each posting includes the validity time-interval of the corresponding 
document version: (di, s, ts, te) where the document di had payload score s during the 
time interval [ts, te). 

If the document evolution contains few changes over time, the associated score of 
most terms is unchanged between adjacent versions. In order to reduce the number of 
postings in an index list, [10] coalesces temporally adjacent postings belonging to the 
same document that have identical (or approximate identical) scores. 

A general keyword search query Q consists of a set of x terms q = (v1, v2,…,vx) and 
a temporal interval [lb, rb]. Without loss of generality, we use the aggregated score of 
a document version for keyword query q is the sum of the scores from each term v. 
The time-interval [lb, rb] restricts the candidate document versions as a subset of the 

original collection:
 

[ , ]
{ | [ , ] ( ) }

lb rb j j

i i
D d D lb rb life d= ∈ ∩ ≠ ∅ . When lb = rb holds, the 

query time interval collapses into a single time point t. For simplicity we first concen-
trate on time-point query and more complex time-interval queries are discussed in 
section 4 with related variations. 

The answer R to a Top-K Time-Point keyword query TKTP = (q, t, k) over collec-
tion D is a set of k document versions satisfying:

 { | ( : ) ( )j j j t

i i i
d R v q v d d D∈ ∃ ∈ ∈ ∧ ∈ ∧  

( ( ) : ( ) ( ))}t j

i
d D R s d s d′ ′∀ ∈ − ≥  where { | ( )}t j j

i i
D d D t life d= ∈ ∈ . The first condition 

presents the keyword constraint, the second condition the temporal constraint, while 
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the third implies that the top-k scored document versions are returned. Now we 
present how to answer query TKTP using previous methods based on temporal in-
verted indexes. 

2.2 Previous Methods 

The straightforward way (referred to as basic) to solve query TKTP uses exactly one 
inverted list for each vocabulary term v with the posting (di, s, ts, te). To answer the 
top-k queries, corresponding inverted lists are traversed and postings are fetched. 
When a posting is scanned, it is also verified for the time point specified in TKTP. 

The sort-order of the index lists is also important. One natural choice is to sort each 
list in score order. This method (score-order) enables the classical top-k algorithms 
[11] to stop early after having identified the k highest scores with qualified lifespan. 
Another suitable sorting choice is to order the lists first by the start time ts and then by 
score (ts-order) which is beneficial for checking the temporal constraint. However, 
this approach is not efficient for top-k querying, especially when the query includes 
multiple terms. Fig. 1 shows the score-order and ts-order lists for a specific term. 

Note that the efficiency of processing a top-k temporal query is influenced adverse-
ly by the wasted I/O due to read but skipped postings. We proceed with various mate-
rialization ideas of the slice the whole list of a term into several sub-lists or partitions 
thus improving processing costs. 

Interval Based Slicing splits each term list along the time-axis into several sub-lists, 
each of which corresponds to a contiguous sub-interval of the time spanned by the full 
list.  Each of these sub-lists contains all coalesced postings that overlap with the cor-
responding time interval. Note that index entries whose validity time-interval spans 
across the slicing boundaries are replicated in each of the spanned sub-lists. 

The selection of the corresponding time-intervals where the slices are created is vi-
tal as discussed in [9, 5]. One obvious strategy is to eagerly slice sub-lists for all poss-
ible time instants (and adjacent identical lists can be merged). This will create one 
sub-list per time instant; this will provide ideal query performance for a TKTP query 
since only the postings in the sub-list for the query time point will be accesses. We 
refer to this method as elementary. 

Note that the basic and elementary methods are two extremes: the former requires 
minimal space but requires more processing at query time since many entries irrele-
vant to the temporal constraint are accessed; the latter provides the best possible per-
formance (for time-point query) but is not space-efficient (due to copying of entries 
among sub lists). To explore the trade-off between space and performance, [5] em-
ploys a simple but practical approach (referred to as Fix) in which a partition boun-
dary is placed after a fixed time window. The window size can be a week, a month, a 
year, or other flexible choices. Fig. 2 shows the Fix-2 and Fix-4 sub-lists of our run-
ning example from Fig. 1, with the partition time window size as 2 and 4 time instants 
respectively. Nevertheless, all variations of the interval based slicing suffer from an 
index-size blowup since entries whose valid-time interval spans across the slicing 
boundaries are replicated. 
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Fig. 2. Time Interval Based Slicing sub-list examples 

Stencil Based Partitioning. Another index partitioning method along the time-axis 
was proposed in [12]. It is distinguished from the interval based slicing by using a 
multi-level hierarchical (vertical) partitioning of the lifespan. The inverted list of term 
v, at level L0 contains the entire lifespan of this list, while level Li+1 is obtained from 
Li by partitioning each interval in Li into b sub-intervals. Such a partitioning is called 
a stencil; each index posting is placed into the deepest interval in the multi-level par-
titioning that fits its range. A stencil-based partition of three levels with b = 2 for the 
running example (from Fig. 1) is shown in Fig. 3. 

Comparing to the time interval based slicing, the stencil based partitioning has sig-
nificant advantage in space because each posting falls into a single list, the deepest 
sub-interval that it fits. Nevertheless, for a time-point query stencil based partitioning 
has to fetch multiple sub-lists, one from each level. 

 

Fig. 3. Stencil-based partitioning with 3 levels and b = 2 

The sort-order of each sub-list is again important. Since the temporal partitioning 
already shreds one full list into several sub-lists along the time-axis, a more appropri-
ate choice for top-k queries is score-ordering. 

Temporal Sharding. The approach proposed in [6] is to shard (or horizontally parti-
tion) each term list along the document identifiers instead of time. Entries in a term 
list are thus distributed over disjoint sub-lists called shards, and entries in a shard are 
ordered according to their start times ts. So as to eliminate wasteful reads, within a 
shard gi, entries satisfy a staircase property: , , ( ) ( ) ( ) ( )ip q g ts p ts q te p te q∀ ∈ ≤  ≤ . 

An optimal greedy algorithm for creating this partitioning is given in [6]; an example 
of temporal sharding for the term list from Fig. 1, is shown in Fig. 4. 
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Fig. 4. Temporal sharding example 

As with the stencil based approach, the space usage for temporal sharding is optim-
al since there are no replications of index entries. However, for query processing, all 
shards for each term need to be accessed, resulting in multiple sub-list readings. 
Moreover, the entries in each shard can only be time-ordered (based on start time ts). 
Thus the benefit of score-ordering for ranked queries cannot be achieved, because all 
temporal valid entries have to be fetched. 

3 Novel Approaches 

A common characteristic of existing works is that they only consider the versioned 
documents on the time- and docID-axes, and try to partition the data along either di-
rection. Instead, we view the index entries from a new angle -- namely, their score 
over time, and create index organizations to improve the performance of top-k query-
ing. The score-time view of the example from Fig. 1 is shown in Fig. 5. 

 

Fig. 5. The Score-Time view of the versioned documents 

Recall that to answer a TKTP query we should be able to quickly find the top-k 
scores of a term at a given time instant. The main idea behind the score-time view is to 
maintain an index that will provide the top scores per term at each time instant.  For 
example, at time t0, the term depicted in Fig.5 had scores 1 (from d4), 0.7 (from d2), 0.6 
(from d1) and 0.5 (from d3). These orderings change as time proceeds; for example at 
time t2, the top score is 0.95 from d2, etc. In rank-based partitioning (section 3.1), we 
first discuss a simplistic approach (SPR) where an index is created for each rank posi-
tion of a term. For example, there is an index that maintains the top score over time, 
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then one for the second top score, etc. More practical is the group ranking approach 
(GR) where an index is created to maintain the group of the top-g scores (g is a con-
stant), then the next top-g etc. We also consider temporal indexing methods (section 
3.2). One solution is to use the Multiversion B-tree and maintain the whole ranked list 
in order over time. We realize however that these ranked lists are always accessed in 
order, so a better solution is provided (multiversion list) that links appropriately the 
data pages of the temporal index, without overhead of the index nodes. 

3.1 Rank Based Partitioning 

The Single Position Ranking (SPR) approach creates a separate temporal index for 
each ranking position of a term. Thus, for the i-th ranking position (i = 1,2,…), a sub-
list is maintained that contains all the entries that ever existed on position i over time. 
Together with each entry we maintain the time interval during which this entry occu-
pied that position. All sub-list entries are ordered based on their recorded starting 
time; a B+tree built on the start times can easily locate the appropriate entry at a given 
time. The SPR of our running example (from Fig. 1) is shown in Fig. 6(a). Space can 
be saved by using only the start time of each entry but for simplicity we show the end 
times as well (the end time is needed only if there is no entry in a particular position, 
but this is true only at the last position). 

Using the SPR approach, to process a TKTP query about time t, the first k sub-lists 
have to be accessed for each relevant term; from each sublist the B+tree will provide 
the appropriate score (and document id) of this term at time t. If each sub-list has m 
items on average, the estimated time complexity is O(k·logBm) (here B corresponds to 
the page size in records). Many sub-list accesses can degrade querying performance; 
moreover, in this simple SPR method the same posting can be duplicated in multiple 
ranking position sub-lists. This unavoidable replication may result in storage overhead. 

 

Fig. 6. Ranking position based partitioning 

Group Ranking (GR). In order to save space and improve querying performance, GR 
maintains an index not for a single ranking position, but for a group of positions. Let 
the group size be g. For example, the first g ranked elements are in group gr1, the next 
g ranked elements are in group gr2, etc. Thus, compared to the n sub-lists maintained in 
SPR for n ranking positions, GR uses instead n/g sub-lists. With respect to the I/O of 
top-k querying, we only need k/g random accesses (each of them still logarithmic). 
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As with the SPR each member within a group also records the time interval that the 
member was in the group. For example, assume that group gri maintains ranking posi-
tions (i-1)g+1 through ig. If at time ts the score of a particular term falls within these 
positions, this score is added to the group, with an interval starting at ts. As long as 
this score falls within the ranking positions of this group, it is considered part of the 
group; if at time te it falls out of the group, the end time of its interval is updated to te. 

To save on update time, within each group we do not maintain the rank order. That 
is, each group is treated as an unordered set of scores that evolves over time. To an-
swer a TKTP query that involves a particular group gr at time t, we need to identify 
what members group gr had at time t. Since the size of the group is fixed, we can 
easily sort these member scores and provide them to the TKTP result in rank order. 
However, it is guaranteed that given time t, the members in gri have no lower scores 
than those in group grj where 1 ( / )i j n g≤ < ≤ . The GR approach for the above ex-

ample (from Fig. 1) with g = 2 is shown in Fig. 6(b). 
An interesting question is what index to employ for maintaining each group over 

time. Different than SPR, each group at a given time may contain multiple entries; 
thus a B+index on the temporal start times is not enough. Instead, temporal index 
structures that maintain and reconstruct efficiently an evolving set over time, like the 
snapshot index [15] can be used to accelerate temporal querying. 

Note that when implementing GR in practice, each group may have a different size g. 
It is preferable to use smaller g for the top groups and larger g for the lower groups (since 
the focus is on top-k, the few top groups will be accessed more frequently and thus we 
prefer to give faster access). For simplicity however, we use the same g for all groups. 

3.2 Using a Multiversion List 

Consider the ordered list of scores that a term has over all documents at time t; as time 
evolves, this list changes (new scores are added, scores are promoted, demoted or 
even removed, etc). Temporal indexing methods have addressed a more general prob-
lem: how to maintain an evolving set of keys over time. This set is allowed to change 
by adding, deleting or updating keys; the main temporal query supported is the so 
called: temporal-range query: “given t, provide the keys that were in the set at time t, 
and are within key range r”. The Multiversion B-tree (MVBT) proposed in [8], is an 
asymptotically optimal (in terms of I/O accesses under linear space) solution to the 
temporal range query. Assuming that there were a total of n changes that occurred in 
the set evolution, then the MVBT uses linear space (O(n/B)). Consider a range tem-
poral query that specifies range r and time t, and let at denote the number of keys that 
were within range r at time t (i.e., the number of keys that satisfy the query); the 
MVBT answers the above query using O(logBn + at/B) page I/Os, which is optimal in 
linear space [8].   

In order for the MVBT to maintain order among the keys, it uses a B+tree to index 
the set. As the set evolves, so does the B+-tree. Conceptually the MVBT contains all 
B+-trees over time; for a given query time t the MVBT provides access to the root  
of the appropriate B+-tree, etc. Of course, the MVBT does not copy all B+-trees  
(as this would result in quadratic space). Instead it uses clever page update policies.  
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In particular, when a key k is added to the evolving set at time t a record is inserted in 
the (leaf) data page whose range contains k; this record stores key k and a time inter-
val of the form: [t, *). The ‘*’ denotes that key k has not been updated yet. If later at 
time t’ this key is removed from the set, its record is not physically deleted. Instead 
this change is represented by changing the ‘*’ to t’ in this record’s interval. A record 
is called “alive” for all time instants in its interval. Given a query about time t, the 
MVBT tree identifies all data pages that contain alive records for that time t. In con-
trast to a regular B+-tree that deals with pages that get underutilized due to record 
deletions, the MVBT pages cannot get underutilized because no record is ever de-
leted. Like the B+-tree pages can get full of records and need to be split (page over-
flow). However, the MVBT needs to also guarantee that the number of “alive’ records 
in a page do not fall below a lower threshold l (weak version underflow) and also do 
not go over an upper threshold u (strong version overflow)- note that l and u are O(B). 
If a page overflows, a time-split occurs, that copies the alive records of the overflown 
page (at the time of the overflow) to a new page. If there are too few alive records, the 
page is merged with a sibling page that is also first time-split. If there are too many 
alive records, a key split is first applied (among the alive records) [8]. 

Using the MVBT for our purposes means that the scores play the role of “keys”. 
That is, the MVBT will maintain the order of scores over time. Since however term 
records are accessed by the docID they belong to, a hashing index is also needed that, 
for a given docID, it provides the leaf page that holds the record with this term’s cur-
rent score. This hashing scheme need only maintain the most current scores (i.e., it 
does not need to maintain past positions).  

Nevertheless, the above MVBT approach has a significant overhead. In particular, 
it is built to answer queries about any range of scores. This is achieved by starting 
from an appropriate root of the MVBT and follow index nodes until the leaf data pag-
es in the query range are accessed. For top-k processing however, we only access 
scores in decreasing order, starting with the largest score at a particular time instant. 
Thus, what we actually need, is a way to access the leaf page that has the highest 
scores at a particular time, and then follow to its sibling leaf page (with the next lower 
scores) at that time, etc.  We still maintain the split policies among the leaf pages, but 
we do not use the MVBT’s index nodes. Effectively we maintain a multiversion list 
(MList), i.e., of the leaf data pages over time.  

To access the leaf data page that has the highest scores at a given time, we main-
tain an array A with records of the form (t, p) where t is a time instant and p is a poin-
ter to the leaf page with the highest scores at time t. If later at time t’ another page p’ 
becomes the leaf page with the highest scores, array A is updated with a record (t’, 
p’). If this array becomes too large for main memory, it can easily be indexed by a 
B+-tree on the (ordered) time attribute.   

For the above “list of leaf pages” idea to work, each leaf page needs to “remember” 
the next sibling leaf page (with lower scores) at each time. (Note: the MVBT does not 
require the sibling pointers, since access to siblings is done through the parent index 
nodes). One could still use the array approach (one array responsible to keep access to 
the second leaf page, one for the third etc.) but this would require many array look-
ups at query time (each such lookup taking O(logBn) page I/Os. Instead, we propose 
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to embed these arrays within the page structure. That is, within each leaf page, we 
allocate a space of c records (where c is a constant) for the sibling page pointer 
records (also of the form (t,p)). As a result, each leaf page has now space for B-c 
score records. Since however, the sibling page can change over time, it is possible that 
for a leaf page p the sibling will change more than c times. If this happens at time t, 
page p is “time split”, that is, a new leaf page p’ is created containing only the cur-
rently alive records of page p and with an empty array for sibling pointers. Moreover, 
p’ replaces p in the list. If before t, the list of leaf pages contained pages (in that or-
der) m  p  v, a new record (t, p’) is added in the array of page m, and the array of 
page p’ is initialized with a record (t,v). If p was the first page, the record (t,p’) is 
added to array A.   

The advantage of the Mlist approach is apparent at query processing time. A 
search is first performed within array A for time t (in O(logBn) page I/Os). This will 
provide access to the page with the highest scores at time t. Find the next sibling page 
at time t however will be provided by looking among the c records of this page, etc. 
That is, the top-k scores at time t will be accessed in O(logBn + k/B) page I/Os. The 
justification is that after the access to array A, each leaf page (except possibly the last 
one) will provide O(B) of the top-k scores (since we are using the MVBT splitting 
policies within the B-c space of each leaf page and c is a constant, each page is guar-
anteed to provide at least l=O(B) scores that were valid at the query time t. 

4 Top-k Time Interval Queries 

Until now we focused on the top-k time point (TKTP) querying, and analyzed differ-
ent index structures for solving it. We proceed with the time interval top-k query. The 
main difference is that in the TKTP, each document has at most one valid version at 
the given time point t; while for an interval querying, each document may have mul-
tiple versions valid during the given time interval [lb, rb]. As a result, there are differ-
ent variations, depending on how the top-k is defined (which of the valid scores per 
document participate in the top-k computation). Here, we summarize the different 
definitions of top-k time-interval queries and discuss how to process them efficiently 
within the proposed index structures. 

4.1 Classic Top-k Time-Interval Query 

This query definition is a straight forward extension from the top-k time point query. 
For a Top-K Time Interval keyword query TKTI = (q, lb, rb, k) over collection D, we 
require the answer R be a set of k document versions satisfying:{ | ( : )

j j

i i
d R v q v d∈ ∃ ∈ ∈  

[ , ] [ , ]( ) ( ( ) : ( ) ( ))}j lb rb lb rb j

i i
d D d D R s d s d′ ′∧ ∈ ∧ ∀ ∈ − ≥ where [ , ]

{ | [ , ] ( ) }
lb rb j j

i i
D d D lb rb life d= ∈ ∩ ≠ ∅

. This definition only changes the time constraints from a time point t to a time range 
[lb, rb]. The returned top-k answers are different versions, which may be from the 
same document, that is, we consider each document version as an independent object. 

Processing a TKTI query is similar to processing a TKTP query. For some of the 
described index methods, multiple sub-lists have to be accessed instead of one.  
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For example in time interval based slicing and stencil based partitioning, all the sub-
lists (or stencils) overlapping with the query time-interval should be checked in order 
to find the correct top-k results. The multiple parallel sub-lists can be accessed in a 
round-robin fashion which is compatible with top-k algorithms.   

 4.2 Document Aggregated Top-k Time-Interval Query 

Another possibility is to treat each document as one object, that is, a document  
appears at most once in the result. There are various approaches in aggregating relev-
ance scores of the document versions that existed at any point in the temporal con-
straint [lb, rb] to obtain a document relevance score drs(di, lb, rb). Three aggregation 
relevance models are mentioned in [10]: 

MIN. This model judges the relevance of a document based on the minimum score. It 

is formally defined as: ( , , ) min{ ( ) | [ , ] ( ) }j j

i i i
drs d lb rb s d lb rb life d= ∩ ≠ ∅ . The MIN 

scores of our five-document example for interval [t0, t8) are d2=0.7, d3=0.5, d4=0.25, 
d1=0, d5=0. 

MAX. In contrast, this model takes the maximum score as an indicator. It is formally 
defined as: ( , , ) max{ ( ) | [ , ] ( ) }j j

i i idrs d lb rb s d lb rb life d= ∩ ≠ ∅ . MAX scores of our 

five-document example for interval [t0, t8) are d4=1, d2=0.95, d5=0.75, d1=0.6, d3=0.5. 

TAVG. Finally, the TAVG model assigns the score to each document using a tem-

poral average among all its valid versions. Since score ( )j

is d  is piecewise-constant 

in time, drs(di, lb, rb) can be efficiently computed as a weighted summation of these 
segments. TAVG scores of our five-document example for interval [t0, t8) are d2=0.89, 
d4=0.51, d3=0.5, d5=0.47, d1=0.45. 

After the aggregation mechanism has been defined, one can consider the Aggregated 
Top-K Time-Interval keyword query TKTIA = (q, lb, rb, k) over collection D, that 
finds the top k documents with aggregated scores over all their valid document ver-
sions. To process the aggregated top-k time-interval query, we need to extend the 
traditional top-k algorithms (such as TA and NRA) by recording the bookkeeping 
information and computing the scores and thresholds with candidates at document-
level. The relevance score of a document in the query temporal-context depends on 
the scores of its version that are valid during this period. 

4.3 Consistent Top-k Time Range Query 

The consistent top-k search finds a set of documents that are consistently in the top-k 
results of a query throughout a given time interval. The result of this query has size 0 
to k; queries can have empty results if k is small or the rankings change drastically. A 
relaxing consistent top-k query utilizes a relax factor r, 0 < r <= 1, and seeks for doc-
uments that are in the top-k for at least r ×(rb – lb) time in the [lb, rb] interval. For a 
Consistent Top-K Time Interval keyword query TKTIC = (q, lb, rb, k) over collection 
D, the documents in the answer R are in the top-k for at least r ×(rb – lb) time in the 
[lb, rb] interval. The consistent top-3 query of our five-doc example for time-interval 
[t0, t8) has only one result as d2 if r = 1, and has three results as d1, d2 and d5 if r = 0.6. 
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In [16] several algorithms were introduced to answer the consistent top-k query; 
the most efficient ones are based on the assumption that there is a list containing all 
versions satisfying the keyword and time interval constraints and the list is ordered by 
score. This assumption coincides with the purpose of our proposed index structures, 
thus we can access the qualified entries and execute the consistent top-k time interval 
query using the proposed approaches in [16]. 

5 Experimental Evaluations 

Dataset Description and Methods Implemented: We used news-like articles as our 
primary versioned document collection. We collected US and world-wide English 
newspaper websites and treated each URL as a single document. Then their historical 
homepage versions were retrieved by crawling the Internet Archive [2] from 1997.1.1 
until 2011.12.31. We created two different datasets with daily unit time granularity. 
The US based news had many frequent updates. The size of raw data is about 0.2 TB, 
with 12,649 documents and 1,542,893 versions; thus on average there are 122 ver-
sions per document in the US dataset. For the world-wide news websites, the size of 
raw data is about 50 GB, with 5,046 documents and 275,981 versions, so on average 
there are 55 versions per document. Previous related works create query workloads by 
extracting frequent queries from the AOL query logs. In addition to this traditional 
query workload, we use popular keywords (such as “twitter”, “iphone”, “lady gaga” 
etc.) from the Google Zeitgeist [4] annual reports from 2001 until 2011. Overall, we 
formed 200 queries with 265 terms for both classic and popular keywords. 

We organize the data into term inverted list(s) using the previous and novel ap-
proaches. In the basic method with score-ordering (referred to as Basic-s) we create 
one inverted list per term. The second method is elementary time-interval slicing with 
a merging of adjacent identical sub-lists (Ele). For the Fix approach we used a time-
window length of 30 days (Fix-30). The stencil based partitioning was implemented 
with 3 levels and b = 4 (Stencil). Temporal sharding is referred as Shard, while the 
single position ranking model appears as SPR. Two group ranking methods were 
implemented with group sizes of 25 and 50 (GR-25 and GR-50). For comparison 
purposes we also included the MVBT index (with the appropriate hashing secondary 
index).The multiversion list approach (MList) uses a factor a = c / B to present the 
ratio of the number of pointer records to the number of all records in a page. 

Comparison Results: First, the space usage for all implemented methods on both the 
US-news and World-news datasets is presented in Table 1. The page size is 4 Kbytes 
while B = 100 records. The table presents the space consumed (in GB) to implement 
the index methods for the 256 terms used in our experiments. Clearly, the elementary 
time-interval slicing has a huge space overhead while the Stencil and Shard methods 
present substantial space savings. As expected, the Basic-s approach has the minimal 
space requirements. Fix-30 uses more space since a record may appear in more parti-
tions while in Stencil and Shard, each record appears once. The additional space that 
Stencil and Shard use wrt Basic-s is due to the additional structures they utilize. 
Among the rank-based partitioning methods, SPR uses more space than the GR ap-
proaches; this is because the SPR approach has to maintain one index per ranked  
position. GR-25 uses more space than GR-50 since it uses more index structures  
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(one per group). For the MList method, we show the results of a = 7% and a = 10% 
(referred to MList-7 and MList-10). The MList approaches also use linear space (but 
due to the copying of records at page splits, the space is more than the Stencil and 
Shard approaches). MList uses slightly more space than the MVBT because of the use 
of sibling pointers and the splits they create.  

Table 1. The space usage (in GB) for the 256 terms used in the queries 

 

The top-k temporal queries include both time-point (in our dataset this corresponds 
to one day) and time-interval queries. For each temporal keyword query, we randomly 
choose 50 time constraints from the 15-year lifespan from 1997 to 2011, and record 
the average performance. For TKTIA, we use TAVG scoring; for TKTIC, we use r = 
1. The page I/O costs for top-20 queries using the US-news dataset are shown in  
Table 2 (the best performance for each query is shown in bold). For time interval 
queries, the time-interval lengths used were 15 days, 30 days, and 60 days. We also 
present the I/O costs for top-100 queries on both US-news and World-news datasets 
in Table 3 for both time-point query and 30-day time-interval queries.  

Table 2. The page I/O cost of top-20 temporal keyword queries for US news 

 

Table 3. The page I/O cost of top-100 temporal keyword queries for US and World news 

 

The elementary time-interval slicing has the best snapshot querying performance 
for both top-20 and top-100 queries. This is to be expected since the answer is  
basically prepared for each time instant (at the cost of huge storage requirements). 
Among the other methods, the newly proposed approaches (GR, MList) outperform 

Methods Basic-s Ele Fix-30 Stencil Shard SPR GR-25 GR-50 MVBT MList-7 MList-10
US 1.93 213.34 4.26 2.24 2.31 6.65 6.12 5.93 3.79 4.02 3.95
World 0.35 38.6 0.78 0.41 0.43 1.21 1.12 1.06 0.69 0.75 0.78

Methods Basic-s Ele Fix-30 Stencil Shard SPR GR-25 GR-50 MVBT MList-7 MList-10
TKTP 49.16 3.74 7.44 11.16 87.5 33.24 6.26 7.8 5.34 5.58 5.02
TKTI-15 65.32 56.22 13.9 16.5 90.64 40.74 14.92 17.26 11.46 11.7 11.18
TKTI-30 81.76 108.7 16.48 20.42 93.58 45.9 19.32 22.88 15.74 16.22 15.28
TKTI-60 105.6 195.82 31.26 35.8 95.22 49.66 23.06 26.14 22.38 22.9 21.7
TKTIA-15 74.16 67.84 20.8 24.12 96.54 48.38 20.42 22.8 18.68 19.54 16.92
TKTIA-30 89.84 126.4 23.18 27.84 98.3 50.1 25.78 26.2 21.9 23.84 21.42
TKTIA-60 112.96 209.56 41.06 46.76 103.86 60.22 31.14 33.84 30.32 30.82 29.68
TKTIC-15 68.48 60.6 17.42 19.48 92.82 44.34 16.68 19.12 14.04 14.58 13.74
TKTIC-30 83.52 110.58 19.5 22.38 96.04 47.48 21.5 24.04 18.18 20.36 17.44
TKTIC-60 108.34 201.42 35.74 39.22 98.72 53.82 26.7 27.98 25.6 26.24 24.18

US Basic-s Ele Fix-30 Stencil Shard SPR GR-25 GR-50 MVBT MList-7 MList-10
TKTP 93.4 10.14 25.74 38.7 102.68 162.4 29.64 21.18 20.72 21.84 19.12
TKTI-30 157.84 315.3 48.62 70.22 114.2 233.94 92.82 62.94 46.92 49.38 46.24
TKTIA-30 171.8 336.44 53.5 79.18 118.24 241.48 115.74 75.32 52.1 55.92 51.48
TKTIC-30 163.52 324.86 50.26 73.42 115.7 236.5 101.36 67.28 49.06 52.06 48.2
World Basic-s Ele Fix-30 Stencil Shard SPR GR-25 GR-50 MVBT MList-7 MList-10
TKTP 85.44 9.96 23.36 37.52 98.8 156.44 27.5 20.84 20.12 18.22 18.84
TKTI-30 143.32 306.58 45.74 69.62 110.28 228.36 83.34 54.62 45.32 44.78 45.1
TKTIA-30 152.7 322.36 50.82 77.84 115.66 237.02 103.6 70.7 51.16 49.82 50.56
TKTIC-30 147.24 311.92 47.78 72.16 112.72 231.84 91.76 62.58 47.24 46.3 46.82
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the previous methods (Stencil and Shard). The best performance is provided by the 
MList-10 method. It has better performance than the MVBT given it accesses the 
answer faster (by avoiding the MVBT index traversal). Considering its low space 
requirements, this approach provides the overall best performance for TKTP queries. 

For time-interval queries, the Ele method’s performance degrades drastically, es-
pecially for longer time-interval. The group ranking method’s performance is related 
to its group size g as it relates to k. For top-20 querying, a group size of 25 works 
better than a group size of 50 (the answer can be found by accessing the first group 
only); while for top-100 querying, GR-50 is a better choice (only two groups need to 
be accessed instead of four for GR-25, thus less index accesses). For top-20 interval 
queries, the MList-10 had consistently the best performance for each query. 
 

  

  
Fig. 7. The Multiversion list method for different ratio a using the US and World news datasets 

Interestingly, for the top-100 interval queries the MList-7 shows better perfor-
mance for the World-news dataset. The reason for that is that this dataset has fewer 
updates. As a result, there will be fewer pointer changes in the ordered list, thus a 
smaller a will provide enough space to hold the pointer structure. This can also be 
seen in the space requirements for this dataset: the fewer pointer splits mean that 
MList-7 uses less space than MList-10 (and thus the lists are shorter and the query 
performance better). The above observation implies that the performance of the mul-
tiversion list method is related to the value of a. There are two opposing factors  
affecting the query performance with respect to a. For a given page size, a small a 
implies that the area allocated to sibling pointers is small; thus few sibling page 
changes can cause the page to split. More splits use more space and the query time 
increases. On the other hand, a large a implies that the space allocated for the regular 
records in a page is small, thus the page can split faster due to the record updates. This 
also increases space and query time. The optimized value of a depends on the dataset 
characteristics. Figure 7 depicts the page I/O for the top-100 results returned by point 
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(TKTP) and interval (TKTI-30) queries for the US and World-news datasets. For the 
US-news dataset, a = 10% has the best average performance for both time-point que-
rying (TKTP) and 30-day time-interval querying (TKTI-30) while for the World-news 
dataset (which has less update frequency), the performance is optimized for a = 7% . 

6 Conclusion 

We presented an experimental comparison of indexing methods over versioned text 
collections for top-k temporal keyword queries. In addition to previous methods, we 
proposed novel solutions that partition the data along the score-time axes. Among all 
methods, the multiversion list provided the most robust performance considering 
space usage and query time efficiency for both time-point and time-interval queries. 
We examined variations of the time-interval queries, including the document-level 
aggregated top-k queries and consistent top-k queries. The performance of the multi-
version list is affected by the value of a, the percentage of a data page allocated to 
hold sibling pointers. As future work, we plan to devise a model that can optimize the 
value of a based on the frequency of updates, the size of the page and other factors. 
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Abstract. The importance of temporal data management is manifested
by a considerable attention from the database research community. This
importance is becoming even more evident by the recent increasing sup-
port of temporal features in major commercial database systems. Among
these systems, Teradata offers a native support to a wide range of tem-
poral analytics. In this paper, we address the problem of temporal coa-
lescing in the Teradata RDBMS. Temporal coalescing is a key temporal
query processing operation, which merges adjacent or overlapping times-
tamps of value-equivalent rows. From existing approaches to implement
temporal coalescing, pursuing an SQL-based approach is perhaps the
most feasible and the easiest applicable. Along this direction, we propose
an efficient SQL rewrite approach to implement temporal coalescing in
the Teradata RDBMS by leveraging runtime conditional partitioning – a
Teradata enhancement to ANSI ordered analytic functions – that enables
to express the coalescing semantic in an optimized join-free single-scan
SQL query. We evaluated our proposed approach over a system running
Teradata 14.0 with a performance study that demonstrates its efficiency.

1 Introduction

Time is an integral part of each and every real-world concept and application.
This aspect is realized in many database applications that deal with data whose
values may change over time (e.g., financial applications [4]). In response to
this reality, database research community has contributed a standing history
of research proposals to enable and facilitate temporal data management over
relational databases [3] [5] [7] [10] [11] [12].

Commercial database providers also subscribe to the pressing necessity of
temporal data management as we recently witnessed a boost in supporting
temporal functionalities and analytics in major commercial database systems.
One example is Oracle’s initiative of flashback queries [8], which allow issuing
transaction-time range queries and retrieving a former snapshot of the data.
Another example is IBM DB2’s support for many temporal elements including
business-time (i.e., valid-time), system-time (i.e., transaction-time) and temporal
uniqueness constraints [6]. Yet another example is Teradata recently revealing
its native support to a wider range of temporal features [14], including valid-
time tables, transaction-time tables, bi-temporal tables, temporal constraints,
temporal predicates and functions, and partitioned temporal tables.

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 375–383, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we address the problem of temporal coalescing in the Tera-
data RDBMS. Temporal coalescing [1] is a fundamental operation for temporal
databases [2]. It merges adjacent or overlapping timestamps of value-equivalent
rows1 [2]. That is, coalescing two value-equivalent rows with adjacent or overlap-
ping time intervals generates a single row whose time interval is bounded between
the start timestamp of the first row and the end timestamp of the second row.

Implementing temporal coalescing efficiently is a challenging issue [2]. One
approach is to implement coalescing as a native functionality. But, a native
implementation usually requires complicated modifications to the database low-
level internals. Another approach is to coalesce a temporal table in-memory. This
approach, however, is not practical in many situations in which temporal tables
are too large to load in memory. Another common approach is to express the
coalescing semantic via SQL constructs. This approach, however, usually comes
about as a rather complex query. Such a query typically involves both a self-join
on the base table to keep track of the start and the end points of coalesced rows
and exclusion joins with temporary tables (created as, and populated from, the
base table being coalesced) to detect and handle the presence of temporal gaps
[11]. Anther form of this complex query replaces exclusion joins with a grouped
COUNT aggregation on top of a three-way self-join over the base table [11].

To overcome this complexity, Zhou et al. propose to express coalescing using
ordered analytic functions [15]. While this approach indeed simplifies coalescing
to a join-free SQL query, it has two main drawbacks. First, it requires two
retrieve steps from the base table. With large table sizes, accessing base table
twice can have a negative impact on the overall query performance. Second, the
technical idea of this approach presumes the open-ended time interval model
which effectively means that the end timestamp of a preceding temporal row has
the same value of the begin timestamp of the succeeding temporal row. Limiting
the time interval model to this assumption is essential to correctly keep track
of the count of each timestamp, which is a necessary aggregation step, among
other intermediate steps, in the coalescing mechanism proposed in [15].

Considering the aforementioned drawbacks, we propose an efficient SQL
rewrite approach for implementing temporal coalescing in the Teradata RDBMS.
While our approach is built on using ordered analytic functions as proposed in
[15], its unique key idea is to leverage run-time conditional partitioning – a Ter-
adata enhancement to the ordered analytic functions. Run-time partitioning ex-
tends the basic SQL partitioning functionality offered by the SQL “PARTITION
BY” construct. It provides the means to impose dynamic data-dependent condi-
tions on window aggregate processing using the “RESET WHEN” construct. If
and when the “RESET WHEN” condition is satisfied during query evaluation, a
new virtual partition is instantly constructed. Then, window functions are evalu-
ated on each virtual partitions. Using the “RESETWHEN” construct enables to
express the coalescing semantic in an optimized join-free single-scan SQL query
and, at the same time, maintains the flexibility of handling either open-ended or

1 This paper assumes tuple timestamping. Attribute timestamping is generally more
complex [13], and can be sought for future work.
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closed-ended time interval models equally. Our proposed approach is simple to
implement since it leverages existing Teradata functionality, and is expected to
perform efficiently given that Teradata has a robust and mature query rewrite en-
gine. Moreover, our proposed approach can be easily adopted by other database
systems with temporal features to extend their temporal implementation.

We present the results of a performance study conducted to compare our
approach against the approach proposed in [15] with respect to elapsed time.
The performance metric is reported for different number of coalescing attributes
and for varying sizes of the base table. The experimental results show that our
coalescing scheme outperforms the scheme in [15], particularly for reasonably
larger number of coalescing attributes and larger size of the base table.

The rest of this paper is organized as follows. Section 2 discusses the im-
portance and challenges of temporal coalescing. Section 3 presents our temporal
coalescing approach. Section 4 presents the performance study. Finally, Section 5
outlines concluding remarks and suggests future work.

2 Temporal Coalescing

Temporal coalescing [1], which merges adjacent or overlapping timestamps of
value-equivalent rows, is essential to temporal query processing because queries
evaluated on un-coalesced data may generate incorrect answers [2].

Table 1. David’s employment records

Name Dept Title Validity

David PS Engineer (2001, 2004)

David PS Sr. Engineer (2004, 2006)

David PM Sr. Engineer (2006, UNTIL CHANGED)

Example 1 (Importance of coalescing). Consider the employment history of the
employee David shown in Table 1. The first row reflects when David was first
hired in 2001 in Professional Support (PS) as an Engineer. The second row
shows that, in 2004, David was promoted to Senior Engineer. The third row
reflects that, in 2006, David moved from PS to Product Management (PM) and
still holds this position to date2. Suppose that the organization’s director needs
to know the employees who worked for PS for at least five “consecutive” years.
Such a query can be expressed in TSQL3 [9] as follows.

SELECT E.Name, E.Department, VALID(E)

FROM Employee (Name, Department) as E

WHERE CAST(VALID(E) AS INTERVAL YEAR) >= 5

2 In Teradata, UNTIL CHANGED represents an open-ended value for the end of a
period validity in case such a value is not known beforehand.

3 In this TSQL syntax, Employee (Name, Department) as E specifies coalescing on
Name and Department, VALID(E) returns the validity interval of rows in the result,
and CAST converts the validity interval to the specified granularity, i.e., year. The
query returns the pairs of the values of Name and Department along with the interval
during which the values have been the same.
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Without temporal coalescing, the history of David’s employment (see Table 2)
represents his employment in PS in two separate rows with two different temporal
validities. Given this un-coalesced data, each of the two rows has a time interval
that is less than five years. Therefore, an erroneous conclusion will be returned
excluding David from the query result. With coalescing (see Table 3), however,
the two rows with PS are merged into one row because their temporal validities
are adjacent. With the length of the new time interval being greater than five
years, David will correctly qualify for inclusion in the query result.

Table 2. Without coalescing

Name Dept Validity

David PS (2001, 2004)

David PS (2004, 2006)

David PM (2006, UNTIL CHANGED)

Table 3. With coalescing

Name Dept Validity

David PS (2001, 2006)

David PM (2006, UNTIL CHANGED)

Example 2 (Coalescing with temporal gaps). Temporal coalescing becomes more
challenging in the presence of temporal gaps. Recall David’s employment history
in Example 1 and assume that after spending only one year in PM, David moved
back to PS on 2007 as shown in Table 4.

Table 4. David’s employment records with temporal gaps

Name Dept Title Validity

David PS Engineer (2001, 2004)

David PS Sr. Engineer (2004, 2006)

David PM Sr. Engineer (2006, 2007)

David PS Sr. Engineer (2007, UNTIL CHANGED)

On one hand, if coalescing overlooks the temporal gap between 2006 and 2007
during which David was in PM, the result of coalescing will erroneously consider
that David has been an employee in PS all the way from 2001 to date as shown
in Table 5. On the other hand, with coalescing being able to detect and handle
this temporal gap, the correct result will be as shown in Table 6.

Table 5. Ignoring temporal gaps

Name Dept Validity

David PS (2001, UNTIL CHANGED) ✗

David PM (2006, 2007) ✓

Table 6. Considering temporal gaps

Name Dept Validity

David PS (2001, 2006) ✓

David PM (2006, 2007) ✓

David PS (2007, UNTIL CHANGED) ✓

3 Proposed Approach

Our proposed approach for temporal coalescing in Teradata is motivated by three
design objectives. First, it should avoid self-joins and nested queries. Second, it
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should reduce the number of accesses to the base temporal table. Third, it should
be flexible to work equally with open-ended and closed-ended interval models.

To meet these objectives, we propose to implement temporal using ordered
analytic functions and runtime partitioning. Ordered analytic functions are SQL
constructs used to apply aggregate functions to a partition of the data. Runtime
partitioning is a Teradata functional enhancement to ordered analytic functions
that provides the means to specify data-dependent partitioning conditions on
window aggregate processing using “RESETWHEN” construct. When the “RE-
SET WHEN” condition is satisfied during query evaluation, a new virtual par-
tition is instantly constructed and the window aggregate is evaluated on each
partition. “RESET WHEN” itself encapsulates simple CASE expressions to dy-
namically form IF-THEN logic, which is used to construct run-time partitions.

We describe our solution using the example of David’s employment records
shown in Table 7. Herein, for simplicity and without loss of generality, we assume
that the validity period is represented by ValidFrom and ValidUntil attributes.

Table 7. David’s employment records

Name Dept Title ValidFrom ValidUntil

David PS Engineer 2001 2004

David PS Sr. Engineer 2004 2006

David PM Sr. Engineer 2006 2007

David PS Sr. Engineer 2007 2012

Table 8. Coalescing on dept. affiliation

Name Dept StartDate EndDate

David PS 2001 2006

David PM 2006 2007

David PS 2007 2012

Assume we need to know David’s affiliation history. Our approach to generate
the result of such a coalescing request (see Table 8) is to use ordered analytic
functions and “RESET WHEN” construct as in the following SQL query:

WITH E (Name, Department, dummy1, dummy2, mn, mx) AS

(SELECT Name

,Department

,MAX(ValidUntil)

OVER (PARTITION BY Name, Department ORDER BY ValidFrom

ROWS BETWEEN 1 PRECEDING AND 1 PRECEDING)

as preceding_end_validity

,ValidFrom as current_begin_validity

,MIN(ValidFrom)

OVER (PARTITION BY Name, Department ORDER BY ValidFrom

RESET WHEN (current_begin_validity > preceding_end_validity)

ROWS BETWEEN UNBOUNDED PRECEDING AND CURRENT ROW)

,ValidUntil

From Employee)

SELECT Name, Department, MIN(mn) as StartDate , MAX(mx) as EndDate

FROM E

GROUP BY Name, Department, mn

ORDER BY Name, StartDate

In the above example, coalescing is achieved mainly by “PARTITION BY” and
“RESET WHEN” constructs. “PARTITION BY” groups rows with the same
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values of coalescing attributes (e.g., Name and Department) in one partition.
“RESET WHEN” detects the presence of temporal gaps in a given partition
(when the start timestamp of a current row is greater than the end timestamp
of a preceding row) and further divides it into sub-partitions. Aggregate functions
are then applied to each of the individual partitions. Note that the change in the
department affiliation resulted in a temporal gap during which David left PS for
PM before returning back to PS. This case emphasizes an actual need for the
“RESET WHEN” functionality to detect and handle such temporal gaps.

In light of this example, we outline our coalescing procedure as follows. We
assume that the input to coalescing is a coalescing clause in the form of C(T ,
A), where T denotes the temporal table and A denotes the set of coalescing
attributes. Given this input, we maintain a temporary table (in the above ex-
ample, it is E) that uses SQL ordered analytic functions and Teradata “RESET
WHEN” functionality to select the following elements from each row Ri in T :

1. Ri.A
2. The end timestamp (i.e., the value of ValidUntil) of the pre-

ceding row Ri−1.
3. The start timestamp (i.e., the value of ValidFrom) of the

current row Ri.
4. The cumulative minimum value of start timestamp up to the

current rowRi, reseting when there is a temporal gap between
the preceding row Ri−1 and the current row Ri (i.e., value
of element 3 is greater than the value of element 2.).

5. The end timestamp (i.e., ValidUntil value) of the current row.

Note that at this point, the data in E, excluding dummy attributes, looks as
shown in Table 9. As can be seen in Table 9, the rows that should coalesce
together share the same cumulative minimum start timestamp mn (since the
start timestamp is monotonically increasing), while each row holds the value
of its own end timestamp (i.e., ValidUntil) in mx. Hence, finally, we select the
minimum of mn and the maximum of mx to return the coalesced temporal interval
of the corresponding row. In Table 9, for instance, the two rows sharing the same
mn value of 2001 are coalesced (i.e., merged) together with the validity from 2001
to 2006. Each of the other two rows represents a single coalesced row. Therefore,
the final result consists of three rows as shown in Table 10.

It can be easily seen that our coalescing approach achieves its design objec-
tives. First, coalescing is done in a join-free query. Second, it accesses the base

Table 9. Projected content of E

Name Dept mn mx

David PM 2006 2007

David PS 2001 2004

David PS 2001 2006

David PS 2007 2012

Table 10. Final result of coalescing

Name Dept StartDate EndDate

David PS 2001 2006

David PM 2006 2007

David PS 2007 2012
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table only once. Third, it can handle either open-ended or closed-ended interval
models by simply controlling the condition of the “RESET WHEN” construct.

4 Experiments

We compare the performance of our coalescing approach (CWRW: Coalescing
With Reset When) to that of coalescing using window analytic functions only
(CWAF: Coalescing With Analytic Functions) as proposed in [15]. We measure
the performance in terms of elapsed time – a performance metric automatically
captured by Teradata DBQL (DataBase Query Log). Elapsed time is the dura-
tion between the start time of a query (i.e., the time the query is submitted for
execution) and its first response time (i.e., the time it starts to return results).
The experiments were conducted on a system running latest Teradata release
14.0 with a single-node machine of 4G memory, 2 CPUs, and 4 AMPs4.
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Fig. 1. Elapsed Time of CWRW and CWAF

We synthesized a dataset of employment records that portrays temporal
changes in employment history simulating the following scenario. An employ-
ment record stores values of time-invariant attributes (e.g., Name and SSN )
and time-varying attributes (e.g., Dept. and Grade). For some time-varying at-
tributes, old values can be future values, thus, causing temporal gaps (e.g., an
employee was first hired in a department, then moved to another department,
and later returned back to the first department). The number of changes in
an employee’s history is generated at random and the changing time-varying
attribute is also selected at random. A change in one time-varying attribute
may result in a change in another time-varying attribute (e.g., upgrading an

4 AMP (Access Module Processor) is a Teradata virtual component responsible for
receiving query plans, performing actual database steps, and producing query results.
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employee’s grade is assumed to result in a pay raise). The syntactic dataset
models temporal changes starting from 1966 to 2012 with the possibility that
an employee’s employment may either end before 2012 (due to termination or
retirement) or continue until 2012. We loaded the generated data using Teradata
Fastload – a utility for loading large amounts of data in a rapid manner.

We report the results with respect to two factors – table size (the number of
rows in a table) and number of coalescing attributes (the number of time-varying
attributes subject to coalescing). We vary the number of rows from 500K to 2.5M
rows5 and change the number of coalescing attributes from one to three6.

Figure 1 shows that our CWRW beats CWAF. On one end, the performance
of CWRW is similar to CWAF for smaller table size regardless of the number of
coalescing attributes. On the other end, CWRW outperforms CWAF for larger
table sizes and the magnitude of improvement increases further as the number
of coalescing attributes increases – nearly 10% improvement for coalescing on
one attribute and 50% improvement for coalescing on three attributes.

5 Conclusion and Future Work

In this paper, we examined the implementation of temporal coalescing in the Ter-
adata RDBMS. First, we discussed the challenges of temporal coalescing and the
drawbacks of existing coalescing approaches. Second, we proposed our temporal
coalescing approach using ordered analytic functions jointly with Teradata run-
time conditional partitioning. Finally, we presented the results of a performance
study that demonstrates the efficiency of the proposed approach.

This work opens an avenue for future work. One interesting issue is to inves-
tigate how the performance of our coalescing approach can be improved using
other existing Teradata features. Specifically, we envision vertical (i.e., column)
partitioning – a physical database design choice made available in the recent
Teradata release, 14.0 – as a potential way to further optimize the coalescing
performance since coalescing is naturally applied to a small set of columns from
the entire table. Another direction is to explore the utility of temporal coalescing
with respect to other temporal analytic features already supported in Teradata.
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Abstract. Hadoop-based data processing platforms translate join in-
tensive queries into multiple “jobs” (MapReduce cycles). Such multi-job
workflows lead to a significant amount of data movement through the
disk, network and memory fabric of a Hadoop cluster which could nega-
tively impact performance and scalability. Consequently, techniques that
minimize sizes of intermediate results will be useful in this context. In
this paper, we present an information passing technique (HIP) that can
minimize the size of intermediate data on Hadoop-based data processing
platforms.

1 Introduction

MapReduce [1] has become the de facto standard for large scale data processing
frameworks because of its simple programming model, ease of parallelization,
and scalability. Its programming model allows users to describe their desired
tasks by implementing two functions (map and reduce). Each of map and reduce
functions is called in a separate phase (map phase and reduce phase, respec-
tively) and a pair of each function constitute a single MapReduce job. When
a job executes, Hadoop [2], an open source MapReduce implementation, sched-
ules multiple instances of the map function (mappers) and the reduce function
(reducers) over the cluster. Each mapper is assigned a partition of input data
named split and applies the map function to its split to generate intermediate
key-value pairs. The intermediate pairs are sorted and partitioned by a key and
the partitions are transferred to appropriate reducers to apply the reduce func-
tion. Non-trivial tasks (e.g., tasks consisting of several join operations) could
result in multiple job cycles across which the execution of the join operations
is distributed. However, lengthy MapReduce workflows can lead to poor perfor-
mance due to the sorting, transferring, and merging overheads between map and
reduce phases [3, 4]. The costs associated with MapReduce cycles are heavily de-
pendent on the sizes of the intermediate results (including those generated after
both the map and reduce phases). Consequently, an important problem is how
to keep those sizes minimal.

In traditional database systems, one family of promising techniques for keep-
ing intermediate results minimal is Sideways Information Passing (SIP) [7–11].
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Such techniques generate summary information from certain operators and make
such information available to other associated operators in a same query plan.
By exploiting summary information, the recipient operators can prune “unnec-
essary” (not ultimately relevant to the final output) records from their inputs.
However, while existing techniques assume parallelism techniques such as inter-
operator and/or pipelined parallelism where multiple operators execute concur-
rently, MapReduce processing is based on partitioned parallelism where a single
operator is executed at a time on different data partitions. A consequence of
this is that the complete summary for each operator is also partitioned across
different nodes. Further, this partitioning may be based on a different set of
partitioning keys than that used for subsequent operations that need to utilize
the summary. Therefore, there is a challenge of keeping track which subsets of
summary partitions are relevant to which future data partitions. A second is-
sue is that existing techniques assume a flexible communication framework for
passing information between operators whereas MapReduce platforms such as
Hadoop use a very limited communication model between nodes involved in
processing. This presents challenges with respect to how the summaries can be
communicated across operators.

In this paper, we present an Information Passing (HIP) approach suitable for
the MapReduce computing model, which addresses the unnecessary data move-
ment problem. Specifically, we propose (i) an extended MapReduce-based data
processing model that enables information passing to ameliorate the join pro-
cessing performance, and (ii) an information passing approach for integrating
the technique into Apache Hive. Results of an empirical evaluation are pre-
sented that demonstrate the superiority of information passing-based approach
for multi-join workloads.

2 Background and Related Work

2.1 Sideways Information Passing

The SIP technique proposed in [8] adaptively uses information passing for pro-
cessing RDF data. At compile-time, the query optimizer calculates the entire
equivalence classes in each of which operators that share a variable in predi-
cates are grouped together. During the query execution, operators such as in-
dex scan operators and merge join operators in a group generate filters and
share them via shared memory. Operators in each group use the shared filters
to prune unnecessary records. An adaptive query processing technique in [10]
exploits a special operator named Eddy. This operator is responsible for routing
tuples between relational operators so that it maximizes the query processing
performance. Magic-set rewriting technique generates and propagates a filter set
between nested query blocks. An inner query block can prune irrelevant records
that do not meet its outer block’s predicates. Techniques in [7, 9] support in-
formation passing among operators in distributed environments. Semi-join ap-
proach [9] generates information about join columns of a relation and passes it
to a remote site. Such information is used for pruning irrelevant records and



386 S. Hong and K. Anyanwu

the resulting records are shipped to the other site and joined. In [7], distributed
operators generate summary information about their intermediate records. Such
summary information is stored in a centralized summary repository so that those
operators can exchange summary information and prune unnecessary records.

2.2 Hadoop-Based Data Processing Systems

In extended Hadoop platforms such as Apache Pig [13] and Apache Hive [12], a
user query is ultimately compiled into a sequence of MapReduce cycles in which
each MapReduce cycle hosts the execution of some subset of operators in the
query plan. The left part in Fig 1a shows the general architectural structure using
Hive as an example. Such frameworks typically consist of a compiler/optimizer
component and a MapReduce job executor on top of Hadoop. The former com-
ponent produces an optimized execution plan consisting of several operations
and assigning the operations to one or more MapReduce cycles. The latter com-
ponent is responsible for submitting each job to Hadoop. Multiple operators
can be assigned to execute in a map or reduce phase. We discuss the dataflow
in a Hadoop job using abstract operators as shown in Fig 1b. MapsidePrimary
(PM ) is logically the first operator executed in map phase and is responsible for
scanning the records of an input table. MapsideTerminal (TM ) is the final oper-
ator in map phase, which passes intermediate records to a Hadoop object, called
OutputCollector. The OutputCollector stores intermediate results to local disk.
The reduce phase has similar operators, ReducesidePrimary (PR) that receives
input records from the map phase and ReducesideTerminal (TR) that passes the
resulting records to the OutputCollector to materialize them on the HDFS.

Original Approach

User Task

submit each job

Hadoop Framework

Compiler/Optimizer

MR Job Executor IP-aware Job Executor

IP Planner

Compiler/Optimizer

IP Approach

User Task

(a)

Hadoop Job

PM

PM

TM PR TR

Map-phase Reduce-phase

Hadoop Framework
OutputCollector

OutputCollector

Local disk HDFS

...

...

...

(b)

Fig. 1. (a) Data Processing on Hadoop, (b) Abstract Operators in a Single Job

2.3 Join Processing Techniques on Hadoop

In MapReduce-based data processing systems, the most widely adopted join ap-
proach is Standard Repartitioning Join [5, 6]. Processing each join operation
in reduce phase involves data sorting and transferring overhead between map-
and reduce-phase. Fragment-Replication Join and Map-Merge Join are alterna-
tive join strategies that can reduce the data sorting and shuffling overhead by
processing join in map phase [5, 6]. However, the fragment-replication join as-
sumes that one of the input tables is small enough to fit in memory. In case of
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map-merge join, an additional pre-processing phase is required to sort and co-
partition input tables. Moreover, this approach may not be effective in scenarios
involving intermediate tables or when join key is different from the partitioning
key. Recently, [6] proposed a Semi-Join strategy for use on MapReduce plat-
forms. Performing a semi-join operation requires three MapReduce cycles. The
first two cycles are responsible for reducing the size of an input table by creating
a list of distinct join key values from a table and filtering out unmatched records
in the other table. In the last cycle, the reduced table is joined with the other
table. However, the semi-join strategy achieves performance improvement only
if the first two steps are performed in pre-processing phase.

3 Integrating Information Passing into Hadoop Data
Processing Platforms

Our discussion will proceed in the context of the Apache Hive platform [12] but
can be generalized to other similar platforms. In order to integrate information
passing, support for combining an information passing plan into a query plan at
compile-time and run-time support for generating and transferring summaries
for use by appropriate jobs are required. These are achieved in our extended Hive
implementation by the IP Planner and IP-aware Job Executor respectively (Fig
1a right). The IP planner receives a query plan (Hadoop job plan) from the Hive
compiler and augments it with a corresponding IP plan. An IP plan consists of
three data structures: dataflow graph, dependency graph, and IP descriptor table.
A dataflow graph describes all the relationships based on data dependencies
between Hadoop jobs in a job plan. The data dependencies induces ordering on
the execution of MapReduce jobs in a job plan. Such information is captured
in a job dependency graph. An IP descriptor table contains IP descriptors for
all jobs in a job plan. Each IP descriptor includes the job name, the type of PR

(e.g., join or groupby), a reference to a Hive’s job descriptor instance, and IP
input and output descriptors as shown in Fig 2c. The main purpose of input or
output descriptors is to keep track of source and destination paths of summary
information files for each job.

3.1 Run-Time Execution of IP Plans

Given an IP plan, our IP-aware job executor determines whether the currently
scheduled job should generate summary information (IP CREATION ) and/or
exploit summaries generated by previously executed jobs (IP USAGE ). Decisions
are encoded and distributed to mappers and reducers through JobConf. JobConf
is a facility provided by the Hadoop framework to propagate system-wide and
application-specific configurations to every node. Once the IP-aware job executor
makes the decision to enable information passing for a particular job, it replaces
the default PM and TR with relevant IP-aware PM and TR operators.

Creation of Summary Information: As described in Section 2.1, TR is the
final logical operator in a job, which is responsible for gathering final data and
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Fig. 2. (a) Join a table and an intermediate table, (b) Join two intermediate tables,
(c) IP Descriptor

passing them into the MapReduce framework. Therefore, if the current job re-
quires the generation of summary information on a column(s) of its output, our
IP-aware TR operator produces a list of distinct hash values on the next join
column and stores the list into HDFS in a zip-compressed format. Whenever a
record is passed to TR, it locates the target column, calculates a hash value for
it, and puts the hash value in an in-memory buffer. When the operator is closed,
it stores all the hash values into HDFS.

Utilization of Summary Information: Once the IP-aware job executor
decides to enable IP USAGE for a job (JC), it propagates its summary to the
DistributedCache, facility provided by Hadoop to distribute files in an efficient
manner. The DistributedCache reduces communication overhead since it trans-
fers a single copy of data to each node’s local disk rather than to each mapper or
reducer even when multiple mappers/reducers execute on the same node. There
are two cases to consider. Fig 2a shows the first case where the binary join opera-
tor receives an intermediate table generated by a previous job. In this case, PM2
in JN is coordinated to load summary information SN−1 so that it prunes irrel-
evant records in TableA before being sorted and transferred to reducers. In the
second case, a join operator receives its all input from previous jobs as shown in
Fig 2b. In this case, PM1 and PM2 are coordinated to load the summary informa-
tion generated by JN−2 and JN−1 respectively. When an IP-enabled PM operator
is initialized, the corresponding summary information is loaded into in-memory
buffer. Whenever a record is passed, the operator calculates the hash value for
the column(s) to be joined in reduce phase and retrieves the hash value from the
in-memory buffer. If the value does not exist, then it prevents the record from be-
ing passed to the next operator. Otherwise, it passes the record to its neighboring
operator.

Decision-Making Process: if information passing has been enabled, the execu-
tor looks up the dataflow graph to check whether the result from the execution
of the currently scheduled job, JC will be fed into its neighbor and whether
the neighboring job has a join operator as PR. If true, the executor enables
IP CREATION so that JC generates summary information during its execu-
tion. Next, in order to determine whether to enable the current job JC , to load
and exploit summary information files Pi (1 ≤ i ≤ r), generated from a previous
job, JP , the job executor checks whether the IP feature is activated in the Hive
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configuration file. If true, the job executor checks if JC has a join operator as
PR, looks up the dependency graph to find any neighbor, JP . Then, the job ex-
ecutor measures the total size of summary information files generated by JP and
compares the size with a user-configured threshold C. This is necessary since a
large amount of summary may reduce available heap memory causing memory
shortage and decrease processing performance. If the size does not exceed the
threshold, the job executor activates the IP feature so that the the summary files
are loaded and used by each corresponding IP-aware PM operator. Otherwise,
the job executor launches JC according to the original MapReduce job plan.

4 Experimental Evaluation

4.1 Evaluation Framework

Experiment Setup: Experiments were conducted on a 20-node Hadoop clus-
ter where each node has a 3.0 GHz dual core Xeon processor and 4GB main
memory, and Redhat Enterprise Linux 5 runs as an operating system. Apache
Hadoop 0.20 [2] with 512MB block size, 1 replication factor, 1280MB heap size
for mappers/reducers, and no speculative execution was used. We present a per-
formance evaluation of the HIP approach that was implemented by extending
Hive 0.5 [12]. We compared the performance of three join approaches, the Hive’s
repartitioning-join, and map-join approaches, and the semi-join approach pro-
posed in [6] against the HIP technique. The first two steps of the semi-join were
implemented as vanilla MapReduce applications. For the last phase, we used
Hive’s map-side join.

Workload and Datasets:We evaluated the different join processing approaches
under different join selectivities to assess the impact of the amount of intermedi-
ate data. To achieve this, we generated several relation instances over the same
schema (Table B). The different instances varied in size and the distribution of
join values in the join column. Another dataset (TableA) was generated with
unique join keys in the join column and the set of keys contained in the set of
join values in TableB. The test workload consists of 2 jobs in which JobA exe-
cutes a self join on TableA generating a summary that is equivalent to the set of
join values in the table. The second job (JobB) joins the output records of JobA
with TableB. The properties of datasets are shown in Table 1.

Table 1. Input Properties in Scenario 1 and 2

Table Table Size Key Density
Scenario1 TableA (Key: 25B, ColumnA: 10B, ColumnB: 65B) 30MB 1

TableB (Key: 25B, ColumnA: 100B, ColumnB: 75B) 1-40GB 1
Scenario2 TableA (Key: 25B, ColumnA: 10B, ColumnB: 65B) 20MB-50GB 100

TableB (Key: 25B, ColumnA: 100B, ColumnB: 75B) 40GB 1

4.2 Experimental Results

The HIP approach improves performance due to early pruning of unnecessary
data before the sorting and transferring steps. Performance improvements are



390 S. Hong and K. Anyanwu

expected to be proportional to the degree of unnecessary data reduction. The
amount of data reduction in shuffle phase is shown in Table 2. In scenario1, a
small input relation (TableA) is joined with a small fraction of a large relation
TableB. As the size of TableB increases, the amount of unnecessary data that
are eventually not joined also does. As presented in Fig 3a, our information
passing approach shows better performance than the other three approaches in
the first scenario. Particularly, as the degree of data reduction increases, the HIP
approach shows better execution time. For Hives map-join, a significant amount
of time was consumed to load input tables. Consequently, the map-join did not
show better performance than the repartitioning join. The semi-join approach
shows the worst performance since the second and third stages require large
input data to be scanned and load. The performance of the repartitioning join
and the map-side join were significantly degraded as the size of input dataset
increases while impact on the information passing approach was less. In the
second scenario, the semi-join, map-join, and our information passing approaches
show relatively better performance than repartitioning join approach when the
size of TableA is not more than 0.2GB (Fig 3b). However, the semi-join and the
map-join techniques could not run with table sizes greater than 0.2GB in our
experiment setting. This is because all of TableA records cannot fit into available
heap memory for the map-join to work. In the semi-join case, the third stage

Table 2. Data Reduction Size

Scenario1 TableB Size(GB) 1 10 20 30 40
Reference (%) 5.86 0.59 0.29 0.2 0.15
Reduction (GB) 0.77 8.15 16.35 24.55 28.65

Scenario2 TableA Size(GB) 0.0195 0.2 10 30 50
Reference (%) 0.001 0.01 0.5 1.5 2.5
Reduction (GB) 33.09 33.19 32.96 32.63 32.54
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requires map-join and the reduced TableB through the first two stages does not
fit into the available memory. Compared to the map-join and the semi-join, the
HIP approach executes even with quite larger sizes of TableA since our technique
requires less information: summary vs. the entire table which contains a lot of
duplicate join key values.

5 Conclusions

The HIP approach effectively adapts information passing to MapReduce result-
ing improved join performance. Since MapReduce frameworks do not support
features such as indexing and cost-based optimization, information passing pro-
vides an effective optimization alternative for multi-job workloads. Experimental
evaluations demonstrate its advantages with respect to performance.
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Abstract. The All-k-Nearest-Neighbor (AkNN) operation is common in many 
applications such as GIS and data analysis/mining. In this paper, for the first 
time, we study a novel variant of AkNN queries, namely All-Visible-k-Nearest-
Neighbor (AVkNN) query, which takes into account the impact of obstacles on 
the visibility of objects. Given a data set P, a query set Q, and an obstacle set O, 
an AVkNN query retrieves for each point/object in Q its visible k nearest 
neighbors in P. We formalize the AVkNN query, and then propose efficient 
algorithms for AVkNN retrieval, assuming that P, Q, and O are indexed by 
conventional data-partitioning indexes (e.g., R-trees). Our approaches employ 
pruning techniques and introduce a new pruning metric called VMDIST. 
Extensive experiments using both real and synthetic datasets demonstrate the 
effectiveness of our presented pruning techniques and the performance of our 
proposed algorithms.  

1 Introduction 

The All-Nearest-Neighbor (ANN) operation plays an important role in a wide range of 
applications such as GIS [26], data analysis/mining [2, 10], VLSI layout design [13, 
19], and multimedia retrieval [12, 15]. Given a data set P and a query set Q, an ANN 
query finds for each point/object in Q its nearest neighbor in P. A natural 
generalization is All-k-Nearest-Neighbor (AkNN) search which, for every point in Q, 
retrieves its k nearest neighbors (NNs) in P. Formally, AkNN(P, Q) = {q, p | ∀ q ∈ 
Q, ∃ p ∈ (kNN(q) ⊆ P), ¬∃ p' ∈ (P − kNN(q)) such that dist(p', q) < dist(p, q)}, in 
which AkNN(P, Q) represents the result set of the AkNN query w.r.t. P and Q, kNN(q) 
denotes the set of k NNs for q, and dist( ) refers to the Euclidean distance metric. An 
example of A1NN (k = 1) retrieval is depicted in Figure 1(a), with P = {p1, p2, p3, p4, 
p5, p6} and Q = {q1, q2, q3}. A1NN(P, Q) = {q1, p2, q2, p3, q3, p5}.  

Traditional AkNN search does not take obstacles into consideration. Nevertheless, 
physical obstacles (e.g., buildings, blindages, etc.) are ubiquitous in the real world, 
and their existence may affect the visibility/distance between objects and hence the 
result of queries. Moreover, in some applications, the users might be only interested 
in the objects that are visible or reachable to them. Recently, spatial clustering and 
spatial queries with obstacle constraints have been explored in the literature [6, 7, 8, 
11, 14, 17, 18, 20, 22, 24, 26]. To the best of our knowledge, however, there is no 
prior work on the AkNN retrieval in the presence of obstacles.  
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Fig. 1. Illustration of AkNN and AVkNN queries for k = 1  

In this paper, we study a novel variant of AkNN queries, namely All-Visible-k-
Nearest-Neighbor (AVkNN) query, which takes into account the impact of obstacles 
on the visibility of objects. Given a data set P, a query set Q, and an obstacle set O, an 
AVkNN query finds for each point in Q its visible k nearest neighbors in P. Consider, 
for instance, Figure 1(b), where P = {p1, p2, p3, p4, p5, p6}, Q = {q1, q2, q3}, and O = 
{o1, o2, o3 } (in this paper we assume that an obstacle is represented by a rectangle, 
although it might be in any shape such as triangle and pentagon). The result of an 
AV1NN (k = 1) query is {q1, p2, q2, p2, q3, p3}, which is different from the result 
of previous A1NN search.  

We focus on the AVkNN retrieval because, it not only is a new problem from the 
research point of view, but also is useful in many applications. For example, suppose 
that the transportation department of Hong Kong wants to install traffic surveillance 
cameras to monitor m different accident-prone sites. Obviously, each site s should be 
visible to at least one camera c for safety. Furthermore, the distance between the site s 
and its corresponding camera(s) c is expected to be as small as possible in order to 
improve the video quality. In this scenario, an AVkNN query, which takes as inputs a 
set of monitoring cameras (denoting a data set P), a set of accident-prone sites 
(representing a query set Q), and a set of buildings/blindages (denoting an obstacle set 
O), may help the decision-maker to find out for each site in Q its k visible nearest 
cameras in P. In addition, the AVkNN query, as a stand-alone tool or a stepping stone, 
could also be applied in complex spatial data analysis/mining (e.g., clustering, outlier 
detection, etc.) involving obstacles.  

A naive solution to tackle AVkNN retrieval is to perform visible k NN search [14] 
for each point in a data set P. Unfortunately, this approach is very inefficient since it 
needs to traverse the data set P and the obstacle set O multiple times (i.e., |P| times), 
resulting in high I/O and CPU costs, especially for larger P. Motivating by this, in 
this paper, we propose two efficient algorithms, i.e., Grouping-based Multiple-access 
Obstacle Tree algorithm (GMOT) and Grouping-based Single-access Obstacle Tree 
algorithm (GSOT), for AVkNN query processing, assuming that P, Q, and O are 
indexed by conventional data-partitioning indexes (e.g., R-trees [1]). In particular, our 
methods utilize pruning techniques and introduce a new pruning metric called 
VMDIST to improve the query performance. In brief, the key contributions of this 
paper are summarized as follows:  
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 We formalize the AVkNN query, a new addition to the family of spatial queries 
in the presence of obstacles.  

 We develop effective pruning techniques and a new pruning metric to facilitate 
the pruning of unqualified obstacles.  

 We propose two efficient algorithms to answer exact AVkNN retrieval.  
 We conduct extensive experimental evaluation using both real and synthetic 

datasets to verify the effectiveness of our presented pruning techniques and the 
performance of our proposed algorithms.  

The rest of the paper is organized as follows. Section 2 briefly surveys the related 
work. Section 3 presents the problem statement. Section 4 elaborates AVkNN query 
processing algorithms. Extensive experiments and our findings are reported in Section 
5. Finally, Section 6 concludes the paper with some directions for future work.  

2 Related Work 

One area of related work concerns ANN/AkNN queries. Existing approaches can be 
classified into two categories, depending on whether the data set P and/or the query 
set Q are indexed. The first one [25] involves solutions that do not assume any index 
on the underlying datasets, but they handle ANN/AkNN retrieval by scanning the 
entire database at least once, resulting in expensive overhead. In particular, Zhang et 
al. [25] propose a hash-based method using spatial hashing for processing ANN 
search. Methods of the other category [3, 5, 15, 25] incur significantly lower query 
cost by performing the ANN/AkNN retrieval on appropriate index structures (e.g., R-
trees [1]). Zhang et al. [25] present two approaches using R-trees, i.e., multiple 
Nearest Neighbor search (MNN) and Batched Nearest Neighbor (BNN), to tackle 
ANN queries. Chen and Patel [3] develop an ANN query processing algorithm based 
on an enhanced bucket quadtree index structure termed MBRQT, and introduce a 
pruning metric called NXNDIST to further improve the search performance. 
Sankaranarayanan et al. [15] investigate the AkNN algorithm (using R-tree) for 
applications involving large point-clouds in image processing. Recently, Emrich et al. 
[5] introduce trigonometric pruning to shrink the search space, and propose a novel 
AkNN query processing algorithm which is based on the trigonometric pruning and 
employs an SS-tree. In the literature, the AkNN query is also referred to as kNN join 
[2, 21, 23]. Bohm and Krebs [2] first explore kNN join. Their solution is based on a 
specialized index structure termed multipage index (MuX), and hence is inapplicable 
for general-purpose index structures (e.g., R-trees). Xia et al. [21] propose GORDER 
to tackle kNN join. It sorts input datasets into the G-order (an order based on grid), 
and then applies the scheduled block nested loop join on the G-ordered data to obtain 
the result. Yu et al. [23] present a kNN join algorithm using iDistance. In addition, 
Hjaltason and Samet [9] and Corral et al. [4] utilize closest pairs (CP) algorithms to 
answer ANN queries. However, they incur expensive cost since the termination 
condition for the CP-based algorithm is the identification of the NN for all points in 
Q. It is worth pointing out that all the aforementioned approaches do not take into 
account the physical obstacles that are ubiquitous in the real world and may affect the 
visibility between objects, and thus cannot be (directly) applicable to deal with 
AVkNN search efficiently.  
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Another area of related work is spatial queries in the presence of obstacles. As 
mentioned in [6], the existence of obstacles could affect the distance or/and visibility. 
First, in terms of distance, Zhang et al. [26] propose a suite of algorithms for 
processing several common spatial queries (e.g., range query, NN retrieval, etc.) with 
obstacle constraints. Xia et al. [20] present a more detailed study of obstructed NN 
search. Recently, continuous NN and moving k-NN queries in the presence of 
obstacles are also explored in [6, 11]. Second, in terms of visibility, Nutanong et al. 
[14] investigate visible NN retrieval. In the sequel, other studies along this line 
include visible reverse NN search [7], continuous visible NN search [8], and group 
visible NN search [22], respectively. Note that, different from the above works, we 
aim to tackle the AkNN query in the presence of obstacles. To our knowledge, this 
paper is the first attempt on this problem.  

3 Problem Statement  

In this section, we formally define the AVkNN query. Given a data set P = {p1, p2, …, 
pm}, a query set Q = {q1, q2, …, qn}, and an obstacle set O = {o1, o2, …, or} in a 2-
dimensional space, the visibility between two points is defined in Definition 1 below.  

Definition 1 (Visibility [7]). Given two data points pi, pj ∈ P and O, pi and pj are 
visible to each other iff there is no any obstacle oi in O such that the straight line 
connecting pi and pj, denoted as [pi, pj], crosses oi, i.e., ∀ oi ∈ O, [pi, pj] ∩ oi = ∅.  

Based on Definition 1 above, we formulate visible k nearest neighbors and all-visible-
k-nearest-neighbor query in Definition 2 and Definition 3 below, respectively.  

Definition 2 (Visible k Nearest Neighbors). Given P, O, and a query point q, a data 
point pi ∈ P is one of the visible k nearest neighbors (VkNNs) of q if and only if: (i) pi 
is visible to q, i.e., ∀ oi ∈ O, [pi, q] ∩ oi = ∅; and (ii) there are at most (k − 1) data 
points pj ∈ P − {pi} such that pj is visible to q and meanwhile has its distance to q 
smaller than that from pi to q, i.e., |{pj ∈ P − {pi} | ∀ oi ∈ O, [pj, q] ∩ oi = ∅ ∧ dist(pj, 
q) < dist(pi, q)}| < k.  

Definition 3 (All-Visible-k-Nearest-Neighbor Query). Given P, Q, O, and an integer 
k (≥ 1), an all-visible-k-nearest-neighbor (AVkNN) query retrieves for each point q ∈ 
Q its VkNNs in P. Formally, AVkNN(P, Q, O) = {q, p | ∀ q ∈ Q, ∃ p ∈ (VkNN(q) ⊆ 
P), ¬∃ p' ∈ (P − VkNN(q)) such that dist(p', q) < dist(p, q) if p' is visible to q}, in 
which AVkNN(P, Q, O) represents the result set of the AVkNN query w.r.t. P, Q, and 
O, VkNN(q) denotes the set of VkNNs for q, and dist( ) refers to the Euclidean 
distance metric.  

In this paper, we study the problem of efficiently processing AVkNN retrieval.  

4 AVkNN Query Processing  

In this section, we propose two algorithms, i.e., Grouping-based Multiple-access 
Obstacle Tree algorithm (GMOT) and Grouping-based Single-access Obstacle Tree 
algorithm (GSOT), for answering AVkNN queries, assuming that the data set P, the  
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Fig. 2. A running example  

query set Q, and the obstacle set O are indexed by three separate R-trees, and then 
provide an analysis of these algorithms.  

On the whole, our solutions are based on grouping techniques in order to minimize 
the number of visible k nearest neighbor (VkNN) queries. Specifically, we splits the 
points from Q into disjoint groups GQ1, GQ2, …, GQt, such that ∪1≤i≤t GQi = Q and ∀ i, j 
∈ [1, t] (i ≠ j), GQi ∩ GQj = ∅. Then, for each group GQ, we find the VkNNs of each 
point in GQ by traversing the data R-tree TP on P. Note that the number and size of 
grouping may affect the performance of algorithms. A small grouping incurs more 
VkNN queries, while a large grouping leads to high storage and computation costs. In 
general, a good grouping method must consider several criteria: (i) each grouping 
should be small enough to fit in main-memory; (ii) the points in each grouping should 
be clustered to reduce the computation cost; and (iii) the number of points in each 
grouping should be maximized to decrease the number of VkNN queries. 
Nevertheless, as mentioned in [25], an optimal trade-off between these criteria above 
is difficult to obtain, i.e., finding a good grouping is not easy. For simplicity, in this 
paper, we take every leaf node in the query R-tree TQ on Q as one grouping. Surely, it 
is challenging and interesting to develop effective grouping for AVkNN retrieval, but 
we would like to leave it to our future work due to the limitation of space. In addition 
to grouping techniques, our solutions also utilize effective pruning heuristics to 
further improve the search performance. In the sequel, a running example, as 
illustrated in Figure 2, is employed to facilitate the understanding of different AVkNN 
query processing algorithms. Here, a data point set P = {p1, p2, …, p8}, organized in 
the R-tree of Figure 2(b) with node capacity = 2; a grouping GQ = {q1, q2, q3} (⊆ Q); 
and an obstacle set O = {o1, o2, o3, o4}. Note that, in Figure 2(b), the number in every 
entry refers to the MINMINDIST [4] (for intermediate entries) or the MINDIST (for 
data points) between the minimum bounding rectangle (MBR) of each group GQ and 
the corresponding MBR of the entry. These numbers are not stored in R-tree 
previously but computed on-the-fly during query processing.  

4.1 Grouping-Based Multiple-Access Obstacle Tree Algorithm  

In this subsection, we present the Grouping-based Multiple-access Obstacle Tree 
algorithm (GMOT). In order to check the visibility of each query point q in the  
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current group GQ, we need to find all the obstacles that may affect the visibility of q 
and compute its visible region. However, it is observed that the cost of qualified 
obstacle retrieval is expensive. Therefore, we develop two pruning heuristics below to 
discard those unqualified obstacles which cannot affect the visibility of any point in 
order to improve the query performance.  
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Fig. 3. Illustration of Lemma 1 and Lemma 2  

Lemma 1. Given the MBR M of a query grouping GQ and the MBR N of a data node, 
the obstacles may affect the visibility of a certain data point p in N w.r.t. a certain 
query point in GQ if they overlap the MBR formed by M and N, denoted as MN.  

Proof. The proof is obvious since the straight line that connects any query point q in 
M and any data point p in N, i.e., [p, q], is bounded by the MBR MN.              

An illustrative example is depicted in Figure 3(a), with a query grouping MBR M, a 
data node MBR N, and an obstacle set O = {o1, o2, o3, o4, o5}. The MBR formed by M 
and N is the rectangle MN (highlighted in blue). According to Lemma 1 above, the 
obstacles o1, o2, o3, and o4 may affect the visibility, whereas the obstacle o5 can be 
pruned away directly.  

Although Lemma 1 is straightforward, it can discard a large amount of unqualified 
obstacles that may not affect the visibility of any data point in the current data node 
MBR w.r.t. any query point in the current grouping. However, the pruning power of 
Lemma 1 can be further enhanced, which is described in Lemma 2 below.  

Lemma 2. Given the MBR M of a query grouping GQ and the MBR N of a data node, 
the obstacles may affect the visibility of a certain data point p in N w.r.t. a certain 
query point in GQ if they overlap the maximal convex polygon formed by M and N, 
denoted as CP.  

Proof. Similar to the proof of Lemma 1, and thus omitted.                         

For instance, we apply Lemma 2 on the same example of Lemma 1 (shown in Figure 
3(a)), and the result is illustrated in Figure 3(b). To be more specific, the maximal 
convex polygon CP formed by M and N is the hexagon ABCDEF (highlighted in red). 
Hence, according to Lemma 2 above, the obstacles o1, o2, and o4 may affect the 
visibility, whereas the obstacles o3 and o5 can be discarded directly. Note that the 
obstacle o3 cannot be pruned by Lemma 1.  
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Our first approach, namely GMOT, employs the aforementioned pruning heuristics 
to discard unqualified obstacles. The pseudo-code of GMOT is depicted in Algorithm 
1. GMOT follows the best-first traversal paradigm. It maintains a heap H to store the 
data entries visited so far, sorted by ascending order to their MINMINDIST to the 
query group GQ; and a list lo that preserves all qualified obstacles during the search. 
As defined in [3, 4], the MINMINDIST between two MBRs is the minimum possible 
distance between any point in the first MBR and any point in the second MBR. It can 
be used as the lower bound metric for pruning. As an example, the MINMINDIST 
between MBRs M and N is illustrated in Figure 5(a).  

 
Algorithm 1. Grouping-based Multiple-access Obstacle Tree Algorithm (GMOT)  
 Input: a data R-tree TP, an obstacle R-tree TO, a grouping GQ (⊆ Q), an integer k  
 Output: the result set Sr of an AVkNN query  
 /* H: a min-heap sorted in ascending order of the MINMINDIST (to G

Q
); T

P
.root: the root  

node of the data R-tree T
P
; q.vknnD: the maximal distance among the distances from q to  

its every VkNN; G
Q
.vknnD: the maximal distance among the distances between each query  

point q ∈ G
Q
 and its every VkNN; l

o
: a list storing obstacles. */  

 1:  initialize H = lo = ∅ and q.vknnD = GQ.vknnD = ∞  
 2:  insert all entries of TP.root into H  
 3:  while H ≠ ∅ do  
 4:     de-heap the top entry (e, key) of H  
 5:     if MINMINDIST(GQ, e) ≥ GQ.vknnD then   // early termination condition  
 6:        break  
 7:     else  
 8:        if e is a leaf node then  
 9:           form the convex polygon CP w.r.t. GQ and e, and add all obstacles crossing  

CP to a list lo by traversing the obstacle R-tree TO   // use Lemmas 1 and 2  
10:           for each q ∈ GQ do  
11:              if MINDIST(q, e) ≥ q.vknnD then  
12:                 continue  
13:              VRC (lo, q)   // compute q’s visible region using algorithm of [7]  
14:              choose the dimension dim with the largest projection of e in axis, and then  

sort the points in e by ascending order of their distances to q along dim  
15:              for each point p ∈ e do  
16:                 if distdim(q, p) ≥ q.vknnD then  
17:                    break  
18:                 if p is visible to q and dist(q, p) < q.vknnD then  
19:                    add p to q’s VkNN set Svknn ∈ Sr and update q.vknnD if necessary  
20:           update GQ.vknnD if necessary and lo = ∅   // for the next round  
21:        else   // e is an intermediate (i.e., a non-leaf) node  
22:           for each child entry ei ∈ e do  
23:              insert (ei, MINMINDIST(GQ, ei)) into H  
24:  return Sr  

 

Initially, GMOT inserts all entries in the root of the data R-tree TP into a min-heap 
H. Then, the algorithm recursively retrieve the VkNNs of each query point in GQ until 
H is empty or the early termination condition satisfies (lines 3-23). Specifically, for 
every head entry e of H, GMOT first determines the MINMINDIST between GQ and 
e, i.e., MINMINDIST(GQ, e), is no smaller than current GQ.vknnD which maintains 
the maximal distance among the distances from each query point in GQ to its VkNN 
(line 5). If yes, the algorithm terminates as the remaining data points cannot be one of 
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actual answer points. Otherwise, it distinguishes two cases: (i) If e is a leaf node, 
GMOT uses Lemma 1 and Lemma 2 to obtain all qualified obstacles by traversing the 
obstacle R-tree TO (line 9). Thereafter, for each query point q in GQ, the algorithm 
first determines whether the minimal distance between q and e is no smaller than the 
current q.vknnD which stores the maximal distance among the distances from q to its 
every VkNN (line 11). If yes, e cannot be one of the VkNNs of q. Otherwise, GMOT 
invokes our previously proposed VRC algorithm in [7] to compute the visible region 
of q, and then updates q’s VkNN set Svknn as well as q.vknnD if necessary (lines 13-
19). (ii) If e is an intermediate node, GMOT inserts its child entries into H (lines 22-
23). Finally, the result set Sr of an AVkNN query is returned (line 24). Note that the 
operation involved in line 20 is necessary for the evaluation later.  
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Fig. 4. Illustration of VMAXMINd metric  

Back to our running example shown in Figure 2, and suppose the integer k = 1. In 
the first place, GMOT visits the root of the data R-tree TP and inserts its entries N5, N6 
into a heap H = {N5, N6}. Then, the algorithm de-heaps the top entry N5 of H, accesses 
its child nodes, and en-heaps the entries into H = {N1, N2, N6}. Next, N1 is visited. As 
N1 is a leaf node, GMOT forms the convex polygon w.r.t. GQ and N1, and then obtains 
qualified obstacle o4 and updates the obstacle list lo to {o4} based on Lemmas 1 and 2. 
Since points p1 and p2 in N1 are visible to each point qi (1 ≤ i ≤ 3) in GQ and p1 is 
closer to qi than p2, p1 is added to the current V1NN set Sv1nn of qi, and qi.vknnD is 
updated to dist(qi, p1). Also, GQ.vknnD is updated to 5. The algorithm proceeds in the 
same manner until the result set Sr = {q1, p8, q2, p1, q3, p1} is returned.  

4.2 Grouping-Based Single-Access Obstacle Tree Algorithm  

Although GMOT employs pruning heuristics (i.e., Lemmas 1 and 2) to prune away 
unqualified obstacles, it needs to traverse the obstacle R-tree TO multiple times to get 
qualified obstacles, resulting in high I/O and CPU costs. Motivated by this, in this 
subsection, we propose the Grouping-based Single-access Obstacle Tree algorithm 
(GSOT), which traverses TO only once during each group search, reducing the 
computation cost significantly. Moreover, a new pruning metric called VMDIST (as 
an upper bound for pruning) is introduced to further improve the query performance.  

In a d-dimensional space, an arbitrary point p could be denoted as p1, p2, …, pd. 
Based on this, we formally define the VMAXMINd metric.  

Definition 4 (VMAXMINd). Given two d-dimensional MBRs M and N, an arbitrary 
point q in M, and an arbitrary point p in N, the VMAXMINd(M, N) in dimension d is 
defined as:  
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VMAXMINd(M, N) = MAX∀q∈M(MIN∀p∈N|qd − pd|)  

In fact, VMAXMINd(M, N) is the maximal distance among the minimal distances of a 
point in M to any point in N on dimension d. Figure 4 illustrates all cases of 
VMAXMINd metric, in which MBRs M and N in dimension d are represented as 
Md

−, Md
+ and Nd

−, Nd
+, respectively. For example, in Figure 4(a), Md

− < Md
+ < Nd

− 
< Nd

+, VMAXMINd(M, N) = Nd
− − Md

−. Note that, other cases can be transferred to 
one of them. Based on Definition 4 above, we formalize VMAXMIN metric below.  

Definition 5 (VMDIST). Given two MBRs M and N, VMDIST(M, N) is defined as:  

VMDIST(M, N) = 
0                                                  if  and  overlaps

2VMAXMIN ( , )      otherwise1

M N

dd M Nd d
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Fig. 6. Illustration of VMDIST metric  

Figure 5(a) illustrates various distance metrics between two MBRs M and N. Using 
the VMDIST metric, we develop two pruning heuristics below to discard those 
unqualified obstacles in order to improve the query performance.  

Lemma 3. Given the MBR M of a query grouping GQ, the MBR N of an obstacle 
node, a data point p, and let |diagonal(M)| be the diagonal length of M, if 
VMDIST(M, N) > MAX(MAXDIST(p, M), |diagonal(M)|), N does not affect the 
visibility of p w.r.t. M.  

Proof. We use [(-a, a), (-b, b)], [(Nx
−, Nx

+), (Ny
−, Ny

+)], (px, py) to represent M, N, and 
p respectively, and assume that the maximal distance from p to M, i.e., MAXDIST(p, 
M) is r. If p is located inside the first quadrant, point (-a, -b) will reach the largest 
distance from p to M. Other quadrants are similar to the first quadrant. The trace of p 
is the red line depicted in Figure 5(b), and the function of p is as follows:  
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(MAXDIST(M, p))2 = 

22

yx
x y

x y

pp
p a p b

p p

  
 + × + + ×       

  (2)

As VMDIST(M, N) > r, any point p' in N, denoted as (px' py'), does not fall into the 
area bounded by p’s trace (i.e., red area in Figure 5(b)). For example, as shown in 
Figure 6(a), if Nx

− ≥ a and Ny
− ≥ 0, (MAXDIST(M, p'))2 = (px' + a)2 + (py' + b)2 ≥ (Nx

− 

+ a)2 + (Ny
− + b)2 > (VMDIST(M, N))2 > r2. If MAXDIST(p, M) < |diagonal(M)|, 

partial MBR M is outside p’s trace. Thus, if VMDIST(M, N) > MAX(MAXDIST(p, 
M), |diagonal(M)|), p' does not in p’s trace, and M and p' do not affect the visibility of 
p w.r.t. M. Similarly, other cases in Figures 6(b), 6(c), and 6(d), can be also proved.  

Lemma 4. Given the MBR M of a query grouping GQ, the MBR N of an obstacle 
node, the MBR Np of a data node, and let |diagonal(M)| be the diagonal length of M, if 
MAX(|diagonal(M)|, MAXMAXDIST(Np, M)) < VMDIST(M, N), N does not affect 
the visibility of any data point in Np w.r.t. M.  

Proof. According to the aforementioned Lemma 3, N does not overlap the largest area 
bounded by trace p in Np. Consequently, N does not affect the visibility of any data 
point in Np w.r.t. M.                                       

 

Algorithm 2. Obstacle Pruning Algorithm (OP)  
 Input: a grouping GQ (⊆ Q), a leaf node e', a required obstacle list lr, a candidate obstacle list lc  
 Output: the updated list lr of required obstacles  
 1:  initialize lr = ∅  
 2:  while lc ≠ ∅ do  
 3:     remove the top entry (e, key) of lc  
 4:     if VMDIST(GQ, e) > MAXMAXDIST(GQ, e') > |diagonal(GQ)| then  
 5:        add (e, VMDIST(GQ, e)) to lc   // early termination  
 6:        break  
 7:     else  
 8:        if e is an obstacle then  
 9:           add (e, VMDIST(GQ, e)) to lr  
10:        else   // e is a node entry  
11:           for each entry ei ∈ e do  
12:              if ei is an obstacle and VMDIST(GQ, ei) ≤ MAXMAXDIST(GQ, e') then  
13:                 add (ei, VMDIST(GQ, ei) to lr  
14:              else  
15:                 add (ei, VMDIST(GQ, ei) to lc  
16:  return lr  

 
Based on Lemma 4 above, we present the Obstacle Pruning Algorithm (OP) whose 
pseudo-code is shown in Algorithm 2. OP takes as input a grouping GQ (⊆ Q), a leaf 
node e', a list lr storing the obstacles that are required for obtaining the final query 
result, and a candidate obstacle list lc, and outputs the updated list lr of required 
obstacles. It is worth noting that, the elements in lc and lr are sorted in ascending order 
of their VMDIST to GQ. For every top entry e of lc, OP inserts e into lr if e is an actual 
obstacle and its VMDIST to GQ is no larger than the MAXMAXDIST from GQ to e', 
i.e., VMDIST(GQ, e) ≤ MAXMAXDIST(GQ, e') holds; otherwise, e is added to either 
lc or lr according to VMDIST(GQ, e) (lines 8-15). As defined in [3, 4], the 



402 Y. Wang et al. 

 

MAXMAXDIST between two MBRs is the maximum possible distance between any 
point in the first MBR and any point in the second MBR. For instance, the 
MAXMAXDIST between MBRs M and N is shown in Figure 5(a).  

Having explained OP algorithm, we are ready to present our second approach, 
namely GSOT, for processing AVkNN search. The pseudo-code of GSOT is depicted 
in Algorithm 3. Like GMOT, GSOT follows the best-first traversal paradigm. Unlike 
GMOT, however, it employs our proposed pruning metric, i.e., VMDIST, to discard 
unqualified obstacles during the search. In particular, if current top entry e of H is a 
leaf node, GSOT calls OP to incrementally obtain qualified obstacles (preserved in lr) 
as well as prune away those unqualified obstacles.  

Back to the running example of Figure 2 again, and suppose the integer k = 1. First 
of all, GSOT visits the root of the data R-tree TP and inserts its entries N5, N6 into a 
min-heap H = {N5, N6}. Then, the algorithm de-heaps the top entry N5 of H, accesses 
its child nodes, and en-heaps the entries into H = {N1, N2, N6}. Next, N1 is visited. As 
N1 is a leaf node, GSOT invokes OP, rather than utilizes Lemmas 1 and 2, to obtain 
qualified obstacles and updates the required obstacle list lr to {o1, o3, o4}. Since points 
p1 and p2 in N1 are visible to each point qi (1 ≤ i ≤ 3) in GQ and p1 is closer to qi than 
p2, p1 is added to the current V1NN set Sv1nn of qi, and qi.vknnD is updated to dist(qi, 
p1). Also, GQ.vknnD is updated to 5. The algorithm proceeds in the same manner until 
the result set Sr = {q1, p8, q2, p1, q3, p1} is returned.  

 
Algorithm 3. Grouping-based Single-access Obstacle Tree Algorithm (GSOT)  
 Input: a data R-tree TP, an obstacle R-tree TO, a grouping GQ (⊆ Q), an integer k  
 Output: the result set Sr of an AVkNN query  
 /* l

r
: a list storing the obstacles that are required for obtaining the final query result; l

c
: a list  

storing candidate obstacles; T
O
.root: the root node of the obstacle R-tree T

O
. */  

 1:  initialize H = lr = lc = ∅ and q.vknnD = GQ.vknnD = ∞  
 2:  insert all entries of TP.root into H and all entries of TO.root into lc  
 3:  while H ≠ ∅ do  
 4:     de-heap the top entry (e, key) of H  
 5:     if MINMINDIST(GQ, e) ≥ GQ.vknnD then  
 6:        break   // early termination  
 7:     else  
 8:        if e is a leaf node then  
 9:           OP (GQ, e, lr, lc)   // Algorithm 2  
10:           for each q ∈ GQ do  
11:              if MINDIST(q, e) ≥ q.vknnD then  
12:                 continue  
13:              VRC (lr, q)   // compute q’s visible region using algorithm of [7]  
14:              choose the dimension dim with the largest projection of e in axis, and then  

sort the points in e by ascending order of their distances to q along dim  
15:              for each point p ∈ e do  
16:                 if distdim(q, p) ≥ q.vknnD then  
17:                    break  
18:                 if p is visible to q and dist(q, p) < q.vknnD then  
19:                    add p to q’s VkNN set Svknn ∈ Sr and update q.vknnD if necessary  
20:           update GQ.vknnD if necessary and lr = ∅   // for the next round  
21:        else   // e is an intermediate node  
22:           for each child entry ei ∈ e do  
23:              insert (ei, MINMINDIST(GQ, ei)) into H  
24:  return Sr  
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4.3 Discussion  

In this subsection, we reveal some characteristics of our proposed algorithms.  

Lemma 5. For each query grouping GQ, the GMOT algorithm traverses the data R-
tree TP only once and the obstacle R-tree TO multiple times, whereas the GSOT 
algorithm traverses both TP and TO only once.  

Proof. As shown in Algorithm 1, the GMOT algorithm traverses TP only once based 
on the best-first fashion to evaluate every data point in P. In addition, once a leaf node 
e is visited, it uses Lemmas 1 and 2 to obtain all qualified obstacles via traversing TO 
(see line 9 in Algorithm 1). We omit the proof of GSOT property since it is similar to 
that of GMOT property.                                                            

Lemma 6. Both the GMOT algorithm and the GSOT algorithm can retrieve exactly 
the VkNNs of each point in every query grouping GQ.  

Proof. This is guaranteed by Lemmas 1 through 4.                                  

5 Experimental Evaluation 

In this section, we experimentally evaluate the effectiveness of our developed pruning  
heuristics and the performance of our proposed algorithms for AVkNN search, using 
both real and synthetic datasets. All algorithms were implemented in C++, and all 
experiments were conducted on an Intel Core 2 Duo 2.93 GHz PC with 3GB RAM.  
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Fig. 7. Heuristic efficiency vs. problem size (O=LA)  
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Fig. 8. Heuristic efficiency vs. k and |P|/|O| respectively (O=LA)  

We employ a real dataset LA, which contains 131,461 2D rectangles/MBRs of 
streets in Los Angles. We also create several synthetic datasets following the uniform 
and zipf distribution, with the cardinality varying from 0.25 × |LA| to 4 × |LA|.  
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The coordinate of each point in Uniform datasets is generated uniformly along each 
dimension, and that of each point in Zipf datasets is generated according to Zipf 
distribution with skew coefficient α = 0.8. All the datasets are mapped to a [0, 10000] 
× [0, 10000] square. Since AVkNN retrieval involves a data set P, a query set Q, and 
an obstacle set O, we deploy two different combinations of the datasets, namely, U2L 
and Z2L, representing (P, Q, O) = (Uniform, Uniform, LA) and (Zipf, Zipf, LA), 
respectively. Note that the data points in P are allowed to lie on the boundaries of the 
obstacles but not in their interior. All data and obstacle sets are indexed by R*-trees 
[1], with a page size of 4K bytes.  

We investigate several factors, involving dataset size, k, |P|/|O|, and buffer size. 
Note that, in each experiment, only one factor varies, whereas the others are fixed to 
their default values. The query time (i.e., the sum of I/O cost and CPU time, where the 
I/O cost is computed by charging 10ms for each page access, as with [16]) and the 
number of obstacles accessed (NOA) are used as the major performance metrics. In 
the figures below, we denote B, M, S for Baseline, GMOT and GSOT algorithms, 
respectively. Similar to [25], unless specifically stated, the size of LRU buffer is 0.6M 
in the experiments.  

5.1 Effectiveness of Pruning Techniques  

This set of experiments aims at verifying the effectiveness of our proposed pruning 
heuristics (i.e., Lemmas 1, 2, and 4). Recall that GMOT integrates Lemmas 1 and 2, 
whereas GSOT uses Lemma 4. We measure the effectiveness of a heuristic by how 
much it accesses the qualified obstacles per group during the search. The Baseline 
algorithm presents the number of obstacles that AVkNN operation requires. Figure 7 
plots the efficiency of different heuristics for different problem size instances: (i) both 
P and Q are small, (ii) P is small and Q is large, (iii) P is large and Q is small, and (iv) 
both P and Q are large. Compared with Baseline, all heuristics prune away a large 
number of unqualified obstacles, validating their usefulness. The obstacles accessed 
by GMOT and GSOT are much less than that of Baseline. Observe that GSOT (using 
Lemma 4) is better than GMOT (using Lemmas 1 and 2) in all cases. This is because 
GMOT needs to discard unqualified obstacles by traversing the obstacle TO multiple 
times. In the sequel, we only report the experimental results on GSOT since GSOT 
always exceeds the other algorithms in all cases. Figure 8 illustrates the prune 
efficiency of Lemma 4 w.r.t. k and |P|/|O|, respectively, using U2L and Z2L. The 
diagrams confirm the observations and corresponding explanations of Figure 7.  

5.2 Results on AVkNN Queries  

The second set of experiments studies the performance of our proposed algorithms 
(i.e., Baseline, GMOT, and GSOT) in answering AVkNN queries. First, we explore 
the impact of different problem size, and the results are shown in Figure 9. Clearly, 
GSOT performs the best in all cases, as demonstrated by the subsequent experiments. 
The reason behind is that, GSOT only incrementally traverses the obstacle R-tree TO 
only once, but GMOT needs to traverse TO multiple times (as pointed out in  
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Lemma 5), and for each query point, Baseline only finds its VkNNs and does not 
discard any obstacle. Furthermore, a comparison between case (a) and case (d) reveals 
that the improvement of GSOT over GMOT and Baseline is independent of the 
problem size, which is also confirmed by subsequent experiments. Therefore, for 
clarity of experimental figures, in the rest of experiments, we only illustrate the results 
that shed light on the efficiency of GSOT algorithm.  

Then, we study the impact of k on the performance of GSOT algorithm, using U2L 
and Z2L. Figure 10(a) depicts the query cost as a function of k which varies from 1 to 
9. As expected, the cost of GSOT grows slightly with k. This is because, when k 
increases, more VkNNs of every query point need to find, incurring more node/page 
accesses, more obstacle retrieval, and larger search space.  

Next, we investigate the effect of |P|/|O| ratio on the GSOT algorithm. Towards 
this, we fix k = 5 (i.e., the median value in Figure 10(a)), and vary |P|/|O| from 0.25 to 
4. Figure 10(b) shows the performance of GSOT algorithm w.r.t. different |P|/|O|. It is 
observed that the total cost of GSOT demonstrates a stepwise behavior. Specifically, 
it increases slightly as |P|/|O| changes from 0.25 to 1, but then ascends much faster as 
|P|/|O| grows further. The reason is that, as the density of data set P and query set Q 
grows, the number of query grouping GQ increases as well, leading to more traversals 
of the R-tree TO, more visibility check, and more distance computation.  

As mentioned earlier, all the above experiments are conducted with a 0.6M LRU 
buffer. Thus, the last set of experiments examines the efficiency of GSOT algorithm 
under various LRU buffer sizes, by fixing k = 5. Figure 10(c) plots the experimental 
results. Observe that the total query cost of GSOT algorithm drops with the growth of 
buffer size. This is because a larger buffer maximizes the probability of accessing the 
entries in the same main-memory, considerably reducing the total query cost.  
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Fig. 9. AVkNN cost vs. problem size (O=LA)  

0

2

4
6

8

10

1 3 5 7 9 1 3 5 7 9
U2L Z2L 

k

qu
er

y 
ti

m
e 

(×

10
3 , s

ec
)

S
S S

S S

S S S S S

I/O
CPU

 

0

6

12

18

24

30

0.25 0.5 1 2 4 0.25 0.5 1 2 4
U2L Z2L |P|/|O|

qu
er

y 
tim

e 
(×

10
3 , s

ec
)

S S
S

S

S

S S S
S

S

I/O
CPU

0

3

6

9

12

0 0.2k0.4k0.6k 0.8k 1k 1.2k 0
U2L Z2L 

buffer size

qu
er

y 
tim

e 
(×

10
3 , s

ec
)

0.2k0.4k 0.6k 0.8k 1k 1.2k

S S
S

S
S

S S

S S
S

S S
S S

I/O
CPU

 
(a) P=130K, Q=130K (b) P=Q (c) P=130K, Q=130K 

Fig. 10. AVkNN cost vs. k, |P|/|O|, and buffer size respectively (O=LA)  
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6 Conclusions  

This paper, for the first time, identifies and solves a novel form of all-k-nearest-
neighbor queries, namely All-Visible-k-Nearest-Neighbor (AVkNN) query, which 
takes into account the impact of obstacles on the visibility of objects. AVkNN search 
is not only interesting from a research point of view, but also useful in many 
applications such as GIS and data analysis/mining. We carry out a systematic study of 
the AVkNN retrieval. First, we present a formal definition of the problem. Then, we 
propose two efficient algorithms, i.e., GMOT and GSOT, for exact AVkNN query 
processing, assuming that a data set P, a query set Q, and an obstacle set O are 
indexed by three separated conventional data-partitioning indexes (e.g., R-trees). Our 
approaches employ pruning techniques and a new pruning metric called VMDIST to 
improve the query performance. Finally, we conduct extensive experiments using 
both real and synthetic datasets to confirm the effectiveness of our developed pruning 
techniques and the performance of our proposed algorithms. In the future, we intend 
to extend our methods to handle other variants of AVkNN queries, e.g., constrained 
AVkNN retrieval, etc. In addition, we plan to investigate visibility queries for moving 
objects and moving obstacles.  
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Abstract. We consider the problem of rewriting queries based exclu-
sively on views. Both queries and views can contain aggregate functions
and include arithmetic comparisons. To study the equivalence of a query
with its rewriting query, the so called ”linearizations of a query” need to
be computed. To find the linearizations of a query, the linearizations of
terms from the query need to be generated. We propose an algorithm to
find these term linearizations and give a bound for its time-complexity.

1 Introduction

The problem of rewriting queries using views (RQV ) is expressed, informally, as
follows: given Q a query over a database schema, and V a set of view definitions,
is it possible to answer the query Q using only the answers to the views from V?
One of the application fields of RQV concerns extracting and gathering informa-
tion on the environment, based on sensor networks. Small inexpensive devices,
namely sensors, communicate information to collecting points, called sinks or
base stations. In this context, of information collection out of several sources
(stored in views), located on sensor nodes, expressing queries using views. In [7],
the authors apply the notions of query interface for data integration to sensor
networks.

In case of finding a query Q′, corresponding to a given query Q, and expressed
by the views from V , such that Q is equivalent to Q′, the problem of (RQV ) for
the query Q has a solution. This query Q′ is called a rewriting query of Q.

The equivalence problem of two aggregate queries with comparisons was inves-
tigated in [4], [1], [2], [5]. The equivalence problem of the two queries is achieved
using the equivalence of their reduced queries. A reduced query associated to a
query Q uses the so-called ”linearizations” (or complete ordering) of the set of
all terms from Q.

In [3], query equivalence between view-based query and schema query, using
linearizations, is proven; no linearization computation has been given. This is
the main aim of this work: to propose an algorithm to compute linearizations.
By our best knowledge, an algorithm to obtain all linearizations of terms from
a query has not been proposed in the literature.
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In the paper, we consider the problem of generating all linearizations corre-
sponding to a query that uses arithmetic comparisons and aggregate functions;
we consider a motivated example (see section 2) and give an algorithm that com-
putes these linearizations, and its time complexity in section 3.We finally conclude.

2 Motivating Example

Let us give an example about a schema regarding sensor networks used in sta-
tistical applications concerning the weather. The network nodes are organized
in clusters [6], one common architecture used in sensor networks.

Example 1. We assume there exist sensors for the following type of data: hu-
midity, mist and temperature. One sensor can retrieve unique or multiple en-
vironmental data, e.g. temperature and humidity, or only temperature values.
Sensors are placed in several locations, and have an identifier, a type, and they
are grouped by regions. The type of a sensor characterizes the set of data types
that it senses. A location is identified by two coordinates lat, long, where lat is
the latitude and long is the longitude. A region has an identifier and a unique
name. Let us consider the relational schema S consisting of {REG, POINT,
SENSOR, DATA}, where REG represents regions and has idReg as region iden-
tifier, and regName as region name; POINT represents the locations from the
regions, and uses the idReg attribute as the region identifier, and the lat, long
attributes as the coordinates of a location from the region identified by idReg;
SENSOR represents information about sensors with idS the sensor identifier,
lat, long - the sensor coordinates, typeS its type related to the sensing capacity
(e.g. typeS equals 1 for temperature and humidity, 2 for temperature and mist, 3
for humidity and mist, and so on), and chS designs if the sensor is a cluster head
(its value equals 1 or 2). We assume here that the type of the sensors that can
sense temperature equals either 1 or 2; DATA represents the values registered by
sensors, and has the following attributes: idS - the sensor identifier, year, month,
day, period - the date of the sensed information, the daily frequency of sensed
data, expressed in seconds, and temp, humid, mist - the temperature, humidity,
and mist values, respectively.

Let us consider the following views:

V1: Compute all pairs of the form (idReg, regName), where idReg is the region
identifier, and regName is the name of the region identified by idReg, such that
in the region idReg at least a cluster head exists.
V2: Compute the maximum temperature for each region, each network location,
and for every year.

Let us consider the following queries:

Q1: Find the maximum of temperature values for the ”NORTH” region, between
2003 and 2010, considering data sensed only by cluster head sensors.
Q2: Find the maximum temperature corresponding to the ”NORTH” region, on
September 22nd, 2009.
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Example 2. Let us consider the schema, queries, and views from Example 1.
We denote the attributes idReg, regName from REG by x, y1, respectively,
idReg, lat, long from POINT by y2, y3, y4, and idS, lat, long, typeS, chS from
SENSOR by z1, z2, z3, t1, t2, and the attributes from the schema DATA by
z5, z6, z7, z8, z9, t,z11, z12. To be short, we denote by D, R, S, P the relational
symbols DATA, REG, SENSOR, POINT, respectively. Let c1 =”NORTH”,
c2 = 2003 and c3 = 2010. To obtain a condition associated to Q1, we replace
the variables y1, t2 by c1, 1, respectively. Since y2 = x, z2 = y3, z3 = y4, and
z5 = z1, the query Q1 is expressed as the following condition:
Q1 : h(x,max(t)) ← D(z1, z6, z7, z8, z9, t, z11, z12)∧R(x, c1)∧S(z1, y3, y4, t1, 1)∧
P (x, y3, y4) ∧ C, where C ≡ ((t1 = 1) ∨ (t1 = 2)) ∧ (z6 ≥ c2) ∧ (z6 ≤ c3).

The query Q2, and the views V1, V2 defined in Example 1, have similar ex-
pressions.

3 Term Linearizations of Aggregate Queries

In this section we specify some notions about the term linearizations and give
an algorithm to compute these linearizations constructed by the terms from the
conditions contained in the aggregate query. For other notions, see [3].

Two aggregate queries Q1 and Q2 having identical heads are said equivalent,
if their answers are equal, i.e. Q1(D) = Q2(D), for any database D defined on
Dom. Let fi be the body of Qi. Since each fi is a disjunction of relational atoms
and of an expression constructed from comparison atoms using the conjunction
and the disjunction operators, it can contain comparisons of terms. The compar-
isons of an expression fi induce, in general, a partial order among the constants
and variables of the query. To study the equivalence of two queries, we need to
consider linear orderings such that a given partial ordering of the set of terms is
compatible with a set of linear orderings of the same set of terms.

The set of all terms from a query can be considered as a set of groups, where
all attributes of a group correspond to the same value domain. Let C be a set
of comparison atoms, and t1 < t2 be a comparison atom. We say that C implies
t1 < t2, denoted C |= t1 < t2, if for each substitution τ , the statement (τδ=
true for each δ ∈ C) implies τt1 < τt2. For a comparison atom having the form
t1 = t2 or t1 > t2 the implication relation of a comparison atom from a set of
comparison atoms is similar. Let T be a set of terms (variables or constants)
that are semantically equivalent. A linearization of T is a set of comparisons
L having the terms in T such that for any two different elements t1, t2 from
T , exactly one of the following comparisons: t1 < t2, t2 < t1, or t1 = t2 is
implied by L. If T has t1, . . . , tp as elements, let (t′1, . . . , t

′
p) be a permutation

of the elements tj , 1 ≤ j ≤ p. Then we can represent a linearization L of T
as t′1ρ1t

′
2ρ2 . . . t

′
p−1ρp−1t

′
p, where the operators ρi are ’<’ or ’=’. We say that a

substitution τ from {t′1, . . . , t′p} into Dom, that preserves constants, satisfies the
linearization L, denoted τ(L) = true, if for each i, 1 ≤ i < p, τt′i = τt′i+1, when
ρi is ’=’, and τt′i < τt′i+1, when ρi is ’<’. We denote by t1 = t2 = . . . = th, the
set of comparisons ti = ti+1 contained in L, for any i, 1 ≤ i < h. Intuitively,
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a linearization is a list of different variables and constants such that between
two elements of the list there exists one of the ’=’ or ’<’ operators. In this
way, a linearization produces a partition of all terms into equivalence classes ; an
equivalence class contains all terms t1, . . . , th such that t1 = t2 = . . . = th.

We say that a set of comparisons C is satisfiable, if there exists a substitution
τ from terms into Dom such that τ satisfies all comparisons from C. We say
that τ satisfies C or τ(C) = true, if τt1 < τt2 if C ≡ t1 < t2, and τt1 = τt2 if
C ≡ t1 = t2. The value of τ(C) is extended naturally to expressions C obtained
from basic comparisons using the conjunction and disjunction operators. We say
that a linearization L of T , and a set of comparisons C are compatible, if L∪C
is satisfiable.

In the following we give a method to obtain all linearizations of T , compatible
with C. Let C be the conjunction of the comparisons tiσit

′
i, i.e. C = (t1σ1t

′
1) ∧

. . . ∧ (thσht
′
h), where the operators σi are relational operators. Let C′ be the

formula obtained from C, by replacing (ti ≤ tj) with (ti < tj) ∨ (ti = tj), and
(ti ≥ tj) with (tj < ti)∨ (ti = tj). Using for the expression C′, the distributivity
of the conjunction versus the disjunction, we obtain a formula C′′ having the
form: C′′ = E1∨E2∨. . .∨Ep (1), where Ej is a conjunction of comparisons of the
form ti < tj or ti = tj . In this disjunction, we take only consistent conjunctions
by eliminating those conjunctions that are inconsistent, i.e. which contain at least
two comparisons of the form: t1 < t2 and t1 = t2, or two comparisons of the form
t1 < t2 and t2 < t1. Let E be an arbitrary conjunction from C′′. Associated to
E, we construct a forest, denoted GE . Firstly, for the set of all comparisons SE

of the form ti = tj from E, we take the transitive and symmetrical closure of SE .
This closure produces a set of equivalence classes Cl1, . . . , Clq. Let us denote by
Term1 = {t1, . . . , tp}, the remainder of the variables and the constants from E.
The forest GE associated to E is defined as follows: its nodes are labeled with
Clj , 1 ≤ j ≤ q and ti, 1 ≤ i ≤ p. Let V ar(C) be the set of variables from C and
Const(C) the set of constants from C.

The edge set N of the forest GE is specified as follows:

- Let t1 and t2 be variables or constants. If t1 < t2 appears in E, and t1 and t2
occur in Term1, then (t1, t2) ∈ N .
- Let Clj be a class and t2 from Term1. If there exists t′ ∈ Clj such that t′ < t2
occurs in E, then (Clj , t2) ∈ N .
- Let t1 be from Term1, and Clh a class. If there exists t′ ∈ Clh such that t1 < t′

occurs in E, then (t1, Clh) ∈ N .
- Let Clj , Clh be two different classes. If there exist the terms t1, t2, where
t1 ∈ Clj and t2 ∈ Clh such that t1 < t2 appears in E, then (Clj , Clh) ∈ N .

Since the labels associated to different nodes contain disjoint sets of terms, we
identify the nodes with their labels. If a class Clj consists of the elements t1, . . .,
ts, we denote it as {t1, . . . , ts} or {t1 = . . . = ts}.

Example 3. Let C ≡ (x1 ≤ x2) ∧ (x2 > x3) ∧ (y1 ≤ x2). The formula corre-
sponding to C has the form: C′ = [(x1 < x2) ∨ ((x1 = x2)] ∧ (x3 < x2) ∧ [(y1 <
x2)∨(y1 = x2)]. The expression C′′ has the form: C′′ = E1∨E2∨E3∨E4, where
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E1 = (x1 < x2)∧ (x3 < x2)∧ (y1 < x2), E2 = (x1 < x2)∧ (x3 < x2)∧ (y1 = x2),
E3 = (x1 = x2)∧ (x3 < x2)∧ (y1 < x2), E4 = (x1 = x2)∧ (x3 < x2)∧ (y1 = x2).

The forests associated to each of the four expressions are given in the following
figure, where nodes are labeled βi.

3.1 A Method to Obtain the Linearizations of C

In this subsection, we specify a method to obtain all linearizations of V ar(C) ∪
Const(C) compatible with C and corresponding to a forest GE associated to an
expression E from C′′. The construction of this set of linearizations will be done
recursively in function of the number of edges from GE .

– The base step: Let GE having zero edges, and β1, . . . , βp its nodes. Let
i1, . . . , ip be a permutation of the indexes 1, 2, . . . , p. Let us denote by ML

GE

the set of linearizations defined by GE . For this base step, we take:
ML

GE
= {βi1σ1βi2σ2 . . . βip−1σp−1βip |(i1, . . . , ip) is a permutation of {1, 2,

. . . , p}, σi ∈ {′<′,′ =′}}.
We make the following convention: {t1 = t2 = . . . = ts} = {t′1 = t′2 = . . . =
t′r} becomes: {t1=t2=. . .=ts=t′1=t′2=. . .=t′r}.

– The inductive step: Assume that we have computed the set of linearizations
corresponding to any forest G having at most n edges, where n is a natural
number. Let G be a forest having n+1 edges. Let t0 be an initial node
from G, and γ1, . . . , γk the immediate successors of t0. Let G

′ be the forest
obtained from G by deleting the edges (t0, γj), 1 ≤ j ≤ k, and deleting
the node t0. Since G′ has at most n edges, by induction we have computed
ML

G′ . Using the linearizations of G′, we compute the linearizations for G. Let
L ≡ s1 < s2 < . . . < sm be an element ofML

G′ , where m is the number of the
nodes of G′. An element si contains a set of terms from V ar(C)∪Const(C).
The label γj belongs to a unique si, for each j, 1 ≤ j ≤ k (γj ⊆ si). Let us
denote by ind(j) this natural number i. Let i0 be the minimum of ind(j), for
each j, 1 ≤ j ≤ k. Now, we define a set of linearizations for G corresponding
to L by inserting t0 in L before si0 . Let us denote by Insert(t0, L, l) the
linearizations obtained from L by inserting t0 between the positions l and
l + 1. There are two linearizations in Insert(t0, L, l) in case l ≥ 1, denoted
L1, L2, where L1 ≡ s1 < s2 < . . . < sl < t0 < sl+1 < . . . < sm, and
L2 ≡ s1 < s2 < . . . < {sl = t0} < sl+1 < . . . < sm. If l = 0 the insertion
takes place before s1 and Insert(t0, L, l) consists of one sequence, namely L1,
where L1 ≡ t0 < s1 < s2 < . . . < sm. For the linearization L and the node
t0, we consider the union of the sets Insert(t0, L, l), for each l, 0 ≤ l < i0.
Let us denote this set by M(t0, L).
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Now, we define the set of linearizations corresponding to G as follows: ML
G =

{L′|(∃L)(L ∈ ML
G′) such that L′ ∈M(t0, L)}.

Let Ej be an expression from relation (1), 1 ≤ j ≤ p. Let GEj be the forest
corresponding to Ej . Let ML

GEj
be the set of linearizations computed for the

forest GEj . Let M(C) be the union of the ML
GEj

sets, for each j, 1 ≤ j ≤ p.

Regarding these notations, we have the following results.

Lemma 1. Let E be a consistent conjunction of comparisons of the form ti <
tj or ti = tj. Let L be a linearization compatible with E, and GE the forest
associated to E. Then, we have L ∈ML

GE
.

Proof. Using the induction on the number of the comparisons of the form ’<’
from E (this number is equal to the number of the edges from GE).

Theorem 1. Let L be a linearization of V ar(C)∪Const(C) and M(C) the set
of linearizations computed for C as above. Then, we have: L is compatible with
C iff L ∈ M(C).

Proof. Let L be a linearization from M(C). There exists an integer j, 1 ≤ j ≤ p
such that L ∈ ML

GEj
. The linearization L can be represented as Cl(t1) < Cl(t2)

< . . . < Cl(tm), where Cl(ti) are equivalence classes corresponding to L, and
ti is an element from that class. A class Cl(ti) consists of a single variable, a
single constant, or a set of terms {t′1, . . . , t′h}, h ≥ 2, and this set contains at
most one constant. The union of the classes Cl(ti) is V ar(C) ∪ Const(C). Let
us define the substitution τ as follows: if Cl(ti) = {t′1, . . . , t′h}, then τt′j = τt′l,
1 ≤ j < l ≤ h. The substitution τ is extended to classes: τCl(tj) = τtj . For two
classes, we take the values for τ such that if Cl(ti) < Cl(tj), then τti < τtj . In
this manner, we have τ(L) is true. Using the method to construct ML

GEj
, we

obtain τ(Ej) is true, hence τ(C) is true. That means L ∪ C is satisfiable.
Conversely, let L be a linearization compatible with C. It results that there

exists an integer j, 1 ≤ j ≤ p such that L is compatible with Ej . Using Lemma
1, we obtain L ∈ ML

GEj
, hence L ∈M(C).

Using Theorem 1, we obtain an algorithm that computes the set of all lineariza-
tions for a conjunction of comparisons.

3.2 Algorithm to Compute Linearizations of M(C)

Firstly, let us denote by LinearizationsComp(G,L) an algorithm that computes
the set L of all linearizations corresponding to the forest G. Let us consider some
notations used in this algorithm. We denote by h the number of levels from G.
The terminal nodes of G are considered on level 1. Let Nj be the set of all nodes
on level j, 1 ≤ j ≤ h. We denote by Lj the set of all linearizations for nodes
situated on the levels l in G, where l ≤ j. We use the notation M(γ, L) for a
set of linearizations obtained by inserting the node γ into a linearization L, as
specified in subsection 3.1. By Lj,l we denote a set of linearizations of nodes
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from G, that is a subset of Lj . The algorithm proceeds level by level, beginning
with the first level.

Algorithm LinearizationsComp (input G, output L)
compute h the number of levels from G
for all j=1 to h do compute Nj , the set of all nodes on level j endfor
compute L1 the set of linearizations for N1 (see base step from Subsection 3.1)
if h=1 then L = L1 exit endif
for all j=2 to h do
Lj = ∅
let Nj = {γ1, . . . , γk}
Lj,0 = Lj−1

for all l=1 to k do
Lj,l = ∅ let Lj,l−1 = {L1, . . . , Lp}
for all s = 1 to p do
compute M(γl, Ls) (see Subsection 3.1)
Lj,l = Lj,l ∪M(γl, Ls)

endfor
endfor
Lj = Lj,h

endfor
L = Lh

Secondly, we specify the computing of the linearizations corresponding to the
expression C that has comparison atoms as base expressions, and is formed of
base atoms using the conjunction or disjunction operators. The expression C
is equivalent to a disjunction of conjunctions, i.e. E ≡ E1 ∨ . . . ∨ Ep. For each
expression Ej , we construct the forest GEj , and call the algorithm Lineariza-
tionsComp with the parameters GEj and Lj . The set of the linearizations for C,
denoted M(C), is the union of all Lj , i.e. M(C) = ∪p

j=1Lj .

Example 4. Let us consider Example 2. Let C be the comparison expression from
Q1. Since z6 ≥ c2 is equivalent to (z6 > c2)∨ (z6 = c2), and z6 ≤ c3 is equivalent

to (z6 < c3)∨(z6 = c3), the expressionC is equivalent to C′′ ≡
∨3

i=1[(t1 = 1)∧Ei]∨3
i=1[(t1 = 2)∧Ei], where E1 ≡ (c2 < z6)∧(z6 < c3), E2 ≡ (c2 < z6)∧(z6 = c3),

E3 ≡ (z6 = c2)∧ (z6 < c3). The expression (z6 = c2)∧ (z6 = c3) is non satisfiable
because all constants are considered different. Concerning the constants c2 and
c3, we assume c2 < c3, otherwise the expression C is not satisfiable. As we
specified in Section 3, we represent a linearization as a set of groups, where a
group is a linearization of all terms corresponding to the same value domain.
For the group {z6, c2, c3}, and the first conjunction from C′′, we obtain one
linearization: c2 < z6 < c3. Hence, to the first conjunction of C′′, we have two
groups denoted g1, g2, where g1 ≡ (t1 = 1), g2 ≡ c2 < z6 < c3. We consider an
order of linearizations as follows: L1 for the first conjunction of C′′, L2 for the
fourth, L3 for the second, L4 for the fifth, L5 for the third, and L6 for the sixth.
Thus, the linearizations Li have the following forms:
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L1 ≡ (t1 = 1, c2 < z6 < c3), L2 ≡ (t1 = 2, c2 < z6 < c3),
L3 ≡ (t1 = 1, z6 = c3), L4 ≡ (t1 = 2, z6 = c3),
L5 ≡ (t1 = 1, z6 = c2) and L6 ≡ (t1 = 2, z6 = c2).

3.3 Complexity Issues

Let us compute the time complexity of algorithm 1. Let G be a forest, with n
nodes and p edges and h its number of levels (corresponding to the depth of
the forest) with h ≤ p + 1. For every level j, 1 ≤ j ≤ h, let Nj be the number

of nodes on level j. We have
∑h

j=1 Nj = n. The set Lj from the algorithm
gives all the linearizations obtained using nodes from levels 1 to j. The number
of terms for each linearization from Lj is lengthj=

∑j
k=1 Nk. Let us denote by

|Lj| the cardinal of the Lj set. We have |L1|=N1! because there is no edge
between the nodes on the first level. For the other levels, we have: |Lj+1| ≤
Nj+1 ∗ lengthj ∗ |Lj|, 1 ≤ j ≤ h− 1.

We obtain |Lh| ≤ Nh∗Nh−1∗ . . .∗N1∗(Nh−1+ . . .+N1)∗ . . .∗(N2+N1)∗N1!.
The set of terms can be grouped in classes, a class contains all terms having

the same value domain. Ifm is the maximum number of elements in these classes,
then m is the number of the forest nodes in the given algorithm.

4 Conclusion

In the paper, we propose an algorithm to compute linearizations and evaluate its
complexity. These are useful in the process of constructing and proving the query
equivalence between query expressed on the database schema and its rewritings
using views. Queries and views considered here contain aggregate functions and
arithmetic comparisons. Future work will focus on the aspects concerning us-
ing linearizations in the problem of queries equivalence when queries and views
contain negations.
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Abstract. GoogleMaps, Google Earth and Bing Maps have stimulated the vi-
sual exploration of maps on the Web and have allowed users to query spatial web
objects. A spatial web object has a geographical location and usually has asso-
ciated a textual description or a link to a web document. To select the objects in
response to a query the data contained in their textual description or document
must be inspected. Skyline is a query processing paradigm which offers queries
over multiple criteria, where each criterion is equally important. In this paper
we define Location-based Textual Skyline queries as those which use a spatial
function and a function over descriptive text as criteria in a Skyline query. For
example, a Location-based Textual Skyline query may use the distance and the
relevance of keywords in the text describing a spatial web object, as criteria to
retrieve objects. We define a technique to evaluate this kind of query and develop
an experimental study to evaluate the proposed technique.

Keywords: Skyline, R-Tree, Information Retrieval, Nearest Neighbor, Relevance
of Keywords, Spatial Databases.

1 Introduction

Continuous improvements on technologies such as mobile devices, GPS systems,
and telecommunication networks, have facilitated an increase on location-based web
searches. A great percentage of the web searches are related to closeness to a current
spatial location. Recent studies reveal that the volume of location-based web searches
per month is high and increasing. For example, location-based web searches on Google
constitute 20% of all PC searches and 40% on mobile devices [1]. These percentages
represent billions of location-based web searches that are being performed on Google
each month.

Skyline [2] provides a way of selecting objects of interest based on several criteria
where each one is equally relevant. For example, a tourist may look for inexpensive
restaurants with a nice view. If we add a spatial criterion, like the distance from a hotel,
the query will combine categorical and spatial criteria.

In this paper we present an algorithm that combines a spatial function, distance, with
a function on the textual description, as the criteria for computing a skyline query. We
define this as a special kind of skyline query. Section 2 contains the motivation for
this work. Section 3 presents the related work. In Section 4 the proposed solution is
presented. In section 5 we present an experimental study of the algorithm and section 6
contains the conclusions and future work.
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2 Motivation

Users who perform spatial searches look for objects close to them; closeness is a rel-
evant selection criterion. However, the closest items may not satisfy other user prefer-
ences. Consider a tourist in Margarita Island, Venezuela, interested in beaches close to
her hotel where she can practice windsurf and kitesurf. Figure 1(a) illustrates a map
containing the location of beaches A,B,C,D,E, F,G and I near the tourist’s hotel H .

Figure 1(c) lists the locations of the beaches in the map of Figure 1(a) and the Eu-
clidean distance [3] from each beach to point H , shown in Figure 1(b), which is a 2D
representation of the beaches. For simplicity, we consider that latitude and longitude
values of each point representing a beach vary between 1 and 8.

Each beach can be described by a text document published on the Web, e.g. a website,
a blog or some other source. Thus, spatial data can be geotagged or associated with a
textual description. This description can be used as a criterion within a web search. In this

(a) Map (b) Representation in R2.

Beach Location Euclidean Distance
A (3,8) 5.4
B (5,8) 5.0
C (6,6) 3.2
D (7,4) 2.2
E (1,1) 4.5
F (2,1) 3.6
G (2,5) 3.6
H (5,3) 0.0
I (8,8) 5.8

(c) Location and Distance be-
tween each beach and the Hotel

Beach windsurf kitesurf Frequency
A 4 3 3.5
B 2 2 2.0
C 5 2 3.5
D 0 0 0.0
E 6 6 6.0
F 2 2 2.0
G 2 2 2.0
I 2 2 2.0

(d) Frequency of keywords in each
beach description

Fig. 1. Map, Distance and Keyword Frequency
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context, Information Retrieval techniques may be applied [4,5,6,7,8]. In Figure 1(d) the
number of keywords in the description and the keyword frequency function are shown.

In spite of beach D being the closest to the hotel, its description does not contain the
keywords windsurf and kitesurf. Beach E has the highest keyword frequency, but it is
one of the farthest beaches. Thus, there is no beach closer to hotel H with the highest
keyword frequency.

Skyline is an approach that can be used for this kind of query [2]. The Skyline [2]
is the set of points where each point in the set is not dominated by some other point;
point A dominates point B if it is better or equal in all criteria, and is better in at least
one criterion. For example, beach E is better than beach A because it has a shorter
distance and a higher frequency of keywords; while beaches D and E are incomparable
because none of them is better than the other in all criteria. The Skyline resulting from
this example contains beaches C, D, and E.

We call this kind of query, Location-based Textual Skyline (LTS) query, it identifies
the best results in terms of preferences on distance to user’s location and relevancy of
keywords specified by the user. In this work, we propose an algorithm to evaluate LTS
queries, which uses R-Trees [9] for spatial data management and inverted files [10] for
textual data management. Moreover, this algorithm reduces the number of probes per
dominance between objects of the dataset. We also perform an empirical study of the
quality and execution time of the algorithm.

3 Related Work

Spatial Skyline queries have gained increased interest. In [11] a Spatial Skyline set is de-
fined in terms of multiple distance functions; a point spatially dominates another point
if it has a better or equal value in all distance functions, and if it is better in at least one
distance value. The authors of [12] introduce an algorithm to evaluate Location-based
Skyline (LS) which is a special case of Spatial Skyline on categorical data. In [13] a
keyword-matched skyline query is defined, this is the set of objects whose textual de-
scriptions contain all keywords of the query. Nevertheless, a keyword-matched skyline
query does not deal with a distance function as part of the Skyline criteria and in [11]
and [12] a function on the keywords is not a Skyline criterion.

The use of keyword frequency in a textual description as a Skyline criterion relates
to the area of Information Retrieval (IR) [16]; in IR a set of documents is selected
based on the relationship between a query and the documents. IR techniques may be
used to evaluate the frequency function or keyword relevancy in the web spatial object
description.

The works [14,15] propose algorithms for low-dimensional Skyline. These algo-
rithms evaluate Skyline queries without dynamic functions as their criteria; since we are
interested in distance and keyword frequency which are dynamic functions, we would
have to precompute their values in order to use these algorithms.

Top-k is another strategy which identifies the best k objects, but unlike Skyline, it
uses a score function [17]. In [4,6,18], a top-k query returns the best k objects in terms of
a score function that combines two criteria using a weight parameter. The criteria used
may include a normalized Euclidean distance to the user location, and a normalized
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similarity function of the keywords. A weight parameter specifies the importance of
one criterion over the other. In Skyline, a criterion is not more important than other and
there is no weight parameter to be computed. There is a relationship between Skyline
and top-1 object, i.e. for any Skyline there is a monotone ranking function for which it
is the best.

4 Proposed Solution

A naive algorithm to evaluate Location-based Textual Skyline queries is to precalculate
the distance function and orderly access the data by these precalculated values. Con-
versely, the relevancy function may be precalculated first and the data ordered by these
values. Suppose that the distance function is precalculated, the process continues by
accesing an object, computing the frequency of the required keyword for this object
and comparing both values against its predecessor object in the Skyline, to determine if
the new object is dominated by its predecessor. To avoid the distance precomputation
but still access the objects by distance order, an R-Tree structure may be used. This
structure organizes the objects by the closeness to each other, determined by a nearest
neighbor function.

We developed two algorithms, the naive which uses an R-tree structure with indexes
and the Predecessor+ algorithm, which uses the same structures but has a stop con-
dition, to reduce the number of dominance comparisons. In this paper we describe the
Predecessor+ algorithm in subsection 4.2, before that description, we present the IR-
tree and the additional structures used by both algorithms in subsection 4.1.

4.1 Data Structures

Our algorithms use a data structure known as IR-Tree [19]. An IR-Tree is an R-Tree [9]
extended with a pointer to an inverted file [10]. The IR-Tree combines the advantages
of an R-Tree with the notion of inverted files for better performance.

In an R-tree, the internal nodes contain regions (bounding rectangles) in which the
space represented in the tree is divided. Each region may contain other regions. The
leaf nodes have individual spatial objects contained in the region of the parent node.
Figure 2 presents an example of an IR-Tree. The root node, R4, represents a region (the
whole space) that includes regions R1, R2, and R3. The right-most leaf node contains
the spatial objects E and F, which are contained in region R3.

Each node of the tree has an inverted file which summarizes the word occurrence
frequency in the documents describing the spatial objects or regions contained in that
tree node. Each entry of an inverted file corresponds to a word and has a list of pairs;
for leaf nodes, each pair contains the identifier of a spatial object and the value of the
word occurrence frequency in the document associated with that object. For internal
nodes, each entry of the inverted file for a word, contains the summary frequency value
(maximum in our case) for all the objects in each region of the internal node. The table
of Figure 2 shows four inverted files for the IR-Tree in Figure 2. For example, Inverted
File 1 has word frequencies for each document A,B, and I , while Inverted File 4 has
word frequencies for each region R1, R2, and R3.
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Words Inverted File 1 Inverted File 2 Inverted File 3 Inverted File 4
windsurf (A,4),(B,2),(I,2) (C,5),(G,2) (E,6),(F,2) (R1,4),(R2,5),(R3,6)
kitesurf (A,3),(B,2),(I,2) (C,2),(G,2) (E,6),(F,2) (R1,3),(R2,2),(R3,6)

food (A,3),(B,2),(I,3) (C,3),(G,3) (E,3),(F,2) (R1,3),(R2,3),(R3,3)
sports (A,5),(I,5) (C,5),(G,5) (E,6),(F,0) (R1,5),(R2,5),(R3,6)
surf (B,3),(I,5) (C,2),(D,5),(G,1) (E,1),(F,3) (R1,5),(R2,5),(R3,3)

Fig. 2. An example IR-Tree

Table 1. An example Inverted File

Word Frequency
windsurf (A,4),(B,2),(C,5),(E,6),(F,2),(G,2),(I,2)
kitesurf (A,3),(B,2),(C,2),(E,6),(F,2),(G,2),(I,2)

food (A,3),(B,2),(C,3),(E,3),(F,2),(G,3),(I,3)
sport (A,5),(C,5),(E,6),(G,5),(I,5)
surf (B,3),(C,2),(D,5),(E,1),(F,3),(G,1),(I,5)

Additionally, Predecessor+ requires an inverted file to index the textual data by
word. Table 1 shows an example inverted file, where for each word that describes a
beach there is a collection of pairs, each pair contains the word frequency and the beach
identifier. For example, the word windsurf appears in seven documents and four times
in the document associated with beach A.

4.2 Predecessor+ Algorithm

This algorithm uses the IR-tree to access the objects by increasing order of distance
and the inverted files to examine the objects in word frequency order. An object may be
dominated by objects with the same value in one attribute or contained in the predeces-
sor Skyline (see [20] for a proof). Therefore, the function skyline probes equal-distance
nearest neighbors that are not dominated by themselves or their predecessor Skyline. An
analogous comparison is done with word frequency values.

As can be verified in tables 1(c) and 1(d) from section 2, the first two objects ac-
cessed in steps 3 and 7 of the Algorithm 1 are D and E (minimum distance and maxi-
mum frequency); they are inserted into Lsd and Lsr , respectively. In the next iteration,
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Algorithm 1. Algorithm Predecessor+

Require: IR: IR-Tree; I : Inverted File
1: Lsd ← ∅; Lsr ← ∅; preddist ← ∅; predrelevance ← ∅;
2: while Lsd ∩ Lsr = ∅ and there exist objects in IR or I do
3: Lod ← nextNNEquals(IR);Ld ← skyline(Lod , preddist);
4: if Ld <> ∅ then
5: Lsd ← Lsd ∪ Ld; preddist ← Ld

6: end if
7: Lor ← nextNNEquals(I);Lr ← skyline(Lor , predrelevance)
8: if Lr <> ∅ then
9: Lsr ← Lsr ∪ Lr; predrelevance ← Lr

10: end if
11: end while
12: S ← merge(Lsd , Lsr );
13: return S

nextEquals(IR) returns C. Since D and C are incomparable, Object C is a Skyline
and is inserted into Lsd . Later, nextEquals(I) produces the objects A and C, these are
the next objects to be considered which have the same frequency value. C dominates
A which is discarded. The predecessor Skyline, E, does not dominate C, therefore, C
is Skyline. Object C belongs to Lsd ∩ Lsr , this is the stop condition for this algorithm,
as was proven in [20]. Lsd has the objects C and D, and Lsr has the objects E and C.
These lists are merged into S in step 12. Finally, the Location-Based Textual Skyline is
C,D, and E which is returned in step 13.

5 Experimental Study

Due to space restrictions in this paper we do not describe the naive algorithm, which
is the same as the Predecessor+ algorithm but without the special stop condition that
allows it to perform less comparisons to find all the objects which belong to the Skyline.
We present the empirical evaluation results for both algorithms. In all experiments, we
measured the total execution time and the number of dominance probes.The algorithms
were implemented in Java and were executed on a server SunFire V440 with SunOS
5.10, two processors sparcv9 of 1, 281 MHZ, 16 GB RAM and 4 HD Ultra320 SCSI of
73 GB.

Synthetic and real datasets were used in the experiments. Datasets comprise objects
with a spatial location and a textual description. The synthetic datasets were created
with a Java program, varying the distribution and cardinality of the data. Uniform dis-
tribution and correlated datasets were used. The number of words per object varied in
the range [100, 300] and the frequency of words was between 10% and 20%.

The real dataset was provided by CANTV, a phone company. This dataset has net-
work elements with their spatial location and a textual description. To build and manip-
ulate the IR-Tree structures used by the algorithms, we selected the open source library
presented in [21]. This library was adapted to make each node point to an inverted file
that describes the objects in each region. For the inverted files, we employed a nested
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hash of pairs (key, collection), where key is a word, and collection is a set of pairs (id,
value), id is the document identifier and value represents the number of repetitions of
a word in that document. Thirty queries were used for the experiments, with spatial
coordinates and 1, 2, and 3 keywords.

The results of the experiments showed that the average execution time for the
Predecessor+ algorithm is the lowest, because of the stop condition which avoids
scanning all the data, as the naive algorithm does. For all datasets, the average time
of Predecessor+ is between 1.6% and 10.2% of the average time of the naive algo-
rithm. Moreover, the behavior of the two algorithms is similar when they are executed
on both independent and correlated datasets. Since the naive algorithm scans all data,
its execution time is similar on the three datasets. Regarding the average number of
probes executed, the experiments showed that as the dataset size increases, the number
of probes also increases. The number of dominance probes executed by Predecessor+

is between 18.2% and 45.1% of the probes performed by the naive algorithm.

6 Conclusions and Future Work

In this paper we define a new type of query, called location-based textual Skyline. We
also define two algorithms to evaluate these queries. The algorithms use index structures
and retrieve objects based on their proximity to the user location and the keyword occur-
rence frequency in the textual description of the objects. An experimental study showed
that Predecessor+ reduces the number of dominance probes because it is able to stop
earlier than the naive algorithm. Consequently, the performance of Predecessor+ is
better and only checked 20% of the dominated objects.

In the work described here, we use a keyword frequency function on a single doc-
ument, but this could be extended by using other functions over text. There is a single
document describing the object and it exists in a centralized site, several documents
located in different sites could be considered.

The issue that remains open is the extension of the LTS queries on more than two
dimensions.
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Abstract. Systems with heavy workloads run many queries concur-
rently. Modern database workloads—as those incurred by business intel-
ligence applications—involve ad-hoc, highly complex, expensive queries.
While query plans are optimized individually, the workload overall is
not. Plans running together incur resource contention, resulting in sub-
optimal performance. To address this, we introduce the idea of alternative-
objective query optimization. Multiple query plans for the same query are
generated, each optimized for an alternative resource usage. At runtime,
the workload manager then can choose the plan for the query that works
best for runtime conditions. This balances the system load, reducing
contention, to increase overall workload throughput.

Keywords: query optimization, workload management.

1 Introduction

Key to the success of relational database management systems has been high
quality query optimization. For a given query, a cost-based query optimizer finds
a plan that is best with respect to some cost objective. A common objective used
is the time to completion of the query plan. During optimization, the completion
time of partial query plans is estimated based on the estimated usage of different
resources(e.g., CPU and I/O usage)and other factors . These estimates are then
used to compare and prune partial query plans during plan enumeration, to
arrive at the plan with the best estimated cost.

Our motivation for considering alternative optimization objectives is that sys-
tems with heavy workloads run many queries concurrently. Modern database
workloads, such as those incurred by business intelligence applications, involve
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ad-hoc, highly complex, expensive queries. Query plans running together can
lead to resource contention, resulting in sub-optimal performance. Different ex-
ecution plans for the same query, however, often involve quite different resource
consumption profiles. So query plans that are optimized for different resource
usages could be mixed at runtime by an intelligent workload manager to reduce
contention to balance system load, thereby increasing workload throughput.

We introduce the concept of alternative-objective query optimization to ad-
dress these issues. The key idea is to retool the optimizer so that a given query
can be optimized for multiple objectives with a single run of the optimizer. The
results of optimization will be different query plans, each optimized for a dif-
ferent objective. Such plans can then be used to support intelligent workload
management and various applications.

To this end, we identify useful, practical alternative optimization objectives
to the standard time-to-completion. In this work, we investigate the objectives
of buffer-pool width,1 CPU usage and rate, and I/O usage and rate. We illustrate
how to optimize queries with respect to alternative objectives. We develop an
approach that balances overall query performance (time-to-completion) with the
alternative objectives. We modify bottom-up query plan generation to generate
plans with respect to different optimization criteria, along with the best plan for
time to completion. Our approach has been implemented in IBM DB2 (Viper)
for the alternative objectives of buffer-pool width, CPU usage, and I/O usage.2

We can summarize the main contributions of this paper as follows.

1. We introduce the concept of alternative-objective query optimization and
propose an algorithm that optimizes a given query for the multiple objec-
tives, within a single run of the optimizer.

2. We devise alternative optimization objectives that are effective, and that can
be employed by our alternative-objective optimization algorithm.

3. We implement alternative-objective optimization within IBM DB2, and
demonstrate its effectiveness via experiments over TCP-H.

2 Background and Related Work

There has been significant research on workload management, to improve
throughput (to execute more queries within the same period of time). Most prior
efforts fall into two categories: (1) approaches that focus on resource allocation
for concurrent queries (e.g., [2,7]), and (2) proposals that specifically deal with
problem queries (e.g., unexpectedly long-running queries) in the workloads (e.g.,
[1,3]). Previous work in the first category considers how to allocate resources for
multiple concurrent queries with widely varying resource consumption profiles.
Since problem queries can cause serious performance degradation in the DBMS,

1 Buffer-pool width, or footprint, is a measure of how much of the buffer pool the query
plan occupies at runtime (if it is to achieve its predicted performance).

2 The implementation is a code branch-off of the commercial code base of IBM DB2.
We hope to fold these techniques into the commercial release in the future.
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existing work in the second category proposes approaches that are specifically
targeted at managing those queries.

Our work shares a focus with prior work on resource allocation in that we
also aim to best utilize available resources to achieve high system throughput.
However, all existing approaches assume that query plans are fixed at runtime.
In our approach, the workload manager enjoys the freedom to choose from a set
of different plans for each query, based upon the availability of each resource.

Multi-query optimization (MQO) strives to exploit common sub-expressions
to reduce the query evaluation cost [5,6,8]. Although MQO bears some resem-
blance to our proposal in that they are both motivated by improving the system
performance in the presence of multiple concurrent queries, they employ totally
different methodologies. MQO focuses on reducing the cost of queries via the
reuse of common intermediate results, where the cost is still measured in terms
of time to completion. Our approach, on the other hand, optimizes each query
for different objectives, leading to different candidate query plans, which allows
the workload manager to improve the system performance by piecing together
the right plans (chosen from the candidate plans) for the queries. In addition,
our approach could accommodate the preferences of users and/or applications
through the use of different objectives.

In IBM DB2, an alternative optimization objective called time to first tuple
is already implemented. This measures how much time the query plan takes to
present the first answer tuple (as opposed to having generated all the answer
tuples). Note, however, this alone does not suffice for our more general goal
for alternative-objective optimization, nor does it provide a general approach to
generate plans with respect to alternative objectives, as we do in this paper.

3 Alternative Optimization

Important system resources for query evaluation are I/O, CPU, and buffer-pool.
Temporary space (tempspace) is another critical, limited resource, which is re-
served disk space where temporary results during query processing are written
(spilled), when too large to keep in the buffer pool. There are numerous ways
one can define optimization objectives (cost formulas) with respect to these re-
sources. Part of our work has been to devise optimization objectives both that
are effective and that can be used efficiently within the optimization procedure.

1. CPU.
(a) raw CPU. How many CPU cycles are consumed over the life of the

plan’s execution.
(b) CPU load. How many CPU cycles per unit time are consumed, on

average, by the plan.
2. I/O.

(a) raw I/O. How many I/O’s—page reads and writes—are consumed over
the life of the plan’s execution.

(b) I/O load. How many I/O’s per unit time are consumed, on average, by
the plan.
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3. bufferpool width. The maximum footprint in the buffer pool that the query
plan occupies—to achieve the plan’s predicted performance—at any given
point during its execution.

4. tempspace width. The maximum footprint in the tempspace that the query
plan occupies—to achieve the plan’s predicted performance—at any given
point during its execution.

On the one hand, CPU load and I/O load, would be quite useful in scheduling
to reduce resource contention. However, these are not monotonic in bottom-up
planning. A sub-plan may have high CPU load, while the overall plan does not.
So one cannot efficiently optimize with respect to these. On the other hand, raw
CPU and raw I/O are monotonic in bottom-up planning, and so can be used
in dynamic programming as in Selinger’s join-enumeration algorithm. However,
they are not directly useful from a resource contention point of view.

One can find good plans indirectly for CPU load and I/O load, though, with
respect to raw CPU and raw I/O. Any best alternative-objective plan has a
longer running time than the best time-to-completion (base) plan. (Else, the
plan would be the best base plan itself.) Let the best raw-CPU plan A use Ac

CPU cycles overall and At time, and let the base plan B use Bc cycles and Bt

time. Since Ac < Bc but At > Bt, it follows Ac/At < Bc/Bt, so A’s CPU load
is better too.3 Likewise, raw I/O indirectly finds better plans for I/O load.

The objective bufferpool width is not the same as I/O. A plan may have heavy
I/O load, but still have small bufferpool width. Consider a large index nested
loop join. It probes often the index of the inner table, so it may have high I/O
load. Since an individual probe’s pages do not need to remain in the buffer pool
after the probe, though, its bufferpool width is small. If the join were done via
a hash join instead, all pages of each partition of the outer table would need to
reside simultaneously, resulting in a large bufferpool width. Temp-space width
is the analogous secondary-memory resource over which concurrently executing
plans may contend. This is also a monotonic measure in bottom-up planning.

A System R style optimizer, using Selinger’s join enumeration algorithm, can
be retooled to find alternative-objective plans simultaneously, along with finding
the best time-to-completion (base) plan as before. We call our approach bounded-
alternative optimization. During the bottom-up planning and pruning, we find
the sub-plans that are best by each of the alternative cost formulas that are
within a multiplicative constant (the threshold coefficient) in time cost of the
best base sub-plan for that same “sub-query”. This ensures the final best alter-
native plan found—if any—is no worse than the threshold cost (the threshold
coefficient times the time-to-completion cost of the best base plan found). Thus,
any alternative plan that is better on its objective (than is the base plan), is
within the threshold cost, and is no worse than another alternative plan of the
same objective (that is, worse on both time and alternative costs) is kept.

3 This does not say that the best plan with respect to raw CPU is the best possible
plan with respect to CPU load. A better CPU-load plan could exist. Finding it would
be prohibitively expensive, however.
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Additional query plans with interesting orders must already be kept while
building the plan in a bottom-up fashion. They are kept to benefit the genera-
tion of potentially better super-plans. Consider sort-merge join, which consists
of two steps: sorting and merging. If any of the input relations / streams is al-
ready sorted on the join attributes, the sorting operation can be skipped for that
stream (as the merging can be done directly). Just as Selinger’s algorithm also
keeps these additional plans that generate interesting orders, we keep the addi-
tional plans that are “interesting” with respect to our alternative objectives, as
discussed above. Keeping these extra plans during enumeration does add some
overhead to the optimization time, of course, but we do not expect it to be
substantial. This is confirmed by experimentation, discussed next.

4 Experimentation

We have implemented alternative-objective optimization for the alternative ob-
jective of bufferpool width, CPU raw cost, and I/O raw cost as a prototype
branch off of IBM DB2 9.2 (Viper). In the current DB2 query cost-based opti-
mizer, after an operator generates the alternative query sub-plans, it prunes the
alternative sub-plans with the same properties by comparing their costs mea-
sured in timerons, and keeps the best base plan. We extended the optimizer to
generate and carry additional plans for the alternative objectives during plan
generation.

Our extensions to the optimizer include two components: first, it carries along
multiple candidate query plans with respect to the various objectives during the
optimization stage. Second, it uses a specialized cost function to determine which
alternative query plans for the various objectives should be carried.

We employ the TPC-H benchmark for our experiments [4]. For this, we in-
stalled TPC-H on DB2 9.2 running on IBM AIX [4]. The size of the database
we generated is one gigabyte. The number of the physical nodes of the database
was set to a single node. We set the query plan execute in explain mode to use
the command db2exfmt for extracting the query plan trees and their details.

We ran our prototype over the TPC-H database with a threshold coefficient
of four to find alternative plans with respect to buffer-pool width, CPU usage,
and I/O usage. Of the 22 standard queries, five alternative plans were found for
buffer-pool width, two for CPU usage, and eleven for I/O usage. (In other cases,
the alternative plan was the same as the base plan.) Some of the alternative
plans offer just marginal improvement. We next set a cut-off of 95%—so the
alternative plan consumes 95% or less of its targeted resource than the base
plan—and target load instead of usage for CPU and I/O as the measure. Then
four alternative plans for buffer-pool width, two for CPU load, and eight for I/O
load remain.

Figure 1 illustrates the results. The upper left chart shows that the buffer-
pool plans’s times are longer than the base plans’s, but their buffer-pool widths
are less than the base plans’s. The upper bars show the ratio of the buffer-pool
plans’s times to the base plans’s times. The lower bars show the ratios of the
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Fig. 1. Alternative plan vs. Base plan

buffer-pool plans’s buffer-pool widths to the base plans’s buffer-pool widths. For
both the upper right and lower charts, three bars are shown. Again, the upper
bars show the ratio of alternative’s times to the base plans’s times. The left
lower bar shows the ratio of the alternative plans’s alternative measures—CPU
usage or I/O usage—to the base plans’s. The right lower bars in these cases show
the ratio of the alternative plans’s CPU load or I/O load, respectively, to base
plans’s.

Figure 2 shows the difference between the base plan (left) and the buffer-pool
plan (right) for query Q5. For the base plan (left), the total time (in timerons) to
completion is 688,995, and its maximum buffer width is 6,358 pages. As observed,
the maximum buffer pool usage of this plan occurs at operator #7, a HSJOIN
(hash join). A hash join has a large buffer-pool footprint because it needs an
entire hash partition of one of the two inputs in memory at any given time, in
addition to the input width for the other input.
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Fig. 2. Best base and buffer-pool plan for Q5

As for the buffer-pool plan (right), the total time (in timerons) to completion
for this plan is 946,568, and its maximum buffer width is 2,566 pages. The main
change with respect to the base plan is in operator #7, which is now a NLJOIN
(a nested-loop join). This needs only a quite small buffer-pool footprint; it needs
two input widths for joining the two input streams. This reduces the size of the
result set flowing upward, so the rest of the operations occupy less buffer pool.
Thus, the buffer-pool plan for Q5 runs in 1.4 times the runtime as the best base
plan, but in 40% less buffer-pool space than what the best base plan requires.
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The time taken by the modified optimizer to produce alternative query plans
plus the base plan compared against the standard optimizer to optimize the
query (to produce just the base plan) was not substantially more. For the 22
queries in TPC-H that we tested, the average time overhead was 5%. (There
was an outlier exception with Query #8, which experienced 50% overhead.)
This overhead is quite acceptable.

These experiments over TPC-H offer strong proof of concept that our bounded
technique for alternative optimization objectives in a System R style optimizer
over realistic workloads can result in query plans that are significantly different
and that offer worthwhile tradeoffs in system resource usage.

5 Conclusions

Alternative-objective query optimization bridges the local optimality of individ-
ual query plans with global optimality of the workload. We have devised alter-
native objectives—tuned for conserving different key system resources—that are
effective and that can be implemented efficiently within the “standard” optimiza-
tion procedure. We modified Selinger’s join enumeration to find best alternative-
objective plans, along with the standard best time-to-completion plan, within
a single invocation of the optimizer. We implemented this within IBM DB2 (in
an experimental code base). We have shown over the TPC-H benchmark the
approach finds realistic alternative plans, while adding insignificant overhead. In
the next stage of our work, we aim to show that alternative-optimiztion can be
used effectively to increase workload throughput.
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Abstract. We extract the relation among multiple time series in which a
characteristic pattern in a time series follows a similar pattern in another
time series. We call this a ‘post-hoc-relation’. For extracting many post-
hoc-relations from a large number of time series, we investigated the
problem of reducing the cost of online searching for the top-k similar
time-lagged pattern pairs in multiple time series, where k is the query
size. We propose an online top-k similar time-lagged pattern pair search
method that manages the candidate cache in preparation for the top-k
pair update and defines the upper bound distance for each arrival time of
pattern pairs. Our method also prunes dissimilar pattern pairs by using
an index and the upper bound distance. Experimental results show that
our method successfully reduces the number of distance computations
for a top-k similar pattern update.

Keywords: Multiple Time Series, Time-lagged Correlation.

1 Introduction

We extracted the relation among multiple time series in which a characteristic
pattern in a time series follows a similar pattern in another time series. We call
this ‘post-hoc-relation’. An example of a post-hoc-relation is shown in Figure 1.
Note that a post-hoc-relation is different from a correlation. While a correlation
measures the dependence between two time series, a post-hoc-relation represents
the order of two similar segmented time series.

We believe that a large number of post-hoc-relations help us understand the
relationships among multiple time series. Ultimately, we believe that a post-
hoc-relation will reveal an unknown connection among physical elements, such
as situations, environmental factors, and events. As the proverb “Post hoc ergo
propter hoc (after this therefore because of this)” says, the post-hoc-relation
has generally not been recognized as useful for analyzing events before carefully
determining its causation. Needless to say, if a post-hoc-relation between two
time series occurs only a few times, we assume it an accident. However, if a post-
hoc-relation occurs many times, we believe it can be used for understanding the
connection of the time series pair. Thus, we extracted a large number of post-
hoc-relations.
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Post-hoc-relations have not been investigated to the best of our knowledge.
A fundamental problem of the time series similarity search is the computational
cost. We developed an online post-hoc-relation search method that accepts a va-
riety of similarity functions and an undefined similarity threshold. We generally
need to select the similarity function and threshold for determining post-hoc-
relations before searching for them. However, it is difficult to accurately set the
most appropriate similarity function and threshold because they depend on the
time series. Thus, we assume we can examine and evaluate them while searching
in real-time. We designed our method to be flexible over them.

In summary, we make the following three contributions. Firstly, we propose an
online top-k similar pattern pair search method as the first solution for retriev-
ing post-hoc-relations, which is open to various similarity functions. Secondly,
we use the normalized Euclidean distance as a temporary measure, which nor-
malizes the amplitudes and offsets of the patterns. Finally, this method includes
a caching technique, which defines the upper bound distance for each arrival
time of pattern pairs, and a low update cost index, which inserts a new pattern
and searches similar indexed patterns at the same time.

2 Related Work

Many techniques have been proposed for reducing the cost of time series searches.
These techniques are categorized into three types: indexing, correlation analysis,
and motif discovery.

Time series representations and indexes have been studied for indexing time
series. Time series representations [9,3] reduce the dimensions of time series and
calculate a lower bound distance for a specific distance with low computational
cost. On the other hand, indexes developed for a specific space [1] recursively
group time series by their similarities and reduce the number of distance compu-
tations while searching by pruning time series dissimilar from a query by using
these groups. Although time series representations and indexes effectively re-
duce search cost for a specific distance and a specific space, we cannot use them
because we have not yet fixed the similarity function for determining post-hoc-
relations. Furthermore, they do not search for similar pairs.

Correlation analysis techniques are used to find all pairs with correlations
above a given threshold [17,6,12]. Since the computational and I/O costs are
larger for a larger number of time series, such techniques are aimed at reducing
these costs. They use dimension reduction and pruning techniques for reducing
computational cost and use caching strategies for reducing the I/O cost. Al-
though correlation analysis techniques effectively reduce the similar pattern pair
search cost for a large number of time series, they mainly handle patterns that
arrive at the same time. Some methods [12] handle time-lagged patterns, but
they take into account a very short time-lag.

A motif is a pair of similar non-overlapping patterns in a time series. Motif
discovery techniques are aimed at finding unknown repeated patterns [10,15,2].
Recent studies have attempted to find motifs from a time series in real time [11,7].
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Fig. 1. Post-hoc-relation Fig. 2. Overview

Since the memory requirement for storing motif candidates is larger for discov-
ering from a longer time series, they were developed for motif candidate man-
agement. Although the concept of the motif is similar to the post-hoc-relation,
these techniques search motifs from only a single time series.

As mentioned above, none of the above-mentioned techniques can search the
top-k similar time-lagged pattern pairs from multiple time series. There are two
issues to be addressed. One is to propose a caching strategy and the other issue is
to improve the update technique of the index. In this paper, we mainly describe
the caching strategy and the index update technique.

3 Problem Definition

A time series is a continuous sequence of values. Assume that we have n-multiple
time series S1, S2, · · · , Sn, the value of the ith time series Si at time tx is Si[tx].
We keep the most recent time series of size W , which consists of the values
Si[t −W + 1 : t] = {Si[t −W + 1], Si[t −W + 2], · · · , Si[t]} where Si[t] is the
most recent value.

A pattern Si
tx of length m (m ≤W ) in a time series Si is a sequence Si[tx −

m+ 1 : tx]. The number of patterns in Si is w = W −m+ 1.
Our method uses similarity measures in metric spaces. Let M = (D, d) be a

metric space defined for a domain of objects D and a distance function d : D ×
D �→ R. This metric satisfies the four postulates [16]: non-negativity, symmetry,
identity, and triangle inequality.

We use the normalized Euclidean distance as a temporary measure. Given two
pattern Si

tx , S
j
ty , the normalized Euclidean distance d(Si

tx , S
j
ty ) between Si

tx and

Sj
ty is defined as

√√√√∑m−1
c=0

(
Si[tx−c]−μ

Si
tx

σ
Si
tx

−
Sj [ty−c]−μ

S
j
ty

σ
S
j
ty

)2

where m, μSa
tb
, and

σSa
tb

are the length, average, and standard deviation of pattern Sa
tb , respectively.

A top-k similar pattern pair query is defined as follows.

Definition 1. Given n time series S1[t−W +1 : t], S2[t−W +1 : t], · · · , Sn[t−
W +1 : t], a top-k similar pattern pair query with threshold k returns the pattern
pair set A. A satisfies
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(1)

where S is a set of patterns in the time series.

4 Online Top-k Similar Pattern Pair Search

This section explains our proposed method, which is designed for online top-k
most similar time-lagged pattern pair search in multiple time series. Our method
is aimed at reducing the distance computations for such a search.

Our method obtains multiple stream time series and incrementally outputs
the k closest time-lagged pattern pairs. It consists of four components: receiver,
segmentator, candidate pruner, and indexer, as shown in Figure 2. The receiver
obtains multiple time series and keeps the latest values for each one. Given n
time series S1, S2, · · · , Sn, the receiver stores the most recent W values of each
time series into memory. The segmentator reads a pattern from the memory
stored by the receiver. Given time series ID i and time tx, the segmentator re-
turns the pattern Si

tx . The length of Si
tx is m. The candidate pruner manages

the candidate cache, defines the upper bound distances, and outputs the k clos-
est time-lagged pattern pairs. Given candidate cache B, the candidate pruner
returns the upper bound distance list U , updated B, and the result set A. The
indexer maintains the index of the patterns and searches similar pattern pair
candidates. Given the new patterns S1

t , S2
t , · · · , Sn

t , U , and B, the indexer
returns the updated B.

We explain the details of the candidate pruner and indexer in Sections 4.1
and 4.2, respectively.

4.1 Candidate Caching Techniques

The candidate pruner caches similar pattern pair candidates in preparation for
immediate updates of the top-k pattern pairs. It prevents repeated distance
computations of pairs during the updates. Moreover, it defines the upper bound
distance for each arrival time of pattern pairs used for searching similar pattern
pairs by the index.

The strategy involves deciding which pattern pairs to bring into the candidate
cache and how to remove them from the cache. The k closest pattern pairs update
when one of the closest pattern pairs expires, or a new closest pattern pair is
detected. The former case is that in which a closest pattern pair Si

t−w and Sj
ty

(t − w ≤ ty < t) is deleted from the result set, and one of the similar pattern
pair candidates in the candidate cache is inserted into the result set. The latter
case is that in which a new closest pattern pair Si

tx and Sj
t (t − w < tx ≤ t)

is found by the indexer and inserted into the result set, and the k + 1th closest
pattern pair is deleted from the result set. These observations indicate that the
cached candidates are needed only for the former case.
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The above observation tells us that the candidate cache should have the top-
k similar pattern pairs from each arrival time to the most recent arrival time,
which leads to the following lemma.

Lemma 1. Suppose Stx,t and Atx,t denote the pattern pairs from tx to t and the
k closest pattern pairs in Stx,t, respectively. The candidate cache should include
the set At−w+1,t + At−w+2,t + · · ·+At−1,t +At,t.

Proof. After St−w+1,t−w+1 expires, the updated result set At−w+2,t+1 consists
of the new closest pattern pairs detected at t+ 1 and a subset of At−w+2,t.

We can then determine the upper bound distance of the candidate cache for each
arrival time of pattern pairs. The upper bound distance Utx of tx is the maximum
distance of Atx,t. This means that Utx does not increase as time passes because
the maximum distance of Atx,t is equal to or less than that of Atx,t+1. The
upper bound distance is useful in deciding to insert a similar pattern pair into
the candidate cache. Furthermore, it helps the indexer to reduce the distance
computations while searching new closest pattern pairs. This is because the
indexer can discard more dissimilar pattern pairs by using the smaller upper
bound distance.

Let us consider the data structure of the candidate cache. It should satisfy
three operations: insertion of new similar pattern pair candidates, deletion of the
cached pattern pair with distances over the upper bound distance, and deletion
of the cached pattern pair that has expired. We use a queue for B of w max-
heaps Bt, Bt−1, · · · , Bt−w+1 and use a list for U of w upper bound distances Ut,
Ut−1, · · · , Ut−w+1. B keeps similar pattern pair candidates on the basis of the
arrival time of the older pattern in each pair candidate, so that expired similar
pattern pair candidates can be easily deleted by dequeueing the expired max-
heaps Bt−w from B. For example, a similar pattern pair candidate Si

tx and Sj
ty

(tx ≤ ty) is stored in Btx .
When the new patterns S1

t , S
2
t , · · · , Sn

t are segmented, the indexer searches
their similar pattern pairs by using U and updates B. Then the candidate pruner
starts to update U and output the k closest pattern pairs as follows. First, the
candidate pruner makes an empty max-heap as result set A, and merges it with
B from the most recent Bt to the oldest Bt−w+1. The upper bound distance
Utx of time tx is set as the maximum distance of A after merging Btx . As a
result, the upper bound distance of the later time is larger. After merging, the
candidate pruner adds an empty max-heap Bt+1 to B and sets Ut+1 as∞. At the
same time, the candidate pruner deletes the oldest max-heap Bt−w+1. Finally,
it outputs A, which consists of the k closest pattern pairs.

4.2 Indexing Techniques

The indexer classifies the patterns by their arrival time and organizes them by
their similarity. As a result, it can prune dissimilar pattern pairs while searching
by the index and can reduce the distance computations for finding new similar
pattern pairs. We developed an exact similarity search index in metric spaces
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for the indexer. The goal was to reduce not only the distance computations of
searching but also the distance computations of pattern inserting and deleting.

Our method uses ball partitioning [14], which is a major indexing technique.
Because coordinates are not explicitly defined in metric spaces, ball partitioning
uses the distances between patterns. It recursively partitions a set of patterns into
two subsets on the basis of the distance from a reference pattern to each pattern.
As a result, it creates a balanced binary tree structure index. It then prunes
sets of dissimilar patterns by using the distance between the reference pattern
and a query. Most metric space indexes use ball partitioning. They improve the
reference pattern selection [8], structure [4], and dynamic index update [5,13].

Although current dynamic indexes have been designed for the increase of in-
dexed patterns, we believe that it is not crucial for our index because of the static
number of indexed patterns. Current methods require too much computational
cost to dynamically modify the reference pattern and its partitioning distance
while updating. They keep patterns for a long time and are aimed at improving
scalability. It is true that we have to consider scalability because the number
of patterns in multiple time series increases as the number of time series or the
number of patterns in a time series increases. However, the indexer manages the
same number of patterns before and after the update of the top-k pattern pairs.
The indexer inserts the most recent patterns; on the other hand, it deletes the
oldest patterns. Furthermore, each indexed pattern pair is stored only for a short
time. Thus, we do not adopt the modification techniques for reference patterns.

The above observation tells us that the index should be designed for frequent
insertions and deletions rather than the optimal search. We wanted to develop an
index that requires low distance computations for updating and is practical for
searching. We propose two types of indexes: tree-array and single multi-time tree.

The tree-array index has w tree structure sub-index, which are created on the
basis of the ball partitioning technique by using n patterns for each arrival time.
It uses a queue for managing the w sub-indexes. Thus, it repeatedly dequeues
the oldest sub-index; on the other hand, it constructs and queues the newest
sub-index. It prunes dissimilar pattern pairs of each arrival time separately by
using the w sub-indexes and the w upper bound distances. It is advantageous for
adapting the index to the trend in patterns because it can select good reference
patterns for each arrival time while constructing the sub-index. However, it does
not scale because it has to manage the same number of indexes as that of patterns
in a time series.

On the other hand, the single multi-time tree index has one tree structure
index, which is created on the basis of the ball partitioning technique by using
initial w · n patterns. It inserts and deletes patterns without changing reference
patterns. That is, this index updates only leaf nodes. It classifies patterns on
the basis of their arrival time at leaf nodes. A leaf node has a queue that stores
patterns in order of their arrival time. An advantage of the static structure is
that we can reduce distance computations of the pattern insertions by inserting
a new pattern at the same time of traversing the index for searching similar
patterns. It prunes a set of dissimilar pattern pairs of more than one arrival
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time in a leaf node at once by using the index and the upper bound distance
list. It scales more than the tree-array index due to the single tree structure.
However, its reference patterns in the index may be ineffective while updating.
Although the number of patterns in a leaf node is balanced at the start, it may
become unbalanced as time passes. The unbalanced leaf nodes lead to low search
performance.

We compared the single multi-time tree index with the tree-array index and
obtained better experimental results when using the former. We decided to use
the single multi-time tree index for our indexer. We discuss the tree balance
evaluation and the comparison of index performance in Section 5.

4.3 Cost Analysis

We estimated the cost of updating top-k similar time-lagged pattern pairs by
using the number of distance computations between patterns. The number of
indexed patterns is w ·n, where n is the number of time series. The initial index
construction cost is O(w ·n · log (w · n)). The index insert cost for a new pattern
is O(log (w · n)). The cost of finding the patterns similar to the new pattern is
from O(log (w · n)) to O(w · n). This cost depends on the balance of the leaf
nodes in the index. Thus, the total update cost for the k closest pattern pair
search is from O(n · log (w · n)) to O(w ·n2). For reference, the update cost of the
naive search with our caching, that without caching, and that of the tree-array
index are O(w ·n2), O(w2 ·n2), and from O(n ·w · log n) to O(w ·n2), respectively.

The memory requirement is as follows. The number of values in the receiver is
W · n, and the number of reference patterns in the index is O(w · n · log (w · n)).
However, these patterns are in the initial w ·n patterns. Thus, the actual number
of reference patterns is equal to or less than w·n and are in the initialW ·n values.
The number of internal nodes in the index is O(w · n · log (w · n)). Each internal
node has 5 values: one time series ID, one arrival time, one partitioning distance,
and two child node pointers. The number of tuples in B is equal to or less than
k ·w. Each tuple has 5 values: the distance, two time series IDs, and two arrival
times. Therefore, the total memory size is O(W ·n+w ·n · log (w · n)+k ·w). For
reference, the memory size of the naive search with our caching is O(W ·n+k ·w)
and that with naive caching is O(W · n+ w2 · n2).

5 Performance Evaluation

We conducted experiments on a real dataset and compared our method with
two others. We evaluated the balance of leaf nodes in our index and the update
performance with respect to n, w, and k. The experimental results indicate that
our method is good at finding similar pairs in a large number of time series and
a large number of patterns in a time series.

We used three methods: naive, tree-array, and ours. The naive method is the
naive search with our candidate cache. This method does not use an index and
computes the distances of all pairs in the dataset. The tree-array method uses
the tree-array index with our candidate cache. Our method uses the single multi-
time tree index with our candidate cache. Note that we omitted the experimental
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Fig. 5. Update performance with respect to the number of patterns in a time series

evaluation of a method without caching because it is clear that it requires too
much computational cost, as mentioned in Section 4.3.

We used a real datasets named New York Stock Exchange, which is a collection
of day stock prices on the New York Stock Exchange from the beginning of 2000
to the end of 2011. The number of time series is 2, 689. We crawled this data
from the web 1.

1 http://finance.yahoo.com
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Fig. 6. Update performance with respect to the number of similar pattern pairs

We implemented the above three methods with C language. We conducted
the experiment on a Linux PC equipped with an Intel(R) Quad Core Xeon(TM)
X5690 3.46-GHz CPU and 144 GB of memory. Our codes were compiled with
GCC 4.6. All the datasets were processed in memory for all the methods.

We used the normalized Euclidean distance as the similarity function. We
randomly selected n time series from the dataset over 100 times and evaluated
the performance over 500 updates. Each result was the average cost. We set k,
w, n, and m to 10, 100, 100, and 32 as the standard values, respectively.

Figure 3 shows the balance of leaf nodes in our index. The horizontal axis is
the variance and the vertical axis is the number of update times. We can see
that the variance of the larger w and n converges to the lower value. This means
that the refinement of leaf node balance is hardly needed if we search similar
time-lagged pattern pairs from a large number of patterns.

Figure 4 shows the update performance with respect to the number of time
series n. The horizontal axis is the number of time series, the vertical axis of
Figure 4 (a) represents the update time, and that of Figure 4 (b) is the number
of distance computations for an update. From these results, we can see that
our method reduces the number of distance computations and achieves quick
updates.

Figure 5 shows the update performance with respect to the number of time
series w. The horizontal axis is the number of patterns in a time series, the
vertical axis of Figure 5 (a) represents the update time, and that of Figure 5 (b)
is the number of distance computations for an update. Our method outperformed
the other two methods for longer patterns in a time series. We can see that the
single multi-time tree structure works better than the tree-array structure, and
the unbalance of leaf nodes in our method is not a critical issue for these datasets.

Figure 6 shows the update performance with respect to the number of time
series k. The horizontal axis is the number of similar pattern pairs, the vertical
axis of Figure 6 (a) represents the update time, and that of Figure 6 (b) is the
number of distance computations for an update. The computational cost of our
method and the tree-array method increased with respect to k, while the naive
method required the same number of distance computations for all the numbers
of k. However, we can see our method outperformed the other two methods .
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6 Conclusion

We proposed an online top-k similar time-lagged pattern pair search method as
the first solution for retrieving post-hoc-relations. Since we are examining simi-
larity thresholds and functions for measuring post-hoc-relations, our method is
designed to be flexible over them. Our method reduces the distance computa-
tional cost for searching by using the candidate cache and index.

We think that the current query definition has to be modified. We may get the
top-k patterns belong to only two similar time series and it is not informative.
We are currently investigating the query definition, similarity thresholds, and
functions for port-hoc-relations.
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Abstract. Nowadays, similarity search is becoming a field of increasing
interest because these kinds of methods can be applied to different areas
in science and engineering, for instance, pattern recognition, information
retrieval, etc. This search is carried out over metric indexes decreasing
the number of distance evaluations during the search process, improving
the efficiency of this process. However, for real applications, when pro-
cessing large volumes of data, query response time can be quite high. In
this case, it is necessary to apply mechanisms in order to significantly
reduce the average query response time. In this sense, the parallelization
of the metric structures processing is an interesting field of research. Mo-
dern GPU/Multi-GPU systems offer a very impressive cost/performance
ratio. In this paper, we show a simple and fast implementation of simi-
larity search method on a Multi-GPU platform. The main contributions
are mainly the definition of a generic metric structure more suitable for
GPU platforms, the efficient usage of GPU memory system and the im-
plementation of the method in a Multi-GPU platform.

Keywords: Range queries, similarity search, metric spaces, parallel pro-
cessing, Multi-GPU platforms.

1 Introduction

In the last decade, the search of similar objects in a large collection of stored
objects in a metric database has become a most interesting problem. This kind of
search can be found in different applications such as voice and image recognition,
data mining, plagiarism detection and many others. A typical query for these
applications is the range search which consists in obtaining all the objects that
are at some given distance from the consulted object. Basically, similarity is
modeled in many interesting cases through metric spaces, and the search of
similar objects through range search or nearest neighbors. A metric space (X, d)
is a set X and a distance function d : X2 → R, so that ∀x, y, z ∈ X fulfills the
properties of positiveness [d(x, y) ≥ 0, and d(x, y) = 0 iff x = y], symmetry
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[d(x, y) = d(y, x)] and triangle inequality [d(x, y) + d(y, z) ≥ (d(x, z)]. This
concept of similariy is associated to the concept of Metric space data structures,
which can be grouped into two classes [1]: clustering-based (BST [2], GHT [3],
M-Tree [4], GNAT [5], and many others), and pivots-based methods (LAESA
[6], FQT and its variants [7], Spaghettis and its variants [8], FQA [9], SSS-Index
[10] and others).

However, for the above mentioned real applications, when processing large
volumes of data, query response time can be quite high. In this case, it is nec-
essary to apply mechanisms in order to significantly reduce the average query
response time. From parallelism point of view, currently, most of the previous
and current works developed in this area are carried out considering classical
distributed or shared memory platforms. However, Modern GPU/Multi-GPU
systems offer a very impressive cost/performance ratio as compared to multi-
processor or multicomputer platforms that are usually more expensive gaining
in significance and popularity within the scientific computing community. As far
as we know, the solutions considered till now developed on GPUs are based on
kNN queries without using data structures. This means that GPUs are basi-
cally applied to exploit its parallelism only for exhaustive search (brute force)
[11,12,13,14].

In this paper three main contributions are outlined. The first one is the use
of a generic metric structure instead of, for instance, Spaghettis data structure.
Secondly, a GPU-based implementation is presented which improves the per-
formance of the version presented in [15] by optimizing the memory accesses.
Finally, a Multi-GPU version of the similarity search algorithm is introduced.
Accordingly to that, the paper is structured as follows. In Section 2 the generic
structure is explained and, in Section 3 the GPU and Multi-GPU implementa-
tions are described. The case studies, the platform and the experimental results
as well as a discussion of them is carried out in Section 4. Finally, the conclusions
and future work are commented in Section 5.

2 A Generic Metric Data Structure

In this work, we propose the use of a generic metric data structure (GMS ),
thinking of the posterior implementation in GPUs. This generic metric data
structure consists in a bidimensional array data structure (see Figure 1(a)) whose
dimensions areQ×P , being Q the number of queries and P the number of pivots.
In general terms, other popular metric data structure as Spaghettis [8] and SSS-
Index [10] could be considered as a generic bidimensional array data structure.
The difference between these structures is the way of obtaining the pivots or
the way in which the structure is stored. Thus, this GMS avoids the sorting
process (against the Spaghettis method) because this process is computationally
expensive on GPUs; and it also avoids the selection of the pivots which is carried
out randomly (against the SSS-Index selection).

For this generic metric data structure, the searching process, given a query q
and a range r, is carried out according to the following steps:



444 R. Uribe-Paredes et al.

�������
�������
�������

�������
�������
�������

����
����
����
����

�������
�������
�������

�������
�������
�������

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

��
��
��
��

��
��
��
��
��
��
��
��
��
��
��
��

��
��
��
��

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

���
���
���

DATA BASE

Object 17

Object 1

Object 16

Object 15

Object 14

Object 13

Object 12

Object 11

Object 10

Object 2

Object 3

Object 4

Object 5

Object 6

Object 7

Object 8

Object 9

1 6 10 5

5 0 7 36

7 5 6 28

6 7 0 45

8 7 7 87

4 6 6 95

7 7 8 108

14 13 14 515

9 9 7 610

9 79 6 7

7 6 88 13

98 6 9 14

2 62 128

0 5 7 111

2 10 10 1611

7 6 7 156

2 6 6 172

link3 421

(a)

Generic Metric Structure: Search Algorithm.

2 : {Let P be set of pivots p1, . . . , pk ∈ X}
3 : {Let D be the table of distances associated q}

1 : {Let Y ⊆ X be the database}

5 :
6 : Di ← d(q, pi)
7 :
8 :
9 :

11 :
10 :

12 :

for all

4 : {Let S be Metric Index}
for all

end for

discarded ← false

13 :
14 :
15 :
16 :
17 :
18 :
19 :
20 :
21 : end for

end for

for all

if

if

if

end if
end if

end if

discarded ← true
break ;

!discarded

Dj − r > Sij ||Dj + r < Sij then

then
d(yi, q) ≤ r then

pi ∈ P do

yi ∈ Y do

pj ∈ P do

rangesearch(query q, range r)

add yi to result

(b)

Fig. 1. Metric structure and search algoritm. (a) Example for query q with ranges
{(6, 10), (5, 9), (2, 6), (4, 8)} to pivots. (b) Range search algorithm.

1. From the distance between q and all pivots p1, . . . , pk we obtain k intervals
in the form [a1, b1], ..., [ak, bk], where ai = d(pi, q) - r and bi = d(pi, q) + r.

2. The objects in the intersection of all intervals are candidates to the query q.
3. For each candidate object y, the distance d(q, y) is calculated, and if d(q, y) ≤

r, then the object y is a solution to the query.

Figure 1(a) represents the generic data structure. This structure is built using 4
pivots to index a database of 17 objects [15].

3 GPU and Multi-GPU Implementations

In this section we describe the GPU-based implementation of the range search
algorithm 1(b). This version improves a previous one [15] by using the GPU
shared memory in order to significantly reduce the memory accesses latency.

According to the three steps described in Section 2 to complete the searching
process, the following data structures have to be allocated on shared memory
(the fastest memory):

1. The first part consists in computing the distances between the set of queries,
Q, and the set of pivots, P . A Q × P matrix is used to store all distances,
which are calculated at the same time in a single call to the kernel. This
kernel consists of as many threads as the number of queries. In fact, each
thread calculates independently the distance from a query to all pivots.
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As all threads need to access the pivots, that is, they need to access the
same positions of memory, we store the pivots in shared memory, and the
bidimensional structure with the distances of all the queries and pivots is
allocated on global memory (the slowest memory).

2. The second part of the parallel implementation consists in determining whe-
ther each element of the database is or not a candidate for every query. This
part has been implemented as an iterative process. In each iteration the can-
didates for a particular query are computed in one kernel call. In this kernel
as many threads as the number of elements of the database are launched.
Each thread determines if every data of the dataset is candidate or not.
Thus, this kernel returns a list of candidates for a given query. Finally, when
this process finishes we obtain one list of candidates for each query. Again,
we take advantage of the GPU shared memory storing there the distances
between a given query and the pivots.

3. The kernel which implements the third part determines if each candidate is
really a solution. In this kernel, the number of threads corresponds to the
number of candidates for each query. Each thread calculates the distance
between one candidate and one query, and determines if this candidate is a
valid solution. Finally, as result we obtain one list of solutions for each query.
Precisely, the query is the structure to allocate on shared memory.

The Multi-GPU implementation is, a priori, a naive implementation consisting
in a unique platform with several GPUs and using OpenMP to get out the
databases or the queries among the GPUs. In this case, we have decided to split
the queries and to replicate the database, and the processing of each query is
completely independent.

4 Experimental Results

4.1 Case Studies and Platform

As case studies, we have considered two datasets: a subset of the Spanish dictio-
nary (86,061 words) using the edit distance and for each query, was considered
a range search between 1 and 4. The second space is a set of 112, 682 color
histograms (112-dimensional vectors) from an image database. Any quadratic
form can be used as a distance, thus we chose Euclidean distance as the simplest
meaningful alternative. The radius used was that allowing to retrieve 0.01, 0.1
and 1% from the dataset.

For both databases we create the metric data structure with 90% of the data
set randomly chosen, and reserve the rest 10% for queries. The pivots have
been chosen using the SSS-Index method, taking into account a low and a high
number of pivots, due to the fact that the GPU has hard memory constraints.
The database has to fit in the shared memory of the GPU. Thus, it is out of the
scope of this paper considering big databases, and it is considered on the Future
work section.
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For all the experiments, the execution time considered takes into account only
the searching process, including CPU-GPU data transfer time. The computation
of the different structures, for instance the pivots, is computed offline. In this
way, all the methods are in the same conditions in order to carry out a correct
comparison.

The hardware platform used is a 2 Quadcore Xeon E5530 at 2.4GHz and
48GB of main memory with 1 Nvidia Tesla C1060 240 cores at 1.3GHz and 4
GB of global memory, using CUDA SDK v3.2 (http://developer.nvidia.com/).
The compilation has been done using gcc 4.3.4 compiler and OpenMP library.

4.2 Results and Discussion

Figures 2(a) and 2(b) show the execution time of Spaghettis, SSS-Index and
GMS versions. The number of pivots considered for color histograms case study
is 57 and 119, for the Spanish dictionary case study is 44 and 328.

In the case of Spanish dictionary, as the number of pivots increases the exe-
cution time decreases as the Figure 2(a) shows, just contrary to the vectors case
study. This situation is normal because the behaviour of the method with res-
pect to the database is unpredictable due to the space distribution. In fact, if we
make a detailed study of the obtained results, when range is 1 or 2, Spaghettis
is slightly better in terms of execution time, due to the benefits of the binary
search. However, this process becomes an inconvenient when range is 3 or 4 be-
cause most of the data structure is covered. In general, for all the metric data
structures considered in this work, the execution time for range 1 and 44 pivots
is much better than using 328 pivots (almost 2.47 times better). However, due
to the space distribution this changes with range 2 - 4.

In Figure 2(b) Spaghettis has the best execution time for low and high number
of pivots. However, GMS is very close to it, especially when the problem size
increases, that is, the percentage of information retrieved from the database is
1%. This result is evident due to Spaghettis takes benefit of the binary search.
However, this advantage becomes a drawback from a GPU point of view. The
worst behaviour corresponds to the SSS-Index method. Remark that the GMS
behaviour is closer to the Spaghettis one.

Regarding the GPU implementation, the use of Spaghettis is not considered
because the binary search is computationally expensive being a handicap to be
running on a GPU platform.

The results obtained with the sequential implementation allow us to obtain
some important conclusions for the GPU shared memory implementation:

– For color histograms case study (Figure 2(b)) the number of pivots to take
into account is 57, where GMS implementation on the GPU has better be-
haviour than SSS-Index. However, using 57 pivots the structure does not fit
on the shared memory of the GPU. Considering that circumstance, the num-
ber of pivots has to be reduce to 32. In this case, the GMS implementation
is the best taking advantage of the GPU hierarchy memory. The behaviour
of SSS-Index was worst that considering 57 pivots.
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Fig. 2. Execution time for sequential implementation of the generic, Spaghettis and
SSS algorithms
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Fig. 3. Execution time for the shared memory GPU implementation (generic) and for
GPU implementation without considering shared memory (generic and SSS-Index)

– For spanish dictionary case study (Figure 2(a)), the number of pivots has
to be as high as possible, around 328 pivots. However, this high number
of pivots has been considered because SSS-Index does not provide another
bigger with good behaviour. In Figure 3(a) we can appreaciate that the
behaviour of the GMS is better than the SSS-Index when the range increases.
But, according to the shared memory size, and thinking in middle and high
ranges, a suitable pivots number is 500. This number has been taken into
account for an additional test in the case of the GMS, that allows us to
increase the number of pivots.

Due to the fact that GPU experiments show that SSS-Index has a worst be-
haviour than GMS, it is not considered in these experiments.

Figure 4 shows the execution time of the Multi-GPU implementation. Notice
that the Multi-GPU implementation is up to 12 times faster than the sequential
for the color histograms case study, and up to 31 times faster than the sequential
implementation for the Spanish dictionary case study.



448 R. Uribe-Paredes et al.

 0

 50

 100

 150

 200

1 2 3 4

T
im

e 
(s

ec
.)

Range Search

Search Cost, Multi−GPU Implementations (n=86,061 words)

1 GPU
2 GPUs
3 GPUs
4 GPUs

(a) General results for Spanish dictionary.

 10

 15

 20

 25

 30

 35

 40

0.01 0.1 1

T
im

e 
(s

ec
.)

Percentage retrieved from the database

Search Cost, Multi−GPU Implementations (n=112,682 vectors)

1 GPU
2 GPUs
3 GPUs
4 GPUs

(b) General results for color histograms.

Fig. 4. Execution time for the Multi-GPU implementation (generic)

5 Conclusions and Future Work

In this work, we have presented an implementation of the similarity search using
a GMS for GPU-based platforms. In order to evaluate these implementations we
have used two different databases, Spanish dictionary and color histograms.

The experimental results of the sequential implementation allow us to con-
clude that GMS has a similar behaviour than Spaghettis, and it is much better
than SSS-Index. Also, the sequential tests have guided us about the number
of pivots to take into account, especially considering the GPU and Multi-GPU
implementations with a limited memory capacity.

With respect to the GPU implementation, an exhaustive study of the algo-
rithm allows to take advantage of the memory hierarchy of current GPUs, in
particular, shared memory. It is possible to appreciate that, independently of
the use of shared memory, the best execution time has been obtained using
GMS because it fits better in a GPU platform.

With respect to the best sequential method presented in Section 2, the GPU
implementation is more than 4.5 times faster for color histograms and almost 10
for Spanish dictionary. Regarding the Multi-GPU implementation, it is up to 12
times faster for color histograms and up to 31 for the Spanish dictionary.

With respect the future work, and taking into account that probably the
database can not be allocated completely on main memory, a block-oriented
implementation has to be carried out minimizing data transfers between secon-
dary memory and main memory (CPU) and between main memory and GPU
memory.

Also, the authors are developing MPI, OpenMP and Hybrid versions of the
sequential algorithm proposed in this paper make easy to the user the use of the
underlying architecture, through a user-friendly web interface.
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Abstract. Retrieving desired images from large amounts of images has
been increasingly important. Traditionally keyword search and content-
based image retrieval have been used for image search. However, such re-
trieval methods have scarcely assumed a case when users have few terms
for desired images or few images similar to the desired images. For this
problem, we use fragments of images extracted from datasets as values
of facets in faceted navigation. We extract parts of images as fragments.
Then, we make a several number of groups for each part to decide repre-
sentative images for faceted navigation. Our empirical user study based
on an example application using face image data, FUKUWARAI, shows
that our proposal successfully supports users to find desired images.

Keywords: Faceted Navigation, Image Retrieval, Faceted Image Search,
Fragments, Fragment-based Faceted Search.

1 Introduction

Retrieving desired images from large amounts of images is increasingly important
because of ease to generate and share images with help of image generating
devices (e.g. camera and scanner) and image sharing services (e.g. Flickr and
Picasa). Basically there are 2 kinds of image retrievals, one is to input terms
and the other is to input images. A representative application for the former is
keyword search which obtains images that match with the given keywords. On
the other hand, a typical example of the other way of retrieving image is called
content-based image retrieval (CBIR fro short) [2], in which users input images
to obtain similar images from image database.

However, these ways overlook a more general case that users have few concrete
information needs, while these ways have thriven for cases when users have
concrete information needs. For instance, if you had seen a flower on the way
home, how do you know the detail information about that flower? If you know
the name of the flower, it seems to be no problem. Otherwise, you need to input
a lot of information to identify the flower in the database, e.g. color and shape
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of the flower, leaves and the location. However, it is not easy to express such
sensuous information by text. We are tacking this problem in this paper.

Faceted navigation [6] is an exploratory search method over objects making
use of attributes called facets. Ordinary faceted navigation is designed for objects
with attributes which are categorical texts in general. Faceted navigation for
image search has been studied by Yee et al. [11] and van Zwol et al. [12]. Both of
their works depend on textual information (metadata, and query logs and outer
ontologies). Here is one big issue they have not dealt with; “what can be facets
if there is no textual information associated with images?” We can meditate
to annotate images automatically to enable faceted navigation over images by
applying their works, but it is still not easy enough to annotate images [4].

The main idea behind faceted navigation with no textual information is to
employ expressiveness of images themselves due to the fact that images are more
informative than texts. In our setting, users do not necessarily have concrete
requirements for target images which are hard for them to express by terms.
For example, let us assume a user looks for images of Michael Jackson with
singing at the beginning of his retrieval. The point here is that how Michael
Jackson is singing (i.e. crooning, shouting, or else) is not important for the user,
because during the exploration the user is going to find sufficient images. Our
strategy of defining the restrictive images is to fragment images in the dataset
into several parts of images and then use them as facets. Still images of one
part are different from others of the same part (in other words, exactly same
images rarely exist), so we apply grouping techniques such as clustering to decide
representative images in each part.

The remainder of this paper organized as follows: Section 2 introduces faceted
navigation as preliminary, and Section 3 shows related work for our research i.e.
faceted navigation over images. Then Section 4 discusses our proposed method,
including prototype system implementation for face images. We evaluate our
method through the prototype system via user study and report it in Section 5.
Finally, Section 6 concludes this paper.

2 Faceted Navigation

Faceted Navigation [6] is one of the exploratory search methods [10] which en-
ables exploration making use of attributes assigned to objects called facets.
Faceted navigation has spotlighted in broad areas, such as e-commerce, library
science and information retrieval. For example, amazon.com and eBay support
faceted navigation to explore items for shopping. DBLP and IEEE Xplore, fa-
mous bibliographic repositories, use it to find papers, articles, journals and so on.
In faceted navigation, users select facets from a list. The system then retrieves
objects and returns the resulting objects along with the list of facets related to
the resulting objects. This is repeated until users get satisfied from the resulting
objects.

Faceted navigation is an exploration over attributed objects O. Each objects
o ∈ O has the set of attributes A which is referred as o.A. Each attribute a ∈ A
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consists of a pair of attribute name and value, which are referred as a.name and
a.value, respectively. The set of facets F over the set of objects O is the union
of attributes of all objects, i.e. F =

⋃
o∈O o.A. Each facet f ∈ F has the set of

values f.V . During faceted navigation process, the resulting objects and their
facets with values are shown to users in response to each user’s selection. The
resulting objects OS over selected facets S ⊆ F are given as follows:

OS =
⋂
f∈S

{o | o ∈ O, o.a.name = f.name, o.a.value = f.value}

Given the resulting objects OS , the set of facets FOS for OS is given as follows:

FOS = {f | f ∈ F, o ∈ OS , o.f �= null}

Users select a pair of a facet and a value from FOS for each retrieval, result
objects are calculated again for the next selection. Users can find results which
satisfy their needs by repeating this process.

3 Related Work

The ideas for applying faceted navigation over image databases has been pro-
posed in several works [11,12,3,7]. Most of them uses textual information [11,12,3]
and there are few exceptions like [7]. Yee et al. [11] proposed faceted navigation
over text annotated images and used WordNet to generate facets from annota-
tions. They assume that images are all annotated. However, the assumption is
too strong because images are not always annotated. Meanwhile, the work by
van Zwol et al. [12] at Yahoo! Research is available for the case when annotations
are not available. van Zwol et al. uses search logs of Yahoo! Image Search to mine
facets using outer sources such as Wikipedia. Hare et al. [3] investigated qual-
ity of facets based on existing auto-annotation techniques and this work shows
several problems over automatic annotation to images, e.g., age estimations of
artifacts. Stober et al. [7] have worked on visualization of images to exploration.
Their approach is, firstly computing features of images, secondly mapping them
into 2 dimensional space keeping distance based on the features, and finally dis-
torting the 2 dimensional space according to similarity for effective visualization.
Their system shows (complete) images but similar images allocated nearer. Their
work is different from ours because they visualize full images and users can zoom
into clustered images, while our proposal uses partial images as facets and users
can explore images by selecting the partial images. In addition, to the best of our
knowledge, there has been no work for faceted navigation that acquires image
fragments as facets.

4 Fragment-Based Faceted Image Search

This section introduces our proposed model, fragment-based faceted image navi-
gation, for image databases. Our proposed model realizing faceted navigation for
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image database without textual metadata is based on fragmentation of images
and make the fragments as facets as shown in Fig. 1. For more expressiveness of
facet granularity, we build up facet hierarchy from these facets like Fig. 2. Then,
facets are going to be assigned values which are fragmented images. There are a
large number of fragmented images for each facet and being shown all of them is
troublesome for users to find desired images. So, our model makes several groups
of fragmented images and uses typical images, i.e., representative images for each
group, as values of facets. Then, with these facets and their values, users can
narrow down whole images into restricted number of images by selecting repre-
sentatives of fragmented images. In the following section, we show definitions of
our model in Section 4.1, navigation process of our model in Section 4.2, and an
implementation of our model in Section 4.3.

4.1 Definitions

Firstly, we give the definition of image database D which consists of images,
D = {o1, o2, ..., o|D|}, where each image oi is an object.

To fragment images into small parts, we define the set of fragment types,
T = {t1, t2, ..., t|T |}, which matches partially on images. Each fragment type is
an attribute of an object in analogous to general faceted navigation. Fragment
types can be given by any application or software to extract partial images.
Fig. 1 shows an example of fragment types of human face. The human face in
Fig. 1 is fragmented into forehead, eyes, nose, mouth, left hair and right hair.

In some cases, the fragment types are relatively small to the user intuitions.
For example, seeing eyes only is not sufficient to find the target persons, but
to see more widely, e.g., eyes with nose or eyes with nose and mouth, makes
it more intuitive than eyes themselves. For this purpose, we build up fragment
type hierarchy from fragment types by concatenating neighbor fragments. Fig. 2
shows an example of hierarchical fragment type construction. The arrows in the
figure mean construction steps, merging neighbor fragments into one.

Fragments are corresponding partial images for fragment types (Definition 1).
Developed applications for fragment types extract partial images.

Definition 1 (Fragment). Given the image database D and the set of fragment
types T , fragments S is defined as follows:

S = {extract(o, t) | o ∈ D, t ∈ T }

where extract(o, t) is the extraction function which extracts a fragment of the
fragment type t from image o. Each fragment s ∈ S has pointers to the original
image, s.original, and to the fragment type s.type. �

Actually, the fragment types represent features of images in the database, con-
sequently the fragment types are facets of the image database. However, not all
of the fragment types can be facets because some of the fragment types may
not appear on the images in the database. By excluding such fragment types,
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Fig. 1. Fragment types Fig. 2. Examples of facet hierarchy construction

facets are defined as a set of fragment types which occur at least one image in
the database. A set of facets is referred as F .

For each facet, values of the facet are the set of fragments which fragment
type is the facet. Naively, the set of values of a facet f is defined as f.V = {s |
s ∈ S, s.type = f}. However, this definition leads the problem. The problem
is each fragment is an identical partial image among fragments because images
are rarely exactly same. We thus need another way to reduce such identical
fragments. We define groups of similar fragments. To use as typical values of
fragments, we define representatives as follows:

Definition 2 (Representatives). Given a set of groups of fragments Gf which
fragments in each group are similar each other, the set of representatives for each
group is referred as Rf and defined as follows:

Rf = {s | g ∈ Gf , s ∈ g, isCenter(s, g)}

where isCenter(s, g) function returns true when the fragment s is center of the
group g; otherwise it returns false. Each representative r ∈ Rf has pointers to
members of group which r belongs and it is referred as r.members. �

4.2 Navigation

For the navigation over image database D, we use the representative of a facet
as the value. The following describes how users navigate over image database D:

1. (System) showcases current result images and candidate facets
2. (User) selects one facet to obtain values of the facet
3. (System) returns values of the facet for current result images
4. (User) selects one of the values of the facet
5. (User) repeat 1-4 until obtaining sufficient result images

In the following, we denote the current resulting images by O′ ⊆ D which match
to the currently selected representatives of facets, which are referred by Q =
{r1, r2, ..., r|Q|} where a fragment ri is a selected representative of a facet.

Navigation is realized in 2 kinds of data accesses, (1) one is getting results for
currently selected representatives and (2) the other is getting representatives of
a specified facet for current results. The detail of these accesses are as follows:

(1) Given selected representatives, Q, to obtain resulting images, the system
accesses the database to obtain result images, O′. The results over selected
facets and representatives, Q, is defined as O′ =

⋂
r∈Q r.members.
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Fig. 3. FUKUWARAI interface

(2) Given a selected facet f and result images O′, the representatives of f ,
R′

f ⊆ Rf for current result images O′ is given as Definition 3.

Definition 3 (Representative set). Given a set of images O′, the set of rep-
resentatives R′

f for specified facet f is defined as follows:

R′
f = {r | r ∈ Rf , r,members∩O′ �= ∅} �

4.3 FUKUWARAI: The Implementation

Fig. 3 shows the interface of faceted navigation for face image database. There
are 4 components on the interface, upper 3 and lower 1 components. The upper
left component is selection component of facets (blue one represents non-selected
facet and red represents previously selected facets), the upper middle component
holds representatives of a selected facet (e.g., eye and nose in the figure), the
upper right component keeps selected representatives enabling deselection of se-
lected facets by clicking one (e.g., left hair and forehead are selected), and the
lower component shows a list of result images for currently selected represen-
tatives (e.g., 20 images out of 35 result images are shown in the figure). When
users select one of representatives on the upper middle component, the system
retrieves result images for selected representatives (already selected left hair,
forehead and newly selected one of eye and nose representatives) and show the
results.

5 Empirical User Study

We conduct the empirical user study to evaluate our proposed model for the
case when users have few keyword inputs. We use publicly available datasets
such as MUCT Database [5], FEI Face Database [1,8], and CUHK Database [9].
We use only images which faces are seeing front and less affected by lights.
Totally, around 600 images are used for our experiment. The user study is held
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(a) Overall results. (b) Elapsed time per examinee.

Fig. 4. Experimental results

by 16 people including 10 under graduates, 5 graduates, and 1 Ph.D holder. Each
examinee has been measured time in second to find a randomly chosen image.

In this experiment, we use FUKUWARAI1, interface shown in Section 4. To
compare with possible interface to retrieve face images over images, we use list-
ing interface as counter-interface. In the counter-interface, whole image database
divided into 13 pages which each page shows about 50 images in random order.
The counter-interface is natural interface to assume the case that few informa-
tion needs for retrieval, that is a lot of results being returned for incomplete
query. The other point of counter-interface is that users are able to find desired
images, while faceted navigation has some possibility that is not able to find
desired images making use of facets because of intuition mismatching of facets
and representatives.

Fig. 4(a) shows average retrieval time for each retrieval interface. The left bar
is our implementation, labeled as Faceted Navigation, and the other is counter-
interface, labeled as Listing Interface. This result shows our proposal helps
users to navigate result images via facets. However, the difference is not ideally
significant, because generally the user study depends on skills of examinees. Thus
for further analysis we evaluate for each examinee (Fig. 4(b)). The figure shows
average time for retrieval for each examinee, blue bar is our implementation
(Faceted Navigation) and red one is counter-interface (Listing Interface).
The horizontal axis shows examinee ids starting from A-P. By counting number
of examinees which report retrieved time of our implementation is faster than
that of counter-interface, there are 12 out of 16.

Also we can see the result of time for each examinee different from each other.
This is because some examinees feel easy to use faceted navigation but the other
do not. Once examinees miss where they are in the search space, they can hardly
find desired images on both interfaces. This makes our faceted navigation better
results, because faceted navigation has advantage to help examinees to narrow
results down but the counter-interface does not.

1 Fukuwarai is one of Japanese traditional cultural playing in the beginning of the
year. There are a face plate and separated parts, e.g. eyes, nose and mouth, then a
player puts them on the face plate without seeing the plate. All around enjoy the
funny picture made by the player.
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6 Conclusion and Future Works

We proposed a novel scheme for faceted image search which uses fragments of
images in the database as facets and group fragments to abstract values used for
retrieval. We have implemented an interface for face image databases, and use it
for the experimental user study which shows our method works. For the future
direction, automatic grouping of images is important but yet difficult. Because
our method highly depends on quality of grouping (in this paper we assume
perfect grouping), to improve the grouping results is our next task.
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Abstract. Searching for similar objects in a dataset, with respect to a
query object and a distance, is a fundamental problem for several appli-
cations that use complex data. The main difficulties is to focus the search
on as few elements as possible and to further limit the computationally-
extensive distance calculations between them. Here, we introduce a forest
data structure for indexing and querying such data. The efficiency of our
proposal is studied through experiments on real-world datasets and a
comparison with previous proposals.

1 Introduction

For several decades, indexing techniques have been developed to deal with effi-
cient searches over large collections of data. When considering vectorial data, it
turns out that search and indexing become more and more difficult when the di-
mension of the vectors increases. This has been named the “dimensionality-curse
problem.” The reader can find several surveys that present and compare existing
multidimensional indexing techniques [8] [2]. Nevertheless, objects to be indexed
are often more complex than mere vectors (e.g., sets, graphs). Hence, the focus
of indexing has partly moved from multidimensional spaces to metric spaces,
i.e., from exploiting the data representation itself to working on the similarities
that can be computed between objects.

This paper introduces a Metric-space Forest Indexing (MFI) technique: Sec-
tion 2 introduces metric spaces and kNN queries and reviews a short taxonomy of
indexing techniques. Then, Section 3 introduces our proposal, overviews its main
characteristics and the corresponding algorithms. Section 4 discusses experimen-
tal results. Section 5 concludes the paper and introduces research directions.

2 Indexing and Querying in Metric Spaces

Definitions. Formally, a metric space is defined for a set of elements that are
comparable through a given distance.

Definition 1 (Metric space). Let O be a set of elements. Let d : O×O → R+

be a distance function, which verifies: (i) non-negativity: ∀(x, y) ∈ O2, d(x, y) ≥
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0, (ii) reflexivity: ∀x ∈ O, d(x, x) = 0, (iii) symmetry: ∀(x, y) ∈ O2, d(x, y) =
d(y, x), (iv) triangle inequality: ∀(x, y, z) ∈ O3, d(x, y) + d(y, z) ≤ d(x, z). Then
(O, d) is a metric space.

The concept of metric space is rather simple and leads to some common possi-
bilities for querying a database. These are called similarity queries. We consider
k nearest neighbour (kNN) searches.

Definition 2 (kNN query). Let (O, d) be a metric space. Let q ∈ O be a query
point and k ∈ N be the expected number of answers. Then (O, d, q, k) defines a
kNN query, the value of which is S ⊆ O such that |S| = k (unless |O| < k) and
∀(s, o) ∈ S ×O, d(q, s) ≤ d(q, o).

Background. Metric spaces introduce the notion of topological ball; it allows
to distinguish between inside and external objects. Another useful partitioning
concept is the one of generalised “hyper-plane.”

Definition 3 (Closed Ball). Let (O, d) be a metric space. Let p ∈ O be a pivot
object and r ∈ R+ be a radius. Then (O, d, p, r) defines a (closed) ball, which can
partition inner objects from outer objects, respectively I(O, d, p, r) = {o ∈ O :
d(p, o) ≤ r} and O(O, d, p, r) = {o ∈ O : d(p, o) > r} (noted I(p, r) and O(p, r)
for short).

Definition 4 (Generalised hyper-plane). Let (O, d) be a metric space. Let
(p1, p2) ∈ O2 be two pivots, with d(p1, p2) > 0. Then (O, d, p1, p2) defines a
generalised hyper-plane H(O, d, p1, p2) = {o ∈ O : d(p1, o) = d(p2, o)} which can
partition “left-hand” objects, i.e., L(O, d, p1, p2) = {o ∈ O : d(p1, o) ≤ d(p2, o)}
from “right-hand” objects: R(O, d, p1, p2) = {o ∈ O : d(p1, o) > d(p2, o)} (noted
L(p1, p2) and R(p1, p2) for short).

Based on these two partitioning techniques, we can introduce a short taxon-
omy of some related indexing techniques. The first class does not enforce space
partitioning. There, we find M-tree, Slim-tree, etc. The M-tree [7] is an n-nary
tree that builds a balanced index of including and overlapping balls, allows in-
cremental updates, and performs reasonably well. Unfortunately, it suffers from
the problem of overlapping that increases the number of distance calculations to
answer a query. The Slim-tree [10] is an optimised version; it mainly reorganises
the M-tree index in order to reduce overlaps.

The second class, the one based on space-partitioning, is richer. Two sub-
approaches are included: One of them uses ball partitioning, like VP-tree, mVP-
tree, etc. The other approach uses hyper-plane partitioning such as GH-tree,
GNAT [4], etc.

The GH-tree [11] is a binary tree. The principle of this technique is the recur-
sive partitioning of a space into “half-planes.” Each other object is associated to
the nearest pivot. It has proven its efficiency in some dimensions but it is still
inefficient in large dimensions.

Similarly, the VP-tree [12] recursively partitions the space thanks to a ball.
The building process is based on choosing a (random) object as the centre and
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finding the median distance to the other objects as the radius. The mVP-tree [3]
is anm-nary version of the VP-tree where median is replaced by quantiles. Often,
it behaves better but there are not enough differences to investigate further.

More recently, the MM-tree [9] uses the principle of partitioning by balls too,
but it is also based on the exploitation of regions obtained from the intersection
between two balls. The partitioning is done in an incremental way. When a new
object arrives at leaf, containing a single value, they are used a the centre of
two balls, the radii of which are equal to their interdistance. These two balls
partition the space into four disjoint regions: their intersection, their respective
differences, and the complement of their union. Therefore, it is quaternary tree.
In order to improve the balancing of the tree, a semi-balancing algorithm is
applied near to the leaves, which reorganises the objects in order to gain one
level when possible. An extension of this technique has been developed: the
onion-tree [5]. Its aim is to divide the last region into successive expanding balls.
That improves the search algorithm, because the last region is particularly vast.
It is a variable arity tree.

3 Metric Forest Indexing

In this section, we introduce a forest, called MFI for short, as an indexing tech-
nique in metric spaces. More specifically, it is a family of forests (and trees). The
framework is generic and allows various implementations. It is a memory-based
metric access method that divides recursively the dataset into disjoint regions.

Definitions. Let us introduce formally the MFI generic family.

Definition 5 (MFI). Let M = (O, d) be a metric space. Let E ⊂ O be a subset
of objects to be indexed. Let 1 ≤ cmax ≤ |E| be the maximal cardinal that one
associates to a leaf node.

We define N as the nodes of a so-called MFI in the usual two-fold way: Firstly,
a leaf node L consists merely of a subset of the indexed objects, all of them
belonging to a closed ball: ((p, r), EL) ∈ (O × R+) × 2O with: EL ⊆ E, and
|EL| ≤ cmax. The contents of the leaves partition E.

Secondly, an internal node N is a generic ordered sequence of couples of

variable length: [(P1, N1), . . . , (Pn, Nn)] ∈
(
P ×NN

)N
where P is a generic data

structure, and each Ni is a (recursive) sequence of (sub) nodes with n ≥ 0. (Note
that the forest becomes de facto a tree when all its internal nodes have arity at
most 1.)

Next, this generic definition is instantiated hereafter based on some heuristic
rules, namely: (i) avoiding too large balls, especially near the root, by relying
on a forest rather than a tree (somewhat like onion-trees and M-trees), (ii) in-
tersecting them to further limit their volume (like MM-trees), (iii) partitioning
them into concentric rings (slightly like onion-trees and some VP-trees variants),
(iv) reducing as much as possible concavity (like GH-trees and unlike VP-trees).

Figure 1 illustrates one such MFI instance, more precisely the structure of
its inner node. This instance is rather clumsy at first sight. Let us explain it.
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Fig. 1. The partitioning principle of a proposed instance of an MFI node

Two distinct pivots are chosen at random in a given data subset. They serve
both as the centres of two balls each and as the base points for a hyperplane.
The two balls create rings that help to reduce the number of children searches
when the query ball has an intersection either with the ring or with the inner
ball but not both.

For each pivot, the first ball has an inner radius that is at most equal to half
the distance between the pivots. The enclosing ball has an outer radius that is
at most equal to the third half of this distance. The goal is to avoid too large
balls since in “multidimensional” spaces the volume grows exponentially with
respect to the radius.

Thanks to these balls and to the hyper-plane, we can divide the space into
four disjoint regions, namely (I) and (II) the inner balls, (III) and (IV) the
intersection between the outer balls and their corresponding “half-plane.” There
remains a fifth part that is not to be treated as part of the node. The rationale
behind that idea is again to avoid very large balls, especially near the root of
the “tree” because in that case no pruning could occur during a search.

An almost formal definition is given through Algorithm 1. It presents the batch
version of building that MFI instance. Notice that the full definition is slightly

Algorithm 1. Building an MFI instance in batch-mode

function Build
(
E ⊆ O, d ∈ O ×O → R+, cmax ∈ N∗) ∈ N N

if E = ∅ then return [ ] [i.e., an empty sequence]
elsif |E| ≤ cmax then let p = any{(o ∈ E}

r = max{d(p, o) : o ∈ E}
return [((p, r), E)] [i.e., a singleton sequence with one leaf]

else let (p1, p2) = any{(o1, o2) ∈ E2 : d(o1, o2) > 0} [two random and disjoint pivots]
d12 = d(p1, p2) ; ir = 1

2
d12 ; or = 3

2
d12

E1 = {o ∈ E : d(p1, o) ≤ ir ∧ d(p1, o) ≤ d(p2, o)} [o ∈ I(p1, ir) ∩ L(p1, p2)]
E2 = {o ∈ E : d(p2, o) ≤ ir ∧ d(p1, o) > d(p1, o)} [o ∈ I(p2, ir) ∩R(p1, p2)]
E3 = {o ∈ E : ir < d(p1, o) ≤ or ∧ d(p1, o) ≤ d(p2, o)}
E4 = {o ∈ E : ir < d(p2, o) ≤ or ∧ d(p1, o) > d(p2, o)}
return [((p1, p2), (Build(E1, d, cmax), . . . ,Build(E4, d, cmax)))]

+ Build(E \E1 \ E2 \E3 \E4, d, cmax)
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more complex in order to optimise searches; the generic parameter P contains
redundant information (e.g., d12) as well as additional information (e.g., exact
bounds, not only ir and or), rather than just p1 and p2. Also, note that this
proposal is just one among several others. We shall exemplify this in Section 4
since previous proposals have been implemented under our framework.

Building an MFI. For cases where the whole collection of data to index is
known before hand, a batch-mode algorithm is adequate. However, in most situ-
ations, an incremental version would be required. This version is more intricate,
therefore, due to space limitation, we describe it only in literary.

The insertions are done in a top-down way. Initially, the forest is empty.
The very first insertion in an empty sequence creates a new leaf with a single

object. The following insertions in a leaf make it grow until a maximum number
of elements, i.e., cmax, is attained. Due to time complexity considerations, its
value cannot be larger than

√
n where n = |E| is the cardinal of the whole pop-

ulation of objects to be inserted in the tree (actually only known in batch mode,
but it can be lower-bounded and even increased as the populations increases).
The ball is updated whenever a new object is inserted in the leaf extension.

When the cardinal limit is reached, a leaf is replaced by an internal node
and four new leaves are obtained by splitting the former set of objects into four
subsets according to the same conditions as of Algorithm 1. Possibly, a sibling is
created too. In fact, this step reuses Algorithm 1 on a local subset. During a split,
the choice of the pivots plays an important role along with the cmax parameter.
The goal is to balance, as much as possible, the tree. Without clear guidelines, we
“decided” to choose two objects at random. Indeed, the forest tends to be rather
balanced, hence inserting a new object is a logarithmic operation, in amortised
cost.

Inserting an object into an internal node amounts to selecting the subtree
that has to contain it with respect to the very same conditions and applying
the insertion recursively. (As a side-effect, some redundant node variables may
be modified.) However, the new object does not necessarily belong to regions I
to IV. In that case, we create again a brother node, i.e., the “tree” becomes an
actual forest.

Let us note that, at each internal node, only two distances are calculated in
order to insert a new object.

Similarity Queries. Although quite intricate, we developed a “standard” kNN
search that runs a “branch-and-bound” algorithm where the query radius, ini-
tialised to infinity, is monotonically decreased down to the distance to the forth-
coming kth answer. The algorithm accepts an additional parameter, a solution
“so-far,” initialised to an empty answer.

Basically, the forest is traversed in pre-order. When arriving at a leaf node, the
currently known sub-solution is merged with the local sub-solution. Note that
we rely on “k -sort” and “k -merge” variants of the sort and merge algorithms
respectively where the size of the answer is limited at most to the first k values.
These variants are much faster.
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When arriving on a sequence of internal nodes, the various regions are checked,
the remaining candidates are ordered and hopefully some of them pruned; finally
the search is pursued in the corresponding elected sub-nodes in expected order
of relevance.

4 Case Study and Analysis

In order to explore the efficiency of our approach, we run some experiments.
Firstly, we choose a few real-world datasets and the accompanying queries, then
run our proposal along previously introduced ones, and finally evaluate the per-
formances of kNN searches.

Datasets. Two used real-world datasets are described in Table 1. The so-called
intrinsic dimension of a dataset gives a measure of the complexity of indexing it.

We use Chávez et al. formula [6]: d = 1
2
μ2

σ2 where μ is the average of the observed
distances between pairs of objects and σ2 is the variance. French cities coordi-
nates provides a base line, since 2D coordinates are easy to index. By contrast,
MPEG-7 Scalable Colour Descriptors (SCD) are multimedia descriptors with 64
dimensions. They are not suitable, in this form, for common multidimensional
indexing techniques such as R-trees, X-trees [1], etc. However, their intrinsic
dimensionality is not that high, “only” 8.

Algorithms. To run the search algorithms, we used 1,001 different objects as
queries. In all the experiments, we run kNN searches with k equal to 20. Actu-
ally, we developed and used five algorithms: (i) Naive. This is the basic search
algorithm, which consists of an improved sort limited to the first kth values, the
complexity of which is O(n.D) + O(n. log2 k) where D is the complexity of the
used distance. It serves as a (worst) comparison stallion. (ii) FMI. This is our
proposal. (iii) GH, VP, and MM. These are not the original versions but three
bucketed implementations of them, developed under our framework. This allows
a fair comparison, all the versions being implemented, somewhat optimised, and
instrumented with a largely common code. Hence, their respective merits depend
mainly on the way they partition the space.

The cmax parameter was chosen either as a constant, 8, or the logarithm in
base 2 (respectively 15 and 13 for the datasets at hand), or the square root
of the size of the collection (respectively 189 and 100). For our MM-tree-like
implementation, only the constant 8 is used; it corresponds to the original semi-
balancing algorithm (and it is a tight constraint to limit the time complexity for
building the MM-tree).

Table 1. Real-world datasets

Dimensions
Dataset #Elements Distance Apparent Intrinsic Description

French cities 35,183 L2 2 1.912 2D Coordinates
Colour histo. 10,000 L1 64 8.314 MPEG-7 SCD
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Table 2. French cities experimental measures

VP 8 log sqrt
min 1,660 1,170 2,170

average 10,017 9,306 20,318
stddev 7,056 5,933 13,270
median 8,049 8,573 18,282

max 32,570 28,103 58,736

GH 8 log sqrt
min 1,695 1,322 1,449

average 15,346 12,099 10,788
stddev 8,480 6,444 6,110
median 13,458 10,940 9,677

max 35,396 31,658 30,458

MM 8 k -sort
min 1,311 min 317,007

average 4,635 average 318,300
stddev 1,124 stddev 553
median 4,579 median 318,292

max 9,482 max 319,877

MFI 8 log sqrt
min 1,576 1,444 1,800

average 4,223 4,205 8,130
stddev 1,316 2,022 3,905
median 4,018 3,601 7,312

max 8,845 11,778 20,662

Table 3. MPEG-7 SCD experimental measures

VP 8 log sqrt
min 61,763 116,563 588,529

average 1,102,326 1,083,944 1,368,951
stddev 410,149 375,947 264,875
median 1,188,690 1,160,832 1,371,284

max 1,967,888 1,860,595 1,887,112

GH 8 log sqrt
min 271,929 233,864 198,431

average 1,465,409 1,320,001 1,254,771
stddev 511,888 443,818 402,526
median 1,573,054 1,429,399 1,367,281

max 2,500,494 2,204,342 1,884,863

MM 8 k -sort
min 152,170 min 1,950,465

average 1,224,772 average 1,950,767
stddev 449,584 stddev 100
median 1,292,343 median 1,950,770

max 2,079,803 max 1,951,045

MFI 8 log sqrt
min 59,093 47,476 182,950

average 983,814 976,551 1,055,460
stddev 372,059 376,884 363,224
median 1,046,715 1,052,645 1,132,867

max 1,724,726 1,716,615 1,792,628

Measures on kNN Searches. When running the queries, we extracted several
measures. Hereafter, we present only the overall performance, i.e., the sum of
(i) the number of accessed objects, (ii) the number and the cost of distance
computations, and (iii) the number of distance comparisons including the sort
and merge phases. Tables 2 and 3 summarise the measures.We highlighted the
smallest values of each statistical parameter, excluding k -sort, the baseline.

Experiments for the French cities dataset, the easy one, show clearly that
the performances are largely better than a k -sort (See Table 2), between 1.3
and 6.4% on the averages with respect to it. Although there is no clear winner
between MM and MFI, we note that performances tend to degrade as the size
of the leaves increases, but this degradation is less important for our proposal
than for GH- and VP-like trees. Also, a logarithmic size of the leaves seems to
be the better compromise for the three related candidates. Ours is the best both
on the average and median values.

Experiments for the multimedia dataset show clearly one point: the over-
all performances largely degrade for all the proposals, becoming in some cases
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worse than the näıve algorithm! On the averages, the ratios are between 50.4
and 75.1%. . . This is just another illustration of the so-called “curse of dimen-
sionality” problem. In this difficult situation, our proposal is the one that resists
the best and, again a logarithmic size of the leaves seems to be the best choice.

5 Conclusion

In this paper, we have extended the hierarchy of indexing methods in metric
spaces with a family of indices consisting of a generalisation of metric trees:
metric forests. We provided a first instantiation that combines several heuristics
that seem a priori interesting when partitioning a search space. Experiments are
encouraging and we shall work on determining the variants and/or parameters
that best contribute to reducing the search effort in general. Then, dedicated
sequential and/or parallel optimisations could be applied.
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Abstract. In order to provide information needed in knowledge-intense
business processes, large companies often establish intranet portals, which
enable access to their process handbook. Especially, for large business
processes comprising hundreds or thousands of process steps, these por-
tals can help to avoid time-consuming access to paper-based process doc-
umentation. However, business processes are usually presented in a rather
static manner within these portals, e.g., as simple drawings or textual
descriptions. Companies therefore require new ways of making large pro-
cesses and process-related information better explorable for end-users.
This paper picks up this issue and presents a formal navigation frame-
work based on linear algebra for navigating in large business processes.

Keywords: Process Navigation, Process Visualization.

1 Introduction

Large, knowledge-intense business processes, like the ones for engineering the
electric-/electronic components in a car [1], may comprise hundreds or thou-
sands of process steps. Usually, each process step is associated with task-related
information, like engineering documents, development guidelines, contact infor-
mation, or tool instructions—denoted as process information. To handle such a
large information space (cf. Fig. 1), companies use web-based intranet portals.
The goal is to provide a central point of access for their staff members enabling
them to quicker find and access the process information needed. Process infor-
mation, however, are often manually linked within these portals and hard-wired
navigation structures are used to explore them. Process information not linked
at all is not directly accessible for users.

In these portals, business processes and process information are usually visu-
alized in a rather static manner [2,3], e.g., in terms of simple document lists (cf.
Fig. 1). Van Wijk has shown that such visualizations often result in an infor-
mation overload, rather disturbing than supporting the user [4]. Furthermore,
process participants may have different perspectives on a business process and
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Fig. 1. Providing process information in intranet portals

related process information [5,6]. For example, consider the development of an
ABS1 control unit:

– Requirement Engineers (Use Case 1): Requirement engineers write a
general specification for the ABS control unit. For this purpose, they need
detailed instructions, templates, and contact persons. Needed information
are also logic relations between process steps and process information.

– Project Managers (Use Case 2): Project managers must be able to
identify the reasons for missed project deadlines, which negatively affect
overall project goals. In this context, they need information about the status
of all process steps as well as an abstract view on process steps and associated
process information (e.g. due dates and duration of process steps).

These two use cases illustrate the diversity of process tasks and related
process information needed. Obviously, users may have different roles and hence
follow different navigation goals. Requirement engineers, for example, need very
detailed information, whereas project managers ask for information on a more ab-
stract level.

This paper introduces a process navigation framework that allows different
users to intuitively and effectively navigate in and explore complex business
process models. Our approach provides both processes and process information
on different levels of abstraction. In particular, users can dynamically reach their
navigation goal independent of their specific role. To provide a sound foundation
of this navigation framework, linear algebra is used. We further demonstrate the
applicability of the framework along scenarios from the automotive domain.

The remainder of this paper is organized as follows: Section 2 introduces basic
notations and our core navigation model. Section 3 describes advanced concepts
of our process navigation framework in detail. Section 4 applies these concepts
to a real-world scenario. Section 5 discusses related work. Finally, Section 6
concludes the paper with a summary and an outlook.

2 Basic Notations and Core Navigation Model

We first introduce basic notation needed for the understanding of our navigation
framework. Specifically, we reuse an existing navigation concept for complex
information spaces to business processes—Google Earth [7].

1 Antilock Braking System
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Fig. 2. Different navigation dimensions

Navigation Dimensions. We distinguish between geographic, semantic, and view
navigation dimension. The geographic dimension allows for visual zooming with-
out changing the level of detail. Regarding a process model with three process
steps, for example, the user may zoom into the first step labeled “General Speci-
fication” (cf. Fig. 2a). A metaphor reflecting this dimension is using a magnifier,
while reading a newspaper. In the semantic dimension, process information may
be displayed at different levels of detail. Assuming that process steps comprise
multiple activities, these activities may be additionally displayed by increasing
the value of the semantic dimension (cf. Fig. 2b). Finally, the view dimension
allows users to emphasize specific information, while reducing other, e.g., the
duration of process steps. For example, the view may change from a logic-based
to a time-based one (cf. Fig. 2c). Overall, these three dimensions define the
navigation space.

Navigation State (NS). A navigation state corresponds to a specific point within
the navigation space. The three navigation dimensions of this space are scaled
in different values of which each represents a relative scale. For the sake of
simplicity, we use natural numbers for this. Hence, in our context, we can define
a navigation state as a triple. Let g be the value of the geographic dimension,
s the one of the semantic dimension, and v the value of the view dimension. A
specific navigation state NS can then be represented as:
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NS = (g, s, v) with g, s, v ∈ N (1)

Note that g, s, and v may be manually selected by the user. The set of all possible
navigation states NStotal is as follows:

NStotal = {(g, s, v)|g, s, v ∈ N} (2)

Some of these navigation states may not make sense from a semantical point of
view, i.e., they disturb the user or are forbidden by definition. Think of Google
Earth and assume the user wants to see the whole globe (geographic dimension)
and all city names at the same time (semantic dimension). In such a navigation
state, labels would significantly overlap due to limited screen space. Hence, such
a navigation state should be not reachable and be added to the set of forbidden
navigation states NSforbidden. In turn, we denote the set of allowed navigation
states as basis model BM .

Basis Model (BM). The basis model corresponds to the set of allowed navigation
states within the navigation space:

BM = NStotal\NSforbidden (3)

Process Interaction. Changing values of the three navigation dimensions corre-
sponds to a state transition within the navigation space. Since such state tran-
sitions are user-driven, we denote them as process interactions. In our frame-
work, process interactions are represented by vectors. Changing the view from
“logic-based” to “time-based” (cf. Fig. 2c) constitutes an example of such an
interaction. A one-dimensional process interaction, in turn, is an activity trans-
forming a given navigation state into another one by changing the value of ex-
actly one navigation dimension. We assume that g, s, v ∈ N and e = (ẽ1, ẽ2, ẽ3).
A one-dimensional process navigation IntoneDim can then be defined as follows:

IntoneDim = {(ẽ1, ẽ2, ẽ3)|ẽ1, ẽ2, ẽ3 ∈ {0, 1,−1} and ‖e‖ = 1} (4)

In turn, a multi-dimensional process interaction can be defined as an activity
transforming one navigation state into another by changing the value of several
navigation dimensions at the same time (e.g., both the geographic dimension and
the semantic dimension may be changed at once). Google Earth, for example,
implicitly uses multi-dimensional interactions when the user applies the scroll
wheel to zoom. If the geographic dimension is changed, the semantic dimension
is changed accordingly. Since this functionality is well known and accepted by
users, we apply it to process navigation as well. We define multi-dimensional
process interaction as follows:

IntmultiDim = {(ẽ1, ẽ2, ẽ3)|ẽ1, ẽ2, ẽ3 ∈ {0, 1,−1}} (5)

Navigation Model (NM). In our framework, a navigation model corresponds
to a pre-defined set of allowed process interactions. This set may contain one-
dimensional as well as multi-dimensional process interactions. According to (4)
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and (5), and due to the subset relation between one- and multi-dimensional
process interactions (6a), the set of all possible process interactions Inttotal can
be defined as follows:

IntoneDim ⊂ IntmultiDim (6a)

⇒ Inttotal = IntmultiDim (6b)

This set of allowed process interactions can be further reduced by manually
discarding the set of forbidden process interactions Intforbidden. Thus, NM can
be defined as follows:

NM = Inttotal\Intforbidden (7)

Navigation Sequence (NavSeq). A navigation sequence is a sequence of process
interactions. It describes the path along which the user navigates from a start
navigation state NS0 to an end navigation state NSn:

NavSeq = (a1, . . . , an, NS0, NSn)

with a1, . . . , an ∈ NM ∧NS0, NSn ∈ BM
(8)

Process Navigation (PN). Finally, process navigation can be defined as 4-tuple
consisting of the basis model, the navigation model, a start state NS0, and a
navigation sequence defined by the user:

PN(BM,NM,NS0, NavSeq) (9)

Navigation sequence NavSeq can be further investigated by applying linear al-
gebra to the process navigation 4-tuple in (9) (cf. Section 3.1).

3 Process Navigation Framework

Basically, our process navigation framework comprises two main components (cf.
Fig. 3): the navigation and presentation layers. The navigation layer specifies
the basis model and the navigation model (cf. Section 2) using linear algebra
(i.e., the formal approach we apply). In turn, the presentation layer deals with
the visualization of business processes and related process information. It also
provides different stencil sets enabling different process visualizations.

Distinguishing between navigation and presentation layer allows us to apply
different visualizations in the context of the same navigation logic. In turn,
this increases the flexibility of our framework as companies often prefer specific
process visualizations [6]. Focus of this paper is on the navigation layer.

3.1 Running Example and Basic Issues

We first present a running example—an automotive requirements engineering
process (see Use Case 1 in Section 1). The navigation space, which is shown in
Figure 4, has been manually designed. Its schematic model, which is based on
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Fig. 3. Components of our process navigation framework

the three navigation dimensions introduced in Section 2, is shown in the center of
Fig. 4. It assumes that the requirements engineer is currently working on activ-
ity “Create Component Profile” within the process step “General Specification”.
Assume further that the requirement engineer needs to know the activity suc-
ceeding the current one in order to find the right contact person for passing the
specification document resulting from his work. For this purpose, he navigates
from his current context, i.e., the default start state (0, 0, 0) to state (1, 1, 0) in
which he then can gather the information needed.

Concerning the three dimensions of this simple example, we can define g, s, v ∈
{0, 1} instead of using natural numbers, i.e., every dimension is scaled in only
two values. The overall number of possible navigation states is thus 23; note that
in more complex navigation spaces, the number of navigation states increases
exponentially with increasing number of navigation dimensions. In the following,
NStotal is manually restricted by excluding two states: (0, 1, 0) and (0, 1, 1).
These two states provide too many information items on the screen and would
thus confuse the user. Think again of the Google Earth scenario, where all city
names are shown in the semantic dimension, but the whole globe is shown in the
geographic dimension at the same time. Considering (10a) and (10b), the basis
model BM can be defined as shown in (10c):

NStotal = {(0, 0, 0), (0, 0, 1), . . . , (1, 1, 1)} (10a)

NSforbidden = {(0, 1, 0), (0, 1, 1)} (10b)

BM = {(0, 0, 0), (0, 0, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)} (10c)

In our running example, we only allow for one-dimensional process interactions.
Therefore we restrict Inttotal by excluding all other possible process interactions
Intforbidden:
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Fig. 4. Running example illustrating a navigation space with 8 navigation states

NM =

⎧⎨⎩a

⎛⎝1
0
0

⎞⎠ , a

⎛⎝0
1
0

⎞⎠ , a

⎛⎝0
0
1

⎞⎠⎫⎬⎭ , a ∈ {1,−1} (11)

Based on the notation of process navigation (9), we can now investigate user-
driven navigation sequences. For each process interaction, we can calculate
whether or not the requirement engineer leaves the BM (i.e., reaches a navi-
gation state not being an element of BM). We assume that he applies navigation
sequence NavSeq:

NavSeq =

⎛⎝i1 =

⎛⎝1
0
0

⎞⎠ , i2 =

⎛⎝0
1
0

⎞⎠⎞⎠ (12)

NavSeq consists of two process interactions. More precisely, i1 corresponds to a
geographical zooming without changing the level of information detail, whereas
i2 corresponds to an increase of the level of information detail. In the following,
we apply both navigation interactions to our BM .

Step 1: We first calculate navigation state NS1 resulting after the first pro-
cess interaction of the requirement engineer, i.e., after adjusting the geographic
dimension to zoom into the process step “General Specification” (cf. Fig. 4).
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Therefore, we add the first vector i1 to start state NS0:

NS0 + i1 = NS1 = (0, 0, 0)T + (1, 0, 0)T = (1, 0, 0)T (13)

As result, we obtain navigation state (1, 0, 0) ∈ BM . Hence, Step 1 constitutes
a correct process interaction.

Step 2: From the newly obtained state NS1 (i.e., the current start state) the
requirement engineer now wants to increase the level of information detail, i.e.,
the value of the semantic dimension is increased to display the activities within
the process step “General Specification”. This process interaction i2 is performed
similar to Step 1:

NS1 + i2 = NS2 = (1, 0, 0)T + (0, 1, 0)T = (1, 1, 0)T (14)

Finally, we check whether NS2 is an element of BM . Since this is the case,
NavSeq can be constituted as allowed navigation sequence.

If the user chooses another navigation sequence to reach the preferred end
state (1, 1, 0), the result may be different. For example, a navigation sequence
may start with increasing the value of the semantic dimension, i.e., by applying
process interaction (0, 1, 0). The resulting state will then be (0, 1, 0), which is
not an element of BM and thus constitutes a forbidden state, i.e., the state to
which the user must not navigate. By calculating allowed navigation possibilities
in advance, i.e., before the user action takes place, we can guide the user in not
taking a forbidden way through the navigation space.

3.2 Navigation Possibilities

Taking our running example (cf. Fig. 4), we further investigate possibilities to
navigate from a given navigation state to other states. This becomes necessary
to effectively support users moving within the navigation space. Think of a
scenario in which a user is initially situated in navigation state (0, 0, 0). As
navigation spaces could become more complex than in our running example, the
user does not necessarily know how the basis model BM looks like in detail,
i.e., he does not know to which navigation state(s) he may navigate. To avoid
incorrect navigation, like the one from (0, 0, 0) to forbidden state (0, 1, 0), it is
important to give recommendations regarding allowed navigation options in a
given state. Considering navigation states, for example, it is important to identify
neighboring navigation states allowed.

The neighbor characteristic describes the relation between two navigation
states P1 and P2 that can be reached by applying exactly one single process
interaction. Since we differentiate between one- and multi-dimensional process
interactions, we also distinguish between one- and multi-dimensional neighbors.

One-Dimensional Neighbors. Two navigation states P1 and P2 constitute
one-dimensional neighbors if a user can navigate from P1 to P2 by applying
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exactly one one-dimensional process interaction. In case only one-dimensional
process interactions are allowed, the user may only navigate to one-dimensional
neighbors of the current state:

P1 is a one-dimensional neighbor of P2 iff

P1, P2 ∈ BM ∧ ∃e ∈ IntoneDim : P1 + e = P2

(15)

Multi-dimensional Neighbors. Consider again our running example (cf. Fig.
4) and assume a user wants to navigate from (0, 0, 0) to (1, 1, 0). This could be
accomplished by two consecutive one-dimensional process interactions. Gener-
ally, two states P1 and P2 are multi-dimensional neighbors, if P2 is reachable
from P1 through a multi-dimensional process interaction:

P1 is multi-dimensional neighbor of P2 iff

P1, P2 ∈ BM ∧ ∃e ∈ IntmultiDim : P1 + e = P2

(16)

Reachable Navigation States. A state P2 is reachable from a state P1 if
there exists a navigation sequence that allows the user to navigate from P1 to
P2. Thereby, the neighbor characteristics are applied in every process navigation
step. As only pre-condition both P1 and P2 must be elements of BM :

P1 is reachable from P2 iff
P1, P2 ∈ BM ∧ ∃(n1, . . . , nz) with n1, . . . , nz ∈ IntmultiDim

∧ P1 +
∑z

i=1 ni = P2 ∧ P1 +
∑m

i=1 ni ∈ BM ∀m
(17)

Knowing neighboring and reachable navigation states the navigation possibilities
of a user can be determined. If a user is currently in a certain navigation state, we
can guide further navigation interactions by recommending possible neighbors.
This prevents users from a trial-and-error navigation.

3.3 Navigation Distance

Obviously, a navigation sequence applied by a user reflects the number of con-
ducted process interactions. In turn, respective process interactions may require
several user interactions (e.g., mouse clicks within an intranet portal). For the
sake of simplicity assume that a user only applies one-dimensional process in-
teractions. Then the number of user interactions corresponds to the number of
mouse clicks. To decrease the latter (i.e., to enable a more efficient process navi-
gation), the length of a navigation sequence required to navigate from a start
state to a desired target state should be minimized. In the following, a method
and metric to measure the length of navigation sequences are introduced.

As mentioned in Section 2, in general, we assume that the values of each
navigation dimension correspond to any natural numbers. Hence, the distance
between two arbitrary navigation states P1 and P2 can be easily calculated:

DIST (P1, P2) =
√
(g1 − g2)2 + (s1 − s2)2 + (v1 − v2)2

with Pi = (gi, si, vi) ; i = 1, 2
(18)
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Note that this metric can be applied to arbitrary states of the navigation space,
i.e., these two states do not necessarily have to be one- or multi-dimensional
neighbors. Furthermore, we can measure the overall walking distance of a user
navigating within the navigation space. This distance corresponds to the sum of
one- or multi-dimensional process interactions:

NAVDIST (NavSeq) =

n∑
i=1

‖ai‖ where a1, . . . , an ∈ NavSeq (19)

3.4 Navigation Quality

To gain information about the quality of a chosen navigation sequence, we can
measure its effectiveness , i.e., how quickly the user reaches his navigation goal
when applying this navigation sequence. For this purpose, we consider the ratio
of the distance between the start and end point of the navigation sequence on the
one hand and its length on the other hand. Note that this metric does not only
allow us to compare different navigation sequences, but it also enables better user
assistence, e.g., based on recommendations about shorter navigation sequences:

Eff(P1, P2, NavSeq) =
DIST (P1, P2)

NAVDIST (NavSeq)
(20)

3.5 Discussion

When assisting users in searching for process information in complex business
processes, we are facing various challenges. One challenge is to categorize avail-
able process information. Introducing different navigation dimensions simplifies
this task.

Table 1. Table of requirements

ID Requirement

R1 The dynamic adoption of different navigation paths must be enabled.
R2 Shortcuts and favorites are needed.
R3 Fast and lean calculation of new navigation situations is needed.
R4 User actions must be easily traceable.
R5 An expansion of the navigation space (up to n dimensions) must be supported.

Another challenge is to cope with the huge amount of process information and
its classification as well as the formalization of process navigation. For the latter,
several techniques may be applied. Table 1 lists main requirements on process
navigation, we previously identified in two case studies [8]. Table 2 further shows
that linear algebra, unlike other potential formalisms we can use for formalizing
our navigation approach, fulfills all five requirements. Linear algebra is both
generic enough to support the future expansion of our navigation approach (R5)
and lean enough to allow a fast adaption to new navigation situations (R3).
Therefore, linear algebra is most suitable in our context.
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Table 2. Comparison of different formalization techniques. (+++: very good, ++: good,
+:neutral)

ID F
in
it
e

st
a
te

m
a
ch

in
es

P
et
ri

n
et
s

S
ta
te

tr
a
n
si
-

ti
o
n
sy
st
em

s

L
in
ea
r
a
lg
eb

ra

P
re
d
ic
a
te

lo
g
ic

R1 +++ +++ +++ +++ ++
R2 ++ ++ ++ +++ +
R3 ++ ++ + +++ +
R4 +++ +++ +++ +++ ++
R5 + + + +++ +

4 Applying the Framework

We apply our navigation framework to a complex scenario comprising a large
number of possible navigation states. Figure 5a shows a two-dimensional snippet
of a three-dimensional navigation space. Black dots represent the basis model
BM , i.e., the set of allowed navigation states. In turn, blank dots represent
forbidden navigation states from set NSforbidden. The horizontal dimension cor-
responds to the semantic and vertical one to the geographic dimension.

Fig. 5. Example of calculating the quality of navigation sequences

Assume that a user wants to navigate from start state (0, 0, 0) to end state
(1, 8, 0). This corresponds to Use Case 2 from Section 1, where the project
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manager tries to identify project delays. Therefore, he needs detailed information
about due dates, durations, and responsible persons (semantic dimension). Ad-
ditionally, he requires an overview of all process steps of the project (geographic
dimension).

First, we investigate the reachability of the end state from the start state.
This way, we can check whether the needed information can be displayed at the
desired geographic level, which shows all the process steps of the project.

When being in state (0, 5, 0), a further increase of the information detail would
result in an information overflow. The project manager then has to change the
geographic level to zoom in, before he might be further allowed to increase the
level of detail in the semantic dimension.

Second, we measure the distance between start and end state (cf. Fig. 5a):

DIST (Start, End) =
√
82 + 12 ≈ 8,06 (21)

We now investigate the manager’s navigation path while navigating within the
navigation space, i.e., navigation sequence Nava from Fig. 5b. The manager
applies nine one-dimensional process interactions to reach the end state. Hence,
the distance is as follows:

DIST (Nava) =

n−1∑
i=0

DIST (Pi+1, Pi) =

8∑
0

1 = 9 (22)

Regarding our use case, the project manager might only be interested in ad-
justing the semantic dimension. The geographic dimension could be adjusted
accordingly (from navigation state (0, 5, 0) to state (1, 6, 0)) to avoid an overflow
of the display with information. In this context, a multi-dimensional process
interaction is applied automatically, reducing the user path by one interaction
(cf. Fig. 5c). The distance of Navb can then be calculated as follows:

DIST (Navb) =

n−1∑
i=0

DIST (Pi+1, Pi) = 1+1+1+1+1+1+
√
2+1 ≈ 8,41 (23)

Using Eff , the following effectiveness ratios can be calculated for Nava and
Navb respectively:

Eff(Start, End,Nava) =
8,06

9
≈ 89,55% (24a)

Eff(Start, End,Navb) =
8,06

8,41
≈ 95,79% (24b)

As can be seen in (24a) and (24b), suggesting navigation shortcuts leads to a
more effective navigation path in Navb as indicated by the effectiveness ratios
95,79% and 89,55% respectively. This effect increases with the number of short-
cuts. If typical navigation paths can be assigned to specific roles, further path
suggestions could already be made before the user starts to navigate.
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This example also indicates how our process navigation framework can be
applied to Use Case 1. Again we use neighbors to measure distances and to
calculate the effectiveness of navigation sequences. Doing so, more efficient navi-
gation becomes possible by reducing unnecessary process interactions.

5 Related Work

According to Figure 6, related work stems from four areas:
First, information retrieval concerns information-seeking behavior of users [9].

We adopt this understanding in our process navigation framework. In this con-
text, Belkin et al. [10] state that there are only little differences between in-
formation retrieval and information filtering. We apply this idea, by providing
different navigation dimensions in our navigation framework.

Fig. 6. Relevant areas of related work.

Second, zoomable user interfaces [11] have been developed to allow users to dy-
namically change views on information (information visualization). Specifically,
they enable a decreasing fraction of an information space with an increasing mag-
nification. Respective user interface concepts have been realized, for example, in
Squidy, a zoomable design environment for natural user interfaces [12], in ZEUS,
a zoomable explorative user interface for searching and presenting objects [13],
and in ZOIL, a cross-platform user interface paradigm for personal information
management [14]. Bederson also uses zooming techniques from JAZZ [15] and
Pad++ [16] to develop intuitive user interfaces. Finally, Proviado applies aggre-
gation and reduction techniques for creating views on large process models [17].
We adopt ideas from these approaches and extend them to ensure flexible process
navigation.

Third, process model repositories [2,18] are discussed in literature. Current
repositories, however, suffer from redundancies and complexity making changes
costly and error-prone [19]. Recently, several approaches have been suggested to
improve this situation [20,21].

Fourth, Mendling et al. [22] give insights into factors making process models
better understandable. They investigate understandability as a proxy for the
quality of process models, e.g., a relatively high number of arcs has a negative
effect on a process model’s understandability.

6 Summary and Outlook

Quickly finding the process information needed during process execution is cru-
cial for knowledge workers. To support them in accomplishing this task,
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companies crave for new ways of delivering and visualizing processes together
with associated process information. This paper has presented a framework for
navigating in large process spaces and related process information on different
levels of detail. Our framework allows achieving flexible navigation goals for users
with different roles and different tasks. Specifically, we use linear algebra to for-
malize our framework and apply it to selected use cases. Our results show, how
our process navigation framework facilitates information retrieval in complex
processes and related process information.

Future research will address three topics. First, we will specify the presentation
layer (cf. Fig. 3) in more detail, e.g., by defining and developing sophisticated
concepts for process-oriented information visualization. Second, we will develop
concepts for integrating the navigation layer and the presentation layer. Third,
we will focus on the evaluation of the process navigation approach by performing
user tests and surveys.
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Abstract. This paper presents a notation, Chant, aimed at integrating the activi-
ty-centric perspective and the data-centric one in the domain of business 
processes. Chant process models provide a network-oriented structure in which 
the tasks, the choice blocks and the flow handlers are the nodes and their inter-
connections represent the information flows. The companion information  
models define the structure of the business entities: they place emphasis on 
mandatory attributes and associations so as to enable the readers to easily  
understand the effects brought about by the tasks.  

Keywords: information systems, business processes, tasks, choices, informa-
tion flows. 

1 Introduction 

The notion of PAIS (Process-Aware Information System) [1], which advocates a tigh-
ter integration between the areas of information systems and business processes, has 
brought about several lines of research whose leitmotiv is the shift from the activity-
centric perspective to the data-centric one.  

While in the activity-centric perspective, whose standard representative is BPMN 
[2], the emphasis is placed on the tasks and their ordering provided by the control 
flow, what is important from the data-centric point of view is the discovery of the key 
business entities along with their life cycles. 

Several approaches have been proposed to combine business entities (often called 
business artifacts) with their life cycles in higher-level business processes [3-10]. The 
most relevant issue is how to synchronize the states of the entities affected by the 
process, in a simple yet effective way. Most approaches keep the entity life cycles 
separate from the process models, for flexibility reasons, but they incur redundancy 
issues in that a number of states need to be repeated in the synchronization points.  

In order to overcome these drawbacks, this paper proposes a notation, Chant 
(choice and task network), in which tasks, along with choice blocks and flow han-
dlers, are nodes in a network and their interconnections represent information flows.  

Chant is meant for conceptual models, i.e., models representing both static issues 
and dynamic ones, with the purposes of helping analysts understand the domain under 
consideration and of supporting communication between developers and users [11].  

Chant models consist of two parts, the behavioral model and the information mod-
el. The information model defines the structure (types, attributes and relationships) of 
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the business entities of the domain. Behavioral models encompass process models and 
role models. Role models include tasks that may be performed by any member of the 
role and are not part of processes.  

A key issue for the integration of process models and information ones is the defi-
nition of the intended effects of the tasks. In Chant, the intended effects are expressed 
in a declarative manner either implicitly or explicitly. The implicit representation 
draws on mandatory attributes and relationships which are emphasized in the informa-
tion models; the explicit effects are defined with post-conditions, while constraints are 
expressed with pre-conditions and invariants. The language used to express the condi-
tions (pre-conditions, post-conditions and invariants) is a simplified version of the 
OCL language [12]. 

This paper is organized as follow. The next section introduces the Chant notation 
by presenting a simple role model and the companion information model. Section 3 
presents the major features of the notation, then section 4 describes the related work, 
and section 5 provides the conclusion. The examples presented in the next sections 
refer to a process meant to handle the submission of papers to a conference. 

2 Role Models and Generative Effects 

Role models mainly include free tasks, i.e. tasks that may be performed by any mem-
ber of the role when they want to. A simple role model with the companion informa-
tion model is shown in Fig.1: task enterConferenceInfo enables a chairman to gener-
ate a new conference entity and to start a new instance of process HandleSubmissions. 
Tasks are depicted as rectangles with rounded corners and processes as rectangles 
with double borders. 

 

 

Fig. 1. Example of role model 

The effects of a task can be inferred from its local information flow, which consists 
of the input and output flows with their labels and qualifiers; the labels indicate the 
types of the entities the flows are made up of. If an output flow is qualified with the 
keyword new, then a generative effect is entailed. Therefore, the outcome of task 
enterConferenceInfo is the generation of a conference entity.  

enter 
ConferenceInfo

Conference (new)
HandleSubmissions

Role model (Chairman)

Conference Chairman
1

Attributes: Conference: mandatory Date d1.

Information model

n
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Complementary effects can be deduced from the conventions related to the infor-
mation model, as follows. 

Usually, when a new entity is generated, a number of attributes have to be initia-
lized: they are called mandatory attributes and may be internal attributes or associa-
tive ones. Mandatory internal attributes are preceded by the “mandatory” qualifier. 

In the Conference type, there is one mandatory attribute, d1, which indicates the 
deadline for the submission of papers to the conference. 

Associative attributes implement associations and may refer to single entities or 
collections of entities depending on the cardinalities of the corresponding relation-
ships. The cardinality of the relationship Conference-Chairman is many to one (n,1) 
and hence a conference is related to one chairman while a chairman may be related to 
several conferences. Such associations are represented by the associative attributes 
“chairman” in conference entities and the associative attributes “conferences” in 
chairman entities. The names of the associative attributes are based on the names of 
the corresponding entity types. 

Associations may be mandatory on one side and may be optional on the other; in 
this case, the relationship is shown as an oriented link whose origin is the entity type 
for which the association is mandatory.   

On the basis of these conventions, the execution of task enterConferenceInfo re-
sults in the generation of a new conference entity (in which the attribute d1 is initia-
lized) and in the association of this entity with the chairman entity representing the 
performer of the task. The last result can be understood if the context of the task is 
taken into account: while the mandatory association Conference-Chairman calls for 
the connection to a chairman entity, the identification of the proper entity draws on 
the context of the task, which is provided by the process model. Since the task is 
meant to be performed by a chairman, the corresponding chairman entity is the item 
which makes the mandatory association fulfilled. 

The output flow of task enterConferenceInfo is connected to process HandleSub-
missions: the new conference entity is then passed to a newly generated instance of 
process HandleSubmissions. This process is illustrated in the next section. 

3 Process Models 

In this section the major features of Chant process models - i.e. the pre/post condi-
tions of the tasks, the determination of the performers of the tasks, the representation 
of human choices and the flow handlers - are illustrated on the basis of process Han-
dleSubmissions.  

The process model and the companion information model are shown in Fig.2. The 
entity type written between parentheses after the process name is the process case. 
Then, each instance of process HandleSubmissions deals with a different conference 
entity (the case of the instance). The case entity determines the context of the tasks 
included in the process: it can be referred to in the pre (post)-conditions of the tasks 
with the type name written with the initial in lower case (e.g. conference). 

The simplified requirements of the process are as follows; the implied tasks are 
written between parentheses. 
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Process HandleSubmissions enables authors to submit papers (task submitPaper) 
and reviewers to declare their interest in the conference (task join); these activities 
have to take place in the submission period, i.e., before deadline d1, where d1 is an 
attribute of the conference entities. After deadline d1, the chairman may assign papers 
to reviewers (task assignPaper) by issuing three requests for review for each paper, 
each request being directed to a reviewer. Reviewers may provide their reviews (task 
makeReview) or may reject the requests (task reject). In the second case, the chairman 
reassigns the paper to another reviewer (task reassignPaper). When three reviews are 
available, the chairman evaluates the paper (task evaluatePaper) and then a notifica-
tion is automatically sent to the author (task sendEmail). Evaluating a paper results in 
setting the state to accepted or rejected. 

Tasks may represent human activities or automated ones; the former are labeled 
with role names. All the tasks shown in Fig.2 are human tasks except for task sendE-
mail which is an automated one.  

The actual performers of the tasks may be generic actors or specific ones. A gener-
ic actor denotes any actor entitled to play the role needed for the task; on the contrary, 
a specific actor is an actor who bears a connection to the process case or to the input 
entities of the task. The actors performing task submitPaper and task join are generic 
actors in that any author (i.e. any user enrolled in this role) or any reviewer may per-
form them, respectively. On the contrary, the performer of task assignPaper is not a 
generic chairman but a specific one, i.e. the one associated with the conference which 
is the case of the process. When a specific performer is needed, the role label is 
enriched with the name of a performer rule written between parentheses; the rule indi-
cates how to obtain the intended performer. The performer rule for the chairman’s 
tasks is “conference.chairman”: the chairman of the case entity is the intended per-
former. The performer rule for the reviewer’s tasks is “request.reviewer” in that the 
intended performer is the one related to the input entities of the tasks. 

A short description of the effects and constraints of the tasks is as follows. 
Tasks submitPaper and join may be performed before deadline d1; this constraint is 

expressed by pre-condition “before conference.d1”. The outcome of task submitPaper 
is the insertion of a new paper entity (inferred from the qualifier new) and its com-
plementary effects are indicated by the mandatory attributes of the Paper type. There 
are two mandatory associations, one with a conference and the other with an author, 
and, on the basis of the context of the task, they may be actualized automatically: as a 
matter of fact, the conference is the case of the process instance and the author is the 
entity representing the performer of the task.  

Task join has no output flow in that the effect is not the generation of a new entity, 
but the introduction of a membership association between the conference and the 
reviewer; the association is represented by the relationship Conference-Reviewer. The 
outcome is inferred from the post-condition “reviewer in conference.reviewers”: it 
establishes that the performer entity “reviewer” will be an element of the collection of 
reviewers associated with the conference. A performer entity, i.e. the entity 
representing the performer of the task under consideration is indicated with the role 
name, e.g. reviewer;  the initial of the role name is written in lower case.  

The effect of task AssignPaper is to generate three requests for reviews for each 
paper. The multiplicity 3 is indicated as a label, called weight, of the output flow. In 
general, the weights of the flows indicate how many input entities are taken from the 
input flows and how many output entities are added to the output flows. 
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Fig. 2. Process HandleSubmissions 

The weights are integer numbers shown close to the attachments of the flows to the 
tasks. If the weight is 1, it is omitted. The complementary effects of the generation of 
a request are two mandatory associations, one with a paper and the other with a re-
viewer. The context of the task brings about the actualization of only the first associa-
tion in that the paper involved is the input paper. The second association cannot be 
actualized automatically because it is the result of a choice that has to be made during 
the execution of the task.  
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Since reviewers may provide their reviews or may reject the requests, two tasks are 
needed, i.e., makeReview and reject: they are the two options of a human choice. 
Chant represents human choices by means of rectangles including the options. The 
label of the rectangle (e.g. handleRequest) indicates the purpose of the choice. Task 
makeReview results in a new Review entity which is connected to the input request 
due to the mandatory relationship Review-Request. 

If the request is rejected, the chairman has to make a new assignment and this is 
the purpose of task reassignPaper. This task produces a new Request entity and two 
associations as illustrated in the analysis of task assignPaper. 

The process model includes three flow handlers, named f1, f2 and f3. 
Flow handlers act as merging nodes, branching nodes or flow converters; f1 is a 

merging node while f2 and f3 are flow converters. The flow handler f1 merges its 
input flows into one output flow, in that the new requests for review, no matter where 
they come from, have to enter the choice block. 

In a flow converter, the input flow and the output one have different types, but the 
types are interrelated through paths made up of mandatory relationships. The flow 
handler f2 has the purpose of converting the input requests for review into the asso-
ciated papers; when it receives a request, it issues the paper associated. 

The papers may be evaluated only when three reviews are available. The flow of 
reviews needs to be transformed into a flow of papers ready for evaluation. This is the 
purpose of the flow converter f3: it takes 3 reviews and issues one paper. Moreover, 
due to the path Review-Request-Paper, each review is indirectly associated with one 
paper and each paper is indirectly associated with a number of reviews: when 3 re-
views are available for the same paper, the flow handler issues the paper. 

Task evaluatePaper results in the acceptance or rejection of the input paper: the de-
cision is written in the attribute state as indicated by the post-condition “state de-
fined”. Then the automatic task sendEmail notifies the author of the outcome. 

4 Related Work 

In the case-handling approach [3], a process is meant to take care of a specific entity 
type (e.g. an insurance claim), called the process case: the process evolution depends 
on the state of the case and not only on the tasks performed. 

The BALSA framework [4] proposes four dimensions: (business) artifacts, life 
cycles, services and associations. The notion of artifact [5] encompasses not only the 
informational aspects pertaining to a business entity (e.g. a purchase order), but also 
its life cycle made up of the relevant stages of its evolution. The artifact-centric 
process model proposed in [6] draws on the BALSA framework and uses business 
rules to associate services with artifacts in a condition-action style. 

If the starting point is the identification of the relevant business entities along with 
the definition of their life cycles, the job of the business processes is to coordinate 
such life cycles to achieve a certain goal. Such coordination takes advantage of the 
relationships that exist between the entity types, in particular of hierarchical ones. For 
example, hierarchical structures, such as those related to physical systems, are ad-
dressed by COREPRO [7], which provides specific means to achieve mutual syn-
chronization between the states of compound objects and those of the components. 
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In PHILArmonicFlows [8], the life cycles of the entities are described by micro 
processes made up of states and transitions, while business processes are defined with 
macro processes consisting of macro steps and macro transitions. The approach pre-
sented in [9] is aimed at automatically generating a process model from the entity life 
cycles provided that the synchronization points are manually identified beforehand. 

In Chant, the data flow is explicitly modeled and is integrated with the control 
flow. Process models handle the life cycles of several entity types and then the result-
ing model is more compact in that the states of the artifacts do not need to be repeated 
in the synchronization points. If separate life cycles are needed, an approach like the 
one illustrated in [10] can be used. 

5 Conclusion and Future Work 

This paper proposed a notation, Chant, whose purpose is to give participants as much 
information as possible on the tasks they have to perform and on the decisions they 
have to take, in terms of the business entities concerned. Chant process models pro-
vide a network-oriented perspective in which the tasks, the choice blocks and the flow 
handlers are the nodes and their interconnections represent the information flows. The 
companion information models define the structure (types, attributes and relation-
ships) of the business entities: they place emphasis on mandatory attributes and asso-
ciations so as to enable the readers to easily understand the effects brought about by 
the tasks. 

Current work is dedicated to the implementation of Chant models. Two issues are 
under investigation; the structure of to-do lists [13] and the technology of the process 
engine. As to the process engine, two solutions are being compared: one is meant to 
automatically generate BPMN representations from Chant models so as to take advan-
tage of existing open-software process engines, and the other is aimed at providing a 
specific execution environment based on ECA rules. The benefits of applying Com-
plex Event Processing [14] technology to Chant models have been discussed in a 
previous paper [15]. 
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Abstract. The success of Information technologies and associated ser-
vices (e.g., blogs, forums,...) eases the way to express massive opinion
on various topics. Recently new techniques known as opinion mining
have emerged. One of their main goals is to automatically extract a
global trend from expressed opinions. While it is quite easy to get this
overall assessment, a more detailed analysis will highlight that opinions
are expressed on more specific topics: one will acclaim a movie for its
soundtrack and another will criticize it for its scenario. Opinion mining
approaches have little explored this multicriteria aspect. In this paper we
propose an automatic extraction of text segments related to a set of cri-
teria. The opinion expressed in each text segment is then automatically
extracted. From a small set of opinion keywords, our approach automat-
ically builds a training set of texts from the web. A lexicon reflecting
the polarity of words is then extracted from this training corpus. This
lexicon is then used to compute the polarity of extracted text segments.
Experiments show the efficiency of our approach.

1 Introduction

Web technologies development have made numerous textual records available.
The rapid increase of this mass of information requires efficient support system
to ease the search of relevant information. Numerous tools are already designed
in this way. For instance exhibiting customers opinion on a specific product,
searching or automatically indexing documents are contemporary concerns. In
particular, numerous tools have been developed for moviegoers to know the
global trends of opinions on movies. However aggregated information found on
the web does not always reflect the semantic richness provided by the critics. The
aggregated score hides the divergence between the different criteria assessments.
Thus this overall score will not reflect the semantic richness of the text. This
observation is not specific to the domain of movies. This issue may be found in
every domain when a sentiment analysis is done as in politics [1], e-commerce
[2] or recommender systems [3].

Rather than allocating an overall score to the general opinion associated with
a document, our approach propose a more detailed analysis by breaking down
this overall assessment on a set a criteria. In a first step it extracts text segments

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 489–496, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



490 B. Duthil et al.

related to one criterion using the Synopsismethod [4]. A second step identifies the
polarity of each extracted segment relatively to the given criterion. This second
step is the main contribution of this paper. Furthermore, we propose a method
for automatic construction of the training corpus using minimal expertise (a few
general opinion related words).

2 Description of the Opinion Mining Process

The way opinions are expressed may be quite different from one document to
another and are often specific to the thematic the document deals with. Thus
the vocabulary which is used depends on this thematic. Then a lexicon must
be learned for each criterion for this thematic [5]. In the web context, creat-
ing annotated corpus for each criterion is very expensive and even discouraging.
Indeed, considering the diversity of documents (e.g., blogs, forums, journalistic
dispatches), numerous topics of interest (films, news, hi-tech ...), language levels
may vary significantly from one medium to another. This considerably increases
the number of significant words to learn before being able to get meaningful re-
sults. Moreover, the mass of data to process makes the manual task of annotation
difficult and even impossible. All these facts highlight the interest of being able
to automatically build training corpus with minimal human intervention. Based
on statistical methods, our approach builds a lexicon of opinion descriptors for
the selected thematic. This lexicon is then used to automatically extract polarity
of each criterion relative excerpts of the document. Then, for each criteria, an
overall assessment of the document is processed.

2.1 Acquiring the Training Corpus Automatically

To reflect the diversity of languages levels which are used to opinion expressed in
various kinds of documents, the corpus is constructed by collecting documents
from the web using a general web engine. To ensure the presence of positive
and negative opinions in the texts constituting the training corpus, the approach
focuses on texts from the thematic that contain at least one opinion word. These
words are taken from two sets of given opinion words P (positive ones) and N
(negative ones). Those words (called seed words) are widely used [6]:

P = {good , nice, excellent , positive, fortunate, correct , superior};
N = {bad , nasty, poor , negative, unfortunate,wrong , inferior};

By considering that a document containing at least one word from P (resp. N)
but none fromN (resp. P ) contains positive (resp. negative) data, we can seman-
tically attach documents to each seed word expressing positive (resp. negative)
opinions. Documents are obtained by using a Web search engine and specifying
the required thematic and seed word.

Thus, for each seed word g from P (resp. N) concerning the given thematic
T (movie), K documents are collected. They express opinions related to g, with
same polarity and in the context of T . We thus get 14 corpus. Each of them
contains K documents. Let us call Sg the corpus associated to the seed word g.
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2.2 Learning Opinion Descriptors

The objective of the second phase consists in identifying the descriptors carrying
opinion in collected documents. They are adjectives and specific ”expressions”.
We call ”expression” the concatenation of an adjective and all of the adverbs
preceding it in the text. For example: ”the ridiculously uneducated”, ”all bad”,
”very very good”, ”very nice”.

In the documents collected in all the corpus, the approach will now search for
adjectives and expressions which are correlated with the seed word associated
with the document. Both adjectives and expressions which are carrying opinion
are merged into the same concept called descriptor. The purpose of this learning
phase is to enrich the original sets of seed words with opinion descriptors having
same polarity.

To do that task, we consider the following assumption: the more a descriptor
is correlated to a seed word (i.e. it is close to the seed word), the more it is likely
to have the same polarity as this seed word. In opposite a ”distant” descriptor
(far from any seed word) is considered irrelevant to this seed word.

At the end of this process, each seed word g gets an associated set of correlated
descriptors which is called its class Cg. In the opposite, the sets of descriptors
that have been found ”distant” from the seed word is called its anti-class ACg .
Thus the class is considered to have the polarity of its associated seed word
and the anti-class to have opposite polarity. The basic idea carried by this dis-
crimination is to identify relevant and irrelevant descriptors by studying their
frequency in the class and the anti-class. If a descriptor is more common in the
class than in the anti-class it will be considered relevant and with same polarity
as the class. In the opposite, if a descriptor is more common in the anti-class
than in the class it will be considered relevant with the polarity of the anti-class.
Other descriptors having similar correlation to the class and to the anti-class
are simply said irrelevant.

To compute the proximity of descriptors to seed words, we introduce the
notion of window F of size sz. During this phase, windows are all centered on
seed words g found in a document t belonging to Sg. Such a window is a set of
words m and is defined as follows:

F (g, sz, t) = {m ∈ t/dtJJ(g,m) ≤ sz} (1)

dtJJ (g,m) is the distance between the word m and the seed word g in text t. It
is the number of adjectives (JJ) counted between m and g plus one.

The Learning Phase
The following will focus on operations done on the positive set of seed words P .
Same operations are also applied on the negative one N .

Let SP = ∪
g∈P

Sg . Thus Sp is the corpus of text obtained from all positive

seed words. Similarly we construct CP = ∪
g∈P

Cg, ACP = ∪
g∈P

ACg which are

sets of descriptors. The learning phase is based on a discrimination technique
class/anti-class as explained previously but is done on all corpus from SP instead
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of doing it separately for each seed word g ∈ P . For any descriptorM a frequency
XP (M) in the class CP is computed as follows using windows of size 1 (sz = 1):

Let O(w, txt) be the set of occurrences of descriptor w (word, seed word or
expression) in the text txt (a full document or any portion of text taken from
any corpus). XP (M) =

∑
g∈P

∑
t∈Sg

∑
γ∈O(g,t) |O(M,F (γ, sz, t))|

This score cumulates the frequencies of a descriptor M over all the windows
in all the texts belonging to SP .

The frequencies X(M) in the anti-classes ACP are computed in a similar way
using windows of size 2 (sz = 2). In this case, only descriptors outside of all
windows are taken into account.

Let F (g, sz, t) = {m ∈ t/dtJJ (g,m) > sz}. Thus we get F (g, sz, t) = t \
F (g, sz, t) (it is the complement of F (g, sz, t) in the text t). ThenXP (M) may be
computed: XP (M) =

∑
g∈P

∑
t∈T (g) |O(M, ∩

γ∈O(g,t)
F (γ, sz, t))| The computed

frequencies for XP (M) and XP (M) already provides information about the po-
larity of the descriptors. These polarities are formally computed using the fol-

lowing discrimination function ScP (M): ScP (M) = (XP (M)−XP (M))3

(XP (M)+XP (M))2
. Positive

values means that polarity of the descriptor is similar to the one of germs g ∈ P .
Negative values are discarded because they do not actually mean that the de-
scriptor are of opposite polarity but only that they do not have the same polarity:
in fact they may be neutral.

The final score Sc(M) of a descriptor M is finally computed from ScN (M)

and ScP (M) using a similar operation: Sc(M) = (ScP (M)−ScN (M))3

(ScP (M)+ScN (M))2 .

(undefined values of either ScP (M) or ScN (M) are taken to be zero). Thus
descriptors in Cp will get positive values and those in Cn will get negative ones.

2.3 Opinion Mining

Once the lexicon is built, opinion can be automatically extracted from a text or
an excerpt of text dealing with thematic T . A window is again introduced. But
this time, instead of centering the windows on seed words and propagating the
polarity of the seed word to the descriptor, we reverse the process: windows are
centered on every adjective and their polarity is inferred from the ones of all the
descriptors it contains. This is done by computing a score for each window f :
WSc(f) =

∑
M∈f Sc(M)

The polarity of a text t is then identified by studying the sign of the score of

the text: Score(t) =
∑

f∈t WSc(f)

|{f∈t}|
The polarity of the text t is given by the sign of its score: if Score(t) < 0 then

t is negative and if Score(t) > 0 the t is positive.

3 Experiments

We have chosen to validate our approach against the test corpus proposed by
[7] designed on the thematic of cinema. This corpus is a compilation of film
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critics coming from the Internet Movie DataBase 1. Each text has got a human
expertize and is labeled positive or negative. The process of validation consists
in extracting parts of these texts relative to criteria actor and scenario (using
Synopsis) and then identifying their polarity with our approach.

Our results are then compared to those obtained using the well known Sentic-
Net [8] resource for opinion mining using common indicators as precision, recall
and F1Score.

Validation of the Approach for Text Classification
In a first step we compare our opinion mining approach with SenticNet one on
the whole text without using Synopsis. We just learn descriptors relative to the
thematic of cinema and compute a global opinion on the whole texts. The results
are given in table 1.

This highlights that our approach is efficient in a context of document classi-
fication: its FScore is better than the one obtained using SenticNet.

Table 1. Text classification results obtained on the corpus [7]

Our approach SenticNet
positive negative positive negative

FScore 0.73 0.69 0.68 0.68
precision 0.68 0.75 0.54 0.74
recall 0.79 0.63 0.91 0.25

Table 2. Classification results for criteria actor and scenario on corpus [7]

Criterion Actor
Our approach SenticNet
positive negative positive negative

FScore 0.92 0.92 0.70 0.70
precision 0.90 0.95 0.60 0.74
recall 0.95 0.90 0.87 0.38

Criterion Scenario
Our approach SenticNet
positive negative positive negative

FScore 0.83 0.80 0.69 0.69
precision 0.76 0.90 0.55 0.74
recall 0.92 0.71 0.91 0.26

We may notice some weakness of our approach concerning the detection of
positive texts. But this is widely compensated by the one of negative texts for
which we obtain a recall of 0.63 which is more than twice the one obtained
by SenticNet (0.25). These results may indicate that non specific opinion vo-
cabulary may be sufficient to get a global evaluation of a document. We can
also notice that in this text classification our approach gives similar results as
another global approach. That means that the vocabulary which is automat-
ically learned is relevant for this kind of task and that the sole learning of
the adjectives and expression appears sufficient. Furthermore we must point
out that our approach is completely automated contrary to the one of Sentic-
Net which is fully supervised. On our side we just need a minimal expertise to
tell the system what means positive and negative through a small set of seed
words.

1 http://reviews.imdb.com/Reviews

 http://reviews.imdb.com/Reviews
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Validation upon Criteria The second step of validation consists in evaluating
the opinion mining task on chosen criteria excerpts. To do that we have chosen
the two concepts actor and scenario. Once again we use the annotated corpus
proposed by [7]. First we extract all the segments of text belonging to any of the
two criteria actor or scenario. This is done by using Synopsis [4]. We then extract
all the opinions of excerpts related to a criterion in a text and aggregate them
to assess the global polarity of the text relatively to each criterion. We simply
uses an average as aggregation operator. This is done similarly using the lexicon
learned with our approach and the one from SenticNet. Results are compared in
table 2.

Analysis of the results shows that opinions formulated on those critics highly
depend on criteria. We can notice that criterion actor is more in line with the
overall opinion expressed in the critics than the scenario one. This is highlighted
by the lower score obtained for criterion scenario than for actor. In a multicriteria
approach this might correspond to allocate a lower weight to criterion scenario
than to actor one and to check the overall score.

Results obtained in table 1 represent an average of all the opinions expressed in
the whole text. By comparing them to the ones obtained in table 2 we can deduce
the well known fact that human mind uses a complex preference aggregator from
various criteria rather than a simple average to identify the opinion that rises
from the text.

We may notice that the SenticNet approach gives lower results than our ap-
proach in all cases. It highlights as expected that a vocabulary of opinion specific
to the studied thematic gives better results when applied to criterion of this the-
matic rather than using a universal vocabulary as SenticNet. The lower results
obtained in the previous experiment (table 1) can be explained as follows: opin-
ions from thematic specific descriptors were covered by other common language
opinion words in the first experiment. This significantly decreases the perfor-
mance of the system. Finally, using our method, these results are very easy to
reproduce on any thematic and criteria. As both thematic and opinion extrac-
tion methods used in this paper are unsupervised, the required human expertise
is minimal. It only consists in giving a very small set of words to Synopsis [4] to
specify what the criteria are. In the opinion mining task once again we only need
a few words to identify the thematic and the polarities This is not the case for
approaches like SenticNet which need human expertise for all of the descriptors.

4 State of the Art

This work focuses on the detection of opinions and feelings in textual data. Today
opinion mining concerns are also shared both with natural language processing
and information retrieval approaches. It uses lot of techniques from both of these
disciplines as text analysis, machine learning, semantic analysis, text mining...

Mainly we can identify two kinds of approaches designed to extract and
classify opinions. The binary classification ones that identify two classes of doc-
uments (positive and negative ones) and the multi-classes ones that offer sev-
eral degrees of opinion (example: strongly positive, positive, neutral, negative,
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strongly negative). The major part of the works has focused on binary classifica-
tion of documents especially when they are dedicated to recommender systems
or point of view confrontation [9]. Another opinion mining investigation field
concerns sentiment summary [10]. [11] is interested in opinion detection with
arguments (Opinion Mining Reason) which are subjective sentences extracted
from the document that consolidate the opinion assessment.

Other works focus on determining the intensity of expressed opinions. This
may be achieved by using preselected sets of seed words and/or linguistic heuris-
tics. Some of them have highlighted that restricting the analysis to sole adjec-
tives improves the performance [12] but is not sufficient: adverbs, some nouns
and verbs shall be considered too.

Automated text annotation is mainly done in two ways: either based
on training corpus or on dictionaries. The first ones mostly rely on syn-
tactic analysis or on word co-occurrences. The second ones take advan-
tage of the semantics orientation of words given by dictionaries like Word-
Net (http://wordnet.princeton.edu/) to deduce the polarity of sentences and
texts [9].

Even if the results obtained by all of these approaches are very close to ours,
they mainly differ at a very important point. In fact all of them need a huge
human expertise to be applied (dictionaries, human annotated corpus, language
semantics...). In the opposite we think that human expertise is a major constraint
that interferes in the objective of having wide used, very flexible and highly
adaptive opinion mining methods.

5 Conclusion

This paper presents a novel approach to automatically extract opinions from
texts. The orientation given to this work was to minimize the human expertise to
be provided to obtain relevant results. Furthermore we relate opinion extraction
to multicriteria analysis. Following this guideline, our approach automatically
builds the training corpus from which it learns the polarity of descriptors and
automatically builds its lexicon lately used for opinion extraction. We have shown
that the obtained lexicon pertinence is similar to human annotated ones like
SenticNet when used in a general context. We have also demonstrated that the
descriptors may bring different opinions in different contexts and that our criteria
based method is able to automatically construct such a context oriented lexicon.
Using such a lexicon in proper context significantly enhances the results. This
work illustrates the complexity of human mind in the process of extracting the
opinion carried by a text or a sentence. It also shows that this process is not
based on an overall assessment but rather on local opinions expressed in terms
of criteria which are lately aggregated. This consideration complicates cognitive
automation of sentiment analysis task in the way that opinion mining should be
combined with thematic extraction to enhance the results.

Our method has successfully been tested on other thematics like restaurant
assessment and further experimentations are still in progress. The main task is
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to construct human annotated test corpus to validate our approach. This is a
very expensive task that still consolidates our point of view which tends to leave
human outside the learning process as much as possible.
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Abstract. Everyday, people use more and more digital resources (data, applica-
tion systems, Internet, etc.) for all aspects of their life, like financial management,
private exchanges, collaborative work, etc. This leads to non-negligible depen-
dences on the digital distributed resources that reveal strong reliance at the social
level. Users are often not aware of their real autonomy regarding the management
of their digital resources. People underestimate social dependences generated by
the system they use and the resulting potential risks. We argue that it is nec-
essary to be aware of some key aspects of system’s architectures to be able to
know dependences. This work proposes SOCIOPATH, a generic meta-model to
derive dependences generated by system’s architectures. It focuses on relations,
like access, control, ownership among different entities of the system (digital re-
sources, hardware, persons, etc.). Enriched with deduction rules and definitions,
SOCIOPATH reveals the dependence of a person on each entity in the system. This
meta-model can be useful to evaluate a system, as a modeling tool that bridges
the gap between the digital and the social worlds.

1 Introduction

Nowadays, the most widespread architectures belong to the domain of distributed sys-
tems [1]. Most of participants’ activities on these systems concern their data (sharing
and editing documents, publishing photos, purchasing online, etc.) [2]. Using these sys-
tems implies some relationships with a lot of people. These people may be partly un-
known, but one depends on them in several ways:

– Which person(s)/resource(s) a user depends on to perform an activity?
– Whom can prevent a user from performing an activity?
– Which persons a user is able to avoid to perform an activity?
– Who is possibly able to access user’s data?

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 497–505, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Some of these questions raise several issues as someone may be able to grab information
about who the user is, what the user does, and so forth. That directly leads to privacy
[3], trust [4] and security issues [5].

The analysis of such systems is usually limited to technical aspects as latency, QoS,
functional performance, failure management [6], etc. The aforementioned questions
give some orthogonal but complementary criteria to the classical approach. Currently,
people underestimate social dependences [7,8,9] generated by the systems they use and
the resulting potential risks. We argue that to be able to know dependences, one should
be aware of some key aspects of systems.

This paper proposes the SOCIOPATH meta-model. This approach is based on notions
coming from many fields, ranging from computer science to sociology. SOCIOPATH

is a generic meta-model that considers two worlds: the social world and the digital
world. SOCIOPATH allows us to draw a representation of a system that identifies per-
sons, hardware, software and the ways they are related. Enriched with deduction rules,
SOCIOPATH analyzes the relations in the digital world, to deduce the relations of de-
pendences in the social world, given an activity concerning some data. As a modeling
tool that bridges the gap between the digital and the social world, SOCIOPATH can be
useful in the evaluation process of a system with respect to security, privacy, risk and
trust requirements.

The paper is organized as follows. Section 2 introduces the SOCIOPATH meta-model
and gives a simple example of its use. Section 3 defines the way to compute the user’s
digital and social dependences. Section 4 presents a brief overview of related works.
Finally, Section 5 concludes and points out our ongoing work.

2 SOCIOPATH Meta-model

The SOCIOPATH meta-model describes the architecture of a system in terms of the
components people use to access digital resources, so that chains of dependences can
be identified. It distinguishes the social world, where humans or organizations own
physical resources and data, and the digital world, where instances of data are stored
and processes run. Figure 1 shows the graphical representation of SOCIOPATH, which
we analyze in the following sections.

2.1 The Social World

The social world includes persons (users, enterprises, companies, etc.), physical re-
sources, data and relations among them.

– Data represents an abstract notion that exists in the real life, and does not necessar-
ily imply a physical instance (e.g., address, age, software design, etc.);

– Physical Resource represents any hardware device (e.g., PC, USB device, etc.);
– Person represents a generic notion that defines an Individual like Alice or a Legal

Entity like Microsoft.

2.2 The Digital World

The digital world has nodes that are defined as follows:
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Fig. 1. Graphical view of SOCIOPATH as a UML class diagram.

– Data Instance represents a digital representation of Data;
– Artifact represents an abstract notion that describes a “running software”. This can

be an Application, an Operating System or a Network Service;
– Digital Resource represents an Artifact or a Data Instance;
– Actor represents a Person in the social world or an Artifact in the digital world.

2.3 The Relations in SOCIOPATH

Several relations are drawn in SOCIOPATH. In this section, we briefly describe them.

– owns: this means ownership. This relation only exists in the social world;
– isConnectedTo: this means that two nodes are physically connected, through a net-

work for instance. This symmetric relation exists only in the social world;
– canOperate: this means that an artifact is able to process, communicate or interact

with a target digital resource;
– accesses: this means that an Actor can access a Digital Resource;
– controls: this means that an Actor controls a Digital or a Physical Resource. There

exists different kinds of control relations. A legal entity, who provides a resource,
controls its functionalities. The persons who use this resource have some kind of
control on it;

– supports: this means that the target node could never exist without the source node;
– represents: this is a relation between data and their instances in the digital world.

Persons own some data in the social world. Data have a concrete existence in the digi-
tal world if they are represented by some Data Instance and supported by some Phys-
ical Resource. As an Actor in the digital world, a Person can access and control Data
Instances representing her (and others’) Data. This may be done through different re-
sources, thus implying some dependences on other persons. Moreover, we consider that
a person provides an artifact (cf. the rightmost part of Figure 2) if this person owns data
represented by a data instance which supports the artifact. Applying SOCIOPATH makes
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Fig. 2. Use case example: a document accessed by 2 different operating systems

Table 1. Glossary of notations

Basic type of instance The set of all instances A subset of instances One instance
Notation Remark Notation Remark Notation Remark

Person P {P : person(P )} P P ⊂ P P P ∈ P

Actors A {A : actor(A)} A A ⊂ A A A ∈ A

Artifact F {F : artifact(F )} F F ⊂ F F F ∈ F

Digital resource DR {DR : resource(DR)} DR DR ⊂ DR DR DR ∈ DR

Physical resource PR {PR : phyresource(PR)} PR PR ⊂ PR PR PR ∈ PR

Data D {D : data(D)} D D ⊂ D D D ∈ D

Data instance DI {DI : dataInstance(DI)} DI DI ⊂ DI DI DI ∈ DI

Operating System O {OS : operatingSystem(OS)} O O ⊂ O OS OS ∈ O

Path Γ {σ : path(σ)} Υ Υ ⊂ Γ σ σ ∈ Γ
Activity W — — — ω ω ∈ W

Set of activity restrictions S {S = P(FN)} — — S S ∈ S

possible non-trivial deductions about relations among nodes. For instance, an actor may
be able to access digital resources supported by different physical resources connected
to each other (e.g., a user can access processes running in different hosts).

Figure 2 shows a basic SOCIOPATH model1 of a use-case on a unique PC. In
the social world, a user John owns some Data and a PC. There are also legal en-
tities as: Microsoft, provider of Windows, Word (MSWord) and Excel (MSExcel);
Apple, provider of MacOS and Pages; and Oracle, provider of Open Office Writer
(OOWriter). In the digital world, two operating systems exist on John’s PC: Windows
and MacOS. On Windows, two applications are available: MSWord and MSExcel. On
MacOS are installed OOWriter and Pages. John’s Data are represented in the digital
world by the document toto.doc. We use this example to illustrate some deductions
in the following. Table 1 summarizes the notations we use.

1 We consider that a model conforms to a meta-model.
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Table 2. Deduced access and control relations

Rule Formal definition

Rule 1
∀F ∈ F,∀DR ∈ DR,
∀PR1, PR2 ∈ PR :

∧
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

canOperate(F,DR)
supports(PR1, F )

∨⎧⎨
⎩

supports(PR1, DR)∧{
supports(PR2, DR)
isConnectedTo(PR1, PR2)

⇒ accesses(F,DR)

Rule 2 ∀P ∈ P, ∀PR ∈ PR, ∀OS ∈ O :
∧{

owns(P,PR)
supports(PR,OS)

⇒
∧{

accesses(P, OS)
controls(P,OS)

Rule 3 ∀F ∈ F, ∀OS ∈ O :
∧{

supports(OS, F )
canOperate(OS, F )

⇒ controls(OS, F )

Rule 4 ∃P ∈ P, ∃D ∈ D, ∃DI ∈ DI, ∃F ∈ F :
∧⎧⎨

⎩
owns(P,D)
represents(DI,D)
supports(DI, F )

⇒ controls(P,F )

Rule 5 ∀A ∈ A, ∀F ∈ F, ∀DR ∈ DR :
∧{

accesses(A, F )
accesses(F, DR)

⇒ accesses(A,DR)

Rule 6 ∀A ∈ A, ∀F1, F2 ∈ F :
∧{

controls(A,F1)
controls(F1, F2)

⇒ controls(A,F2)

Rule 7
∃PR1, PR2 ∈ PR,
∃OS1, OS2 ∈ O :

∧⎧⎨
⎩

isConnectedTo(PR1, PR2)
supports(PR1, OS1)
supports(PR2, OS2)

⇒ accesses(OS1, OS2)

3 Using SOCIOPATH to Derive Dependences for an Activity

SOCIOPATH features a set of rules we can apply to underline and discover chains of ac-
cesses and controls relations. Table 2 shows the formal definitions of some rules that we
can deduce from the meta-model basic definitions. More details are given in [14]. In this
work, we want to use these relations to better understand the “social and digital depen-
dences” among entities in the model. Thus, informally, the sets of digital dependences
of a person are composed by the artifacts a user passes through to reach a particular el-
ement. The sets of social dependences are composed by the persons who control these
artifacts. In the following, all those concepts are formally defined. The examples refer
to Figure 2.

3.1 Activities and Paths

A user follows a path to perform an activity in a system. Some restrictions may be given
to the ways the person might do their activity. For instance, if a person wants to read a
.doc document, she must use an artifact that can “understand” this type of document,
so activity is defined as follows.

Definition 1 (Activity)
We define an activity ω as a triple (P,D,S), where P is a person, D is data and S is a
set of ordered multisets of F in a model, so an activity ω is an element of P×D×S. The
sets in the S component of an activity are alternative sets of artifacts that are necessary
for the person to perform her activity. For instance, the activity “John edits toto.doc”
is defined as ω=(John,Data,{{MSWord}, {Pages}, {OOWriter}}).

We call paths the lists of actors and digital resources that describe the ways an actor
may access a resource. A person may perform an activity in different ways and using
different intermediate digital resources. Each possibility can be described by a path.
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Definition 2 (Activity path, or ω-path)
A path σ for an activity ω = (P,D,S) ∈ P × D × S is a list of actors and digital
resources such that:

– σ[1] = P ;
– σ[|σ|] = D;
– represents(σ[|σ| − 1], σ[|σ|]);
– ∀i ∈ [2 : |σ| − 1], artifact(σ[i]) ∧ accesses(σ[i − 1], σ[i]);

– ∃s ∈ S, s ⊆ σ;

where σ[i], denotes the ith element of σ, and |σ| the length of σ.

Notation: Assuming that there is no ambiguity on the model under consideration, the
set of ω-paths where ω= (P,D,S) is noted Υω and the set of all the paths in the model
is noted Υ .

For example, concerning the ω-paths for the activity ω = “John edits toto.doc” in Fig-
ure 2, we have:{

{John, Windows, MSWord, Windows, MSExcel, Windows, toto.doc}
{John, MacOS, OOWriter, MacOS, toto.doc}

}
.

In the first ω-path presented above, MSExcel is not mandatory to edit toto.doc. It ap-
pears in the ω-path because of the relation accesses between it and the artifact Windows.
In order to exclude all the unnecessary elements from the ω-path, so we define the min-
imal paths as follows.

Definition 3 (Minimal path)
Let Υω be a set of paths for an activity ω.
A path σ ∈ Υω is said to be minimal in Υω iff there exists no path σ’ such that:

– σ[1] = σ′[1] and ; σ[|σ|] = σ′[|σ′|];
– ∀i ∈ [2 : |σ′|],∃j ∈ [2 : |σ|], σ′[i] = σ[j].

Notation: The set of minimal paths enabling an activity ω= (P,D,S) is noted Υ̂ω. For
sake of simplicity, we name this set the ω-minimal paths.

For instance, for the activity ω = “John edits toto.doc”, the set of the ω-minimal
paths are:

Υ̂ω =

⎧⎨
⎩

{John, Windows, MSWord, Windows, toto.doc}
{John, MacOS, OOWriter, MacOS, toto.doc}
{John, MacOS, Pages, MacOS, toto.doc}

⎫⎬
⎭ .

Notation: Let say F ∈ σ iff ∃i such that σ[i] = F , and s ⊆ σ iff ∀F ∈ s, F ∈ σ.

3.2 Dependence

We can now introduce the definitions of digital dependences (Definition 4 and 5) and
social dependences (Definition 6 and 7). We say that a person depends on a set of
artifacts for an activity ω if each element of this set belongs to one or more paths in
the set of the ω-minimal paths.

Definition 4 (Person’s dependence on a set of artifacts for an activity)
Let ω = (P,D,S) be an activity, F be a set of artifacts and Υ̂ω be the set of ω-minimal
paths. P depends on F for an activity ω iff ∀F ∈ F , ∃σ ∈ Υ̂ω : F ∈ σ.
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For instance, one of the sets on which John depends for the activity “John edits
toto.doc” is {MacOS, MSWord}.

A person does not depend in the same way on all the sets of artifacts. Some sets may
be avoidable i.e., the activity can be executed without them. Some sets are unavoidable
i.e., the activity cannot be performed without them. To distinguish the way a person
depends on artifacts, we define the degree of a person’s dependence on a set of artifacts
for an activity as the ratio of the ω-minimal paths that contain these artifacts.

Definition 5 (Degree of person dependence on a set of artifacts for an activity)
Let ω = (P,D,S) be an activity, F be a set of artifacts and Υ̂ω be the set of ω-minimal
paths and |Υ̂ω| is the number of the minimal ω-paths. The degree of dependence of P
on F , denoted dωF , is:

dω
F =

|{σ : σ ∈ Υ̂ω ∧ ∃F ∈ F , F ∈ σ}|
|Υ̂ω |

For instance, the degree of dependence of John on the set {MacOS, MSWord} for the
activity “John edits toto.doc” is equal to one, while the degree of dependence of
John on the set {Pages, OOWriter} is equal to 2/3.

From digital dependences we can deduce social dependences. A person depends on
a set of persons for an activity if the persons of this set control some of the artifacts the
person depends on.

Definition 6 (Person’s dependence on a set of persons for an activity)
Let ω = (P,D,S) be an activity, and P be a set of persons.

P depends on P for ω iff ∧
{

∃F ⊂ F : P depends on F for ω
∀F ∈ F ,∃P ′ ∈ P : controls(P ′, F )

For instance, one of the sets John depends on for the activity “John edits toto.doc”
is {Oracle, Apple}.

The degree of a person’s dependence on a set of persons for an activity is given by
the ratio of the ω-minimal paths that contain artifacts controlled by this set of persons.

Definition 7 (Degree of person’s dependence on a set of persons for an activity)
Let ω = (P,D,S) be an activity, P be a set of persons and Υ̂ω be the ω-minimal paths.
The degree of dependence of P on P , noted dωP is:

dω
P =

|{σ : σ ∈ Υ̂ω ∧ ∃P ′ ∈ P, ∃F ∈ σ, controls(P ′, F )}|
|Υ̂ω|

For instance, the degree of dependence of John on the set {Oracle, Apple} for the
activity “John edits the toto.doc” is equal to 2/3. We recall that Oracle controls
OOWriter and Apple controls MacOS.

4 Related Work

Frameworks and tools modeling IT (Information Technology) systems are widely used
in the context of Enterprise Architecture Management (EAM) [11]. EAM aims at giving
a structured description of large IT systems in terms of their business, application, in-
formation and technical layers, with the additional goal of understanding how existing
architectures and/or applications should be changed to improve business or strategic
goals. SOCIOPATH rather focuses on dependence relationships, although converging
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with these frameworks in some aspects. For instance, RM-ODP (Reference Model of
Open Distributed Processing) [12], is a generic set of standards and tools to create and
manage aspect-oriented models of systems. RM-ODP analyzes and decomposes the
systems in detail, mainly focusing on standard compliance. Aiming at different goals,
SOCIOPATH gives a simpler overview of a system that is meant to inform the users
about the relations that are implied by the system architecture, without exposing techni-
cal details. TOGAF (The Open Group Architecture Framework) [13], an approach for
designing, planning, implementation, and governance of an enterprise information ar-
chitecture, converges with SOCIOPATH in some of the concepts used to model the tech-
nical architecture of the enterprise. Unlike SOCIOPATH, TOGAF focuses on several
aspects of the software engineering process, while describing the hardware, software
and network infrastructures.

None of these works considers dependence relations among users in the social world.
SOCIOPATH aims at improving awareness and exposing the relations of dependence
generated on the social world from the digital world. More details about the related
works are available in [14]

5 Ongoing Work and Conclusion

SOCIOPATH allows to deduce the degree of dependence of a person on the entities
of a system architecture for an activity. With SOCIOPATH it is possible to know, for
instance, who can prevent a person to perform an activity or whom a person can avoid
while performing an activity.

Our ongoing work concerns several aspects. Currently SOCIOPATH does not dis-
tinguish the different kinds of access and control of an actor to a digital resource. In
order to consider intentions and expectations of users regarding digital resources, SO-
CIOPATH can be enriched with access and control typologies, to define different kinds
of dependences. Moreover, no difference is made between what persons can do and
what they are allowed to do according to the law, the moral rules etc. We aim at dis-
tinguishing between dependences related to the system’s architecture, and dependences
related to social commitments. Finally, the results of SOCIOPATH can be related with
the notion of trust of a person toward the persons she depends on. Indeed, if a user
does not trust some person, she will be concerned about architecture-induced depen-
dences on this person, whereas if she trusts a person, she will only be concerned about
commitments-related dependences.
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Abstract. We present a sound data-value-dependent method of detecting privacy
violations in the context of multiple views publishing. We assume that privacy vi-
olation takes the form of linkages, that is, identifier-privacy value pair appearing
in the same data record. At first, we perform a theoretical study of the following
security problem: given a set of views to be published, if linking of two views
does not violate privacy, how about three or more of them? And how many po-
tential leaking channels are there? Then we propose a pre-processing algorithm
of views which can turn multi-view violation detection problem into the single
view case. Next, we build a benchmark with publicly available data set, Adult
Database, at the UC Irvine Machine Learning Repository, and identity data set
generated using a coherent database generator called Fake Name Generator on
the internet. Finally, we conduct some experiments via Cayuga complex event
processing system, the results demonstrate that our approach is practical, and
well-suited to efficient privacy-violation detection.

Keywords: Privacy violation, Multi-view publishing, Pre-processing algorithm,
Cayuga system.

1 Introduction

Recently, privacy-preserving data publishing has been proposed whereby the data owner
prevents linking some identity to a specific data record and sensitive information in
the released data while, at the same time, preserves useful information for data min-
ing purpose. Data publishing exports a set of selection-projection views instead of the
whole proprietary table, data users can only access data by submitting queries against
these views. Even though each published view is secure after de-identification, while
an adversary can re-identify an identity by linking two or more views on their common
attributes. Consider a private table Patient(SSN,Name,ZIP,DOB,Sex,Job,Disease) in
Table 1, SSN and Name are explicit identifiers (EIs) which can explicitly identify record
holders, Disease is one of the sensitive attributes (SAs) which contain some privacy in-
formation. Suppose that the data owner releases views v1 =∏SSN,DOB,Job,Disease(Patient),
v2 = ∏Name,ZIP,Job,Sex(Patient) to a data recipient, and we define privacy violations
by ∏SSN,Disease(Patient), ∏Name,Disease(Patient) and ∏SSN,Name,Disease(Patient) which
means that an EI and a SA cannot appear at the same time. Obviously, each of them
does not violate privacy, however, by joining v1 and v2 using v1.Job = v2.Job, an ad-
versary can uniquely re-identify that Dan is a Flu patient which violates Dan’s privacy.

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 506–513, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Table 1. Private table P

SSN Name ZIP DOB Sex Job Disease
387-399 Alice 47677 09/09/80 F Manager OC
387-200 Bob 47602 24/05/87 F Engineer OC
387-486 Carol 47678 08/11/82 M Engineer PC
387-756 Dan 47905 27/08/66 M Dancer Flu
387-665 Ellen 47909 04/10/57 F Engineer HD
387-588 Jack 47906 10/10/62 M Manager HD

The privacy violation presented here is not schema-dependent but data-value-dependent,
for example, if we release another view v

′
2 = ∏Name,ZIP,Job,Sex(σName!=′Dan′Patient), v

′
2

has the same schema with v2, but the joining of v1 and v
′
2 does not violate any privacy.

Now, we further suppose that the data holder releases v3 = ∏SSN,DOB,Sex(Patient),
v4 = ∏ZIP,DOB,Job(Patient) and v5 = ∏ZIP,Job,Disease(Patient) to another data recipient,
Each of these views does not violate privacy, and neither does their pairwise joining.
However, if an adversary performs at first a joining of v3, v4 using v3.SSN = v4.SSN and
v3.DOB= v4.DOB which generates a mediated view v34(SSN,ZIP,DOB,Sex,Job), and
eventually the adversary can also uniquely deduce that Dan is a Flu patient by joining
v34 and v5 using v34.ZIP = v5.ZIP and v34.Job= v5.Job. Furthermore, if these two data
recipients collude with each other behind the scene, the situation will inevitably become
more complicated, they have 5 views in all, v1,v2,v3,v4 and v5, and there will be much
more violation channels and the risk increases. The challenge is how to detect all these
potential violation channels when the number of published views is in dozens. To the
best of our knowledge, no previous work takes this problem into account, and this paper
is the first to present a formal analysis of privacy violation in multiple views publishing,
and the first to propose an algorithm of multi-view pre-processing.

2 Related Work

Since Sweeney [8] introduced the concept of linking attack and the concept of k-
anonymity in 1998, most of previous works have addressed the case of privacy pro-
tection using anonymization-based methods, either over traditional data tables, such as
l-diversity [4], t-closeness [6], or over data streams, such as SWAF [10], SKY [5], CAS-
TLE [1] and so on. We refer readers to [3] for a survey of different privacy preserving
approaches with respect to privacy-preserving data publishing. Miklau and Suciu [7]
performed a theoretical study of the query-view perfect-security problem to analyze
the privacy violation between published relational views and queries, while the secu-
rity standard is so strong that it has some practical limitations. They also presented a
spectrum of information disclosure (privacy violation), total, partial and minute among
which we aim to detect the first two types. In 2009, Vincent et al. [9] presented a method
of detecting privacy violations using disjoint queries in database publishing, with the
aim of overcoming the limitations of the perfect-security approach and provided an al-
ternative in applications where a less stringent, but computationally tractable, method
of detecting privacy violations is required. Yao et al. [11] assume that privacy violation
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takes the form of linkages, that is, pairs of values appearing in the same data record, the
assumption of privacy violation in this paper is similar to Yao’s.

3 Contribution

Similar with steps that compose the KDD (Knowledge Discovery in Databases) process,
we proposed a privacy violation detection method consisting of three steps, multi-view
pre-processing, data merging and event processing. In this section, we will at first give
an formal analysis of the problem of detecting privacy violations in the context of mul-
tiple views publishing, then we will introduce all the steps mentioned above.

3.1 Problem Formulation and Definitions

We assume an instance I of an universal relation R with schema D, where D contains
EIs, SAs and other attributes which do not fall into these two categories, written as
OAs, and we use RD to denote the set of all possible relations on D. Data are being pub-
lished under the form of a being set which is a pair (q,r), where q is a list of selection-
projection queries (q1,q2, · · · ,qn) on I, and r is a list of relations (r1,r2, · · · ,rn) such
that ∃G ∈ RD,ri = qi(G) for each i = 1,2, . . . ,n. If q is given, we can abbreviate (q,r)
to V which contains n views, and denote (qi,ri) by vi where vi is in V .

Definition 1 (privacy violation). Given a direct published or a mediated view vi of a
underlying data table, α ⊆ EIs and β ⊆ SAs, and a is a constant value of α and b of β ,
if the result of ∏α ,β (vi) is a finite set of data records, a privacy violation occurs if and
only if | σα=a,β=b(Πα,β (vi)) |= 1.

Problem Definition. Given a set of published views v1,v2, · · · ,vn of the same under-
lying data table, detect any total and partial privacy violation which could be deduced
from one single view vi or the joins �� (vi,v j, · · · ,vk), where 2≤ k− i≤ n.

3.2 Multi-view Pre-processing

In this paper, we regard the views as nodes of a graph with an edge between two nodes
representing a natural join of them. We model our approach as a simple undirected
graph G(V,E) with a finite non-empty view set V and a set of symmetric view pairs E .
For each ordered view pair (w,u) ∈ E , the pair (u,w) also belongs to E . Gi owns some
part of G, denoted as G(Vi,Ei) where

⋃
i Vi = V ,

⋃
i Ei ⊆ E . The natural join of each

view pair in E is an edge, E itself is also called the edge set of G.
As we mentioned above, two views having common attributes do not always violate

privacy, for graph G, that can be saying as inexistence of some edges of E . Take v1,v2,v3

as an example, the sub-graph G1 can be defined by the view set V1 = {v3,v4,v5} and
E1 = {{(v3,v4),(v4,v3)},{(v3,v5),(v5,v3)},{(v4,v5),(v5,v4)}} among which the view
pairs {(v3,v4),(v4,v3)} generate edge v34 and {(v4,v5),(v5,v4)} generate edge v45,
while the view pairs {(v3,v5),(v5,v3)} generate no edge.
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Definition 2 (an edge). Given view pairs {(va,vb),(vb,va)}, va ∈Gi, vb ∈ G j, an edge
exists if and only if ∃t : t ∈ va �� vb, t is a data record. If i = j, the edge is called an
“inner-edge”, otherwise we call it an “inter-edge”.

In our approach, we define the published views v1,v2, · · · ,vn as V1 in level G1, then
|V1 |= n, and | E1 |≤Cn

2 , E1 can be denoted as following:

E1 = {{(v1,v2),(v2,v1)},{(v1,v3),(v3,v1)}, · · · ,{(va,vb),(vb,va)}},1≤ a,b≤ n

According to Definition 2, we know that the edge number of G1 is no larger than Cn
2 . It

is possible that there is no edge in level G1.

Proposition 1. Given va ∈Vi, vb ∈Vj, i �= j, an “inter-edge” equals to a view vc in Vm

or vd in Vj where m > j > i.

Proof. By the commutative property, distributive property and associative property of
binary operations in relational algebra.

As shown in Fig.1, for G1, we assume that all view pairs in E1 generate m edges, next
we take these m edges as the view set of G2, by executing natural join of each view
pair in E2, we get k edges, and then we take these k edges as the view set of G3, the
rest can be deduced by analogy. Corresponding to these operations, we propose a multi-
view pre-processing algorithm, as shown in Algorithm 1, in this algorithm, we take n
views v1,v2, . . . ,vn and their respective schemes r1,r2, . . . ,rn as original inputs, at first
we get the universal relation R by the union loop R= R∪ri, we assume that we know the
number of views in the first level G1 is L1 = n, and after pre-processing of these n views,
we get L2 views in second level G2 and their corresponding schemes, the rest operations
can be done in the same manner until there is no more view in next level. Finally, we
collect the views in each level and get n+ l views v1,v2, . . . ,vn,vn+1,vn+2, . . . ,vn+l .

One advantages to perform this multi-view pre-processing operation is that we can
transform partial information disclosure detection problem to total information detec-
tion case. Take v3, v4 and v5 as an example, if they are the input views in our algorithm,
after being processed using our multi-view pre-processing algorithm, we get three more
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Fig. 1. Schematic diagram for multi-view pre-processing
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Algorithm 1. Pre-processing Algorithm of Multiple Views
Input: n views: v1,v2, . . . ,vn and corresponding schemes r1,r2, . . . ,rn .
Output: (n+ l) views: v1,v2, . . . ,vn,vn+1,vn+2, . . . ,vn+l .
1: Let R = r1,s = 1, i = 1, l = 0
2: for i← 2 . . .n do
3: R = R∪ ri // R is a universal relation
4: end for
5: Let Li be the number of views in level Gi, L1 = n.
6: repeat
7: for each level Gi in G do
8: for j ← (l +1) . . .Li−1 do
9: for k ← ( j+1) . . .Li do

10: if r j �= R and rk �= R then
11: if r j ∩ rk �= /0,r j ⊂ (r j ∪ r j),rk ⊂ (r j ∪ rk) then
12: v = v j �� vk //natural join of two views
13: if v �= /0 then
14: vLi+s = v j �� vk //generate views for next level Gi+1
15: rLi+s = r j ∪ rk //generate corresponding relations
16: s = s+1
17: end if
18: end if
19: end if
20: end for
21: Li+1 = Li + s //number of views in next level
22: l = l + s //total number of views in all levels
23: i = i+1 //total number of views in all levels
24: end for
25: end for
26: until s = 0 //no views in next level

views v34, v45 and v345. At this time, v3, v4, v5, v34, v45 and v345 are the final inputs to
data merging step, what we need to do is to check if every tuple of these final views
violate specific privacy.

3.3 Data Merging

We use Cayuga [2] as our event processing engine, however Cayuga can only read
stream data from disk files, such as a text file, or TCP sockets, this implies that we must
merge our multiple pre-processed views into a single file and then store it in a disk.
In our system, we adopt an universal relational assumption, however, the original pub-
lished views and the views generated from the pre-processing algorithm have different
schemes, we must add to different views different additional attributes and set their val-
ues as Null. Take v1 and v2 as an example, the universal relation is {Name, ZIP, Job,
DOB, Sex, Disease}, v1 does not have attributes {Name, Sex}, while v1 does not have
{DOB, Disease}, so we merge them like follows in Table 2:
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Table 2. Merged data of v1 and v2

Name ZIP DOB Job Sex Disease
47677 09/09/80 Manager OC
47602 24/05/87 Engineer OC
...... ...... ...... ......

Alice 47677 Manager F
Bob 47602 Engineer M
...... ...... ...... ......

3.4 Event Processing

After data merging, we now investigate the details of event processing step which is
Cayuga-based. Cayuga system is an expressive and scalable Complex Event Process-
ing (CEP) system developed at the Cornell Database Group, it provides a SQL-like
query language, Cayuga Event Language (CEL), for expressing complex event pat-
terns, instead of operating on tables, Cayuga system performs continuous queries on
data streams with multi-query optimization, it can serve as an event engine in a larger
software environment without being obtrusive where the end user/application interacts
with Cayuga by submitting queries written in CEL to it and receiving query result
streams from it. For further information, we refer readers to Cayuga’s official website
http://www.cs.cornell.edu/bigreddata/cayuga/. The benefit of using Cayuga
system other than the other DBMS is that it has an high-speed query processing engine
which can handles simultaneous events for large-scale data-sets and data streams. What
the data owner should do is to launch specific continuous queries over the final merged
data.

4 Case Study

4.1 Experimental Settings

Dataset Benchmark. We adopt the publicly available Adult Database at the UCI Ma-
chine Learning Repository with 15 attributes, if records with missing values and un-
known values are removed, there are 45,222 instances. In order to build a representative
benchmark BP, we get another identity data set generated using a coherent database
generator called Fake Name Generator on the internet which contains 30 attributes. We
integrate these two datasets and keep the same number of instance, 45,222 tuples, and
only retain some of their attributes. Then we add a column with sensitive values called
“Health Condition” consisting of HIV, Cancer, Phthisis, Hepatitis, Obesity, Asthma,
Flu, Indigestion to the extracted data and randomly assign one sensitive value to each
record. The random technique works in the following way. First, assign a number to
each sensitive attribute, i.e., 1: HIV, 2: Cancer, 3: Phthisis, 4: Hepatitis, 5: Obesity, 6:
Asthma, 7: Flu, 8: Indigestion. Second, for each tuple (record), generate a random num-
ber from 1-8. Then, assign the corresponding sensitive attribute value to the tuple. For
example, for the first tuple in the data set, if the random number is 5, then this record
has the sensitive value “Obesity”. “NationalId” and “Givenname” are chosen as the EIs,
and “Health Condition” and “Password” are SAs.

http://www.cs.cornell.edu/bigreddata/cayuga/
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SELECT *
FROM FILTER {count = 1}
(FILTER{NationalId != '' and Password != ''}
(SELECT *, 1 as count FROM BP) 
FOLD {NationalId != '' and Password != '',,$.count + 1 as count} S) 

SELECT *
FROM FILTER {count = 1}
(FILTER{NationalId != '' and Health Condition != ''}
(SELECT *, 1 as count FROM BP) 
FOLD {NationalId != '' and Health Condition != '',,$.count + 1 as count} S)
………………………………………... 

Fig. 2. Cayuga continuous queries

Table 3. Six views to be published

Views to be published
v1 = ∏NationalId,Birthday,Gender(BP)
v2 = ∏Givenname,Zipcode,Education(BP)
v3 = ∏Zipcode,Company,CCType(BP)
v4 = ∏Gender,CCType,Password(BP)
v5 = ∏Birthday,Zipcode,Health Condition(BP)
v6 = ∏Givenname,CCType,Birthday(BP)

Views and Continuous Queries. In our experiments, we try to publish six views
v1,v2,v3,v4,v5,v6 on our benchmark BP, as shown in Table 3. In our benchmark BP,
we assume that there are two EIs, “NationalId” and “Givenname”, and two SAs “Health
Condition” and “Password”, therefore the number of continuous queries we should
launch is C2

1 ×C2
1 = 4, as shown in Fig.2, the continuous queries are written in the

structured Cayuga Event Language (CEL) and will be executed in the query engine of
Cayuga system.

4.2 Detecting Results

For the six published views, the universal relation contains 10 attributes, they are Na-
tionalId, Givenname, Birthday, Gender, Zipcode, Education, Company, CCType, Pass-
word, and Health Condition. After multi-view pre-processing, the second level has 13
views, and every two of them have common attributes, meanwhile their natural joins
have more than one data records, therefore in the third level we have C13

2 = 78 views,
while for the fourth level and fifth level, the number of view is not a combination of the
previous levels.

After being processed via all steps of multi-view pre-processing, data merging, and
event processing using Cayuga system, we successfully get more than 45222 records
which violate privacy, because privacy violations occur in some levels of G, as shown
in Table 4.

Table 4. Detection outputs of privacy violation

NationalId Givenname Birthday Gender · · · Password Health Condition
170-40-9312 John 6/5/1988 male · · · be6Poowooph Asthma
508-98-9112 Steven 6/30/1983 male · · · acoTo5ah Asthma
130-84-3154 Patrick 2/2/1941 male · · · paiS0roo3 Flu

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

5 Conclusion and Future Work

We present a formal analysis of privacy violation in the context of multi-view publish-
ing: given a set of published views, if linking of two views does not violate privacy,
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how about linking of multiple views? And how many potential violation channels are
there? We propose a pre-processing algorithm of multiple views which can transform
partial violation problem to the total case. Then, we build a benchmark with Adult
Database at UCI Machine Learning Repository, and an identity data set generated us-
ing Fake Name Generator on the internet. Finally, we conduct some experiments via
Cayuga system, the results demonstrate that our approach is practical, and well-suited
to efficient privacy-violation detection. However, we did not conduct the performance
evaluation of the proposed algorithm given that the number and the size of the input
views can be very large, and we did not take the timestamps of views into account, they
are useful if we want to detect privacy violation within a specific time interval. There-
fore, future work includes performance evaluation, detecting minute privacy violation,
algorithm optimization and develop a Cayuga-based privacy violation detector.
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Abstract. Managing hierarchical and fine grained DBMS policies for
a large number of users is a challenging task and it increases the prob-
ability of introducing misconfigurations and anomalies. In this paper,
we present a formal approach to discover anomalies in database poli-
cies using Binary Decision Diagrams (BDDs) which allow finer grain
analysis and scalability. We present and formalize intra-table and inter-
table redundancy anomalies using the popular MySQL database server
as a case study. We also provide a mechanism for improving the perfor-
mance of policy evaluation by upgrading rules from one grant table to
another grant table. We implemented our proposed approach as a tool
called MySQLChecker. The experimental results show the efficiency of
MySQLChecker in finding and resolving policy anomalies.

Keywords: Policy, Access Control, Policy Analysis, Anomaly Detection.

1 Introduction

Large DBMSs used in applications such as banks, universities and hospitals can
contain a large number of rules and permissions which have complex relations.
Managing such complex policies is a highly error-prone manual process. Several
surveys and studies have identified human errors and misconfigurations as one
of the top causes for DBMS security threats [3]. This is further magnified by
the adoption of fine grain access control that allows policies to be written at the
database, table and row levels. In addition, once policy misconfigurations are
introduced they are hard to detect.

There has been recent focus on policy anomaly detection, especially in firewall
policy verification [2,8]. The approaches proposed are not directly applicable to
database policies due to several reasons. First, firewall policies are based on
first-match rule semantics, in database policies other semantics such as most
specific are adopted. Second, the firewall polices are flat, on the other hand
database policies are hierarchical and are applied at different granularity levels.
Third, firewall policies are managed in a single access control list, while database
policies are managed by multiple access control lists. Therefore, new mechanisms
for policy analysis and anomaly detection are required database policies.

S.W. Liddle et al. (Eds.): DEXA 2012, Part II, LNCS 7447, pp. 514–522, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we use MySQL as a case study due to its wide adoption. MySQL
provides a descriptive fine grain policy language which provides an expressive
policy language. First we start by introducing the details of group-based policies
used in MySQL. We define and formalize the set of possible access violations.
To aid the administrator in detecting and avoiding these violations we propose
a framework to detect and resolve the detected violations. To the best of our
knowledge, this is the first time such a policy violation detection and resolution
mechanism for DBMS policies has been proposed. We implemented our pro-
posed anomaly detection and resolution approaches as a tool (MySQLChecker).
The efficiency and scalability of MySQLChecker was demonstrated through our
experimental evaluations. The main contributions of the paper are:

– We formulate and model database access control policies using BDDs.
– We classified the set of possible database policy anomalies and proposed

algorithms to detect and resolve the detected anomalies using BDDs.
– With a proof of concept implementation of our proposed anomaly detection

and resolution, we have conducted experiments using synthetic policies.

The rest of the paper is organized as follows: In Section 2, we provide a brief
background of database policies, access control in the MySQL framework and
Binary Decision Diagrams. In Section 3, we define the formal representation of
database grant rules, tables, and policies using BDDs. In Section 4, we define
the set of possible anomalies in the MySQL context, and describe how the BDDs
are used to detect and resolve these anomalies. Our implementation and exper-
imental results are described in Section 5. Finally, we wrap up the paper with
related work and conclusions.

2 Preliminaries

In this section we present the preliminaries related to MySQL access control,
and Binary Decision Diagrams.

2.1 Database Policies

Most DBMS use access control lists to specify and maintain access control poli-
cies. For example, in MySQL access control lists (grant tables) are stored in
multiple tables within the DBMS itself. The policy adopted is based on a closed
world policy model, where access is allowed only if an explicit positive autho-
rization is specified, otherwise access is denied. The grant tables include user,
db, tables priv, columns priv and procs priv which are used to store privileges
at global, database, table, column and procedure levels respectively. Database
privileges include several permissions, for example SELECT, INSERT, etc.

An access rule R can be represented as a tuple that indicates the permissions
granted to a user over a given object. A rule is defined as R = {user, host,
db, table, column, privs}, where R[user], R[host], R[db], R[table], R[column],
R[privs] refers to the rule’s user, host, database, table column names and set
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of privileges respectively. To refer to a group of hosts, IP address and domain
wildcards are allowed in R[host]. For example, 192.168.1.% refers to all hosts in
the 192.168.1 class C network, and %.abc.com refers to any host in the abc.com
domain. Database names can also include wild characters.

Access control in MySQL involves both Connection and Request Verification.
Connection verification verifies if a user connecting from a specific host is allowed
to login to the database. If access is granted, the request verification stage verifies
if the user has access to the objects requested. Request verification checks user
access from higher to lower granularity levels, for example database level, then
table level, and then column level.

2.2 Binary Decision Diagrams (BDDs)

Binary Decision Diagrams (BDDs) are a type of symbolic model checking. A
BDD is a directed acyclic graph [4, 5] used to represent boolean functions. The
graph has a root and set of terminal and non-terminal nodes. Each non-terminal
node represents a binary variable. Non-terminal nodes have two edges at most,
high and low. High edge represents the true assignment for that variable while
low edge represents the false assignment. Terminal nodes are two nodes repre-
senting the values true and false. BDDs were used efficiently in anomaly discover
in access control list in Firewalls [2] and XACML [7] policies. Utilizing BDD op-
erations such as and, or and negation can be used to efficiently implement set
operations on Boolean expressions such as intersection and union.

3 Formal Representation

In this section, we will present the formal representation for the MySQL policy
evaluation process using BDDs to encode the MySQL grant tables and rules.

3.1 Rules Modeling

A rule has two parts, condition and privilege vector. The matching request has
to match rule conditions in order to grant a set of privileges. A rule can be
represented formally as Ri : Ci � PVi, where Ci are the conditions for the ith

rule that must be satisfied in order to grant privileges Vector PVi. The condition
Ci can be represented as a Boolean expression of the filtering fields, f1, f2, ..., fk
as Ci = f1 ∧ f2 ∧ . . . ∧ fk. The fields can be host IP, user name, database name,
table name and column name.

Each grant table has different set of fields to represent the matching condition
for rules in that table. For example, users grant table uses host IP and user name
to match rules in the table. The db grant table uses host name, user name, and
database name for condition matching. Privileges vector is the decision vector for
each rule that specifies what are the privileges that will be granted when the rule
is triggered. Formally as PV = P1 ∧P2 ∧ . . .∧Pm, where m is the total number
of permissions in the system, Pi is a Boolean variable representing the ith per-
mission. When a permission is granted, its corresponding Boolean variable is set
to TRUE. For example, in Figure 1, the permission vector for bob@152.150.10.2
is |1, 0, 0| which means allowing SELECT and denying INSERT and UPDATE.
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Rule User Host DB name Select Insert Update

r1 alice localhost % Y Y Y

r2 bob 152.150.10.2 Emp Y N N

Fig. 1. db grant table example

3.2 Grant Tables Modeling

To evaluate a request in MySQL policy, there has to be a rule in one of the grant
tables that allows this request. A grant table is modeled as a Boolean formula
using BDDs. Each grant table is a sequence of filtering rules, R1, R2, ..., Rn. The
rules are checked in the first match semantic when a request is matched.

In the first match semantic, policy evaluation starts from the first rule, then
the second rule and so on until a matching rule is found. For example, when the
third rule is matched, the first and the second rule are not matched. The formal
rule ordering in this is represented as R1 ∨ (¬R1 ∧R2)∨ (¬R1 ∧¬R2 ∧R3). The
previous formula shows the rules ordering only, it did not show the how rules
conditions and permissions are encoded in the grant table. Formally, each grant
table will be constructed as XBDD =

∧m
i=1 X

i
BDD, where XBDD is the BDD

representation for any of the grant tables, and X i
BDD is the BDD representation

for the ith permission in X grant table.
Each permission in the permission vector is represented by a BDD. The kth

permission BDD is Xk
BDD =

∨n
i=1 ¬C1 ∧¬C2 . . .¬Ci−1 ∧Ci ∧Pk, where n is the

total number of the rules in the X grant table and k is the kth permission in
the permission vector PV. Each of the grant tables will be encoded as a BDD.
Where UBDD, DBDD, TBDD and CBDD represent the users, db, tables priv, and
columns priv grant tables respectively.

3.3 Policy Modeling

In order to determine if a request is to be granted or not, the users grant table
is checked first. If a matching rule is found in the table, the associated priv-
ileges are granted. Otherwise, db grant table is checked for a matching rule.
MySQL policy checks grant tables in the following order: users, db, tables priv
and columns priv. Formally, the BDD first match semantic for MySQL policy
(GMySQL) is represented as:

GMySQL = UBDD

∨
(¬UBDD ∧DBDD)

∨
(¬UBDD ∧ ¬DBDD ∧ TBDD)∨

(¬UBDD ∧ ¬DBDD ∧ ¬TBDD ∧ CBDD)

Given a request Q, the decision whether to grant this request or not is evaluated
by intersecting GMySQL and Q. If the resultant Boolean expression is FALSE,
then the request is denied. Otherwise, it is granted. Formally this operation can
be represented as Q ∧GMySQL ⇔ action, action ∈ {TRUE | FALSE}.
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4 MySQL Policy Anomalies

The hierarchal relation between grant tables and the first match semantic in
evaluating requests can introduce different types of anomalies. There two types
of anomalies in MySQL policies namely intra-table and inter-table redundancy.

4.1 Intra-table Redundancy

Intra-table redundancy is the redundancy within the same grant table. Subset
and superset relationships are the primary causes for rule redundancy. Two
rules are intra-table redundant if they grant the same privileges for the same
conditions. Rule redundancy can occur in all grant tables. The following intra-
table redundancy definition applies for any grant table.

Definition 1. Given a grant table XBDD, a rule Ri is intra-table redundant to
rule Rj for i < j if:

(Ci ⊆ Cj)
∧

(PVi = PVj)
∧

(�Rk(i < k < j ∧ Ci ⊆ Ck ∧ PVi �= PVk)) .

Definition 1 covers intra-table redundancy case in which the preceding rule Ri

is a subset from the superset rule Rj . Unlike firewall policies, a superset rule
cannot appear before a subset rule because of the pre-sorting process. A rule is
intra-table redundant if there is a rule with the same privileges vector follows
the redundant rule. Definition 1 excludes the case of exceptions. Exceptions are
not considered as redundant rules because they intended to perform different
action on a subset from the later rule. We demonstrate this condition through
the example in Figure 2(a). Note that rules R2 and R3 are not intra-redundant
because they have different permission vectors. In the case of R2 and R5, even
both rules have the same privilege vector and subset relationship between condi-
tions, they are not considered redundant because there is another rule, R3 that
has different permission vector. When deleting rule R2, bob@152.150.10.1 will
not be able insert because the insert privilege has been revoked in rule R3. Rules
R1 and R4 are redundant. Deleting R1 will not affect the policy semantics.

4.2 Inter-table Redundancy

Inter-table redundancy appears between two rules in different grant tables. Con-
sidering all grant tables, we have six inter-table redundancy cases between all
grant tables. Inter-table redundancy is partial or complete. Complete inter-table
redundancy occurs when two rules in different grant tables have the same priv-
ileges vector for some common conditions. While the partial inter-table redun-
dancy when some privileges are similar for some common conditions.

Definition 2. Given two grant tables X and Y , X<Y , having the BDD repre-
sentation XBDD and YBDD respectively, a rule Ri ∈ YBDD is completely inter-
table redundant by Rj ∈ XBDD if: (XBDD ∩ YBDD �= φ) ∧ (Ci ⊆ Cj).
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Rule User Host Select Insert Update

R1 alice 152.150.40.55 Y N N

R2 bob 152.150.10.1 Y Y N

R3 bob 152.150.10.% Y N N

R4 alice 152.150.40.% Y N N

R5 bob 152.150.%.% Y Y N

(a) users grant table example

Rule User Host DB name Table Select Insert Update

R1 bob 152.150.10.5 Emp manager Y Y N

R2 bob 152.150.10.% Emp human resources Y N N

R3 bob 152.150.%.% Acc human resources Y N Y

R4 alice 169.12.%.% Emp manager Y Y Y

(b) tables priv grant table example

Rule User Host DB name Table Column Select Insert Update

R1 bob 152.150.10.% Emp manager name Y Y N

R2 bob 152.150.10.% Emp human resources id Y Y Y

R3 bob 152.150.%.% Acc human resources salary Y N N

R4 alice 169.12.25.% Emp manager id Y Y Y

(c) columns priv grant table example

Fig. 2. Intra and Inter-Table Redundancy Example

To find complete inter-table redundancy, grant tables BDDs are compared to-
gether. Complete inter-table redundancy requires two conditions: 1) there is an
overlap between grant table BDDs and 2) the superset rule appears in the upper
level grant table.

Definition 3. Given two grant tables X and Y , X<Y , having the BDD repre-
sentation XBDD and YBDD respectively, a rule Ri ∈ YBDD is partially inter-table
redundant by Rj ∈ XBDD if: ∃m∃k(Xm

BDD∩¬Y m
BDD �= φ)∧(Xk

BDD∩Y k
BDD �= φ).

WhereXm
BDD is the BDD representation for themth permission inX grant table.

In partial inter-table redundancy, the privileges vectors are not the same. There
are some permissions allowed in the upper level table and denied in the lower
level table. Partial inter-table redundancy does not hold if a permission is denied
in the upper level table and allowed in the lower level table. Partial inter-table
redundancy requires at least one permission to be allowed in both rules. This is
necessary to eliminate the case in which there is no rule exists in the lower level
grant table. Figures 2(b)-2(c) provide inter-table redundancy examples. Rules
R1 in tables priv and R1 in columns priv are not redundant because the upper
table rule is not a superset rule. Rules R2 in tables priv and R2 in columns priv
are not complete inter-table redundant because privileges vectors are not the
same, also they are not partial inter-table redundant because the upper table
rule denies the insert privilege while the lower table rule allows it. Rules R3 in
tables priv and R3 in columns priv are partially inter-table redundant. Rules R4

in tables priv and R4 in columns priv are complete inter-table redundant.

4.3 Violations and Safety

A policy operation is safe if it does not cause the new policy to allow (deny)
requests that were previously denied (allowed) by the original policy. Mainly
safety is focused on maintaining the allow and deny space of the original policy.
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Definition 4. Policy PA is allow (deny) safe w.r.t policy PB iff every request
allowed (denied) by PA is also allowed (denied) by PB . An operation OP that
transforms PA to PB is safe iff PA and PB are both deny and allow safe.

In what follows we will investigate the safety of the operations involving the
removal of rules identified as redundant.

Proof. Let the original policy PA includes a rule Rs is identified as a redundant
violation. Let the policy PB be the policy generated after removing rule Rs

from PA. Let PA be a policy with three rules: R1, R2 and R3. Assume rule
R1 is an intra-table redundant with R3. Using the BDD modeling described
earlier, the formal representation for PA is R1∨(¬R1 ∧R2)∨(¬R1 ∧ ¬R2 ∧R3).
Redundancy check requires R1 ⊂ R3. When R1 ⊂ R3, then R1 ∩ R3 ⇒ R1 and
R1 ∪ R3 ⇒ R3. To simplify the formula, we can apply demorgan’s law. The
final result will be similar to PB that has only two rules R2 and R3. The formal
representation for PB is R2∨(¬R2 ∧R3). After simplifying PA and PB, the same
Boolean expression is reached. Therefore, removing an intra-table redundant rule
will not change the matching semantic for MySQL final policy. For the sake of
simplicity we used 3 rules, the proof can be easily extend to any number of rules.

In case of inter-table redundancy anomaly, the redundant rule is located in the
lower level grant table. Let the original policy PA includes a rule Rs is identified
as an inter-table redundant violation. Let the policy PB be the policy generated
after removing rule Rs from PA. Let the subset rule, Rs, be in YBDD grant
table and the superset rule be in XBDD. Before removing the redundant rule,
the intersection of grant table BDDs is: XBDD ∩YBDD �= φ. After removing the
subset rule Rs from YBDD the intersection of the two grant table BDDs is φ and
Rs ∩ XBDD = Rs, because of the presence of a superset rule that covers Rs in
XBDD. Therefore, any request will be matched in the upper grant table after
removing the inter-table redundant rule from the lower grant table. ��

4.4 Algorithms

This section defines algorithms that are used to extract the list of intra/inter
table redundant rule conditions in MySQL based on the BDD representation of
the policy. Algorithm 1 detects intra-table redundant rule by comparing each rule
condition with its possible supersets succeeding it. Algorithm 2 detects complete
inter-table redundant rules in the db grant table based on UBDD and DBDD.

5 Implementation and Evaluation

We developed and tested our framework against synthetic policies to show the
scalability of the framework. It is difficult to get a large number of real-life
MySQL policies as these policies are often regarded as confidential. We developed
a policy generator engine that generates synthetic policies, with a specific number
of rules at each level and probabilities of intra-table (Pintra) and inter-table
(Pinter) redundancy. The experiments were performed on Mac OS X 10.5.5 with
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Algorithm 1. IntraRedRules
Input: Lu (Sorted list of user rule BDDs)
Output: Lr

1 for i = 0 to |Lu| - 2 do
2 for j = (i + 1) to |Lu| - 2 do
3 P = Lu[i];
4 N = Lu[j];
5 I = N ∩ P ;
6 if P == I and PVi == PVj then

7 Lr ∪ {(i, j)};
8 end
9 if P == I and PVi ! = PVj then

10 break;
11 end

12 end

13 end
14 return Lr

Algorithm 2. InterRedRules
Input: UBDD , DBDD
Output: Ls

1 I = UBDD ∩ DBDD ;
2 Ls = φ;
3 while (I) has satisfying assignments do
4 b =One satisfying assignment of (I);
5 Ls = Ls∪ info(b);
6 I = I ∩ (¬b);

7 end
8 return Ls;

Fig. 3. Algorithms

0 200 400 600 800 1000 1200

0
5

10
15

20

Rule Count

P
ro

ce
ss

in
g 

T
im

e 
(s

ec
)

Policy Set (0.1,0.9)
Policy Set (0.5,0.5)
Policy Set (0.9,0.1)

(a) BDD Generation

0 200 400 600 800 1000 1200

0
10

20
30

40

Rule Count

P
ro

ce
ss

in
g 

T
im

e 
(m

se
c)

Policy Set (0.1,0.9)
Policy Set (0.5,0.5)
Policy Set (0.9,0.1)

(b) Intra-Tbl

0 200 400 600 800 1000 1200

0
50

10
0

15
0

20
0

25
0

Rule Count

P
ro

ce
ss

in
g 

T
im

e 
(m

se
c)

Policy Set (0.1,0.9)
Policy Set (0.5,0.5)
Policy Set (0.9,0.1)

(c) Inter-Tbl

0 500 1000 1500 2000 2500
Rule Count

B
D

D
 S

iz
e 

(M
B

)
0

30
0

60
0

90
0

12
00

15
00

(d) BDD Memory

Fig. 4. User Study Results and Algorithms Performance

4GB RAM and a 2.4GHz Dual Core, using the BuDDy library v2.4 and MySQL
client library v5.1.

The synthetic policies were analyzed by our framework and the BDD gen-
eration, intra-table and inter-table redundancy average processing times were
recorded. Figure 4(a), shows the initial processing time required to build the
BDD for different policy sets where (Pinter , Pintra) are the inter-table and intra-
table redundancy probabilities respectively. The intra-table and inter-table re-
dundancy processing times are reported in Figures 4(b) and 4(c) respectively.
Note, that the BDD generation, intra-table and inter-table processing times are
linear with respect to the number of policy rules. The discovery and resolution of
the inter-table redundancy depends on the percentage of inter-table introduced
in the synthetic policy, for a policy containing 1200 policy rules it takes around
90ms and 250ms for Pinter values of 0.1 and 0.9 respectively, refer to Figure 4(c).
In addition, we recorded the memory requirements for storing the BDD gener-
ated, the memory required is polynomial (degree 2) w.r.t the number of policy
rules, the regression estimate (R2 = 0.983) is plotted in Figure 4(d).

6 Related Work

BDDs were utilized to resolve anomalies in access control lists [2, 6, 7]. The
work presented by Al-Shaer et al. in [2, 6] used BDDs to discover and resolve
anomalies in network devices such as firewalls, IPSecs, etc. The work introduced
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enter-policy and intra-policy anomalies. Redundancy, shadowing, correlation and
exception were resolved in this work. Web access control list anomalies were
studies by Hu et al. in [7], where XACML policies were modeled using BDDs,
which was used to discover and resolve conflicts and redundancy in both XACML
policy and policy set levels.

Role based access control, which has made significant simplifications in the
management of security policies. Roles represent functional roles in an enterprise
and individual users acquire authorizations through their assigned roles. Re-
search related to RBAC policy verification [1,9] has focused on verifying RBAC
implementation, Separation of Duty and role hierarchy constraints.

7 Conclusion

In this paper, we presented a formal approach to model and define anomalies
in MySQL policies. We utilized Binary Decision Diagrams (BDDs) to encode
MySQL policy and grant tables. We presented and formalized intra-table and
inter-table redundancy anomalies. In addition, we provided a mechanism for
improving the performance of policy evaluation by upgrading rules from one
grant table to another grant table. We implemented our proposed approach as
a tool called MySQLChecker. The experimental evaluation conducted on the
MySQLChecker shows the efficiency and scalability of finding and resolving the
presented policy anomalies.
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