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Preface

This volume focuses on the recent advances in a domain that is situated at the
interface of engineering and biomedical sciences and is an excellent example of
the added value of integrative research: computational tissue engineering. After
two decades of ‘traditional’ tissue engineering research with a strong focus on the
biology of the tissue engineered construct and biomaterial development, the
engineering side of the field is finally becoming exploited to its fullest potential.
A common engineering approach when designing any kind of product or manu-
facturing process, from food to the chemical to the automotive industry, is to use in
silico models of the product and/or the manufacturing process. These models,
based on physical, mechanical, or (bio)chemical laws/equations and/or experi-
mental data, are used in order to minimize the variability, optimize the overall
process, and increase the quantity and quality of the final result. Accordingly, the
chapters in the book fall under the following categories: computational tools for
product design, computational tools for process design, and computational tools
for the study of in vivo processes. The underlying tissue engineering applications
will vary from blood vessels to trachea to cartilage and bone. For the chapters
describing examples of the first two areas, the main focus is on (the optimization
of) mechanical signals, mass transport, and fluid flow encountered by the cells in
scaffolds and bioreactors as well as on the optimization of the cell population
itself. In the chapters describing modeling contributions in the third area, the focus
will shift toward the biology, the complex interactions between biology and the
micro-environmental signals, and the ways in which modeling might be able to
assist in investigating and mastering this complexity. The chapters cover issues
related to (multiscale/multiphysics) model building, training and validation, but
also discuss recent advances in scientific computing techniques that are needed to
implement these models as well as new tools that can be used to experimentally
validate the computational results.

The research groups which contributed to this book, from 10 different coun-
tries—mostly in USA/Canada and Europe—are all very well known internation-
ally for their fundamental contributions to the field of computational tissue
engineering, and the book as a whole therefore represents the state of the art of
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research in computational tissue engineering. The book also nicely demonstrates
how computational tissue engineering research not only benefits from but also
contributes to advances in other fields such as biomedical sciences, applied
mathematics and computer sciences, material sciences, nanotechnology and bio-
informatics. Faculty and students with interest in these fields should find this book
an excellent source of information indicating where computational tissue engi-
neering research brought us so far, and what are some of the open questions that
wait to be answered.

Finally, I would like to take this opportunity to pay my tributes to Christian
Oddou (1938–2011) who passed away unexpectedly last year. Only shortly before
his death we had been discussing his contribution to this book which would have
been, without a doubt, a valuable one. His warmth, kindness, passion and enthu-
siasm for anything related to biomechanics and computational tissue engineering
will surely be missed.

Prof. Dr. Liesbet Geris
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In Vivo, In Vitro, In Silico: Computational
Tools for Product and Process Design
in Tissue Engineering

Liesbet Geris

Abstract This chapter aims to provide an introduction to how engineering tools in
general and computational models in particular can contribute to advancing the
tissue engineering (TE) field. After a description of the current state of the art of
TE, the developmental engineering paradigm is briefly discussed. Subsequently an
overview is provided of different model categories that focus on different aspects
of TE. These categories consists of the models that focus on either the TE product,
the TE process or the in vivo results obtained after implantation. Generally, in all
these models the aim is firstly to understand the biological process at hand and
secondly to design strategies in silico to enhance the desired in vitro or in vivo
behaviour. Finally, the need for quantification and parameter determination is
discussed along with the computational tools and models that can be used to design
the thereto required experiments in the most intelligent way.

1 Introduction

The presence of the word engineering in ‘‘Tissue Engineering’’, the interdisciplinary
field combining biomedical and engineering sciences in the search for replacements of
diseased/non-functional organ (parts) by manufactured living implants that support
functional tissue regeneration [1], has not yet fulfilled its true potential. Ever since the
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official introduction of the field in 1987, the research focus has been predominantly on
the biology of the tissue construct and biomaterial development. Apart from the latter,
the engineering input has remained limited to technical aspects such as bioreactor and
biosensor development, and automation. Although these aspects are needed when
bringing the biological processes from bench to bed side, they cover only a small part of
what the engineering sciences have to offer the TE field.

One key issue the TE field in general is struggling with is the lack of quantity and
quality of the generated products [2, 3]. Protocols and procedures followed in the lab
are mainly established based on trial and error, requiring a huge amount of manual
interventions and without clear early time-point quality criteria to guide the process.
This also makes these processes very hard to scale up to industrial manufacturing levels
as can be appreciated from the limited number of companies that have survived the first
decade of TE [3]. Overall, there is a lack of intelligent process design in the current TE
field. Over the last few years, a number of leading labs [4–8] in the TE field have
realized that the trial and error approach is not a good way to obtain products that can
meet the quality standards of international regulatory bodies such as EMA or FDA. It
was proposed to return to an approach inspired by nature’s own regenerative and
developmental processes [4–8] called developmental engineering. Much the same as
aspired in any manufacturing process, developmental processes are robust, multistage,
observable, controllable, path-dependent and autonomous. A common engineering
approach when designing any kind of manufacturing process, from the food over the
chemical to the automotive industry, is to use in silico models of the product and/or the
manufacturing process, based on physical, mechanical or (bio)chemical laws/equa-
tions and/or experimental data, in order to minimize the variability, increase the quality
and optimize the overall process. In silico models can, amongst others, help to identify
key regulating parameters of the manufacturing process and extrapolate early time
point information to predict final product behaviour.

This chapter will briefly introduce a number of modelling techniques and
applications related to the design of TE products and processes. It will start by
introducing the novel paradigm of developmental engineering that has recently
emerged in the TE field. Subsequently various examples of how computational
tools can assist in the development of robust and reliable products and processes
are discussed, many of which will come back in the other chapters of this book.

2 Developmental Engineering: A New Paradigm
for Tissue Engineering

Over the last few years, several leading labs [4–8] in the TE field have proposed to
return to an approach inspired by nature’s own regenerative and developmental
processes [4–8] called developmental engineering as many of the characteristics of
developmental processes are desirable in process design. Firstly, the developing
embryo has the ability to cope with a wide variety of external perturbations, i.e. it
is a robust system. This robustness of developmental processes would allow the in
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vitro process to be impervious to a wide scale of external perturbations, which are
often unavoidable in an artificial environment. Additionally developmental pro-
cesses exhibit a multistage character, meaning cells will differentiate in charac-
teristic stages, with a distinct morphology and marker genes. Accordingly, the in
vitro process could be divided into a series of sequential subprocesses, each cor-
responding to a specific stage in developmental biology. This would make the
process highly observable, by for example determining expression of certain
marker genes, and highly controllable, since growth factors could be added when
the cells are at a stage where they are competent to respond to them. Another
concept advocating the use of in vitro developmental processes is path-depen-
dence, or the dependence of one developmental stage on the previous ones. This
means that the optimal conditions of the successive stage are provided by its
predecessors. These conditions consequently do not have to be incorporated in the
process design and will make the process more autonomous. An example of path-
dependence can be found in endochondral ossification, where first a cartilage
anlage is formed which creates optimal conditions for the invading ossification
front [9]. Furthermore, some intermediate tissue forms have a great robustness
thanks to intrinsic factors, allowing them to be treated as individual modules. The
regulative, self-controlled behaviour exhibited by these modules will likely lead to
a high product consistency. Several modular forms appear during development,
including cellular modules like cartilage condensations and multicellular modules
with a spatially extended and heterogeneous cell population like the growth plate.

The growth plate is a developmental centre that integrates many signalling
pathways in order to regulate the patterning and growth of the skeleton. As a cell
progresses throughout the growth plate, going from the long bone’s epiphysis
towards the diaphysis, its shape and function changes drastically [10]. At the
epiphysis, a pool of small round chondrocytes makes up the resting zone. These
cells differentiate into more rapidly proliferating flat chondrocytes, forming pro-
liferative columns. The resting and proliferating chondrocytes secrete structural
proteins, such as collagen type II, that form a hyaline cartilage matrix. Towards the
diaphysis, chondrocytes differentiate further into prehypertrophic, secreting Indian
Hedgehog (Ihh), and thereafter hypertrophic chondrocytes [11]. Hypertrophic
chondrocytes remodel the cartilage matrix into a calcifying matrix comprising
primarily collagen type X (Col-X). At terminal differentiation, the cells will induce
invasion and resorption of the hypertrophic cartilage as well as the start of vas-
cularisation by excreting proteins like Matrix Metallopeptidase 13 (MMP13) and
Vascular Endothelial Growth Factor (VEGF) [12]. The evolution the chondrocytes
undergo is reminiscent of the developmental process of endochondral ossification,
indicating these events can be recapitulated using adult stem cells [13–17]. Indeed,
implantation of articular chondrocytes (mixed with osteoblasts) in mice has been
shown to result in formation of a structure similar to that of the growth plate [18].

Lenas et al. [4–8] extensively discuss how the growth plate developmental
process can be used as a template for robust and reliable bone TE processes.
Proof-of-concept for the basic idea that aggregates or constructs stem cells of
(embryonal and postnatal bone marrow derived) after in vitro differentiation along
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the chondrogenic lineage (all the way up to hypertrophy) will result in bone
formation after implantation in vivo has been delivered by several groups [19–21].

3 Computational Tools for Product and Process Design
in Tissue Engineering

Engineered products will only be a viable and competitive alternative to upcoming
off-the-shelf innovations in regenerative medicine if they are manufactured with
reproducible properties, a prerequisite for consistent clinical outcomes. This
important target is mainly challenged by the intrinsic variability in the behaviour
of human cells from different batches or donors as well as by the sensitivity of
cells to perturbations in the culture environment [22].

Although research-oriented systems are generally too complex, user-unfriendly,
unsafe and expensive for direct use in clinical applications, their underlying
principles could nevertheless lay a solid foundation for more clinically compliant
manufacturing systems. This will require not only the optimization of the TE
product itself but also the identification of only the most essential processes,
culture parameters and construct parameters that must be monitored and controlled
to standardise production and provide meaningful quality and traceability data, at
the same time minimise risks, costs and user complexity [22].

Below we describe a number of computational tools are being used to optimize
the design of both TE products and processes as well as the in vivo result. These
tools use a variety of modelling techniques building on physical, mechanical or
(bio)chemical laws/equations and/or experimental data. The models can range from
mechanistic (hypothesis-driven, white box) to phenomenological (data-driven,
black box) and, depending on the specific application, range from the gene/protein
level over the cellular level up to the tissue/organ level. Figure 1 shows an overview
figure of different models that have been developed in the field of bone tissue
engineering by the research group of the author. The overview in this chapter is by
no means exhaustive but serves to illustrate different aspects of product and process
design. The reader is referred to the other chapters of this book that provide a more
in depth review on a number of the aspects mentioned here.

3.1 Computational Tools for Product Design

There are a number of aspects on the design of TE products where computational
models can make and already have made contributions, not only in the way the
carrier structure (when dealing with combination products or biomaterials only) is
designed but also the way cells are processed prior to implantation.

Obvious aspects of scaffold design include their structural, mass transport and
mechanical properties. Several chapters in this book describe the design and
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characterisation of hydrogels, frequently used as carrier structure in tissue engi-
neering, but each focusing on a different aspect. Israelowitz et al. [31] argue that in
order to define the correct position of e.g. collagen in the fibre network arrange-
ment of extracellular matrix, which is important to determine its tensile strength,
an optimized tertiary structure of the protein needs to be characterized. They
provide an introduction into the different methods that are currently used to
determine protein conformation in silico. On a higher length scale, Nekouzadeh
et al. [32] describe the development of a mechanical model to design and evaluate
engineered tissues and/or carrier structures (such as hydrogels) that serve a
mechanical role. An important component of such models is often viscoelasticity,
or the dependence of mechanical response on loading rate and loading history. In a
great number of biological and bio-artificial tissues the passive tissue force (or
stress) relates to changes in tissue length (or strain) in a nonlinear viscoelastic
manner. Choosing and fitting nonlinear viscoelastic models to data for a specific
tissue can be a computational challenge. Nekouzadeh et al. [32] describe the range
of such models (focusing in particular on adaptive quasi-linear viscoelastic
models), criteria for selecting amongst them, and computational and experimental
techniques needed to fit these to uniaxial data. Additional to structural mechanics,
mass transport is an important property of hydrogels which can influence the
behaviour of cells encompassed in these hydrogels in various ways. Lambrechts
et al. [33] provide a thorough overview of how consumption and production of
soluble medium components gives rise to gradients inside hydrogels and how mass
transport related phenomena can shape these gradients. The authors focus on the

Fig. 1 Overview of the different models developed in the research group of the author of this
chapter. Models can be classified according to the origin of their development (phenomenological
vs. mechanistic) or according to the length and time scales of the processes they describe (gene/
protein, cell, tissue/organ). a Roberts et al. [23]; b Kerkhofs et al. [24]; c Geris et al. [25];
d Peiffer et al. [26]; e Carlier et al. [27]; f Geris et al. [28]; g Geris et al. [29, 30]
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combined use of experiments and mathematical modelling and describe not only
how the simulation results play an important role in generating information that
can help in unravelling mechanisms that drive solute transport but also genuine
efforts that have been taken to translate this information into real TE set-ups.

Another type of carrier material that is often used, mainly in musculoskeletal
tissue engineering, is a (macro-) porous scaffold. Similar to the hydrogels discussed
above, these scaffolds allow supporting mechanical loading and mass transport.
Olivares and Lacroix [34] review the computational methods applied to characterize
scaffold morphology and simulate different biological processes in and around these
scaffolds. These processes include cell seeding, cell migration, cell proliferation, cell
differentiation, vascularisation, oxygen consumption, mass transport and/or scaffold
degradation. Song et al. [35] describe how using a combination of computational
fluid dynamics and finite element analysis allows to predict flow regimes within
scaffolds and to optimize flow rates to deliver mechanical cues during cell seeding
and subsequent cell behaviour. They furthermore demonstrate how computational
modelling can be used to optimize spatiotemporal mechanical cue delivery and
mechanically modulated biochemical gradients through optimization of scaffold
geometry, material behaviour and mechanical properties.

Besides the scaffold’s physical properties, also its chemical properties (e.g. its
release properties) can have a substantial influence on the overall behaviour of the TE
construct. Chemicals released form the scaffolds can either be dissolved components
of the scaffold material itself (e.g. the release of soluble calcium from calcium-
phosphate-collagen scaffolds) or substances that were added to the scaffold structure
for delivery in vivo and have a specific biological function (e.g. controlled release of
growth factors). Mathematical models have been developed describing these release
processes and have been applied to determine in silico optimal scaffolds for a variety
of biomedical problems, e.g. Carlier et al. [27] and many others.

For TE products that include (or are solely consisting of) a cellular component,
models have been developed to investigate aspects ranging from storage over pro-
liferation and selection to implantation strategies. Cincotti and Fadda [36] describe a
model of the cryopreservation process of cell suspensions, a critical step in tissue
engineering. The model is based on bio-physical properties and takes into account
size distribution of the cell population. After validation, the authors have used their
model to investigate the effect cell size distribution on system behaviour under
various operating conditions showing that under commonly used operating condi-
tions, intra-cellular ice formation may be lethal for the largest cells in the population.
In addition to cell size, cell populations are also heterogeneous in various other
functional and molecular aspects. Galle et al. [37] review the most recent results on
heterogeneity in mesenchymal stem cells (MSC) and introduce a mathematical
framework that approaches MSC heterogeneity on the single cell level. This
framework is capable of describing the impact of MSC heterogeneity on in vitro
expansion and differentiation and can be used to investigate MSC adaptation to
changing environments and the cell’s intrinsic control of state fluctuations. Prior to
implantation, the quality of the cells needs to be assessed in order to guarantee a safe
and effective therapy. As this quality check should preferably be non-invasive,
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complete (meaning all cells and not only a sample should be checked), real-time and
predictive of further clinical therapeutic effect, conventional cell biology techniques
are ruled out. Sasaki et al. [38] discuss the potential of image-based quality assess-
ment by implementing machine learning models to connect biological phenomena
with the measurements. After storage and quality assurance of the cell population,
the timely administration of the appropriate concentrations of cells in the correct
location is another crucial point where computational modelling can be an interesting
tool. Geris et al. [39] have investigated the administration of MSCs in and at the
fracture site of atrophic non-unions by means of a computational model and have
corroborated their simulation results through comparison with the results from a pilot
experiment (which was based on the in silico predictions).

3.2 Computational Tools for Process Design

Nature uses a very complex system of regulatory mechanisms compounded by a
huge amount of redundancy. Systems biology and bio-informatics are just
beginning to unlock the huge amount of information that is hidden within the
human genome. From this huge amount of info a limited number of functional
regulators (targets or markers) needs to be distilled that are indicative of the
progress of the biological process in vitro and can hence be used to control the TE
manufacturing process. These regulators are not necessarily restricted to biological
parameters but can also be properties of the carrier structure and culture envi-
ronment. These regulators are part of an intricate network that is too complex to be
interpreted without the help of in silico modelling.

An additional challenge when dealing with biological processes is how to extract
knowledge on these regulators from the relatively few process states that can be
measured on-line [40]. In this context, the monitoring and control of bioreactor
systems will be crucial at the research stage of product development, in order to
identify these key regulators and to establish standardised production methods [41].
A mathematical model of the process is a cornerstone for modern control approa-
ches such as model-based predictive controllers (MPC). Therefore, a complete
design of an automatic bioreactor system should include the development of a good
model, which should be complete enough to fully capture the process dynamics at
interest and should also be capable of allowing the predictions to be calculated but at
the same time, it should be intuitive and permit theoretic analysis [42].

Various types of models can be used as long as they allow accurate predictions of
the most important process output(s) and are compact enough to be implemented in
the bioreactor system. In many control applications black box models are used (e.g.
impulse response models, step response models, transfer function models, state space
models, neural networks, etc.) that describe the process under consideration based on
data of dynamic experiments (dynamic data-based models). They have the advantage
that they are compact, allow accurate predictions of the process behaviour and are
easy to implement in a model-based control framework. However, an important
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drawback of these models is that they are not based on knowledge of the system and
as such are difficult to interpret in a biological way. At the other end of the spectrum,
there are mechanistic models (white box) that are knowledge based and as a result
often (much) more complex than data-based models. A hybrid (grey box) approach
has been developed that combines the advantages of both the dynamic data-based
modelling approach and the mechanistic modelling approach into a so called data-
based mechanistic (DBM) modelling approach [43]. DBM models can be developed
in different ways, but one commonly used approach is to start from available
mechanistic models that then will be reduced in complexity by applying sensitivity
analysis and principal component approaches (e.g. [44, 45]). Parameters of the
reduced order model structure can be estimated in a time varying way by using e.g. a
recursive instrumental variable estimation method using data from dynamic exper-
iments with the bioreactor system to be controlled.

Mechanistic (white box) models of in vitro bioreactor processes have been
repeatedly proposed in the literature. O’Dea et al. [46] provide an overview of the
models that use continuum modelling techniques to investigate how the different
underlying processes interact to produce functional tissues for implantation in cell-
seeded porous scaffolds. They aim to demonstrate how a combination of mathematical
modelling, analysis and in silico computation, undertaken in collaboration with
experimental studies, may lead to significant advances in the understanding of the
fundamental processes regulating biological tissue growth and the optimal design of in
vitro methods for generating replacement tissues that are fully functional. Raimondi
et al. [47] discuss, also for cell-seeded porous scaffolds, the need for and the advances
in the use of multiphysics and multiscale mathematical models. They describe various
possible approaches to couple biomass growth, medium flow and mass transport in a
single model. Furthermore they discuss recent advances in scientific computing
techniques that are needed to implement these multiscale/multiphysics models as well
as new tools that can be used to experimentally validate the computational results.

Besides the control of the bioreactor process, the design of the bioreactor set-up
itself can play a major role obtaining the desired results. Bjork et al. [48] use
computational models focusing on the dissolved oxygen transport to design bio-
reactor set-ups for engineered vascular tissues that improve transport, particularly
by perfusion of medium through the interstitial space by transmural flow. Their
computational models, supported by empirical data, specifically investigated
designs that would eliminate nutrient gradients evident during static culture
methods, in order to develop more uniform engineered vascular tissues which
would lead to improved mechanical properties of the resulting construct.

3.3 Computational Tools for the Study of the In Vivo Process

Although according to the developmental engineering concept [4–8], the estab-
lishment of robust modular tissue intermediates in vitro should lead to the desired
high-quality outcome in vivo, the effect of the in vivo environment is an important
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unknown that requires thorough experimental investigation. From the obtained
experimental results mechanisms of actions can be proposed and subsequently
mathematical models can be used to translate these mechanisms of action into a
coherent set of mathematical equations. These equations form a quantitative
spatio-temporal framework of interrelated biological variables and sub-processes,
providing a dynamic and comprehensive overview of the entire repair process. As
such, the mathematical models can help in interpreting the in vivo data (by
establishing causal relations) on the one hand and generating new hypotheses on in
vivo outcome (by running in silico experiments) on the other hand, in this way
adding to the design and optimization of TE products and processes.

A myriad of models has been proposed in the literature describing various
pathologies and in vivo regenerative processes. Watton et al. [49] have developed
a fluid–solid-growth model to simulate the evolution of abdominal aortic aneu-
rysms. The model uses a realistic constitutive model of the arterial wall accounting
for a wide number of lower scale structures and processes. With the help of this
model they were able to predict e.g. the development of tortuosity that accom-
panies abdominal aortic aneurysm enlargement. Besides providing a basis for
further investigation and elucidation of the aetiology of aneurysm formation, the
computational framework can also be applied to aid the design and optimisation of
tissue engineered vascular constructs. In the field of bone regeneration Geris et al.
[50] have reviewed the existing models of fracture healing, dividing these models
into bioregulatory (fracture healing guided by biological stimuli), mechanoregu-
latory (fracture healing guided by mechanical stimuli) and mechanobioregulatory
models (fracture healing guided by mechanical and biological stimuli). Nagel and
Kelly [51] adapted a well-known mechanoregulatory model to explicitly account
for the influence of oxygen tension on tissue differentiation. They furthermore
discuss the effects of incorporating the tissue architecture during skeletal regen-
eration as well as the variability of the process. Reina-Romo et al. [52] discuss the
importance of angiogenesis on both bone regeneration and TE. They describe the
role of the vascular network in these processes as well as the most recent in silico
models simulating the vascular network within bone constructs. They analyse
discrete as well as continuum approaches from a computational perspective.

As mentioned above, simulation of the behaviour of a TE construct after
implantation is another crucial aspect in the optimisation of TE products and
processes. Lemon et al. [53] have developed a mathematical model of the
regeneration of a tissue-engineered trachea seeded with cells in situ, in order to
study the biological processes (e.g. stenosis) taking place after implantation for
various designs of the TE construct (different cell seeding strategies). They pro-
vide an in depth discussion on the obstacles that are encountered when trying to
formulate a faithful model of (any kind of) biological product or process.
Furthermore they investigate how a simplified mathematical model that omits
much detail of the biology can be of use for studying regeneration of a TE
construct, using their model of a tissue-engineered trachea as an example.
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4 Discussion

As shown above, computational tools have already investigated a wide variety of
products and processes in the tissue engineering field. Whereas in the early models
the distance between the computer and the bench was quite substantial, integration
of (biological) experiments and simulation efforts are increasing. It has become
evident that imaginative and refined experimental strategies based on genetics,
imaging, quantitative and biophysical approaches, combined with the exploration
of the fullest potential of mathematical modelling are necessary to understand
cellular and developmental biology. The increased attention for this integrative
approach can be appreciated from the initiatives that have been and are being taken
by large funding agencies to promote this research, e.g. the Quantissue network
[54] (funded by ESF-RNP) and the Physiome [55]/Virtual Physiological Human
initiatives [56] (funded by agencies worldwide). The potential of this integrative
research has already been demonstrated in a number of biomedical fields [57–62].
For example, Faratian et al. [57] successfully used a systems biology approach to
stratify patients for personalized therapy in cancer and provided further compelling
evidence that a particular biomarker, appropriately measured in the clinical setting,
could refine clinical decision making in patients treated with a specific therapy. In
developmental biology, Von Dassow and co-workers [59, 60] showed by means of
a computational model that the drosophila segment polarity genes constitute a
robust developmental module. The simulation results provided important insights
into the overall dynamics of the gene network and highlighted mechanistic details
that require further experimental research.

With the increasing demand for more quantitative models, there is also an
increasing attention for the determination of relevant parameter sets [63–65].
Precise measurements of the different parameter values is in almost all cases
impossible, either due to the fact that not all parameters represent physical pro-
cesses (even when dealing with mechanistic or white box models) or because the
physical property cannot be measured without altering the process. An example of
the latter is the use of in vitro experiments to determine properties of in vivo
processes. Classical system identification techniques, typically used in grey and
black box approaches, will determine the parameter values as to fit the model to
the system it is intended to describe. Depending on the system at hand and on the
available experimental information, estimation theory or neural networks are
commonly used concepts. Additionally, engineering concepts such as the design of
experiments and optimal experimental design are finding their way into the bio-
medical sciences to increase the amount of information that can be retrieved from
experiments while reducing the number of experimental runs required to obtain
this information. Alternatively, or better yet concomitantly, to finding appropriate
parameter values based on experimental results, many modellers apply techniques
to investigate the impact of the chosen parameter values on their simulation results
by means of sensitivity analyses. Sensitivity analyses appear under many different
forms. The most frequently used technique is the one-at-the-time (OAT) analysis
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where only one parameter is altered (e.g. [66] to give but one example). This
provides information on the main effects of this parameter but it does not provide
any information on the combined effects or the interactions between different
parameters. Design of experiment techniques have been successfully applied to
mathematical models to overcome the limitations of the OAT technique [27, 67].

In the above discussion on the optimal way to determine parameter values for
quantitative models, a completely different point of view is taken by a number of
researchers. Gutenkunst and co-workers argue against the focus on optimizing
experimental design to best constrain model parameters with collective fits as dis-
cussed above, particularly in cases when the understanding of a system is tentative and
incomplete. An important consideration underlying their point of view is the question
of how we should deal with uncertainties in the data [68], in the fitting of parameters,
and in resulting predictions. Brown et al. rigorously explored one source of uncertainty
in their model of growth-factor signalling in PC12 cells; their analysis considered not
just the set of parameters that best fit the data but a statistical sampling of all parameter
sets that fit the data [69, 70]. Like in many other systems [71], the space of parameter
sets that could fit the data was vast. Perhaps surprisingly, some predictions were still
very well constrained even in the face of this enormous parameter uncertainty. Brown
et al. found a striking ‘sloppy’ pattern in the sensitivity of their model to parameter
changes; when plotted on a logarithmic scale, the sensitivity eigenvalues were roughly
evenly spaced over many decades. This sloppy nature was then further investigated by
Gutenkunst and others [72–74]. Even though sloppiness is not unique to biological
systems, it is particularly relevant to biology [75] because the collective behaviour of
most biological systems is much easier to measure in vivo than the values of individual
parameters. Using sloppy parameter analysis, concrete predictions can be extracted
from models long before their parameters are even roughly known [70], and when a
system is not already well-understood, it can be more profitable to design experiments
to directly improve predictions of interesting system behaviour [76] rather than to
improve estimates of parameters.

5 Conclusion

In conclusion, this chapter has provided an overview of how computational modelling
could contribute to advancing the tissue engineering field. Regardless of whether the
models focus on the product, the process or the in vivo results, the aim is always to try to
understand the biological process and to design strategies in silico to enhance the
desired in vitro or in vivo behaviour. Finally, if models are to be applied in a quanti-
tative way, experiments need be designed as to feed the models in the most intelligent
way. Also here computational tools and models can play an important role.
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Protein Modelling and Surface Folding
by Limiting the Degrees of Freedom

Meir Israelowitz, Birgit Weyand, Syed W. H. Rizvi, Christoph Gille
and Herbert P. von Schroeder

Abstract One aspect of tissue engineering represents modelling of the extracel-
lular matrix of connective tissue as the fiber network arrangement of the matrix
determines its tensile strength. In order to define the correct position of the e.g.
collagen in a structure, an optimized tertiary structure must be characterized.
Existing approaches of protein models consider random packing of rigid spheres.
We propose an alternative strategy to model protein structure by focusing on the
folding. Our model considers (a) segments of amino-acid peptides or beads,
(b) hydrogen bond distances, and (c) the distance geometry as functional compo-
nents rather than minimizing distances between the centers of atoms. We reduced
the molecular volume by using concepts from low dimensional topology, such as
braids and surfaces, via differential geometry. A braid group maintains the conti-
nuity of a sequence while the spatial minimization is performed, and guarantees the
continuity during the process. We have applied this approach to different examples
of known protein sequences using ab initio protocols of ProteoRubix SystemsTM.
Sequence files of three different proteins types were tested and modeled by Pro-
teoRubixTM and compared to models derived by other methods. ProteoRubixTM

M. Israelowitz � S. W. H. Rizvi � C. Gille � H. P. von Schroeder (&)
Biomimetics Technologies Inc, Toronto, Canada
e-mail: herb.vonschroeder@uhn.ca

B. Weyand
Department of Plastic, Hand and Reconstructive Surgery, Hannover Medical School,
Hannover, Germany

C. Gille
Institute of Biochemistry, Charite Universitsaetsmedizin, Berlin, Germany

H. P. von Schroeder
University Health Network, Toronto, Canada

H. P. von Schroeder
University of Toronto, Toronto, Canada

Stud Mechanobiol Tissue Eng Biomater (2013) 10: 19–45 19
DOI: 10.1007/8415_2012_141
� Springer-Verlag Berlin Heidelberg 2012
Published Online: 1 July 2012



created near-identical models with minimal computational load. This model can be
expanded to large, multi-molecular network structures.

1 Introduction

Tissue Engineering is an interdisciplinary field in the cross-section of biology,
medicine, chemistry, physics, material sciences, engineering sciences and infor-
matics. One aspect of tissue engineering represents modelling of extracellular
matrix of connective tissue. The mechanical properties of the extracellular matrix
are defined by its structure and composition. Collagen, for example, is the most
abundant extracellular matrix protein in connective tissue, and is composed of
three polypeptide strands each with 1,000 amino acids that are assembled to form a
fibril [31]. The fiber network arrangement of the collagen matrix determines its
tensile strength. In order to define the correct position of the collagen in a struc-
ture, an optimized tertiary structure must be characterized.

With the purpose of modelling a protein such as collagen, energy calculations
must consider six degrees of freedom for each single atom. The calculations
include hydrogen bonding and van der Walls forces, and moreover, because the
interactions of the amino acids are both hydrophobic and hydrophilic forces in an
aqueous environment, these calculations must also be considered in time [27]. The
time for protein folding takes place in milliseconds to minutes [68]. In the case of
collagen or other large proteins, there are assistance proteins, the so-called
chaperones such as P52, which support protein folding and tertiary structure by
holding initial amino acids for assembly of the total protein [61].

Protein modelling is considered to be a nondeterministic polynomial (NP) time
problem that is regarded as inherently difficult if its solution requires significant
resources, regardless of the algorithm that is used to solve the problem [45]. In
order to solve a NP problem, we need to consider a program that makes 2n

operations before halting, since exponential-time algorithms might be unusable
from the practical point of view. Collagen is an exceptionally large protein, but
even for a small number of molecules (e.g. n = 100) and 1012 computer operations
per second, a program would run for about 4 9 1010 years to solve a problem
([70] and Appendix 1) and therein lies the challenge for protein modelling.

Protein modelling is generally based on the fact that a structure is striving for
the lowest state of energy based on the Lennard-Jones potential that defines energy
as a function of the distances of the minimizations. Protein modelling uses free
Gibbs energy to obtain the lowest state of energy. Currently, there are eight major
methods used to denote protein conformation spaces or lowest state of energy:

1.1 Molecular Dynamics in which every coordinate position of the atoms con-
tained within the amino acids in the sequence is taken into consideration. This
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method calculates the gradient or steep-out slope to obtain an energy mini-
mum [69, 75].

1.2 The Monte Carlo method uses computational algorithms that rely on repeated
random sampling techniques to find a global minimum. The Monte Carlo
method takes a sample of the averages on the confirmation path; however, it is
possible for the path to enter into local minima that are difficult to differentiate
[13, 89].

1.3 Smith’s Microfibril model calculates the conformation energy by finding the
difference between the random state and the final conformation. The differ-
ence between the two is the objective function [17, 43, 67].

1.4 Probabilistic techniques based on Bayesian inference have been developed by
Garnier et al. [30] as information theory. The method takes into account the
probability of each amino acid having a particular secondary structure, and
also considers the assumptions and probabilities of each structure contributing
to that of its neighbours. The method is roughly 65 % accurate and is dra-
matically more successful in predicting alpha helices than beta sheets, which it
frequently erroneously predicted as loops or disorganized regions [52].

1.5 Neural Networks use training sets of solved structures to identify common
sequence motifs associated with particular arrangements of secondary struc-
tures. These methods are over 70 % accurate in their predictions, although
beta strands are still often under-predicted due to the lack of three-dimensional
structural information that would allow assessment of hydrogen bonding
patterns that can promote formation of the extended conformation required for
the presence of a complete beta sheet [52].

1.6 Support Vector Machine (SVM) is a method which analyzes data and rec-
ognizes patterns that are used for classification. SVM takes a set of input data
and predicts, for each given input, which of two possible classes forms the
input. SVM has proven particularly useful for predicting the locations of turns,
which are difficult to identify with statistical methods data [60]. The SVM
requirement for relatively small training sets has also been cited as an
advantage to avoid over-fitting to existing structures. The major limitation for
machine learning techniques is the attempt to predict more fine-grained local
properties of proteins, such as multiple back bone dihedral angle in unassigned
regions [87].

1.7 Genetic Algorithm (GA) is population of strings, which encode candidate
solutions to optimize a problem to evolve a better solution. The fundamental
Genetic Algorithm problems approach, due protein modelling interactions, are
elaborate, hence Genetic Algorithm evaluations for complex problems are
often the most prohibitive. Genetic Algorithms do not scale well with com-
plexity, meaning that with increasing numbers of elements there is an expo-
nential increase in the search space size. In general, the Genetic Algorithm has
a tendency to optimize to local minima, and therefore becomes globally
limited [79].

1.8 Ab initio models have been used exclusively to model binding sites of metals
to proteins [80] or use statistical methods to find a secondary structures
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[10, 35, 71]. Ab initio (from the beginning) refers to the beginning of an amino
acid sequence.

There are several major limitations with all of these models. In general, all of
the model simulations are restricted by computational time and cost. To minimize
a structure, there is a need to consider every change of position in the configuration
of a peptide or protein. In the case of establishing global minima, all possible
energies need to be tested which can become an exponentially large problem
[13, 36, 74, 81]. Further, existing models do not consider the dynamic behavior of
proteins in an aqueous environment since they cannot consider water molecules
[28, 38, 57, 76] primarily due to computer limitations [7, 12]. Secondary structure
formation also depends on several other factors [90] including for example
accessibility of residues to a solvent [47], the protein structural class [22], and even
the organism from which the proteins are obtained [49]. These factors can further
confound modelling paradigms.

While X-ray crystallography is used to validate a protein structure, it only
shows an aspect of a structure in that it does not map the real aqueous environment
of the protein that affects protein interactions and structure. In addition, X-ray
crystallography does not describe the actual interactions that occur during the
folding process which is a further limitation [82]. In contrast, nuclear magnetic
resonance (NMR) can be used to show structure in real time in an aqueous
environment, but so far this method is limited to 70 amino acids [63].

Based on the limitations of existing protein modelling techniques, other
approaches need to be considered; for example, if the volume and area of the
protein can be optimized, this optimization can be used to calculate primary but
also tertiary structures. The method presented uses the optimal volumes to bring a
structure closest to the lowest energy state.

2 Model

The polypeptide chain of a protein can be represented by a low-dimensional
topology structure called a braid group [1, 2, 8]. It is defined as the union of arc
lengths forming a string, or braid that can readily model the fundamental prop-
erties of the peptide backbone [48, 53]. Rather than considering a peptide as a
linear sequence of amino acid residues, the peptide bonds of the protein chain form
the arc lengths of our braid. A peptide chain thus consists of a series of rigid arc
lengths carrying various substitute groups. Each arc length runs from the oxygen to
carbon of the amide bond to, but not including the next peptide carbonyl carbon [9].
Folding the polypeptide chain into different conformations simply results in
changing the relative orientation of these arc lengths. Although this grouping does
not follow the biosynthetic pattern, it limits orientation changes to movements
about the rotating C–CO bond given by U and H as shown in Fig. 1. Next, the
volume of the chain can be minimized [57]. The volume, given by a protein, can be
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thought of as a backbone with additional groups attached to it. The C–N backbone
is not straight because the bonds are not collinear. For example, carbon forms single
bonds that are spaced equally apart from each other form a tetrahedron angle
(109.5�) [83] rather than straight chains in the case of the residues.

With the distances between the C–N backbone being non-collinear, the angles
between directional vectors are not parallel. From this, the groups are replaced
with an outline of the atoms centered on the backbone so that we have strings of
beads (though the bead shape is not round [21]). The lacing of the beads is the
backbone of the protein is shown in Fig. 2a. Each of the amino acids has bonds
that can rotate. In most cases there are two bonds that rotate. The R groups (amino
acid side chains) can take one of several states. In the case of proline there is only
one free rotating bond (to the H) [28], this is handled by an error function that adds
a large penalty to the optimization function such that the bond will stay at the
optimal angle (Fig. 2b). Generally, all bonds are considered to be of fixed length
and only rotation is allowed. The angles are the parameter. The volume and
surfaces are the results. The simplex method requires only functions given by the
objective function [41, 55]. The bond lengths never change, the only change
occurs in the two angles per residue in our configuration search [85].

The rotation of non-collinear bonds allows the molecule to twist, similar to a
Rubik’s cube puzzle toy where a set of angles are joined by rotating joints. This
rotation allows the protein to take a shape [56]. The molecule can be twisted to
nearly any shape, but the proper shape is achieved by optimization of an objective
function. The objective function mirrors an energy function.

The method used for the geometrical model is trilateration, which is a type of
measurement that determines a point by using the geometry of spheres, circles, or
triangles. Unlike triangulation, which uses the measurement of angles to determine

Fig. 1 Rotations around
peptide groups. Two planar
peptide groups are shown in
this illustration. The only
reasonably free movements
are rotations around the
Ca–ON bond (measured as U)
and the Ca–OC bond
(measured as H).
By convention, U is 180�
and H is 90� in the
conformation shown and
increase, as indicated, in the
clockwise direction when
viewed from Ca
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location, trilateration uses measures of distance. In two-dimensional geometry,
the radii of circles can sometimes be used to find the location of a point. Hence, the
surface is calculated from the intersection of the surfaces (atomic radii) of the

atoms in the residue [64]. For one single sphere the volume is V ¼ 4=3pr3 and
surface is S ¼ 4pr2. For two spheres the volume is V ¼ V1 � V2 � VL and the
surface is S ¼ S1 þ S2 � SL (V1;V2 are volume one and volume two; S1; S2 are
surface one and surface two; VL; SL are overlapping).

The model requires enough volume for the distances and surfaces. The surfaces
are determined by allowing the 3 overlapping and intersecting spheres of centers
O1, O2 and O3 to form a new object with defined volume. Its net area will be given
by:

A ¼ 1
2

AO1 þ AO2 þ AO3ð Þ
� �

� Internal Area

where the internal area is given by (Fig. 3):

Fig. 2 a Beads are created by lacing the amino acid along the N–O backbone to construct an
initial stage of the protein model. b Illustration of the optimized orientation given by the arrows
of the minimization along the N–O backbone
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Fig. 3 Creating the surface for the bead building. The three overlapping/intersecting spheres
with centers O1, O2 and O3 form a new object and the net area is given by A ¼

1
2 AO1 þ AO2 þ AO3ð Þ
� �

� Internal Area
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Area123 ¼
ZK

L

Area S1ð ÞdS1 þ
ZM

K

Area S1ð ÞdS1 þ
ZL

M

Area S1ð ÞdS1 and 0\K\M

We obtain the minimal free energy by minimizing the volume which we have
accounted for by the surface areas as calculated above. Note that more than three
overlapping spheres are improbable for atoms in molecules [20]. The objective
function for the minimization is given by:

Objective ¼ volume(volumeweighing)

�
X

surfacearea12 U;Hð Þhydrophobicity1hydrophobicity2

The volume weights are proportional to the amount of energy needed to move
the R from cyclohexane to water (0 is neutral, -1 is hydrophilic and 1 is
hydrophobic), using the surface of the whole amino acid, rather than just the R
group [65]. Each residue has a surface area with a known hydrophobicity [12]. The
summation is over each set of residues that are touching (i.e. adjacent to each
other). The surface area is the common surface area between the residues. This
term will tend towards having hydrophobic residues together and hydrophilic ones
together, but will avoid having hydrophilic next to hydrophobic residues.

There is also a volume term that minimizes the size of the molecule [11, 58].
This volume is given as the volume enclosed by the surface wetted by a solvent
molecule with a *1.4 Å radius. The model is based on changing the distance and
the angles and are adjusted to the distances. If we do not know the structure, we
can calculate in parallel the a-coil and b-sheet simultaneously forming the braid
used to obtain a globular or complex structure.

2.1 Constraints in the Standard Braid Theory

Prohibiting the braids from incidental intersection with themselves or with other
braids is properly observed (rule of ‘‘no intersection’’) in this application to keep
the modeled peptide chains from overlapping each other (Appendix 2). The simple
arc length model has been expanded to address the finite volume occupied by each
amino acid residue [48]. While keeping the length and direction of the arc lengths
constant, each segment is expanded into a bead enveloping the remainder of its
amino acid residues. Each bead interacts with at most two other beads, and the
intersection of any two sequential beads is a single point [39]. A braid now
represents the peptide chain, which is a collection of beads (Appendix 3). Various
peptide conformations can now be treated as changes in the relative orientation
between pairs of beads. For large, single-chain proteins this is a significantly
simplified approach to molecular modelling (Appendix 4; Appendix 5). The power
of this approach is seen when considering protein structures composed of multiple
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peptides, such as the collagen triple helix. The model presented in this section
includes the collagen fibril as a three stranded braid.

2.2 Orientation of Protein Structures

Collagen is a 310 helix which contains 3.6 residues per turn and has 10 atoms in the
ring which is formed by making the hydrogen bond three residues up the chain [32].
The distance is determined by H bonds that lie parallel to the helix, and the carbonyl
groups pointing along the axis in the opposite direction [66]. The opposite direction
of nitrogen and the carbonyl will set the preference distance and define the a-helix.
Since the direction is measured from the carbonyl, the distance between each turn is
3.6 residues [3, 26, 77, 86].

A protein b-sheet orientation is symmetric. The b-sheet is measured from the
nitrogen terminal to the carbonyl terminal. The residue, carbonyl, and nitrogen are
on the same side [5]. The inter-strand symmetric amide proton is the donor of the
hydrogen bond to the carbonyl. For an anti-parallel orientation the exchange is
perpendicular. This is not the case for a parallel orientation. The distance between
residues is *0.347 nm for anti-parallel and *0.325 nm for parallel pleated sheet.
Parallel b-sheets tend to be more regular than anti-parallel b-sheets [73]. The range
of angles U and H angles for the peptide bonds in parallel sheets is much smaller
than that for anti-parallel sheets [72]. Parallel sheets are typically large structures
and sheets that are composed of less than five strands are rare [24]. Anti-parallel
sheets however typically consist of only a few strands [50].

Parallel sheets characteristically distribute hydrophobic side chains on both
sides of the sheet, while anti-parallel sheets are usually arranged with all their
hydrophobic residues on one side of the sheet [57]. This required an alteration of
hydrophilic and hydrophobic residues in the primary structure of peptides involved
in anti-parallel b-sheets because alternate side chains project to the same side of
the sheet [37].

In general the N–H and the C=O (each with an individual dipole moment) need
to be in the same plane to create a large net dipole for the structure whether it is an
a, b or 310 structure [46].

3 Computer Program

A computer program was developed to implement area minimization [14, 41]. The
program accepts Protein Data Base (PDB) files or just amino acid sequences as
input.

Input Parameters The data from the PDB or the amino acid sequence
are randomized to simulate pre-coiling of the structure. The data are relaxed
[23, 42, 54] and flattened by randomly given the H and U bonds a twist [4]. All the
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atoms stay in relative position inside of a bead [44]. The energy minimization is
determined by the downhill simplex method, which is a heuristic search method and
which converges to a non-stationary point. The objective function technique is
implemented in multiple-space. The method uses a simplex which is a generalization
of a triangle or tetrahedron and can be used for line segments or triangles [55].

Output The output consists of a molecular coordinate system data file that is
exported to RasMol (Molecular Visualization, Freeware) molecular graphics
visualization tool for export to a GIF three-dimensional image. Five amino acid
sequences for five proteins, including collagen, were tested using the minimizer
and compared to their published three-dimensional structures for confirmation.
The deviation between the ProteoRubixTM model and the known model was
determined.

4 Results

We considered the following examples of available Protein Data Base (PDB) files
in three categories of proteins for the minimization process: 310 coil (i.e. collagen
consists of 3 coils and the coil turns every 10 amino acids); a-coil; and, globular
structure protein. The minimization program was used to create three-dimensional
structures of five proteins and was compared with data from the original protein
crystallized structures. A correlation was achieved for each of the proteins as
described below. For illustration purposes, dumps (i.e. the folding process export
as data files for visualization) were added between the stages such that twisted
regions unfold. The data from the original crystallized protein structures were
compared to the data obtained after minimization. Different structural protein
types were minimized by using the objective function and compared to known
structures using a sequencer alignment.

4.1 310 Coil Protein

For 1BBF glycoprotein, the source of the original reference structure was a the-
oretical model [56]. Figure 4a shows the matching superposition of the original file
given by the green strand and the minimized construct shown by the purple
backbone line along the green strand 1BBF-1. Figure 5 shows the sequence
alignment given by Clustal-W. The sequences of the three coils are superimposed
and differentiated by Coil (chain) A, Coil B and Coil C; note that the superposition
shows the alignment between the minimized file and the original file. Figure 6
shows the local and global root mean square difference (RMSD) of the a-carbon
and the back bone with distances in Angstroms in the structural alignment of the
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superposition of the known and the modeled protein. The heavy atoms (one with a
significantly higher atomic scattering factor than the others) are derivative struc-
ture factor amplitudes or changes along RMSD per molecule. The non-bonding
energies used in order to minimize modelling of inter-molecular interactions can
be integrated to the trilateration model [40].

Fig. 4 Correlation between
known protein structures and
the minimized files.
a Superposition of 1BBF
collagen protein shown by the
green is the known original
and the blue–green line is
minimized file showing
excellent fit between the two
models. b The frontal view of
the superimposed files of
original (pink) and the
minimized (purple) models
(with side chains) for 1AQ5
chicken cartilage matrix
protein. Near-identical
structural correlation was
seen. c Side view of the
superposition; of note are the
tips of the coils that show the
same alignment
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4.2 a-Coil Protein

1AQ5 is a coil–coil cartilage matrix protein of Gallus gallus (chicken). Based on
NMR [84], Fig. 4b and c show frontal and side superposition of the known original
file and the minimized file with excellent alignment. Figure 7 shows Clustal-W
superposition of sequence of the two files with complete alignment. The adjoining
coils are the sequence matched in the superposition and the others unmatched by
Clustal-W. Figure 8 shows the local and global RMSD of the a-carbon and the
back bone. The local minimization gives the RMSD per amino acid per carbon
bone and global minimization gives the RMSD of the sequence. The RMSD
compares atoms and the total number back bones of the PDBs. Figure 9 shows a
graph of RMSD per amino acid.

CLUSTAL W Multiple Sequence Alignment 

1BBF model chain A      -PPGPPGPPGPPG 

PDBB model chain A      -PPGPPGPPGPPG 

1BBF model chain C         PGPPGPPGPPGP—

PDBB model chain C         PGPPGPPGPPGP—

1BBF model chain B         --GPPGPPGPPGPP- 

PDBB model chain B         --GPPGPPGPPGPP-

Fig. 5 The Clustal-W
sequence alignment denoted
in colour show identical
matched regions of alignment
between the original known
1BBF collagen file and the
‘‘PDBB’’ minimized file

Fig. 6 Root Mean Square Difference (RMSD) resulting from the superposition of the 1BBF
collagen and the minimized model. The RMSD considers local and global solutions for the Ca,
the back bone and the heavy portion of the atoms (i.e. every atom in the molecule, with exception
of the hydrogen). The distances are in Angstroms
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4.3 Globular Proteins

1CQD, a globular protein, is a hydrolase from Zingiber officinale (ginger). Choi
et al. [19] studied the structure via X-ray diffraction. Figure 10a shows the
superposition of the original known file (green) with the minimized file (purple).
Figure 11 shows the Clustal-W superposition of the sequence of the two files with
1,294 total number of amino acids. The colors identify the individual chains and
the similar strands that are shown together. The superimposed structures of the
PDB and the minimize file match. Figure 12 shows the local and global RMSD of
the a-carbon and back bone. The local gives the RMSD per amino acid per carbon
bone and global gives the RMSD of the sequence. The RMSD compare atom and
the total number back bones of the PDBs. Figure 13 shows the graph of RMSD per
residue and number of residues.

CLUSTAL W multiple sequence alignment for 1AQ5

1AQ5_model_1_chain_A            
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII
1AQ5_model_1_chain_C            
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII
PDBB-AQ5_model_default_chain_A
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII
PDBB-AQ5_model_default_chain_B
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII
PDBB-AQ5_model_default_chain_C
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII
1AQ5_model_1_chain_B            
GSHMEEDPCECKSIVKFQTKVEELINTLQQKLEAVAKRIEALENKII

Fig. 7 The Clustal-W for the alignment between the original sequence of 1AQ5 and the
minimized structure labeled as PDBB-1AQ5; colors identify each chain and matching of the files

Fig. 8 The RMSD calculations resulting from the superposition of the 1AQ5 and the minimized
model. The RMSD considers local and global solutions for the Ca, the back bone and the heavy
portion of the atoms (i.e. every atom in the molecule, with exception of the hydrogen). The
distances are in Angstroms
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1AQP, a blood clotting protein from Bos Taurus (cattle), has been modeled in
1997 via X-ray diffraction [6]. Figure 10b shows the superposition of the known
model and the minimized model. The grey color shows the superimposed model
matching the original file. Figure 10c shows ribbons to depict the protein and the
minor differences between the original file in yellow and the minimized file in
gray; the distances of the differences are at *9 Å. Figure 14 shows the local and
global RMSD of the a-carbon and Back Bone. The local gives the RMSD per
amino acid per carbon bone and the global gives the RMSD of the sequence of 124
residues.

To further validate our methods, we compared the predicted structures with the
respective PDB entries using the alignment program STRAP [29, 33, 34] freely
obtainable from http://3d-alignment.eu/. To compare two given 3D-structures of
proteins, STRAP uses the method of 3D-superposition. STRAP implements sev-
eral different back-ends for computation. Here TM-align [88] was used to perform
a rigid superposition. TM-align moves one of the two models in space until both
structures coincide as best as possible. There is a trade off between a low RMSD
and a high percentage of assigned C-alpha positions. The result is a translation
vector and rotation matrix. STRAP processes the result. It determines the RMSD
which is a measure for the dissimilarity of two structures, derives a (multiple)
sequence alignment and visualizes the result in Pymol [25].

Fig. 9 The RMSD per residue, with the spikes showing the difference between the original file
and the minimized file for 1AQ5
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The analysis was done using SuperPose software [51]. Minimizer output was in
the format of PDB. STRAP software was used for the PDB alignment and Clustal-W
software (Clustal-W: Multiple Alignment for DNA or Proteins, Freeware) [78] was

Fig. 10 Correlation between
known protein structures and
the minimized files. a The
superposition of known
(green) and minimized
(purple) models for 1CQD
globular protein from ginger
showing high match pattern
between the two structures.
b The superposition of the
known original model
(yellow) and the minimized
model (grey) for 1AQP blood
clotting protein from cattle,
illustrating the matched
regions and locations.
c Zoomed image of the
superposition at 9 Angstroms
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used for the sequence between the known structure and the minimized structure. The
STRAP software followed the structural trace through to the C-termini and takes the
C-termini of both files to compare. No regions were ignored or skipped (i.e., even
loops were carefully considered and aligned). The alignment was constructed with
the primary aim of maximizing the aligned positions between structures, provided
that there was a rational basis for the alignment. Excellent alignment was achieved.

5 Discussion

The implementation of the ab intio model as a geometry solution was considered
since other approaches for protein modelling were fraught with difficulty due
mainly to insufficient computation resources. The complexity of the protein

CLUSTAL W (1.83) multiple sequence alignment for 1CQD
PDBB_model_default_chain_A LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
PDBB_model_default_chain_B LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
PDBB_model_default_chain_C LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
1CQD_model_default_chain_D LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
PDBB_model_default_chain_D LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
1CQD_model_default_chain_C LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
1CQD_model_default_chain_B LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
1CQD_model_default_chain_A LPDSIDWRENGAVVPVKNQGGCGSCWAFSTVAAVEGINQIVTGDLISLSE
*****************************************************************
PDBB_model_default_chain_A QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
PDBB_model_default_chain_B QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
PDBB_model_default_chain_C QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
1CQD_model_default_chain_D QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
PDBB_model_default_chain_D QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
1CQD_model_default_chain_C QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
1CQD_model_default_chain_B QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
1CQD_model_default_chain_A QQLVDCTTANHGCRGGWMNPAFQFIVNNGGINSEETYPYRGQDGICNSTV
******************************************************************
PDBB_model_default_chain_A NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
PDBB_model_default_chain_B NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
PDBB_model_default_chain_C NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
1CQD_model_default_chain_D NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
PDBB_model_default_chain_D NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
1CQD_model_default_chain_C NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT

1CQD_model_default_chain_B NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
1CQD_model_default_chain_A NAPVVSIDSYENVPSHNEQSLQKAVANQPVSVTMDAAGRDFQLYRSGIFT
******************************************************************
PDBB_model_default_chain_A GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
PDBB_model_default_chain_B GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
PDBB_model_default_chain_C GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
1CQD_model_default_chain_D GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
PDBB_model_default_chain_D GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
1CQD_model_default_chain_C GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
1CQD_model_default_chain_B GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
1CQD_model_default_chain_A GSCNISANHALTVVGYGTENDKDFWIVKNSWGKNWGESGYIRAERNIENP
******************************************************************
PDBB_model_default_chain_A DGKCGITRFASYPVKK
PDBB_model_default_chain_B      DGKCGITRFASYPVKK
PDBB_model_default_chain_C DGKCGITRFASYPVKK
1CQD_model_default_chain_D DGKCGITRFASYPVKK
PDBB_model_default_chain_D DGKCGITRFASYPVKK
1CQD_model_default_chain_C DGKCGITRFASYPVKK
1CQD_model_default_chain_B DGKCGITRFASYPVKK
1CQD_model_default_chain_A DGKCGITRFASYPVKK

Fig. 11 The Clustal-W file chains are identified by colors and show alignment matches between
1CQD (control file) and PDBB (minimized output)
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folding, and also the numbers of interactions needed to give a solution, leads to the
NP problem. Furthermore, the actual environmental conditions such as interaction
of protein in an aqueous environment increase the complexity of this challenge.

Fig. 12 The RMSD calculations for superposition of the 1CQD with the minimized model. The
RMSD considers local and global solutions for the Ca, the back bone and the heavy portion of the
atoms. The number of residues that were considered was 1,294

Fig. 13 RMSD per residue. The spikes show the difference between the original file and the
minimize file for 1CQD
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Based on our alternative approach, we were able to achieve accurate models for
known proteins based on PDB files or amino acid sequences. The alignments were
shown between the modeled and known structures via Clustal-W. The alignment
differences given by the standard deviation (RMSD) showed minimal differences.

To summarize, the peptide braid provided the mathematical foundation that
described the model and the three dimensional structure. The union arc-lengths for
the model were given by the dipole moment (plane) of the N–H and the C=O. The
differential geometry was used to create the algorithm for the projections in the
rotations of the angles and the surface of the structure.

The minimizer calculated complex structures based the interactions between
each of the 20 types of residues. This only gives 210 possible interactions and
includes the interactions between the solute with the sodium or other charged ions.
The residue interaction was obtained by assigning properties to the surface charges
and hydrophobicity.

For the examples considered, we used Clustal-W and STRAPS for the align-
ment and RMSD for the verification. The simulations assumed residue interactions
but ignored charges and sulfur bridges that are not systematic (all high by an eV or
two). To make the model more physiological, we added the solute component, and
assumed that the structure was formed in plain water with no ionic charge, and a
size of *1.8 Å. As an example, if we add a charged item to the solute, this did
influence charge attraction by shielding the charged residues. If the charged spe-
cies interacted at the site of hydrogen or other ions, the ionic size would alter the

Fig. 14 The RMSD calculations from the superposition of the 1AQP with the minimized model
for 929 residues
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protein size and additional terms would be required to account for this based on
species size. These changes can readily be accomplished within the software and
hence numerous further applications are possible.

One limitation that we encountered with our approach was an objective func-
tion that required readjustment when distances approached gapping in the protein
structure that were over 10 %. A solution for this would be to add the functionality
of AMBER software (Assistance Model Building with Energy Refinement) where
the energy for the distance is predicted and can therefore control or refine the
distance [16, 18, 59, 62]. The added approach does not consider the atoms, but
simply the distance, and can deal with large or small sequences.

6 Conclusion

We present a new model to solve three-dimensional modelling of proteins that can
create supra structures within tissues. By considering amino acid peptides as
beads, hydrogen bond distances, the surface and distance geometry as functional
components, and by focusing on folding, the Ab initio protocols can successfully
model complex proteins in three dimensions with minimal computational load.
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Appendix 1

NP
Suppose the bead involves d dihedral angles. Let /� ¼ /�1; . . .;/�n

� �
2 0; 360½ �d be

an optimal solution to the constrained optimization problem
(1.1) min

/2 0;360½ �d
vð/ : / is arotation about the bond iÞf g

Then there is a maximal number n [ 0.
(1.2) The pn hard problem of an exhaustive search over the angles

0�/1
i \ � � �\/P

i � 360 to find an approximate optimizer / to /� may be possible
for a modern computer.

(1.3) There is exactly one solution to (4) in /i � p;/i þ p
�� �� which would be /�

and can be approximated using a given constrained optimization algorithm (B 1).
The convergence ball for the constrained optimization algorithm provides a

candidate for p in the proposition. Using this proposition, we can obtain an
acceptable initial condition for a constrained optimization algorithm.
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Appendix 2

Boundary Determination to Prevent Overlap
A path is a one-dimensional sub-manifold M of R3, so that, for any point x 2 M
there is a local parameterization near x. Ck k� 2ð Þ denotes the curvature of the path
and D denotes the coordinates identifying the path. The output of each iteration is
a set of coordinates in three dimensions, D ¼ x1; x2; . . .; xnð Þ identifying a path.
We denote by length bond is the polygonal arc around the path (Fig. 15). The
curvature Ck and the arc-length are non-regular. Let x ¼ x(t), with a� t� b and
consider a partition [15]:

a ¼ t0\t1\ � � �\tn ¼ b, of an interval (a, b).
The sequence (a, b) are the boundaries of a single coil) gives an approximation

to the polygon arc C. As illustrated the length between two points (a, b), where D
are segments of arc-length given by:

kðD) ¼
Xn

j¼1

Dj ¼
Xn

i¼1

xi � xi�1k k ¼
Xn

i¼1

x tið Þ � x ti�1ð Þk k ð2:1Þ

The arc-length can be bounded from above and from below. The upper bound is
given by:

qþ K;Dð Þ¼ 1
k Dð Þ

X
K�Djð Þ\D6¼;

k K � Dj

� �
ð2:2Þ

And the lower bound is:

q� K;Dð Þ ¼ 1
k Dð Þ

X
K�Djð Þ	D

k K � Dj

� �
ð2:3Þ

where qþðK,D) is the ratio of the total measure of the set in the system K (is the
volume minimization) so that the transformation � (projection) of the segments
and the curve C give the lower and the upper bound a,bð Þ.

b ¼ qþ ¼ lim
k Dð Þ!1

sup qþ K;Dð Þ ¼ lim
k!1

Supq þ
k Dð Þ� k

K;Dð Þ ð2:4Þ

a ¼ q� ¼ lim
k Dð Þ!1

inf q� K;Dð Þ ¼ lim
k!1

inf
k Dð Þ� k

q� K;Dð Þ ð2:5Þ

b
a

)( 1itx)( itx

Fig. 15 The sequence [ a; bð Þ is length of a single coil] gives an approximation to the polygon arc
P; the length between two points (a, b), where D is segments of arc-length
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Hence the boundaries of C are given in (2.4) and in (2.5).

Appendix 3

The geometry structure of the protein is defined by a braid (see B 2 for a
description of a chain as a collection of beads forming a braid). The jth molecule
of the chain is fitted to a conveniently shaped open bead Sj (see B 3) with is 0
center located at the center of the bead and the radius ri has size such that the ith
bead does not overlap with the jth bead when i 6¼ j:

The radii in Fig. 16 ri are chosen so that the intersection of the closure of any

two beads Si

�
and Sj

�
is a single point pij; (see B 3). The point pij; is the origin of a

right and a left vector viR; vjL. In this process it is important to translate (projec-
tion) and rotate these vectors. The mathematics of this construction justifies
geometry of the bead construction.

Appendix 4

With our model of collagen in mind, we next introduced the concept of the braid
group. The braid was defined as the union of the backbones creating a string
representing the amino acids. The collagen has three strands (as a group) or coils
and each strand has a back bone, represented as the union of all points x (ti - 1, ti)
that are generated:

Bonds ¼ [
N

n¼1
x ti� 1; tið Þf g ð4:1Þ

A braid is a collection of beads for which two operators �;¼ð Þ can be defined. The
bead in the collection can be projected using least of the squares. Let B denote this
collection of beads, so B ¼ braidsð Þ, and B,�ð Þ is a group. We are checking the
segments of the radius of bead of a single braid. The enclosed volume shrinks
driven by minimization and through the homoeopathy is guaranty [2] (see B 5).
We are modelling three coils, and their geometrical configuration has an equiva-
lence class denoted by ri and r�1

i . A braid is equivalent and it is called isotope if
the three coils cannot pass each other or themselves without intersecting [8]
Fig. 17.

ijp

jLviRv

iS jS

Fig. 16 The radii are chosen
so that the intersection of the

closure of any two beads Si

�

and Sj

�
is a single point pij;.

The point pij; is the origin of
a right and a left vector
viR; vjL
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ririþ1ri ¼ riþ1ririþ1 if 1� i� n� 2 [1]

Appendix 5

The distances of the projection to P is given by b� rk k, where v x� pð Þ ¼ 0

and by Pythagorean gives us that b2 ¼ c2 � a2, where, a2 ¼ b
bk k2

 Q� Pð Þ

			 			2

2
,

c2 ¼ Q� Pk k2
2 or b Q�Pð Þ2

vk k2
shown in Fig. 18a.

B 1
Let /

�
the solution to /� ¼ /�1; . . .;/�n

� �
2 0; 360½ �d and d dihedral angle,

/�n ¼
P� ! N, 1� n� k; Let q, r be polynomial such /�n Ið Þ� q Ij jð Þ, where I is

Fig. 17 A braid is
equivalent and it is called
isotope if the three coils
cannot pass each other or
themselves without
intersecting

2
l

r
b −

Q

P

p

0xrS

(a) (b)Fig. 18 The projection of
the rotation of the rotation
angles. The enclosed volume
shrinks by the minimization
and via homoeopathy which
is guaranteed
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the instance of the angle in our problem. Then test instance construction system for
all the angles of our problem TICAð Þ, then P ¼ NP.

Conversion We know that /� ¼ /�1; . . .;/�n
� �

2 0; 360½ �d is the optimal solu-
tion, where d dihedral angles then d ¼ 1

2 min
/2 0;360½ �d

vð/ : / is arotation aboutf

the bond iÞg n is the maximum number of angles, n [ 0 and d[ 0. Let 2 [ 0 be
given. Where /� is continuous, there is a point p 2 /�, /� � 1

2 / pð Þ where

implies /i � p;/i þ p
�� ��\ 2 and v pð Þ� 1

2 / pð Þ, we have /i � p;
��

/i þ pj �/� þ v pð Þj j\dþ 1
2 / pð Þ\ 2

Uniqueness using the existence and uniqueness theorem, we know that /� is
continuous, in the interval /i � p;/i þ p

�� �� then converges.

B 2
D is said to be covering itself if

S
j

Dj � D and each elements of at least one of D

belongs to dj. The system Dj is packing if Di \ Dj ¼ ;ði 6¼ j),
S
j

Dj � D

If two sets D1;D2; . . . have the same elements in common then each element
D1;D2; . . . belong to D:

B 3
Each segment can be treated as open beads, as such the coordinates belong to a set
X and for any point p 	 Dj and d ¼ Dj where the measure is positive.

So, the definition of the bead is:

D ¼ x:d(p,x)\df g

B 4
Let A and B be a disjoint convex set in a convex space, then

A ¼ x: x� Dið Þ2\ri

n o
and B ¼ x: x� Dj

� �2\rj

n o
, the distance is given by:

dis(Di;DjÞ ¼ ri þ rj. The closure of B is given by B ¼ x: x� Dj

� �2� rj

n o
then

A \ B ¼ ;.
A is an open set by construction. A & B are the convex hull, also by con-

struction, and then:
9l(x) ¼ a if
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x 2 A l(x)� a

x 2 B l(x)� a

where a is

vj ¼ a� Dj

� �2

vi ¼ ða� DiÞ2

where

Di ¼ dist a� vRið Þ and Dj ¼ dist a� vLj

� �

B 5
Let x 2 S r,x0ð Þ, S 2 <n and x0 6¼ 0 i.e. pðx) ¼ x0 þ r x

xk k (Fig. 18b) then; r ¼

p� x0k k ¼ x0 � r x
xk k � x0

			 			 ¼ r
xk k xk k ¼ r hence p 2 S r,x0ð Þ [2].
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Adaptive Quasi-Linear Viscoelastic
Modeling

Ali Nekouzadeh and Guy M. Genin

Abstract Engineered tissues are often designed to serve a mechanical role. The
design and evaluation of such tissues requires a mechanical model. An important
component of such models is often viscoelasticity, or the dependence of
mechanical response on loading rate and loading history. In a great number of
biological and bio-artificial tissues the passive tissue force (or stress) relates to
changes in tissue length (or strain) in a nonlinear viscoelastic manner. Choosing
and fitting nonlinear viscoelastic models to data for a specific tissue can be a
computational challenge. This chapter describes the range of such models, criteria
for selecting amongst them, and computational and experimental techniques
needed to fit these to uniaxial data. The chapter begins with Fung’s quasi-linear
viscoelastic (QLV) model, which is nearly a standard first model to try for non-
linear viscoelastic tissues. The chapter then describes the two major limitations of
the Fung QLV model, and presents approaches for overcoming these. The first
limitation is accuracy: the Fung QLV model imposes a severe set of restrictions on
constitutive behavior, and a generalized form of the Fung QLV model is needed in
many cases. The second limitation is that the Fung QLV model is cumbersome
computationally, especially for calibration experiments. The Adaptive QLV model
is far simpler to calibrate and provides greater flexibility than the Fung QLV
model. The Adaptive QLV model extends linear viscoelastic models to incorporate
nonlinearity using a principle different from that of the Fung QLV model: it adapts
nonlinearity according to the instantaneous level of strain. The Adaptive QLV
model can be used in simple or generalized form. The chapter concludes with a
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series of test protocols for calibrating QLV models along with the associated
calibration procedures, using the nonlinear viscoelastic behavior of reconstituted
collagen tissue as an example. The Adaptive QLV model is not only simpler to
calibrate but also more accurate in predicting the mechanical response of the
reconstituted collagen tissue.

1 Nonlinear Viscoelasticity in Biological Systems

Mechanics plays a role in the function of nearly every biologic tissue. Tissues such
as bone and tendons serve roles that are predominantly mechanical. Mechanical
forces play a vital role throughout growth and development [1–6]. Even in tissues
and protein structures whose primary roles are not mechanical, mechanical
responses have important implications for cellular physiology, cellular patholo-
gies, and tissue injury [7–15].

Similarly, mechanics is important in the functionality of engineered, bio-arti-
ficial tissues. In the engineering of replacements and grafts for soft tissues, [16],
bone [17], and their attachments [18], mechanical models are needed to identify
the degree to which the replacement mimics the natural tissue. In the engineering
of tissue microenvironments that serve to guide the differentiation of stem cells,
the dynamic responses of extracellular matrix proteins such as reconstituted col-
lagen determine the mechanical environments of cells (e.g., [19]). Here,
mechanical models are needed to design microenvironments of appropriate
dynamic stiffness. In engineered tissues that serve as three-dimensional scaffolds
for probing cellular biophysics, mechanical models are required for delineating
cellular responses from those of the engineered tissue as a whole and for esti-
mating cellular forces from motion of markers within an engineered tissue [20–
24]. Strain can be measured easily in such systems, but estimation of stresses
requires knowledge of the mechanical responses, or constitutive law, of the
extracellular matrix [25–27].

The constitutive laws of biological and bio-artificial tissues usually depend
upon how quickly the tissues are loaded, and upon how they were loaded previ-
ously. Rapid length increases, over a physiologic range, are usually met with
greater mechanical resistance than are more gradual length increases. If stretched
and then held in the stretched condition, the isometric force needed to retain a
tissue in its stretched configuration usually decreases or ‘‘relaxes’’ over time from
the peak value reached immediately following the stretch. From a mechanical
perspective, the materials that exhibit such a behavior are considered viscoelastic.

While many biological and bio-artificial tissues exhibit linear viscoelastic
behavior for sufficiently small loading increments, their viscoelastic force response
to an elongation of Dl1 ? Dl2 is often different than the sum of viscoelastic
responses to elongations Dl1 and Dl2, meaning that their viscoelasticiy is nonlinear.
The constitutive relations for such a material, which are mathematical relations
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between force and displacement or between stress and strain, are nonlinear
viscoelastic. The focus of this chapter is phenomenological constitutive models
that can be used for computational prediction of such nonlinear viscoelastic
behavior.

Before delving into these, a word is needed about an alternative approach that is
not the focus of this chapter: the micromechanical approach, in which continuum
constitutive laws are constructed from knowledge of the microstructures and
deformation mechanisms of a tissue. For a number of biological tissues, some
aspects of nonlinearity are understood in terms of the underlying deformation
mechanisms of the protein structure. An example is the mechanics of tendons and
ligaments, in which the uncrimping of type I collagen likely underlies non-linear
stiffening of the tissue at low strains [28–30]. Lanir developed the first approach to
developing tissue-level constitutive relations for such tissues by averaging fiber-
level models over an orientation distribution of fibers [31–35], and important
extensions to this approach have been made through studies on planar collagenous
tissues [36], and through studies of related systems such as the anterior cruciate
ligament [37], the tendon enthesis [38, 39], and reconstituted collagen matrices
[22–24, 40–43]. Such models offer clear advantages over phenomenological
models in a great number of situations, but require detailed advance knowledge of
tissue microstructure and deformation mechanisms [44].

1.1 Overview of Phenomenological Nonlinear Viscoelastic
Frameworks and Their Limitations

Phenomenological models involve frameworks that can be fit to the response of a
material with limited information about the material’s make-up. The simplest class
of phenomenological models for viscoelastic behavior is linear viscoelasticity.
Linear viscoelasticity can be described completely in terms of a relaxation func-
tion and a constant modulus of elasticity.

The problem is more complicated for nonlinear viscoelastic behavior, with
numerous approaches available. Any nonlinear viscoelastic model can be con-
sidered a subset of the most general nonlinear viscoelastic form derived by
Coleman and Noll [45, 46]. This formulation involves a summation of three dif-
ferent terms: elastic stress, linear pure viscoelastic stress, and nonlinear pure
viscoelastic stress. The constitutive law of a nonlinear material can also be
modeled mathematically using nonequilibrium thermodynamics through two
approaches: functional thermodynamics and state-variable thermodynamics [47].
In these approaches, scalar response quantities like free energy are modeled as
functionals of the strain (or stress) tensor, and stress (or strain) is calculated using
functional differentiation of those scalar quantities.

The most commonly used phenomenological model to describe the nonlinear
viscoelastic behavior of biological tissues is a quasi-linear viscoelastic (QLV)
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model proposed by Fung [48]. Although highly specific in its applicability, the
attractive feature of the Fung QLV model is its simplicity: it identifies a class of
quasi-linearity that is appropriate for many tissues. For many other biological and
bio-artificial tissues, the Fung QLV model cannot achieve the desired accuracy.
The literature contains many examples of these problems, and many elegant
solutions [49–56]. A simple example of such problems in the authors’ work comes
from uniaxial testing of reconstituted type I collagen specimens: the Fung QLV
model, when fitted to the mechanical response of such a specimen to a rapid
stretch, was unable to predict with reasonable accuracy the subsequent mechanical
responses of the same or identical specimens to stretches applied at other rates, or
in other sequences [55, 56].

A major limitation of the predictive capability of the Fung QLV model is the
model’s assumption that the ‘‘reduced relaxation function,’’ which determines the
influence of historical loads on the current level of stress, is the same at all levels
of tissue stretch. This is not valid for many biological and bio-artificial tissues. One
way to overcome this limitation is the approach of a ‘‘Generalized Fung QLV’’
model, in which this constraint is lifted, and the reduced relaxation function is
permitted to vary with the degree of stretch of the tissue [55, 56]. In the specific
example of reconstituted collagen, the Generalized Fung QLV model succeeds in
predicting the nonlinear viscoelastic behavior of reconstituted collagen with far
more accuracy, and passes the elementary test of predicting the responses to
various ramp stretches when fitted to stretch-and-hold tests.

A second limitation, of both the Fung QLV model and the Generalized Fung
QLV model, is that they are tedious computationally. The stress response to a
specific stretch input must be calculated numerically from a convolution integral,
unless the stretch input is an instantaneous step. These numerical convolutions
complicate the optimization algorithms needed to fit these models to a specific
material.

The focus of this chapter is a relatively new class of nonlinear viscoelastic
models, with a specific implementation called the Adaptive QLV model. This new
nonlinear viscoelastic model is considered quasi-linear because the dependence of
the stress on the strain history is calculated through a linear convolution integral as
in the Fung QLV model. However, the Adaptive QLV model incorporates the
nonlinearity into the linear viscoelastic model based on a principle that differs
from that of the Fung QLV model. This change not only adds the flexibility needed
to model a broader range of biological and bio-artificial tissues, but also simplifies
calibration tremendously, often without the need to evaluate the convolution
integral numerically. To determine the stress at a specific time, the Adaptive QLV
model adapts its nonlinear function according to the instantaneous strain. At any
instant, only the strain history is required, and the history of the nonlinearity is not
considered. In contrast, in the Fung QLV model stress at any instant depends on
the history of both the nonlinear function and the strain. This chapter reviews
quasi-linear viscoelastic approaches to modeling of tissues, with special emphasis
on the Adaptive QLV model and its ability to predict the nonlinear viscoelastic
behavior of reconstituted collagen gels.
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2 Nonlinear and Quasi-Linear Viscoelasticity

The most general framework for nonlinear viscoelasticity considers the stress (or
force) as a function of the entire history of the straining (or elongation) of a
material [57]. Such a model is too general for any practical application. Imposing
some symmetry constraints and the principle of fading memory, Coleman and Noll
derived a general nonlinear viscoelastic model that can be approximated by a
Taylor-like series about a zero strain history [45, 46]. In this approximation, stress
is calculated in terms of first and higher order integrals of the strain history. Up to
the first order integral, the constitutive law is linear; it becomes nonlinear when
second and higher order integrals are included in the approximation. Alternative
integral series were derived by Rivlin and Spencer [58, 59] and by Pipkin and
Rogers [60, 61]. In the models of Pipkin, the stress is calculated in terms of the
time derivative of the strain history rather than the strain history itself.

The single-integral approximation of the Pipkin-Rogers model can be rewritten
as the Fung QLV for one-dimensional viscoelastic modeling of biological tissues.
The central feature of the Fung model is that the dependence of the force response
on the stretch history can be obtained from a linear convolution integral, which
allows the nonlinear model to retain all of the benefits of linearity. Fung incor-
porated nonlinearity into a linear viscoelastic constitutive law by replacing strain
with a nonlinear function of strain. The resultant viscoelastic model is linear with
respect to a pure function of strain instead of strain itself, and hence ‘‘quasi-
linear.’’

The term ‘‘quasi-linear viscoelastic’’ has since become more general, and
encompasses any nonlinear viscoelastic constitutive law in which loading history
dependence can be modeled by a linear convolution integral or a summation of
linear convolution integrals [55]. A feature of such QLV models is that the stress
and strain (or force and displacement) are related by an intermediate variable that
separates the nonlinearity from the viscoelasticity. An example of this is the
‘‘elastic stress’’ in the Fung QLV model, which serves as an intermediate variable
that allows use of a linear convolution integral to derive the stress. This is
described in detail in the next section.

2.1 The Fung QLV Model

In a linear viscoelastic model, stress is calculated in terms of strain history using a
linear convolution integral as:

r tð Þ ¼
Z t

�1

G t � sð Þ de sð Þ
ds

ds ð1Þ
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where r is the uniaxial stress and e is the corresponding strain. G(t) is the unit step
relaxation function, which is the recorded stress in response to a unit step elon-
gation of the tissue. Qualitatively, G(t-s) represents the diminishing effect of the
strain state at a time s before the current time, t, on the current stress, r(t).

The Fung QLV model incorporates nonlinearity into Eq. (1) by replacing strain
with a nonlinear function of strain. The stress state is then calculated by the
following convolution integral:

r tð Þ ¼
Z t

�1

g t � sð Þ drðeÞ eðsÞð Þ
ds

ds

¼
Z t

�1

g t � sð Þ drðeÞ eð Þ
de

de sð Þ
ds

ds

ð2Þ

where g(t) is called the ‘‘reduced’’ relaxation function, which is the unit step
relaxation function normalized by its initial value (so that g(0) = 1), and r eð Þ eð Þ is
a function of strain called the ‘‘elastic stress.’’ In this model, the nonlinearity is
included within the elastic tangent stiffness term, drðeÞ=de.

The ‘‘reduced’’ relaxation function g(t) represents the shape of the normalized
unit step relaxation curve, which is the decay in isometric stress level following an
instantaneous stretch. For different tissues and depending on the shape of the
experimentally recorded reduced relaxation functions, g(t) may be an exponential,
polynomial, logarithmic or any other mathematical function. A common choice of
g(t) is the sum of several exponential terms:

g tð Þ ¼ ao þ
XM

i¼1

aie
�t = si ; ð3Þ

where each of the M exponential terms (each time constant si and corresponding
amplitude ai) can be associated with a series combination of a spring and a dashpot
(a Maxwell element), and ao can be associated with a spring.

Fung [39] also observed that many biological tissues are well modeled by a
reduced relaxation function with a continuous spectrum of time constants:

gðtÞ ¼
1þ

R1
0 SðsÞe�t=sds

1þ
R1

0 SðsÞds
; ð4Þ

where S(s) dictates the distribution of time constants. As did Neubert in his earlier
model of rubber viscoelasticity [62], Fung adopted the form S(s) = c/s, where c is
a constant; this provides g(t) with a uniform spectrum of time constants, as is
appropriate for many tissues that exhibit a logarithmic decay in isometric force
following a stretch [22].
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2.2 The Generalized Fung QLV Model

The Fung QLV model requires that isometric stress relaxation following an
instantaneous stretch be proportional to a single reduced relaxation function g(t),
regardless of the level to which a tissue has been strained prior to the application of
the instantaneous stretch, and regardless of the amplitude of the instantaneous
stretch. This behavior is inconsistent with that observed in many biological and
bio-artificial tissues. An example, shown in Fig. 1, is of reconstituted collagen
stretched to four different (nearly) instantaneous levels of strain. The Fung QLV
model requires that g(t) be independent of strain level, and that the four curves
shown in Fig. 1 be a single curve; however, the four curves are significantly
different. This limits accuracy of the Fung QLV model in representing the
mechanical characteristics of these and other biological and bio-artificial tissues
[50, 54, 55].

To overcome this limitation the Fung QLV model has been generalized by
allowing the reduced relaxation function to vary with the tissue strain level:

r tð Þ ¼
Z t

�1

gG t � s; eð Þ de sð Þ
ds

ds: ð5Þ

In this Generalized Fung QLV model, the reduced relaxation function gGðt; eÞ is
considered as a weighted summation of multiple shape functions; and for each
shape function there is a distinct nonlinear function of strain that determines its
weight in the relaxation curve. For an exponential representation of the reduced
relaxation function analogous to Eq. (3), gGðt; eÞ can be written to depend
explicitly on both time and strain:

gG t; eð Þ ¼ AoðeÞ þ
XM
i¼1

AiðeÞe�t = siðeÞ ð6Þ

Fig. 1 Four normalized
relaxation functions for a
reconstituted collagen tissue
specimen, at four different
initial strains. The relaxation
function of these tissues is
clearly a function of initial
strain, meaning that the Fung
QLV model is inadequate for
modeling this tissue. Each
curve represents a 3-term
exponential fit to
experimentally recorded data,
as reported in [55]
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in which the strain-dependent amplitudes AiðeÞ of the relaxation modes correspond
to strain-dependent time constants siðeÞ. Note that the Fung QLV model is
recovered by restricting AiðeÞ and siðeÞ to be independent of strain. Following the
Fung QLV model (Eq. (2)), the stress–strain relation for the Generalized Fung
QLV can be written as the sum of the convolution integrals associated with the
different shape functions:

r tð Þ ¼ roðeðtÞÞ þ
XM

i¼1

Z t

�1

gi t � sð Þ AiðeðtÞÞ
de sð Þ

ds
ds; ð7Þ

where roðtÞ is the steady state tissue stress for a given tissue strain, e(t), and is
taken out of the convolution integral to simplify model calibration. giðtÞ is the ith
shape function and is considered usually as an exponential term (i.e. expð�t=siÞ).
AiðeÞis the nonlinear function of strain and is equivalent to the derivative of the
elastic stress in the Fung QLV model (i.e. drðeÞ eð Þ

�
de). Since the steady state

tissue stress is taken out of the convolution integral, all shape functions should
approach zero as time approaches infinity.

2.3 The Adaptive QLV Model

The Adaptive QLV model differs from the Fung and Generalized Fung QLV
models in that it uses an alternative approach to incorporate nonlinearity into a
linear viscoelastic model. This alternative approach simplifies the calibration
procedure significantly, and is conceptually simple as well because it enables
representation of the resultant QLV model in terms of an infinite array of Maxwell
elements (springs and dashpots).

In the Adaptive QLV model, stress and strain are related through an interme-
diate variable termed the viscoelastic strain, V ðeÞðtÞ, and through a linear convo-
lution integral as:

rðtÞ ¼ kðeðtÞÞVðeÞðtÞ

V ðeÞðtÞ ¼
Z t

�1

gðt � sÞ deðsÞ
ds

ds
ð8Þ

where k(e) is a pure nonlinear function of strain and g(t) is a reduced relaxation
function that can be expressed as a sum of exponentials with different time con-
stants. VðeÞðtÞ represents the dependence of the stress on the history of straining.
Nonlinearity enters the model through k(e), which converts the strain history
(viscoelastic strain) to stress through a simple multiplication.
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The Adaptive QLV model can be written in generalized form, as with the
Generalized Fung QLV model, by assuming different nonlinear behavior for dif-
ferent shape functions:

rðtÞ ¼ roðeðtÞÞ þ
XM

i¼1

kiðeðtÞÞVðeÞi ðtÞ

V ðeÞi ðtÞ ¼
Z t

�1

giðt � sÞ deðsÞ
ds

ds; i ¼ 1; 2; . . .; M

ð9Þ

where roðeÞ is a pure function of strain representing the long-term elastic part of
the response. Each gi(t) could be any relaxation function such that gi(0) = 1 and
gi(?) = 0. gi(t) is termed a shape function rather than a reduced relaxation
function because the relaxation curves are a weighted summation of gi(t) func-
tions. Usually the shape functions are chosen to be exponential terms (i.e.,
giðtÞ ¼ e�t=si ).

The main advantage of the Adaptive QLV model is simplicity of calibration.
The Adaptive QLV model involves a convolution of the relaxation function with
the strain function rather than with the elastic stress as in the Fung QLV model.
The strain function is prescribed, and can be chosen to be any function. In contrast,
the elastic stress depends on the mechanical characteristics of the tissue and needs
to be calibrated along with the relaxation function. Calibrating only one unknown
function (the relaxation function) through the convolution integral is far simpler
than calibrating two unknown functions through the convolution integral. For a
great many displacement inputs, the convolution integral (Eq. (9)) of the Adaptive
QLV model can be found in closed analytical form. Some particularly useful
examples of these are described in the next section.

2.3.1 Representation of the Adaptive QLV Model with Maxwell Elements

When the shape functions gi(t) are represented by exponential terms, the Adaptive
QLV model can be represented in terms of parallel Maxwell elements, although
such elements need not exist physically [55]. Viewing the Adaptive QLV model in
this way allows for physical insight into the underlying principles, and is thus the
focus of this section. These elements involve a set of nonlinear springs and
dashpots where the spring stiffnesses and dashpot coefficients are functions of
overall tissue strain and not their individual strain (Fig. 2). For each element i:

_V ðeÞi þ
V ðeÞi
siðeÞ ¼ _e

ri ¼ kiðeðtÞÞVðeÞi ðtÞ

(
ð10Þ

where:
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siðeÞ ¼
biðeÞ
kiðeÞ

: ð11Þ

For the elastic response (the single spring element with no dashpot):

ro ¼ koðeÞ ¼ roðeÞ: ð12Þ

A great simplification results by requiring both the spring stiffness and dashpot
coefficient of a single Maxwell element to be proportional to the same nonlinear
function of strain:

kiðeÞ ¼ kiwiðeÞ
biðeÞ ¼ biwiðeÞ

(
: ð13Þ

Each time constant si is then independent of strain:

siðeÞ ¼
biðeÞ
kiðeÞ

¼ bi

ki
¼ si: ð14Þ

The consequence is that the first order differential equations of Eq. (10) become
linear and their solution, which can be calculated from a linear convolution
integral, exists in closed form for many strain functions, including a constant rate
strain:

_V ðeÞi þ
V ðeÞi

si
¼ _e) V ðeÞi ðtÞ ¼

Z t

�1

e�ðt�nÞ=si
deðnÞ

dn
dn i ¼ 1; 2; . . .; M: ð15Þ

The total stress takes the form of Eq. (9):

ko(ε( t))
. . . . . .

k1(ε( t))
k2(ε( t))

b1(ε( t))
b2(ε( t))

bi(ε( t))

ki(ε( t))

bM(ε( t))

kM(ε( t))

σ ( t), ε( t)

strain:

strain rate:
(ε)

VM         ( t) / τM(ε)

(ε)
VM         ( t)

Fig. 2 Spring-dashpot representation of the Adaptive QLV model, as reported in [55]
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rðtÞ ¼ roðtÞ þ
XM

i¼1

kiðeðtÞÞVðeÞi ðtÞ: ð16Þ

2.3.2 Physical Interpretation of the Adaptive QLV Model

We conclude this section with a qualitative example that highlights the physical
basis of the Adaptive QLV model, and how this differs from that of the Fung QLV
model [55]. The example follows the approach of Fung [63] and treats a strain
history involving instantaneous jumps to a possibly new strain level en at each time
increment nDt, where Dt is a constant time interval:

esðtÞ ¼
X

n

enuðt � nDtÞ ð17Þ

where en is the value of strain function at time nDt and u(t) is a unit step function.
This strain history represents a series of incremental stepwise strains. Therefore,
for a linear viscoelastic material, the stress can be written as a summation of
incremental relaxation curves corresponding to the incremental strains:

rLinearðtÞ ¼
X

n

enyðt � nDtÞ; ð18Þ

where y(t) is the stress response to a unit step strain.
In the Fung QLV model, the incremental relaxation function that starts at time

nDt is scaled by a function of strain at time nDt to include the nonlinearity:

rFungðtÞ ¼
X

n

enf1ðeðnDtÞÞyðt � nDtÞ ð19Þ

In the Adaptive QLV model, the incremental relaxation function that starts at
time nDt is scaled by a function of the current total strain at time t:

rAdaptiveðtÞ ¼
X

n

enf2ðeðtÞÞyðt � nDtÞ ð20Þ

The difference between the Fung and Adaptive QLV models in this example is
that the way a strain increment at time nDt influences the current stress. In the
Fung QLV model, this influence is locked in at the time that the strain increment
occurs, whereas in the Adaptive QLV model the influence adjusts based upon the
current value of strain; the ‘‘Adaptive’’ in fact refers to this continuous adaptation
of the relaxation function. As will be shown in the following sections, this
adaptation provides for improved predictions in a number of biological and bio-
artificial tissues. Additionally, the model affords a highly simplified calibration.
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3 Calibration Protocols for QLV Models

In this section we review four common test protocols employed to calibrate quasi-
linear viscoelastic constitutive models and describe procedures for calibrating the
parameters of the Adaptive QLV, Generalized Fung QLV, and, when significantly
different, the Fung QLV models to data obtained following these protocols. All tests
are one dimensional and involve data acquired by monitoring the tissue stretch and
resistive force over time (Fig. 3), and all assume loading rates sufficiently small that
inertial effects could be neglected (e.g., [64]). The test specimen is assumed to be in a
fully relaxed state prior to application of load, so that the history of prior loading of
the specimen does not affect its subsequent mechanical response measurably. Axial
strain, e, is calculated in each case from axial stretch, Dl, through:

eðtÞ ¼ lðtÞ � loð Þ=lo; ð21Þ

where lo is the initial (usually zero-force) length of the tissue. Uniaxial stress, r, is
calculated from axial force, f, through:

rðtÞ ¼ f ðtÞ=So; ð22Þ

where So is the initial cross-sectional area of the tissue. Alternatively, one may
consider and calibrate the QLV models as representative of the constitutive law
between the force and the relative displacement of the ends of a specimen rather
than between the stress and the strain.

3.1 Relaxation Tests with Multiple Amplitudes

An ideal relaxation test involves an instantaneous (stepwise) stretch of a tissue,
followed by an isometric holding of the tissue at this level of stretch. The force
response of a viscoelastic material to such a stretch is a rapid increase in resistive
force followed by a gradual force relaxation over time (Fig. 3a). Force relaxation
data should be measured until the force approaches a final steady state value. Each
relaxation test is defined by the initial tissue strain, e, (or displacement) and the
amplitude De of the stepwise strain (or displacement) increment. Before a relax-
ation test, the tissue force should have reached the steady value associated with the
initial strain. This is required for the subsequent relaxation data to represent only
the current relaxation test.

The goal here is to characterize the strain dependence of nonlinear viscoelastic
behavior. One suitable protocol is to perform a series of relaxation tests of different
amplitudes, all from the same initial length, with ample time for relaxation of the
specimen back to its initial configuration between tests. In this protocol the initial
length the tissue is ideally its stress free reference configuration, but this is not
always possible.
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The following notation is used to define the fitting procedure for such a series of
relaxation tests. Rn(t) is the time history of stress recorded in the nth relaxation
test, whose strain amplitude is Den (n = 1, 2,…, N). The strain history for the nth
relaxation test, en(t), involves a step function u(t), in which each test is treated as
being performed at time t = 0 on a specimen that has never before been stretched:

enðtÞ ¼ DenuðtÞ: ð23Þ

3.1.1 Adaptive QLV Model

The first step in fitting the Adaptive QLV model is to calculate the time course of
each viscoelastic strain in the nth relaxation test using Eq. (9):

VðeÞni tð Þ ¼
Z t

�1

gi t � sð ÞDen
du sð Þ

ds
ds ¼

Z t

�1

gi t � sð ÞDend sð Þ ds ¼ Dengi tð Þ; ð24Þ

where d(t) is Dirac’s delta function. Substituting into the first line of Eq. (9):

rn tð Þ ¼ ro Denð Þ þ Den

XM
i¼1

ki Denð Þgi tð Þ; ð25Þ

The first term in Eq. (25), ro(e), can be fit from the steady state value of Rn(t) by
noting that all of the shape functions approach zero over time:

Fig. 3 Schematics describing four common test protocols for calibration of QLV models. Tissue
strain is plotted in gray and tissue stress is plotted in black. a Relaxation tests with multiple
amplitudes. b Incremental relaxation tests. c Single large amplitude ramp-and-hold test.
d Incremental ramp-and-hold tests
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ro Denð Þ ¼ Rn t!1ð Þ: ð26Þ

Next, the values of ki can be calibrated for each strain level tested. If the intent
is to model the viscoelastic properties of a tissue using some predetermined shape
functions gi, then for each relaxation test the values of ki are chosen to minimize In

defined as:

In ¼
Zþ1

�1

Rn tð Þ � rn tð Þð Þ2dt n ¼ 1; 2; . . .; N: ð27Þ

where rn(t) is the model prediction of the relaxation stress using Eq. (25). To
increase accuracy, the shape functions may instead be expressed in terms of
unknown parameters that can also be calibrated. For example, we may assume
M = 3 shape functions of the form gi tð Þ ¼ expð�t=siÞ in which the three time
constants s1, s2 and s3 are unknown parameters that should be calibrated to
experimental data. Here, because the model uses the same shape functions to
model all relaxation tests, all of the relaxation curves should be calibrated at once.
The calibration procedure is then to determine all ki values and the parameters of
the shape functions (e.g., s1, s2 and s3) by minimizing I defined as:

I ¼
XN

n¼1

Zþ1

�1

Rn tð Þ � rn tð Þ
Rn 0ð Þ

� �2

dt: ð28Þ

With the values of the functions ki(e) calibrated at several strain levels Den, an
appropriate interpolation method may be used to determine these functions for all
values of strain.

3.1.2 Generalized Fung QLV Model

Substituting for strain from Eq. (23) into the Fung QLV model (Eq. (2)) or the
Generalized Fung QLV model (Eq. (7)), the model prediction for stress in the nth
relaxation test is of the following form:

rn tð Þ ¼ ro eðtÞð Þ þ
X

i

Z t

�1

gi t � sð ÞAi eðsÞð ÞDend sð Þ ds

¼ ro Denð Þ þ
X

i

Ai Denð ÞDengi tð Þ
ð29Þ

In the Fung and Generalized Fung QLV models, the nonlinear functions are
determined for the tissue strain at the beginning of the test (time t = 0). However,
at the beginning of the test the strain is discontinuous. In deriving Eqs. (29), the
strain at time zero is assumed to be the strain at time 0+ (the final strain) rather than
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the strain at time 0- (the initial strain). Assuming the initial strain to be the strain
at time zero forces these models to behave linearly for all relaxation tests starting
from the same initial strain. Note that this problem does not exist for the Adaptive
QLV model because the Adaptive QLV model incorporates nonlinear functions in
terms of the instantaneous strain, which is the final strain level of a relaxation test.

Using the predictions of Eq. (29), ro can be calibrated using Eq. (26). Subse-
quently, the Ai functions can be calibrated at each Den so that the integral In given
by Eqs. (27) or the integral I given by Eq. (28) is minimized for known or
parametric shape functions, respectively. As with the Adaptive QLV model,
interpolation may be used for intermediate straining for the case of the Generalized
Fung QLV model. Note that this procedure would apply as well for the fitting of
the Fung QLV model to any of the N individual tests, but only a single parameter
set would result. If these parameters are dependent upon strain, then the Fung QLV
model is not valid and the Generalized Fung QLV model must be used.

3.2 Incremental Relaxation Tests

Incremental relaxation testing is a faster protocol to assess the nonlinear behavior
of tissues and calibrate QLV models. The time savings arises from the reduced
number of force relaxation intervals required: in the previous protocol the speci-
men must be shortened back to its initial length following each test, and a waiting
period is required before performing any subsequent relaxation tests. This wait
should be long enough to ensure that any viscous effect associated with the
shortening back to the initial specimen length have settled, and should be of a
duration equal to that of the relaxation test. To avoid these wait periods the
relaxation tests may be performed in an incremental manner with a series of small
(and usually equal amplitude) stretches that are performed with no unloading
between the stretch increments (Fig. 3b). In this protocol the initial length of each
relaxation test is the final length from the previous test. For equal strain increments
of amplitude De on a specimen that is strain free before the application of the first
increment, the initial strain in the nth relaxation test is (n-1)De. The strain
function can therefore be written:

enðtÞ ¼
n� 1ð ÞDe; t\0

nDe; t [ 0

�
: ð30Þ

3.2.1 Adaptive QLV Model

Substituting the strain function from Eq. (30) into Eq. (9) the viscoelastic strains in
the nth relaxation test are:
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V ðeÞni tð Þ ¼
Z t

�1

gi t � sð ÞDed sð Þds ¼ Degi tð Þ; ð31Þ

and the stress is:

rn tð Þ ¼ ro nDeð Þ þ De
XM
i¼1

ki nDeð Þgi tð Þ: ð32Þ

With Rn(t) again denoting the experimentally recorded time course for the
relaxation of stress in the nth relaxation test, the function ro(e) can be calibrated
as:

ro nDeð Þ ¼ Rn t!1ð Þ: ð33Þ

Then, the values of ki(nDe) may be calibrated so that the integrals In in Eqs. (27)
are minimized for known shape functions, or the integral I in Eq. (28) is minimized
for parametric shape functions. As before, the functions ki at intermediate strain
levels may be estimated by interpolation.

3.2.2 Generalized Fung QLV Model

In the Generalized Fung QLV model, the predicted stress for the input strain
function of Eq. (30) is:

rn tð Þ ¼ ro nDeð Þ þ
X

i

Ai nDeð Þgi tð Þ : ð34Þ

ro(e) can be calibrated using Eq. (33), and the functions Ai can be calibrated at nDe
so that the integrals In in Eqs. (27) are minimized for known shape functions, or the
integral I in Eq. (28) is minimized for parametric shape functions. As before,
interpolation may be used for intermediate strains.

3.3 Single, Large Amplitude Ramp-and-Hold Test

The ideal stepwise stretch is the preferred protocol for testing a viscoelastic
material. However, in many practical applications performing an ideal stepwise
stretch is not possible because of challenges associated with stretching the tissue
sufficiently fast, preventing tissue damage, avoiding significant wave motion, and
logging data with sufficient speed. The ramp-and-hold test is an alternative test
protocol that usually generates more accurate data compared with the stepwise
relaxation tests.
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In a ramp-and-hold protocol the tissue length is increased at a constant rate to
its final value during the ramp-loading phase, and kept constant to allow the tissue
force to relax to its steady state value during the hold relaxation phase (Fig. 3 c).
The strain rate in the ramp-loading phase can be adjusted to prevent tissue damage
and mechanical waves during the loading [64]. Unlike the stepwise stretch tests
(relaxation tests) in which the tissue experiences only two levels of strain (the
initial strain and the final strain), the ramp loading tests expose the tissue to a
continuous range of strain over the loading ramp. Therefore, the ramp loading
stress reflects the tissue characteristics for all strains between the initial and final
strain. As will be described, this can be a benefit or a drawback. On the one hand,
this can complicate model fitting, but on the other, a single large amplitude ramp-
and-hold may be sufficient to calibrate a QLV model to the viscoelastic properties
of a tissue.

We again assume that initial configuration of the tissue is its unstretched, zero
strain, zero strain history configuration. In the ramp-loading phase of a single large
strain ramp-and-hold test, the tissue strain increases by De at a constant rate over
T seconds. In the hold-relaxation phase, then the tissue is maintained at its final
strain (De) until the stress relaxes to its steady state value. The strain function in
this protocol can be written:

enðtÞ ¼
0; t\0

De
T t; 0\t\T
De; t [ T

8<
: : ð35Þ

We denote the experimentally recorded stress during the ramp-loading phase
(0 B t B T) as P(t), and that recorded during the hold-relaxation phase (t C T) as
H(t).

3.3.1 Adaptive QLV Model

A single ramp-and-hold test does not provide sufficient information to calibrate the
generalized form of the Adaptive QLV model presented in Eq. (9). However, this
protocol does provide sufficient information for calibration of the simple form of
the Adaptive QLV model presented in Eq. (8). Substituting the strain from Eq. (35)
into Eq. (8), the viscoelastic strain may be calculated as:

V ðeÞ tð Þ ¼

Rt
0

g t � sð Þ De
T ds ¼ De

T cðtÞ; 0\t\T

RT
0

g t � sð Þ De
T ds ¼ De

T cðtÞ � cðt � TÞð Þ; t [ T

8>>><
>>>:

ð36Þ

where c(t) is the integral of g(t) defined as:
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cðtÞ ¼
Z t

0

g sð Þds: ð37Þ

The stress may be written:

r tð Þ ¼
De
T k De

T t
� �

cðtÞ ¼ rPðtÞ; 0\t\T
De
T k Deð Þ cðtÞ � cðt � TÞð Þ ¼ rHðtÞ; t [ T

�
ð38Þ

where rP(t) and rH(t) are the predictions of the time variation of stress over the
ramp-loading and hold-relaxation phases, respectively.

Here we use the experimental stress during the hold phase to calibrate the
parameters of the reduced relaxation function, g(t). Parameters of the reduced
relaxation functions are those that minimize the following integral:

I ¼
X

n

Zþ1

T

rH tð Þ
rH Tð Þ �

H tð Þ
HðTÞ

� �2

dt: ð39Þ

Usually, if g(t) is known parametrically c(t) can be determined parametrically
as well. Once the g(t) function and the associated c(t) function are determined, the
nonlinear function k(e) may be calculated algebraically using the experimentally
recorded stress during the ramp-loading phase:

k
De
T

t

� �
¼ T

De
rPðtÞ
cðtÞ : ð40Þ

3.3.2 Fung QLV Model

Substituting the strain from Eq. (35) into the Fung QLV model given by Eq. (2)
yields the following prediction for stress:

r tð Þ ¼

De
T

Z t

0

g t � sð Þ
drðeÞ De

T s
� �

de
ds ¼ rPðtÞ; 0\t\T

De
T

ZT

0

g t � sð Þ
drðeÞ De

T s
� �

de
ds ¼ rHðtÞ; t [ T

8>>>>>>><
>>>>>>>:

ð41Þ

Unlike the Adaptive QLV model, no simple procedure exists for calibration the
Fung QLV model to a ramp-and-hold test, and calibration requires far more
computation. The challenge is that the r(e)(e) function, an unknown function,
appears inside the convolution integral in both the ramp stress and the hold stress.
g(t) and r(e)(e) may be calibrated by trial and error and by testing different choices
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of these functions. Sophisticated optimization algorithms may be used to reduce
the number of trials by identifying and subsequently choosing functions based on
previous trails, and indeed several functional choices of g(t) and r(e)(e) are com-
mon in the literature [52, 53, 65, 66]. The optimization procedure requires com-
puting the convolution integrals of Eq. (41) for numerous choices of g(t) and
r(e)(e) functions, optimizing the prediction of Eq. (41) to find the parameters of
these functions. Additional optimization is required for choosing amongst the fits
to find optimum functions and parameters.

3.4 Incremental Ramp-and-Hold Protocol

Although a single, large amplitude ramp-and-hold test is a simple and fast protocol
for calibrating a QLV model to a biological or bio-artificial tissue, the fit that
results may be oversimplified. The drawback is that a single, large amplitude
ramp-and-hold test might not contain sufficient information to characterize the way
that the relaxation function evolves with tissue length: such a protocol is appro-
priate only if a tissue is well-modeled by a single reduced relaxation function that
is valid for all tissue lengths. The incremental ramp-and-hold protocol (Fig. 3d) is
an alternative that generates more information than either the single large
amplitude ramp-and-hold protocol or the incremental relaxation protocol.

The incremental ramp-and-hold protocol is similar to the incremental relaxation
protocol, except that the stepwise stretches are replaced by ramp stretches. The
strain function for the nth ramp-and-hold test can be written:

enðtÞ ¼
n� 1ð ÞDe; t\0

n� 1ð ÞDeþ De
T t; 0\t\T

nDe; t [ T

8<
: ð42Þ

where T is the duration of ramp loading in each increment. We denote the
experimentally recorded stress during the nth ramp-loading phase (0 B t B T) as
Pn(t), and that recorded during nth hold-relaxation phase (t C T) as Hn(t).

3.4.1 Adaptive QLV Model

Substituting the strain from Eq. (42) into Eq. (9), the viscoelastic strains in the nth
relaxation test are:

V ðeÞni tð Þ ¼

Rt
0

gi t � sð Þ De
T ds ¼ De

T ciðtÞ; 0\t\T

RT
0

gi t � sð Þ De
T ds ¼ De

T ciðtÞ � ciðt � TÞð Þ; t [ T

8>>><
>>>:

ð43Þ
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where, analogous to the previous section, ci(t) is the integral of gi(t):

ciðtÞ ¼
Z t

0

gi sð Þds: ð44Þ

The stress can be written:

rn tð Þ ¼

ro ðn� 1ÞDeþ De
T t

� �
þ De

T

P
i

ki ðn� 1ÞDeþ De
T t

� �
ciðtÞ ¼ rPnðtÞ; 0\t\T

ro nDeð Þ
þ De

T

P
i

ki nDeð Þ ciðtÞ � ciðt � TÞð Þ ¼ rHnðtÞ; t [ T

8>>>><
>>>>:

ð45Þ

where rPn(t) and rHn(t) are the predictions of the time variation of stress over the
nth ramp-loading and nth hold-relaxation phases, respectively.

As before, ro(e) can be calibrated at each strain level nDe through:

ro nDeð Þ ¼ Hn t!1ð Þ: ð46Þ

For known shape functions, the values of ki(nDe) may be calibrated using the
hold-relaxation data of the nth ramp-and-hold test so that the integrals In are each
minimized:

In ¼
Zþ1

T

Hn tð Þ � rHn tð Þð Þ2dt: ð47Þ

For parametric shape functions, the parameters of the shape functions and the
values of ki(nDe) for all n may be calibrated so that the following integral is
minimized:

I ¼
X

n

Zþ1

T

Hn tð Þ � rHn tð Þ
HnðTÞ

� �2

dt: ð48Þ

As before, the values of the functions ki at intermediate stains may be estimated
by interpolation.

An advantage of this protocol amongst the four considered in this chapter is that
it affords an additional set of data with which to check or refine the predictive
capability of a QLV model: once the ki functions have been determined for all
strains using a fitting of the hold-relaxation data, the fitted model may be used to
predict the ramp-loading stress histories rPn. These predictions can be compared
with the measured data to assess the predictive capability of the fitted constitutive
model.

This fitting procedure is far simpler than that needed for fitting the Fung QLV
and Generalized Fung QLV models. However, it is more complicated than that for
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the Adaptive QLV model in a single, large amplitude ramp-and-hold test. In the
incremental ramp-and-hold test, the variation of the relaxation function with tissue
length can be modeled. This precludes the use the exceptionally simple fitting
procedure from the single, large amplitude ramp-and-hold protocol (Eq. (40)) to
determine the ki functions at intermediate stains ((n-1)De\ e \ nDe).

3.4.2 Generalized Fung Model

Substituting the strain function from Eq. (41) into Eq. (9), stress history for the nth
relaxation test is:

rn tð Þ ¼

ro ðn� 1ÞDeþ De
T t

� �
þ De

T

P
i

Rt
0

gi t � sð ÞAi ðn� 1ÞDeþ De
T s

� �
ds ¼ rPnðtÞ; 0\t\T

ro nDeð Þ

þ De
T

P
i

RT
0

gi t � sð ÞAi ðn� 1ÞDeþ De
T s

� �
ds ¼ rHnðtÞ; t [ T

8>>>>>>><
>>>>>>>:

ð49Þ

The nonlinear unknown functions Ai(e) appear inside the convolution integral in
both the ramp-loading stress history rPn(t) and the hold-relaxation stress history
rHn(t). Therefore, both rPn(t) and rPn(t) depend on the functions Ai(e) for all the
strains between (n-1) De and nDe. This complicates the optimization procedure as
in the case of the Fung model for the single large amplitude ramp-and-hold pro-
tocol. Similarly, the optimization protocol is based on several trial-and-error steps.
However, because in the incremental ramp-and-hold protocol the incremental
strain De is small, we may approximate the Ai(e) functions as piecewise linear. For
the case of a stress-free, fully relaxed specimen at zero strain, we may assume all
Ai(0) to be zero. In the nth ramp-and-hold test, Ai may be written as a linear
function in terms of a single parameter, a slope mni, as:

Ai ðn� 1ÞDeþ De
T

t

� �
¼ Ai ðn� 1ÞDeð Þ þ mni

De
T

t; ð50Þ

where Ai((n-1) De) was determined in the (n-1)th ramp-and-hold test. For known
shape functions, the parameters mni may be determined from data in the nth ramp-
and-hold test by minimizing the integral In given in Eq. (47). For parametric shape
functions, the parameters of the shape functions and all the mni parameters may be
calibrated so that the integral I given by Eq. (48) is minimized.
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4 Example of the Calibration and Evaluation of Nonlinear
Viscoelastic Models: Reconstituted Collagen

We present here complete examples of characterizing a bioartificial tissue using
quasi-linear viscoelastic methods. The example is the stress–strain relation of
reconstituted type I collagen gel specimens, used in our laboratories as a scaffold
for bioartifical tissues containing prescribed populations of cells [67–69].

A number of protocols for these tissue constructs can be found in the literature [70, 71].
The specimens studied in this section were synthesized from 4 mg/ml rat-tail type I
collagen stock solution (Millipore, Inc., Billerica, MA) in 0.02 M acetic acid, with pH
brought to 7.4 using sodium hydroxide. The solution was poured into rectangular molds
and incubated at 37 �C for15 h as it gelled through non-covalent cross-linking of collagen
molecules. Final specimen dimensions were 30 mm long 9 10 mm wide 9 3 mm
thick. Molds contained fabric attachments that were folded and stitched over plastic tubes
to facilitate attachment to testing bars (Fig. 4). The testing apparatus consisted of two
horizontal bars, one suspended from a force transducer and the other attached to a sliding
element controlled by a stepper motor through a micrometer. The micro-stepping driver
was programmable and allowed prescription of specific displacement functions.

4.1 Test Protocol

Constitutive models were fit to data from an incremental ramp-and-hold protocol.
Four tests were performed on each specimen, as described in [55]. Each ramp

Fig. 4 Reconstituted
collagen test specimen
mounted on the two parallel
bars of the testing apparatus
[55]. The upper bar was fixed
and connected to a force
transducer. The lower bar
was movable, with motion
controlled by a computer
to apply a specified
displacement strain function
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increment involved a 2.0 mm stretch over T = 20 s; each hold lasted 2000 s,
sufficient for specimens to relax to an almost constant level of isometric force.
Force was recorded at 10 Hz. Before the first test, the loading bars were adjusted
so that the stress was zero at the initial (zero strain) length of the specimen. After
the final ramp-and-hold increment, the loading bars were returned to their pre-test
separation, and the specimen was allowed to relax for 2000 s.

The predictions of the models were thereafter checked against data from a
single, large amplitude ramp-and-hold protocol. The same specimens were stret-
ched 8.0 mm at a constant rate over T = 10 s [55].

4.2 Calibration

Here we present detailed examples of how to calibrate the Adaptive QLV model
and Generalized QLV model to the incremental ramp-and-hold test data. Strain
and stress were calculated from experimentally measured displacement and force
using Eqs. (21) and (22). Three exponential shape functions were chosen:

g1ðtÞ ¼ e�t=s1 ; g2ðtÞ ¼ e�t=s2 ; g3ðtÞ ¼ e�t=s3 ; ð51Þ

where s1, s2 and s3 are the three parameters of these shape functions that should be
calibrated. The incremental strain in each test was:

De ¼ Dl

lo
¼ 2

30
¼ 0:0667; ð52Þ

and the strain function in the nth test (n = 1, 2, 3, or 4) was:

enðtÞ ¼ 0:0667 n� 1ð Þ þ 0:0667
20 t; 0\t\20

0:0667n; t [ 20

�
; ð53Þ

so that the four final strains following the four incremental tests were 0.0667,
0.1333, 0.2000 and 0.2667.

In the plot of the experimentally recorded stress data for the four incremental
tests (Fig. 5) [55], the first 20 s (ramp-loading phase) is expanded 5 times in the
time domain for clarity, and the initial stress (stress at the beginning of each ramp
loading), the maximum stress (stress at the end of each ramp loading, and at the
beginning of the subsequent hold relaxation), and the final stress (at the end of
each hold relaxation) are labeled in each test. Following the fitting procedures
described above, we calibrated the QLV models using the hold relaxation time
courses of stress, Hn, recorded during the four incremental tests.

4.2.1 Adaptive QLV Model

According to Eq. (46) and using the experimental recordings, the elastic part of
stress, ro, was 1, 6, 19 and 38 Pascal at 4 strains of 0.0667, 0.1333, 0.2000 and
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0.2667, respectively. As the stress was zero initially, ro(e = 0) = 0. Calibration
k1, k2 and k3 required calculation of the model prediction of the hold stresses. For
the gi functions given by Eq. (51), the Gi functions are:

G1ðtÞ ¼ s1 1� e�t=s1

� 	
; G2ðtÞ ¼ s2 1� e�t=s2

� 	
; G3ðtÞ ¼ s3 1� e�t=s3

� 	
: ð54Þ

Substituting these into Eq. (45), the hold stress is:

rHnðtÞ ¼ ro 0:0667nð Þ þ 0:0667
20

X3

i¼1

ki 0:0667nð Þ si e20=si � 1
� 	

e�t=si : ð55Þ

The hold-relaxation stress prediction is, in this case, an exponential function
with the same exponents as the reduced relaxation functions:

rHnðtÞ ¼ ro 0:0667nð Þ þ
X3

i¼1

ci 0:0667nð Þ e�t=si ; ð56Þ

Fig. 5 Experimentally recorded stress histories for four incremental ramp-and-hold tests
performed on a single reconstituted collagen specimen [55]. The nominal strain increment is
0.0667 in all tests. The ramp portion is expanded in time scale for clarity. a Initial strain of 0;
b Initial strain of 0.0667; x c Initial strain of 0.1333; d Initial strain of 0.2000
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where

ci 0:0667nð Þ ¼ 0:0667
20

ki 0:0667nð Þ e20=si � 1
� 	

; i ¼ 1; 2; 3: ð57Þ

Therefore, the time constants s1, s2 and s3 could be calibrated simply by calibrating a
three time constant exponential function (with variable amplitudes) to all of the hold-
relaxation stress histories simultaneously. This is an interesting feature of the Adaptive
QLV model that simplifies the calibration significantly for exponential shape functions.

All four hold relaxation stresses were fitted with three-time constant expo-
nential curves by minimizing the integral I given in Eq. (48). The resultant fitted
curves (Fig. 6), with ro, ci and si as shown in Table 1, was an excellent fit of the
hold stress time history data in all four tests. The functions ki calculated for these
strains using Eq. (57) are listed in Table 2. A cubic interpolation was used to
determine the ro and ki functions for strains from 0 to 0.2667 (Fig. 7) [55].
Knowing the three parameters of the shape functions: s1, s2 and s3, and ro and ki

functions for all strains the Adaptive QLV model was fully calibrated.

Fig. 6 Three time constant exponential fits (black curves) to hold-relaxation stress data (gray
circles) for the Adaptive QLV model. Optimum time constants: 5.5, 66 and 699 s. a Initial strain
of 0; b Initial strain of 0.0667; c Initial strain of 0.1333; d Initial strain of 0.2000
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4.2.2 Generalized Fung QLV Model

As with the Adaptive QLV model, fitting of the Generalized Fung QLV model
began with function ro. This, again, has values of 1, 6, 19 and 38 Pa at strains of
0.0667, 0.1333, 0.2000 and 0.2667, respectively. Calibration of the values of the
functions A1(e), A2(e), and A3(e) at each strain level required calculation of the
model predictions of the hold stresses. Substituting the strain and shape functions
from Eqs. (53) and (51) into Eq. (49), the hold relaxation stress in Generalized
Fung model is:

rHnðtÞ ¼ ro 0:0667nð Þ

þ 0:0667
20

X3

i¼1

ZT

0

Ai 0:0667ðn� 1Þ þ 0:0667
20

s

� �
e� t�sð Þ=si ds

ð58Þ

To simplify the calibration we assumed a piecewise linear approximation of the
unknown Ai(e) functions as given in Eq. (50). For piecewise linear Ai(e) functions
the hold stress can be rewritten as:

rHnðtÞ ¼ro 0:0667nð Þ

þ 0:0667
20

X3

i¼1

ZT

0

Ai 0:0667ðn� 1Þð Þ þ mni
0:0667

20
s

� �
e� t�sð Þ=si ds

ð59Þ

or, equivalently, as:

Table 1 Optimum time constants and coefficients of exponential fits to hold-relaxation stress
history data for the Adaptive QLV model

e s0 = ? (Pa) s1 = 5.5 s (Pa) s2 = 66 s (Pa) s3 = 699 s (Pa)

0.0667 ro = 0.8 c1 = 0.2 c2 = 0.4 c3 = 0.6
0.1333 ro = 6.0 c1 = 1.6 c2 = 2.8 c3 = 4.1
0.2000 ro = 18.3 c1 = 6.6 c2 = 8.4 c3 = 10.7
0.2667 ro = 36.9 c1 = 23.2 c2 = 20.7 c3 = 23.2

Table 2 Fitted values of ki for the Adaptive QLV model at the final strains of incremental ramp-
and-hold tests

e s1 = 5.5 s (Pa) s2 = 66 s (Pa) s3 = 699 s (Pa)

0.0667 k1 = 12 k2 = 7 k3 = 9
0.1333 k1 = 91 k2 = 49 k3 = 62
0.2000 k1 = 371 k2 = 146 k3 = 163
0.2667 k1 = 1300 k2 = 361 k3 = 354
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rHnðtÞ ¼ ro 0:0667nð Þ þ 0:0667
20

X3

i¼1

Ai 0:0667ðn� 1Þð Þsi eT=si � 1
� 	

e�t=si

þ 0:0667
20

� �2X3

i¼1

mnis
2
i 1� eT=si þ T

si
eT=si

� �
e�t=si : ð60Þ

Because stress is zero at zero strain, we may assume Ai(0) = 0. Thus, using Eq.
(50), we may write:

Ai nDeð Þ ¼ De
Xn

m¼1

mni: ð61Þ

This allowed Eq. (60) to be rewritten in terms of si and mni.
These parameters were calibrated so that the integral I given by Eq. (48) was
minimized. The fitted curves for the Generalized QLV model with pricewise linear
approximations of the Ai functions (Fig. 8) again produced an excellent fit to the
hold stress in all four tests (Fig. 9); optimum time constants and slopes are listed in
Table 3. The optimum time constants were very close to those found for the
Adaptive QLV model. Indeed, one may use a different fitting procedure (that

Fig. 7 Elastic part of the stress (a) and three nonlinear functions k1 (b), k2 (c) and k3 (d) for the
fitted Adaptive QLV model [55]. Gray circles are calibrated values based on experimental data
and black curves are cubic spline interpolations
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applicable to exponential shape functions) to obtain the same time constants as
those found for the Adaptive QLV model, which results in slightly different mni

coefficients. Note that the functions Ai of the Generalized Fung QLV model differ
fundamentally from the ki functions of the Adaptive QLV model: although they are
on the same order of magnitude, one is placed inside the convolution integral,
while the other is placed outside.

4.3 Assessment of Predictions

The predictive ability of a model may be examined against experimental data that
was not used for calibration. As described above, the incremental ramp-and-hold
protocol always provides such data for model evaluation. The subsequent single
large amplitude ramp-and-hold test, which occurred at a different strain rate,
provides additional data for model evaluation. In this section we provide examples
of model calibration using both sets of data.

4.3.1 Incremental Ramp Stresses

The ramp loading stresses predicted by the Adaptive QLV model are:

rPnðtÞ ¼ ro 0:0667ðn� 1Þ þ 0:0667
20

t

� �

þ 0:0667
20

X
i

ki 0:0667ðn� 1Þ þ 0:0667
20

t

� �
ciðtÞ; ð62Þ

where Gi functions are given in Eq. (54), and those predicted by the Generalized
Fung QLV model are:

rPnðtÞ ¼ ro 0:0667ðn� 1Þ þ 0:0667
20

t

� �

þ 0:0667
20

X3

i¼1

Z t

0

Ai 0:0667ðn� 1Þ þ 0:0667
20

t

� �
e� t�sð Þ=si ds: ð63Þ

Using the model parameters calibrated to the hold-relaxation data, the model pre-
diction for the ramp stress histories were calculated for each incremental test and
compared to experimental data (Fig. 10) [55]. Both the Adaptive QLV and General-
ized Fung QLV models could reasonably predict the ramp stresses during incremental
testing. The predictions of these two calibrated QLV models were slightly different for
the ramp loading stress, although both models reproduced the hold-relaxation data
almost identically. The Adaptive QLV model exhibited a slightly larger upward cur-
vature for the ramp stresses compared with the Generalized Fung QLV model.
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4.3.2 Single, Large Amplitude Ramp-and-Hold Test

The final test of the model fits came from the single, large amplitude ramp-and-
hold test, performed at a loading rate different from that used for model calibra-
tion. The ramp loading and hold relaxation stresses of the tissue specimen in the
large amplitude ramp-and-hold test (Fig. 11a and b, respectively) show that, for
the first 3 s of the ramp loading, the tissue stress remains almost zero, while the
nominal strain increased (linearly) to about 0.08. In these reconstituted collagen
specimens, this is an indicator of plastic deformation that increased the initial zero
stress length of the specimens over the course of the series of incremental ramp-
and-hold tests that preceded the single, large amplitude ramp-and-hold experiment
presented in Fig. 11. The models were adapted for this inelastic deformation by
increasing the zero stress length of the tissue for both elastic and viscous com-
ponents of the stress by plastic strain increments Dei. These additional parameters
were calibrated using the hold relaxation stress in the large amplitude ramp-and-
hold test without altering the already calibrated shape functions or nonlinear
functions. We were able to calibrate these plastic strains for an excellent fit of the
hold relaxation data in both the Adaptive QLV and Generalized Fung QLV models
(Fig. 11d and f, respectively).

Fig. 8 Elastic part of the stress (a) and three nonlinear functions: A1 (b), A2 (c) and A3 (d) for
Generalized Fung QLV model. Gray circles are calibrated values based on experimental data and
black curves are incrementally linear interpolations
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Taking into account the plastic deformation, the ramp-loading stress histories
were computed in both models and plotted against the experimental recordings
(Fig. 11c and e). The Adaptive QLV model has a reasonable fit to the ramp stress
(maximum deviation of 2.5 Pa.) while the Generalized Fung model slightly
overestimates the ramp stress (maximum deviation of 7 Pa.). The Adaptive QLV
model predicts a ramp-loading stress history with a greater upward curvature than
does the Generalized Fung QLV. This indicates that the nonlinearity has more
significant effect during the ramp loading.

Fig. 9 Three time constant exponential fit of the Generalized Fung QLV model (black curves) to
the hold relaxation stress history data (gray circles). Optimum time constants were: 6.6, 61 and
611 s. a Initial strain of 0; b Initial strain of 0.0667; c Initial strain of 0.1333; d Initial strain of 0.2000

Table 3 Optimum time constants and associated slopes of piecewise linear Ai functions for the
Generalized Fung QLV model. Data are presented at the final strain levels of the strain
increments

e s1 = 6.6 s (Pa) s2 = 61 s (Pa) s3 = 611 s (Pa)

0.0667 m11 = 309 m12 = 148 m13 = 310
0.1333 m21 = 878 m22 = 1072 m23 = 1191
0.2000 m31 = 4662 m32 = 1551 m33 = 1948
0.2667 m41 = 11491 m42 = 4544 m43 = 3767
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Fig. 10 Model predictions (black curves) for the incremental ramp-loading stress histories,
plotted against the experimentally recorded stress histories (gray circles) [55]. a–d are predictions
of the Adaptive QLV model prediction for tests with final strains of 0.0667, 0.1333, 0.2000 and
0.2667, respectively. e–h are predictions of the Generalized Fung QLV model for tests with final
strains of 0.0667, 0.1333, 0.2000 and 0.2667, respectively
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Fig. 11 Measured (gray circles) and predicted (black lines) ramp-loading and hold-relaxation
stress histories for a reconstituted collagen specimen during a large amplitude ramp-and-hold test
that followed a series of incremental ramp-and-hold tests [55]. a Measured stress during the
ramp-loading phase. b Measured stress during hold-relaxation phase. c Prediction of the Adaptive
QLV model for ramp stress (black curve) compared to measured stress (gray circles).
d Calibration of the plastic strain increments for the Adaptive QLV model (black curve)
compared to measured hold-relaxation stress (gray circles). e Prediction of the Generalized Fung
QLV model for ramp stress (black curve) compared to measured stress (gray circles).
f Calibration of the plastic strain increments for the Generalized Fung QLV model (black curve)
compared to measured hold-relaxation stress (gray circles)
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4.4 Concluding Remarks

We conclude with thoughts on selecting a viscoelastic model that is appropriate for
a specific material and application.

The simplest approach by far is to use a linear viscoelastic model, with the
assumption of small strain. Nearly every viscoelastic material can be modeled
using linear viscoelasticity over a range of conditions, and the first assessment to
make is whether this range of conditions encompasses those in which the material
will be studied. Geometric linearity becomes an increasingly poor assumption with
increasing strain. As a rule of thumb, it is a poor approximation for strain levels
above 10-15 % in cases in which a constitutive model is to be applied to con-
ditions that differ substantially from those used to fit the constitutive law. In the
example used in this chapter, strain levels exceeded this range substantially, but
accounting for geometric nonlinearity was not needed for comparing amongst
identical uniaxial stretches applied to a single specimen. However, if these data
were to be applied to predict the response of a tissue to a large strain, multiaxial
stress state, an appropriate pullback to the reference configuration would need to
be applied to the fitted models prior to generalizing to a 3D constitutive law. For
this, we refer the reader to the texts of Gurtin et al. [72] and of Bower [73].

The validity of an assumption of material viscoelasticity can be assessed in a
number of ways. Qualitatively, a good indication from a ramp-loading test that a
nonlinear model is required is a force–displacement that is concave-up: all linear
viscoelastic models yield predictions that are linear or concave-down. If such
curvature is significant over strain rates and amplitudes of interest, a nonlinear
viscoelastic model must be used.

If a nonlinear viscoelastic model is required, quasi-linear viscoelasticity is a
great place to start. The Fung QLV model is often fully adequate if a single
reduced relaxation function is appropriate for all levels of tissue stretch. An
example of how to check this is the set of tests shown in Fig. 1. If, as in Fig. 1, the
reduced relaxation function varies with the degree that a tissue is stretched, a
different framework is required.

The Fung QLV model is easily extended through the Generalized Fung QLV
model described in this chapter to allow for reduced relaxation functions that vary
with strain. However, all of the tedious computation associated with the Fung QLV
model is compounded when fitting the Generalized Fung QLV model. The
Adaptive QLV model is far simpler than either of these models to fit, and has an
especially simple form for many standard ramp-and-hold tests.

The principle by which nonlinearity is incorporated into the Adaptive QLV
model differs fundamentally from that of the Fung and Generalized Fung QLV
models. The consequence of this is that the choice of constitutive model cannot be
based upon the simplicity of the Adaptive QLV model alone. Instead, tests must be
performed to assess the suitability of model predictions. The incremental ramp-
and-hold protocol always provides data for such assessment, and in the case of the
reconstituted collagen specimens discussed in this chapter the Generalized Fung
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QLV and Adaptive QLV models were both suitable when compared against these
data. An additional single, large amplitude ramp-and-hold test performed at a
different loading rate showed that, for this particular tissue, both models provided
suitable predictions. However, minor differences in the two model predictions
were also evident, and careful study would be needed to determine model suit-
ability for loading rates outside of those tested.

In summary, the Adaptive QLV model provides a simple-to-fit nonlinear
alternative to the Fung and Generalized Fung QLV models. Because each of these
three models rests upon a set of assumptions, application of any of these models to
a particular tissue requires careful testing over the range of strains and strain rates
that are of interest for a particular application.
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Abstract Effective recapitulation of extracellular matrix properties into a Tissue
Engineering strategy is strongly involved with the need for a proper transport
environment. Consumption and production of soluble medium components gives
rise to gradients which influence cell behavior in various ways. Understanding how
transport related phenomena can shape these gradients is targeted in this chapter
by the combined use of experiments and mathematical modeling. An overview of
different models is given that describe solute transport and its relation to specific
cell behavior. From the simulation results important information can be extracted
which help to unravel mechanisms that drive solute transport. Finally we describe
the genuine efforts that have been taken to translate this information into real tissue
engineering setups (e.g., optimization of culture conditions and controlled-release
of growth factors).
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1 Introduction

The functionality of extracellular matrix (ECM) in organ tissues is much broader
than just structural support for cells that reside within. Cells are able to interact
with ECM, both biochemically and biophysically, from structural remodeling
induced by cell proteolytic activity [72] to stem cell lineage specification via
straining of linked proteins [30]. The ECM also provides an important storage
space for signaling molecules, a feature which appeared to be crucial in tissue
morphogenesis [61, 121]. Morphogenesis is mainly driven by the gradients in
signaling molecules (i.e. morphogens) which can arise from differences in mor-
phogen diffusivity [79, 127] or from interstitial fluid flow-induced asymmetry in
morphogen distribution upon enzymatic release from the matrix [50]. Under-
standing the mass transport principles which underlie the formation and mainte-
nance of morphogen gradients is therefore fundamental to understand how these
gradients will direct tissue patterning.

It should be clear that recapitulating fundamental ECM properties in a tissue
engineering (TE) context relates closely to the aim of establishing a proper mass
transport environment. From basic nutrients to signaling molecules, concentration
gradients might exist for any soluble medium component that is consumed or
produced by the cells [42]. The effects they can elicit on cell behavior are
numerous and have proven to be a function of absolute concentrations, the range of
operation and slope [46]. To measure such gradients, the use of biosensors [1] and
tracer molecules [127] has been previously reported. Experimental quantification
is however not always straightforward and can even become too challenging for
more complex (in vivo-like) setups. A powerful tool that makes quantification
easier and can predict gradient magnitudes for the even most complex situations
[86], lies in the combined use of experiments and mathematical modeling [24].

Mathematical models help in establishing relations and insights between
evolving solute profiles and specific cell behavior [80]. Such models have proven
their applicability in unraveling important mechanisms and dynamics of experi-
mental observations [25, 37]. Their usability ranges from the establishment of
numerical interactions between influencing parameters [130] to optimization of
culture conditions for nutrient transport [111] and modeling-based TE carrier
design [16].

In light of the design of biomaterial carriers, special attention should be
attributed to the environmental remodeling abilities of a cell. Triggered by their
proteolytic activity cells can break down ECM components for migration or
modify tissue architecture in response to biophysical or biochemical forces [97].
These changes have however important consequences on the transport and activity
of autocrine and paracrine signaling molecules, both directly and indirectly [115].
Implementation of structural biomaterial remodeling in mathematical models has
contributed to a better comprehension of its active role in cell signaling [120].
Translating these remodeling principles in a TE strategy has led to the develop-
ment of biomaterials crosslinked by enzyme-degradable peptide sequences which
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allows for a spatiotemporal control of their degradation properties [71, 100].
Models of in vivo regeneration processes (e.g. fracture healing [40]) will thereby
give crucial information on the timing and location of remodeling and hence also
proteolytic events. This information can be effectively implemented in treatment
strategies aiming to provide continuous mechanical support to the fracture, by
matching scaffold degradation with new tissue generation [105], and allows the
cells to re-establish a properly working signaling environment.

In this book chapter we aim to elucidate how the key actors that govern mass
transport in a TE carrier (i.e., biomaterial, cells, culture environment and solutes)
can influence the overall functioning of this carrier. This will be described in terms
of specific cell behavior that is provoked under defined concentrations and gra-
dients of soluble factors. The influence of the carrier components will be captured
in a series of continuum parameters that are used to formulate the mass transport
problem in a mathematical landscape. Finally for each component illustrations are
given on how to exploit this information in the optimization of culture conditions
and the rational design of setups used for TE applications.

2 General Mass Transport in Carriers

Solute transport in biomaterial carriers (e.g., hydrogels and macro- or microporous
scaffolds) used for TE applications is generally governed by passive diffusion.
Diffusive transport as a primary transport mechanism in carriers can however put
major constraints on the remodeling capabilities of cells that reside within this
material [42] and hence also on new tissue formation. Since in this setting of
dynamic tissue architecture and composition the transport of solutes with large
molecular weight is most strongly affected [9], important modulations in cell
signaling can be expected [120]. However also the transport of small molecules,
such as oxygen, can be impeded as cells grow and new tissue is produced which
gives rise to an imbalance between solute uptake and supply [25].

For this reason bioreactor systems have been developed which try to overcome
fundamental limitations that are associated with diffusive mass transport. A wide
variability in bioreactor configurations exists that enhance mass transport in and to
the carrier, either by direct perfusion/compression or indirect perfusion/mixing
[82]. Since movement and exercise are important driving forces for the body’s
interstitial fluid flow [120], special attention will be given here to the influence of
mechanical carrier loading on solute transport.

Based on the previous discussion we introduce the general equation for mass
conservation,

oCi x; y; z; tð Þ
ot

¼ �r �~Ci x; y; z; tð Þ þ Ri x; y; z; tð Þ
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where Ci is the concentration of the solute of interest; ~Ci is the mass flux; Ri is a
reaction term which accounts for consumption, production, degradation, or binding
of solute i to the matrix; and t is time. The mass flux due to molecular diffusion is

proportional to the gradient in solute concentration (~Ci = –DijrCi), while con-

vective transport is driven by the velocity field ~v (~Ci = Ci~v) [6]. Substitution of
both terms into the previous equation gives (in the case of an incompressible
medium),

oCi x; y; z; tð Þ
ot

¼ Dij x; y; z; tð Þr2Ci x; y; z; tð Þ �~v x; y; z; tð Þ � rCi x; y; z; tð Þ
þ Ri x; y; z; tð Þ

where~v is the solute velocity vector; Dij is the diffusion coefficient of the solute in
solvent j; and r2 is the Laplacian operator. This general equation applies for most
biomaterial setups used in tissue engineering and its constitutive transport parame-
ters can be determined either from experiments or from theoretical formulations.

2.1 Diffusion

Experimental quantification of solute diffusion rates through a carrier have been
performed in well-controlled release kinetics experiments and by fitting analytical
solutions to Fick’s diffusion law [16, 25]. Also well established are fluorescence
techniques to measure dispersal of fluorescently labeled target molecules, such as
Fluorescence Recovery After Photobleaching (FRAP) [11], photoactivation [99],
photoconversion [47] or photoswitching [3] of these fluorescent molecules. Major
advantage of the latter methods is that they are less time-consuming as compared
to release kinetics [11] and also have the ability to record local differences in
solute diffusivity, which have been shown to result from structural matrix heter-
ogeneities [118].

Alternatively, solute diffusion rates for a specific carrier matrix can be esti-
mated from existing literature values. Reported values are obtained either for
diffusion in free solution or for a given solute carrier combination. Based on
microscale structural differences, several authors have formulated relationships
which try to explain discrepancies in diffusion coefficients between often seem-
ingly equal matrices [55, 57, 62, 95]. These models take into account the steric
interactions of solutes diffusing through the matrix. The interplay between struc-
tural matrix features and effective solute diffusivity can also be described in terms
of the hydrodynamic obstructions of diffusing solute. Correlations have resulted
from this approach using techniques of volume averaging, which requires the use
of periodic structural models [128, 129], the effective-medium approximation,
which does not impose any restrictions on the structural model but is at the cost of
a reduced validity and reliability of the predictions [18, 103] or by using a random
walk approach [118].
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2.2 Convection

Convective mass transport through a porous medium can be described using the
averaged equations as formulated by Darcy or Brinkman [27]. These equations
express a relation between medium velocity and the applied pressure gradient
which is governed by the permeability, a factor that characterizes the influencing
matrix properties. Experimental setups are described in literature that can measure
different carrier permeabilities, either by applying a constant pressure or a constant
flow [69, 91].

Several models are available that provide a link between structural carrier
properties and permeability [49, 53]. Their application range is however con-
strained to approximations at the macroscopic scale since they depend on physical
and geometric idealizations of the microporous carrier [120]. From the theory of
mixtures and based on experimental results, it was found that the effects of induced
fluid flows (which are rather low) on solute transport in the carrier are most
significant for solutes with large molecular weight [35, 111].

2.3 Compression-Induced Mass Transport

Dynamic compression of a carrier combines matrix compaction with interstitial
fluid transport [33]. Augmented solute transport associated with this convective
fluid transport will therefore at the same time be restricted resulting from a
decrease in matrix diffusivity. This compression-induced loss in diffusivity can
either be measured experimentally with FRAP [38, 66] or estimated from struc-
tural diffusivity relations such as in Mackie and Meares [73, 74, 92], which
assumes a high dependency of matrix diffusivity on fluid volume fraction. An
interesting alternative would be the coupling of diffusive transport with structural
deformation at the microscale level [117].

The effect of unconfined compression on enhanced solute transport has previ-
ously been formulated in mathematical terms using the theory of incompressible
mixtures [5, 89]. In agreement with experimental observations, it was established
that compression frequency and solute molecular weight are both decisive factors
for the extent of compression-enhanced solute transport [32, 83]. As a major
conclusion from these studies it was shown that mechanical carrier stimulation can
significantly improve the transport of larger molecules (from glucose to large
signaling molecules). The mechanism which underlies this phenomenon is found
in the dual action of small convective flows and the increased peripheral solute
gradient during dynamic loading [83].

In the next sections we will give an overview on how solute molecules with
different molecular weight can influence specific cell behavior and how the
transport of these molecules is influenced by the cellular carrier components.
Solutes of interest range from small molecules (e.g., oxygen and glucose) to large
molecules (e.g., growth factors).
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3 Oxygen

The main mechanism by which cells acquire their energy is through oxidative
phosphorylation [2]. In this process oxygen serves as an oxidizing agent that
facilitates the flux of electrons through progressively lower energy states, which
allows for a large extraction of free energy used to synthesize adenosine tri-
phosphate (ATP) molecules. Apart from energy production, oxygen has proven to
be a potent modulator of cell behavior that can change cellular phenotype [56],
stimulate matrix production by the cells [94] or induce angiogenesis by the release
of angiogenic factors [26]. Molecular oxygen however has a low solubility in
culture medium and is rapidly consumed by the cells in order to meet their con-
tinuous energy demands. These factors make soluble oxygen very prone to become
depleted during culture [42].

To what extent in time and space oxygen might become depleted within a
carrier is not only regulated by the intrinsic mass transport properties of the carrier
alone. A major influence comes from the cells themselves. This includes the
cellular demand for dissolved oxygen, expressed by the cellular oxygen uptake
rate (OUR), which is known to be controlled by many factors.

Firstly, cells harvested from distinct tissue types in the body can have signifi-
cant differences in OUR [109]. Secondly, the availability of oxygen to the cells is a
strong determinant of mitochondrial respiration. When cells are exposed to oxygen
tensions below a critical value, the redox state of cytochrome oxidase or the
respiration rate itself is partially limited [12]. This effect can be captured by a
Michaelis–Menten kinetic [34],

Q x; y; z; tð Þ ¼ Qmax

cO2 x; y; z; tð Þ
Kq þ cO2 x; y; z; tð Þ

where Q is the oxygen uptake rate (mol cell-1 h-1); Qmax is the maximal OUR
(mol cell-1 h-1); and Kq the oxygen tension at half of the maximal consumption
rate (mol m-3). Both kinetic parameters were furthermore shown to be dependent
upon specific cell-material interactions [45, 80]. This relation could have important
consequences related to biomaterial choice and cell remodeling behavior.

Underlying the total drop in oxygen tension inside the carrier is the effective
number of metabolically active cells. Cell growth inside a biomaterial carrier can
be modeled in many ways. This ranges from simple linear or piece-wise linear
relationships with available nutrient concentrations [84] to more detailed models
such as the modified Contois equation,

PC x; y; z; tð Þ ¼ ccell
Acellcn

O2
x; y; z; tð Þ

KCccellken
cell þ cn

O2
x; y; z; tð Þ � d x; y; z; tð Þ

" #

where Pi denotes the cell growth kinetic function (cell m-3 day-1); ccell is the cell
density (cell m-3); Acell is the homogeneous growth rate (day-1); KC is the
modified Contois saturation constant; ecell is the cell volume fraction (Vcell/V); Vcell
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is the averaging volume of the cell phase (m3); V is the averaging volume (m3); k
is a cell conversion factor (mol cell-1); d is the death rate (day-1); and n is a semi-
empirical parameter. This equation inhibits cell growth in case of an overpopu-
lation of available carrier space [19]. The Moser equation restricts cell growth in a
direct relation to the available oxygen concentration [88, 104],

PMr x; y; z; tð Þ ¼ ccell
Acellcn

O2
x; y; z; tð Þ

Kqen
cell þ cn

O2
x; y; z; tð Þ � d x; y; z; tð Þ

" #

The Moser equation reduces to the Monod equation for n equal to one. This
equation couples the OUR directly to the cell growth rate as,

PMd x; y; z; tð Þ ¼ ccell
Acell;max

YCO2

þ mcell

� �
cO2 x; y; z; tð Þ

Kqecell þ cO2 x; y; z; tð Þ � d x; y; z; tð Þ
� �

where Acell,max is the maximal specific cell growth rate (day-1); YCO2 is the yield of
cells per unit oxygen (cells mol-1); mcell is the maintenance coefficient (mol cell-1

day-1), the minimum oxygen consumption required to keep the cells alive.
The main difference between linear and non-linear systems is that the former will

produce a significant region of uniform proliferation, a phenomenon that is rarely
observed in practice [70]. This heterogeneity can also implicitly be implemented
using a custom-defined function derived from experimental data [25, 36].

Finally new matrix production and carrier remodeling can also directly alter
oxygen delivery to the cells, though this effect is more pronounced for larger
solutes [9, 13, 94].

In the following paragraphs we will give a brief overview on how these oxygen
models can be efficiently applied to tackle some specific problems a tissue engi-
neer could encounter. Static in vitro culture of tissue substitutes generally gives
rise to heterogeneous cell growth, especially when substitute dimensions exceed a
critical size [25, 80]. Enhanced proliferation of cells in the peripheral regions and
coupled increases in oxygen uptake, have thereby been speculated as factors
determining the incidence and severity of tissue hypoxia and associated cell death
[10]. To test this hypothesis and gain improved understanding of the mechanisms
which underlie these observations, mathematical models have been developed
describing the interactions between oxygen tension and cell density. Effectively
applying this strategy Demol et al. presented a model to describe in vitro behavior
of human periosteum derived cells cultured inside a fibrin hydrogel construct
(Fig. 2) [25].

Necessary model input parameters were derived from dedicated in vitro
experiments that allowed to assess cell proliferation, the influence of oxygen
tension on cell death and proliferation, and the diffusivity of oxygen in fibrin. As
the constructs were cultivated over a period of 14 days, a significant region of dead
cells in the construct center could be detected which progressively expanded
outwards with longer cultivation times (Fig. 3a). The observation was accompa-
nied by the formation of a multilayered cell sheet which had an average thickness
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of about 40 lm and was present at the construct periphery (Fig. 3b). To account
for this in the model a heterogeneous proliferation rate was implemented, with fast
cell proliferation at the construct surface-its value being determined by means of a
dedicated experiment-and slow proliferation inside the construct.

The model predicted the highest cell density in the outer layer (i.e., multilay-
ered cell sheet), which was about 30 times higher than the maximum density in the
rest of the gel (Fig. 4a). This led to the highest volumetric oxygen consumption
rate and the highest gradient in oxygen tension in this outer layer. (Fig. 4b).
However, this was not the primary cause of hypoxic regions detected within the
hydrogel center, as the surface region only accounted for 2.3 % of the total
decrease in oxygen tension compared to a decrease of 16.5 % in the rest of the
hydrogel. This finding was further confirmed in a model parameter sensitivity
analysis in which (reasonable) changes in cell sheet thickness did not have a
significant influence on the occurrence of tissue hypoxia. On the contrary, varia-
tions in cellular oxygen consumption and oxygen diffusivity in the hydrogel region
had a major effect on total construct hypoxia, making both governing factors for
design and upscaling of static in vitro cultured hydrogel-based constructs.

As a second application we consider the development of TE pancreatic sub-
stitutes. In this field the use of mouse insulinoma bTC3 cells has since long been
investigated for the long-term treatment of insulin dependent diabetes mellitus
(IDDM) [28]. Reports on the insulin secretory capacities of these cells have
indicated a strong reduction in secretion as the available oxygen tension drops
below 10 lM [98]. This observation has therefore strong implications for the
functioning of the substitute in vitro and in vivo, a problem that has been assessed
using diffusion–reaction models for oxygen transport in the carrier [44]. By
combining experimental measurements with the steady-state solutions of a

Fig. 1 Fibrous matrix remodeling is triggered by cell proteolytic activity. Transport of various
solutes drives specific cell behavior during the different stages of new tissue formation (e.g.,
differentiation and apoptosis) and is strongly influenced by changes in carrier components (e.g.,
new matrix production by differentiated cells or release of matrix-bound soluble factors). Adapted
from [50]
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mathematical model, these authors aimed at providing a methodology for rapid
evaluation of the substitute performance. Experimental input data was obtained
from 19F nuclear magnetic resonance imaging on a dissolved perfluorocarbon
emulsion inside the carrier. This gave a single averaged read-out of dissolved
oxygen tension which showed a unique relation with the number of viable cells
within the carrier, for a given environmental oxygen tension. Spatiotemporal
evolution of both oxygen and viable cell density were estimated from the math-
ematical model using the average oxygen tension as a fitting parameter. Appli-
cation of this approach therefore allowed for quick measurements on substitute
functioning. Design and optimization of experimental configurations for tissue
substitute cultivation and remodeling is a third important application where
mathematical modeling can be of great value. Starting from this principle com-
parative numerical studies of bioreactor setups for in vitro tissue construct culti-
vation have led to an improvement of cultivation regimes and construct designs
[111, 130]. These studies have indicated that reaching a critical cell mass inside
the construct in vitro would require the use of a perfusion culture setup. Enhancing
the transport of small molecules (such as oxygen) in perfusion systems would
however require relatively high perfusion speeds. This regime demands a change
in carrier geometry or biomaterial properties (e.g., stiffer matrix) in order to avoid
permanent damage to the carrier. In this optimization process special attention
should however be attributed to the presence of multiple soluble components,
since changing the transport properties of a given solute might have important
consequences for other solute transport [14, 85]. Such altered solute transport

Fig. 2 a Schematic representation of cells cultured in a fibrin hydrogel. b Geometry of
axisymmetric model (half of vertical cross-section) which consists of three distinct regions: cells
encapsulated in the hydrogel (black), cells on the hydrogel surface (grey, not shown
proportionally) and culture medium (white). Figure reprinted from [25]
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could originate from differences in molecular size as described in previous sec-
tions, but could also be attributed to differences in cellular response, which will be
described in the next sections.

Another strategy aiming to overcome these limitations of inadequate solute
mass transport is to induce de novo synthesis of a vascular network or sprouting of
existing vessels using the body as an in vivo bioreactor system [116]. The use of
mathematical models has been proposed in this context as a tool for the intelligent
design of scaffold structures and implantation techniques [22]. The experimental in
vivo model investigated by these authors consisted of hepatocyte-seeded PLGA

Fig. 3 a LIVE/DEAD viability images of human periosteum derived cells cultured for 14 days
in fibrin hydrogels (bar = 1 mm). b H & E staining on histological sections of a fibrin construct
cultured for 21 days (bar is 1 mm for the left image and 100 lm in the two images at higher
magnification). Figure reprinted from [25]
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foam scaffolds with an integrated arteriovenous loop [15]. Based on the results of a
computational model describing tissue growth and oxygen diffusion in the scaf-
fold, they argued the need for a heterogeneous seeding pattern in which a small
tissue biopsy of the desired tissue would be placed close to the blood vessel loop.
This system would better tune angiogenesis and cell outgrowth, reducing the
incidence of deficient oxygen transport to the cells and hence improve tissue
functionality.

4 Nutrients and Metabolites

Cellular energy metabolism is not only dependent on the presence of a single
solute, but on the entire environment of nutrients and metabolites [7, 110, 113].
Reported mechanisms of this interdependent behavior include the stimulation of
OUR of cells exposed to low glucose conditions, known as the Crabtree effect [20,
51, 52, 96]. This relationship can be expressed in mathematical terms using an
exponential decay function [130],

OUR ¼ a1 þ a2e�cglc=a3

Fig. 4 Cell density (a) and oxygen tension (b) inside cell-seeded fibrin hydrogels as predicted by
the mathematical model. Cell density is expressed in 106 cells/ml and oxygen tension in
percentage. Figure reprinted from [25]
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where cglc is the glucose concentration (mol m-3); and ai are parameters deter-
mined by curve fitting. A similar equation can also be applied to describe the
increase in glycolysis (defined by the glucose uptake rate) for cells exposed to
hypoxic conditions, known as the Pasteur effect [81, 93, 108]. In contrast to these
studies other authors have reported a decrease in glycolysis under hypoxia, which
would be mainly mediated by differences in medium components (e.g., presence of
oxidants) [43, 67, 68, 130]. These effects should receive special attention in
modeling avascular tissues, and hence also TE substitutes, since nutrient depletion
could readily occur here.

It follows that solute interactions have important consequences in terms of the
model predictive behavior of nutrient and metabolite gradients as well as for the
optimization of experimental configurations. To illustrate this we give an example
of a combined experimental and numerical study of the coupled kinetics for
chondrocytes in an engineered cartilage construct [130]. In this study the rela-
tionships of oxygen and glucose uptake rates of chondrocytes exposed to different
oxygen tensions, glucose concentrations and pH levels was investigated as well as
the influence of lactate concentration on pH level. It was found that the predicted
cell viability in the construct center was generally enhanced upon implementation
of these relations in the numerical model, an observation that was most significant
at high cell densities [130]. This interesting cell behavior predicted in silico could
hence be indicative of a cellular rescue mechanism.

5 Signaling Molecules

Growth factors serve important roles as signaling molecules during development
[46, 90, 119] and regeneration [17, 123]. Most of these signaling molecules need to
travel through the surrounding extracellular environment either locally (autocrine
signaling) or to more distant locations (paracrine and endocrine signaling) in order
to exert their influence on cell behavior [112]. In the following paragraphs we will
show how a cell is able to interfere with this transport process and direct this
signaling reaction to provoke its intended effect. More specifically the example of
cellular signaling in the growth plate will be discussed.

Bone elongation occurs through the action of endochondral ossification, which
is driven primarily by the differentiation rate of proliferating chondrocytes into
hypertrophic chondrocytes within the growth plate [64]. At a molecular level this
process is strongly controlled by two paracrine signaling factors, Indian hedgehog
(Ihh) and parathyroid hormone-related protein (PTHrP) [65, 126]. While Ihh
coordinates chondrocyte proliferation, differentiation and osteoblast differentia-
tion, PTHrP mainly keeps the proliferating chondrocytes in a proliferative phase
[65, 124, 126]. Heparan sulphate (HS) complexes associated with proteoglycans in
the ECM of the growth plate serve important roles in morphogenesis by providing
binding sites for specific signaling molecules [8, 48]. This specificity depends on
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the sulfation pattern of the heparan sulphate chains and allows for interactions with
several members of the Hedgehog, transforming growth factor-b (TGFb), bone
morphogenetic protein (BMP), Wingless (Wnt/Wg), and fibroblast growth factor
(FGF) families [31, 48].

Simple mathematical models have been developed expressing the total width
between the early hypertrophic zone and the perichondrium using coupling
equations of PTHrP and Ihh concentrations [125]. As concentrations of both
signaling molecules can be modulated by various transport-related factors (e.g.
mechanical compression, solute binding, changes in diffusivity due to matrix
degradation) the relative importance of these factors on rates of proliferation and
hypertrophy can be rapidly assessed using this model.

In a second model bone growth and morphogenesis is described by differences
in spatial distribution and proliferation rates of proliferative and hypertrophied
chondrocytes [37]. Underlying this growth process were the regulatory capacities
of the Ihh and PTHrP spatial concentration distributions, that were modeled by a
set of reaction–diffusion equations [21, 75, 78]. In order to obtain a physiological
growth pattern the ratio of diffusion coefficients for both signaling molecules was
bound to certain criteria. The influences of these morphogen diffusion rates on
characteristics of the growth plate were acknowledged already earlier in studies of
the skeletal disorder Exostosin (EXT1) [54, 63]. There it was shown that in EXT1
mutations, expressing reduced amounts of HS, the range of Ihh signaling within
the growth plate was increased giving rise to an extended proliferative zone.

Calcification of the matrix surrounding the hypertrophic chondrocytes in the
growth plate triggers the invasion of blood vessels from the metaphyseal bone
[58]. This capillary invasion is mediated by the expression of vascular endothelial
growth factor (VEGF) in hypertrophic chondrocytes [39]. Binding of VEGF to
ECM components has thereby been implicated as a possible requisite for cellular
autocrine signaling, giving rise to amplified VEGF gradients that are able to direct
capillary morphogenesis [50, 76]. The mechanism underpinning this gradient
amplification results from the combined action of a small interstitial fluid flow,
biasing the secreted protease distribution, and the distribution of liberated VEGF
molecules, influenced by both protease distribution and convective flows [35].

The use of growth factors (such as VEGF) in controlled-release systems has
been widely proposed for TE strategies aiming at the regeneration of damaged or
diseased tissues [29, 101, 102]. Given the short half-life and residence of free
growth factors in solution, controlled-release strategies hold great promise pro-
viding a means to protect these factors from degradation and internalization [77,
105]. Though such systems can deliver signaling molecules in a time- and space-
controlled manner, the lack of detailed knowledge on in vivo growth factor con-
centrations and possible interfering behavior of administered compounds com-
plicates rational decisions on the required growth factor concentrations [60]. For
such applications we can however greatly take advantage of the use of numerical
models. In this way a modeling-based design approach was proposed for the
controlled delivery of VEGF in a mouse model of hindlimb ischemia [16]. Using a
reaction diffusion model to predict VEGF distribution in vivo, a layered scaffold
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design was proposed to deliver VEGF in a spatial concentration gradient where it
is able to both initiate and spatially control angiogenesis. Regulating spatial VEGF
presentation increased hindlimb blood flow which was reflected in a reduced
incidence of limb necrosis.

Other more detailed numerical models of in vivo regeneration processes could
equally well be applied for the rational design of controlled delivery systems [40].
Such models have the added advantage of testing the efficacy of a certain treatment
strategy (such as controlled-delivery systems) in silico, hence helping researchers
to identify the most promising strategies and having the potential to significantly
reduce experimental costs [41].

6 Discussion and Conclusions

Proper functionalizaton of carriers used for TE applications, requires a profound
understanding of the mechanisms that drive solute transport to and from the active
cell units. These solutes can be as small as oxygen, essential for cellular nutrition,
or as large as protein complexes, which allow cells to communicate with each
other or probe their environment [122]. The cellular actions they can elicit range
from basic cell survival and division to the organized patterning of cells into
tissues (i.e., morphogenesis).

Mimicking the normal in vivo solute transport environment of a cell and
optimization of culture conditions is complicated by the various mechanisms
which underlie these transport processes. We have shown that this variability can
be induced by differences in molecular size between solutes, differences in syn-
thesis and uptake of solutes by the cell, interactions at a cell level between various
nutrients and metabolites (but also signaling molecules [4, 106]), solute interac-
tions with the surrounding matrix and many others. Systems that involve such high
degrees of complexity can however greatly benefit from mathematical modeling,
as we have shown in this chapter.

Choosing an optimal model and setting an appropriate level of detail is strongly
determined by the extent of construct remodeling that is taking place, the avail-
ability and type of experimental data, and spatial resolution [107]. Focus in this
chapter has been mainly set on single scale (continuum) models which is ascribed
to their abundant availability and their low computational costs. If we however
want to recreate interactions at multiple levels of organization with respect to
space and time, more attention should be attributed to the integrative properties of
the model [114], a strategy that has been defined in literature as multiscale
modeling. Crucial to the success of a multiscale modeling framework, is to provide
a consistent cross-scale linkage interface between the models at each biological
level [23]. We have shown the importance of such an interface in the context of
diffusive transport within TE carriers, by providing a means to correlate micro-
structural matrix properties to solute diffusion rates using for example a volume
averaging technique [129].
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Finally it should be mentioned that diffusion–reaction mechanisms are not only
prominent for solute transport inside the carrier, also inside a cell these mecha-
nisms are important for proper cell functioning (for example in signal propagation
[59]). Information generation by the use of solute gradients is accordingly a widely
conserved mechanism in biology, operating at multiple scales of organization [87].
This scale-invariant principle holds great promise by extending the applicability of
both models and imaging techniques that were described within this chapter.
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Computational Methods in the Modeling
of Scaffolds for Tissue Engineering

Andy L. Olivares and Damien Lacroix

Abstract Tissue engineering uses porous biomaterial scaffolds to support the
complex tissue healing process to fulfill two main functions: (1) to support
mechanical loading and (2) to allow mass transport. Computational methods have
been extensively applied to characterize scaffold morphology and to simulate
different biological processes of tissue engineering. In addition, phenomena such a
cell seeding, cell migration, cell proliferation, cell differentiation, vascularisation,
oxygen consumption, mass transport or scaffold degradation can be simulated
using computational methods. A review of the different methods used to model
scaffolds in tissue engineering is described in this chapter.

1 Introduction

Tissue engineering is considered as ‘‘an interdisciplinary field that combines the
knowledge and technology of cells, engineering materials, and suitable bio-
chemical factors to create artificial organs and tissues or to regenerate damaged
tissues’’ [1]. More recently, Williams defined tissue engineering as ‘‘the creation
(or formation) of new tissue for the therapeutic reconstruction of the human body,
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by the deliberate and controlled stimulation of selected target cells through a
systematic combination of molecular and mechanical signals’’ [2]. The process of
creation of biological tissue needs an artificial substrate to guide the tissue and
control the cell response to the supply of specific molecular and mechanical sig-
nals. ‘‘Scaffold’’ is the denomination for the temporal artificial support. Generally
studies of biomaterial substrates are done in two-dimensions in order to evaluate
the cell-biomaterial interactions. However, it is desired that the scaffold substitutes
the defect or mimic the organs or tissues structures in a three-dimensional manner
so that it ensures the functions of the damaged tissues.

In the last decade the advances made in tissue engineering and scaffold research
have increased substantially [3]. These substantial changes in this scientific field
should generate a higher quality of life of people. However, the main barrier found so
far is related to the difficulties of translating scientific results into clinical applications.
Another problem is related with the high complexity of the biological processes that are
taking place and that are not well controlled or understood. The complexities and the
use of the human cells as a cell source make tissue engineering an expensive process
with usually a low reproducibility of the results at an industrial scale.

The requirements of a scaffold are multiple and different for each application.
Nonetheless some common characteristics can be found such as: a good network
of interconnecting pores, open channels capable to provide the oxygen and
nutrients to the cells inside the scaffold, an easy removal of the waste product and a
biocompatible material able to provide the appropriate mechanical strength and
biodegradable properties. Some of the characteristics and phenomenon involved in
tissue engineering are summarized in Fig. 1. The intrinsic biomaterial properties in
relation to the scaffold architecture influence the affinity and response of the cells
within the scaffold. During the cell culture it is desirable (a) to know the forces
supported by the cells attached on the scaffold, (b) to study the distribution of cells
after seeding, (c) to study how occur cell migration, proliferation, and differenti-
ation, and (d) to study the influence of the mechanical stimuli on the cell response.
This complexity is further increased under in vivo conditions where the bioma-
terial degradation and tissue formation, and the adaptation of a new tissue with the
new blood vessel formation (angiogenesis) are combined.

Computational methods have been introduced in tissue engineering as tools to
comprehend and predict the phenomenon occurring inside scaffolds. Initially, the

Fig. 1 Tissue engineering process using biomaterial scaffold (modified from Liu et al. [6])
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cells are seeded on a porous scaffold that acts as a template to facilitate the
formation of functional new tissue and organ. Some variables such as pore size,
material type and fabrication process are known to influence the cell response [4].
A computational analysis of scaffold properties should consider the overall
problem as a continuous two phase’s problem: a solid bulk scaffold and a fluid
medium inside the pores. The diversity of the methods used so far shows that
different assumptions have been made to simplify the complex experimental or
physiological conditions. Nevertheless the common aim of these studies is to
predict, understand or determine the optimal culture conditions or scaffold mor-
phology [5]. Mechanobiological concepts are also being used more commonly to
explain how the cells sense the signals from the environment and how their
response to them can affect the cell phenotype related processes. In this chapter,
we will discuss some of the results obtained with the computational methods used
to characterize the scaffold as an artificial structure to be used in tissue engineering
applications.

2 Computational Structural Characterization of Scaffolds

Generally, the conventional scaffold fabrication techniques (salt leaching, phase
separation or gas foaming) present difficulties to obtain a precise and repeatable
scaffold microstructure in which pore interconnectivity or pore size are guaranteed
[7–10]. Each technique is usually most suited to a specific biomaterial or scaffold
and for a specific tissue engineering application. Porous scaffolds need to be
characterized due to the irregular microstructures that give a different microen-
vironment to the cells attached onto the scaffold surface.

Novel techniques allow an initial computational control of fabrication using
computer-aided design (CAD). The common name used for these techniques is
rapid prototyping (RP). These techniques lead to better pore reproducibility of
regular shape and better interconnection than the conventional methods. Regular
scaffolds offer an easier understanding and optimization of diverse biological
phenomena. However, once fabrication using RP techniques is made, it is nec-
essary to characterize the regular pores because the accuracy of the fabrication
method depends on the biomaterial properties, the RP techniques used and the
conditions applied during the process [11, 12].

In both cases (conventional and RP techniques) it is useful to characterize the
sample in a non destructive manner. Computationally it is possible to apply
imaging techniques (micro-Computed Tomography and Nuclear Magnetic Reso-
nance) and using reconstruction algorithms. Through scaffold reconstruction it is
possible to know the pore interconnectivity, the overall porosity, the pore size
distribution and the specific surface area. Some examples of scaffold structures
reconstructed and characterized using computational techniques are shown in
Fig. 2. The irregular distribution of pores of calcium phosphate (CaP) cement
microstructure is shown in a cross section in Fig. 2a [9]. The reconstruction was
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obtained by superimposing consecutive cross sections to form a three-dimensional
reconstruction of the final sample (Fig 2a, right).

Usually, after this characterization based on the distributions, shape and size of
the pores, the scaffold solid and internal volume of pores are computationally
reconstructed to simulate different physical and cellular processes. For these

Fig. 2 Computational approaches for characterize of the scaffold. a (left) 2D cross section of
micro-CT images of a non injected CaP cement and (right) 3D reconstruction in MIMIC
(Materialize)of the CaP cement (from Lacroix et al. [9]). b Reconstructions of PLA-G5
(polylactide acid and glass) scaffold and representation of component in the finite element model
(from Milan et al. [13]). c CAD-designs of the repeating gyroid unit cells assemble of
6 9 6 9 12 unit cells, photo of build structures and lCT-scanning of the built structures
(modified from Melchels et al. [14])
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reasons the reconstruction step is vital to obtain the correct characterization and
numerical analysis. The second example (Fig. 2b) selected shows a volume of one
cylindrical sample of a PLA (poly-lactide acid) polymer with glass composite
biomaterial [13]. PLA and glass particles were identified using the gray values for
each material allowing separation of the material properties for the computational
analysis.

Until now it has been possible to obtain a complete structural characterization
of irregular structure scaffolds. However, the heterogeneity of the geometry in
non-regular scaffold minimizes the use of scaffold models since each sample is
unique. Therefore it is difficult to know whether the modeled scaffold is repre-
sentative of the real scaffolds used. For RP scaffolds the steps to follow are easier
(Fig 2c). Initially the desired design (CAD) of pores is drawn, through a repre-
sentative volume element (for example of a gyroid shape in Fig. 2c) and the
complete scaffold (cylindrical volume) are designed [14]. After the scaffold fab-
rication using RP techniques (stereolithography in this example) is characterized
by means of micro-CT method allowing comparison of the initial design with the
final product.

3 Computational Evaluation of Mechanical Properties
of Scaffold

3.1 Mechanical Properties Depending on the Scaffold
Microstructure

The desired mechanical properties of porous scaffolds vary depending on the
clinical applications. It is therefore desirable to be able to control and tune such
properties on a specific case basis. The digital scaffold reconstruction methodology
showed above offers the possibility to develop the scaffold structure maintaining
the specific micro pores. The Finite Element Method (FEM) can be used to predict
the mechanical properties of a scaffold. FEM is a numerical technique that gives
approximate solutions through partial differential equations. Defining the problem
from the geometry, the domain is divided in finite sub-domains called elements.
Through an adequate mesh of elements, the bulk material properties and the
loading conditions that correspond to the scaffold are applied. In tissue engi-
neering, the FEM is used principally to determine the effective mechanical
properties of the porous scaffold. For example, the method allows to calculate the
effective Young’s modulus Ef under compression (Eq. 1) dependent on the reac-
tion force R computed at the nodes, the total cross section area of the scaffold A,
and the axial strain applied e ¼ Dl

l [6, 9].

Ef ¼
R

Ae
ð1Þ
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The mechanical parameters computed in the scaffold surface are considered as
the stimuli or signals felt by the cells attached. Dependent on the stimuli magni-
tude (strain for example), the stimuli will alter cell proliferation or phenotype
differentiation. Generally, for bone tissue engineering applications a compressive
load is applied to determine the strength and the strain distribution in the scaffold
wall surface (see Fig. 3). The effect of mechanical stimuli was studied through
micro-FE models for macroporous CaP cement and for a porous glass ceramic
scaffold. The octahedral shear strain distribution on a two dimensional section of
both samples is shown in Fig. 3a; higher strains are found in areas close to the
pores with magnitudes up to 0.75% for the application of a compressive strain of
0.5% [9]. The strain distribution throughout the section is quite inhomogeneous
due to the inhomogeneous pore distribution.

Under a compressive load equivalent to a uniaxial strain of 0.5%, the structures
shown in the Fig. 3b presented a higher proportion of material experiencing

Fig. 3 a Examples of distribution of octahedral shear strain in two samples for CaP cement (left)
and glass (right) scaffold morphologies (modified from Lacroix et al. [9]). b Major strain
distribution in RP pores; the zones under tension or compression strain are delimited; prism
hexagonal shape with 70% of porosity (left), gyroid pore structure with 70% of porosity (middle),
and gyroid pore shape distributed gradually through the height of scaffold (global porosity equals
70%) (right) (data from Olivares et al. [5])
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compressive strain than tensile strains. Hexagonal structures lead to lesser vari-
ability of major strain distributions (compressive strain from 0.25 to 0.75%) on the
walls than the gyroid structures (from tensile value of 0.25% until compressive
values of 1%) [5]. Thus, the stimuli not only is dependent on the uniform distri-
bution of pores, but also depend on pore shape [6, 14].

3.2 Scaffold Degradation and Tissue Regeneration

Optimum scaffold degradation is related directly with the temporal mechanical
properties needed to substitute the tissue damage. Few computational studies try to
explore the scaffold implantation and in vivo response. One example is to correlate
the relationship between the scaffold geometry with the resorption of the scaffold,
but independently of its composition [15]. Another study based on multiscale
simulation [16] shows that the degradation kinetic of polymer (PLGA, poly (lactic-
co-glycolic acid) is fast and has a negative effect in the balance of tissue regen-
eration within scaffolds.

Another example selected here to explain the scaffold degradation was devel-
oped by Adachi et al. [17]. They proposed a framework to simulate bone regen-
eration, which includes the degradation rate. They evaluated the mechanical
function in the bone regeneration process by changing the strain energy at the
bone–scaffold system. Scaffolds with lattice-like and spherical pore structures
were assessed (Fig. 4). The scaffold degradation was assumed to be due to
hydrolysis, decreasingthe polymer molecular weight W, and therefore inducing a
decrease in the scaffold Young’s modulus ES (Eq. 2). ES0 is the initial scaffold
Young’s modulus and W0 is the initial molecular weight. The rate of degradation is
affected by the morphology of the scaffold microstructure, and large surface areas
accelerate the diffusion of water molecules into the bulk of the polymers.

Es ¼ Es0
wðtÞ
w0

ð2Þ

Bone formation and bone resorption are accomplished by osteoblastic and
osteoclastic cellular activities respectively. New bone formation was modeled
using the rate equation for trabecular surface remodeling (Eq. 3) based on the
uniform stress hypothesis [18, 19]. Here, rc is the representative stress at point xc

on the bone or scaffold surface on which the osteoblasts form new bone matrix,
and rd is the representative stress in the neighboring area around point xc. S
denotes the surface; rr is the stress at neighboring point xr within the sensing
distance lL l ¼ xr � xcj jð Þ and wðlÞ½wðlÞ � 0 ð0 � l � lLÞ� is the decaying
weighting function.

rd ¼
R

S wðtÞrrdSR
S wðtÞdS

ð3Þ
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The changes in the total strain energy of the bone–scaffold system, U(t), in the
regeneration process are plotted in Fig. 4 for the lattice-like and spherical pore
structures. A transition of the mechanical function between two structural com-
ponents can be seen. For the lattice-like structure the crossing point occurs at 40
days, while for the spherical pore it occurs at 20 days. The scaffold pore structure
design presents the highest influence in the bone regeneration process. Through the
case presented, it was demonstrated that the optimal design variables of the
scaffold can be determined by computational simulation of bone regeneration.
However, the rate equations for new bone formation and scaffold degradation were
derived on the basis of various simplifications and assumptions.

3.3 Homogenization Method for Scaffold Design

Studies of different mathematical cell units designed for RP methods were made to
create a library of structures based on CAD design [20–22]. Porous scaffold design
is a compromise between high mechanical function and high mass transport needs.

Fig. 4 Computational simulation of bone tissue regeneration that consists of scaffold degrada-
tion and new bone formation using the voxel finite element method. a Lattice-like structure with
l = 1.6 mm and b spherical pore structure with d = 2.6 mm (modified from Adachi et al. [17])
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The homogenization theory is used to generate the multiscale equilibrium equa-
tions to compute effective properties of these unit cell designs [21, 22]. The study
presented by Hollister [23] has been selected to illustrate to the reader the
homogeneity method. The mechanical properties such as the macroscopic effective
stiffness Emacro (Eq. 4) can be computed from the stiffness at a microscopic Emicro

level depending of the strain tensor M and the volume of unit cell V. The mass
transport (fluid inside the pores) is also homogenized focusing in the macroscopic
permeability K (Eq. 5) computed through the average Stokes flow velocity v and
pressure gradients [23].

Emacro ¼ 1
Vunit cellj j

Z
V

Emicro MdVunit cell ð4Þ

Kmacro ¼ 1
Vunit cellj j

Z
V

vdVunit cell ð5Þ

Hollister [23] have found that an increment of the amount and disposition of
material in a pore induces an increment of elastic properties, but with a reduction
of the permeability (Fig. 5). Results demonstrate that the modulus increases as
expected with volume fraction, and that the spherical pore leads to a stiffer
scaffold. The permeability decreases as expected with volume fraction and
cylindrical pore design allows fabricating a more permeable scaffold. Others

Fig. 5 Elastic modulus and permeability versus porosity on two pore cell units; spherical pore
(top, in plot with dashed line) and cylindrical pore (bottom, in plot with solid line), modified from
Hollister [23]
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studies illustrate how for different scaffold microstructure designs, different
effective stiffnesses and permeabilities are computed [6, 14]. However, the
importance of this method lies in the ability to maximize the permeability for cell
migration and mass transport, always taking care to maintain the effective elastic
properties similar to that of the natural tissue [24].

Homogenization is a powerful mathematical technique and can be applied in
tissue engineering to optimize the process inside the scaffold. The study proposed
by Shipley et al. [25] used this theory to optimize the oxygen, glucose and lactate
transport through the maximum value of diffusion, consumption and production
with optimal choice of cell density. So select the most favorable scaffold structure
and the preference of perfuse direction.

4 Simulating Fluid Flow Within Porous Scaffolds

4.1 Computing Fluid Stimuli on the Scaffold Pores

In tissue engineering bioreactors are usually used as systems to provide the
dynamic environment to the cells. The stimuli can be obtained from the scaffold
surface deformations or from the fluid flow inside the pores. Mass transport within
the pores is related with the cell seeding and with the possible response of the cells
to the stimuli. Perfusion bioreactors are systems extensively used in tissue engi-
neering, due to the capacity to lead to a uniform distribution of fluid over the
scaffold [26–28]. Micro pore shapes in the scaffold have a higher influence in flow
profile. Generally, the flow is simulated using computational fluid dynamic (CFD)
method. In the specific case of direct perfuse flow, a laminar and Newtonian flow
are simulated, computed by the Navier–Stokes equation (Eq. 6) and the continuity
equation (Eq. 7), where u and rp are the fluid velocity and pressure gradient
respectively.

q~u � r~u ¼ �rpþ gr2~u ð6Þ

r �~u ¼ 0 ð7Þ

In Fig. 6 results of CFD for irregular pores morphologies [13] and regular
morphologies [5] are presented. Irregular morphology models were developed
from the micro-CT images and the fluid volume inside the pore was modeled
(Fig. 6a). The scaffold material property in itself was not accounted for in these
studies, only the pore morphological characteristics influenced the results. Milan
et al. [13] obtained a non homogeneous distribution of fluid flow due to the
irregular interconnection between the pores. For an inlet velocity of 100 lm/s, the
highest velocities (150–780 lm/s) were found in the center of the scaffold pores
whereas the lowest velocities (0–50 lm/s) were found close to the pore walls
(Fig. 6a).
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RP can be an excellent fabrication technique to control the fluid stimuli within
scaffolds. From the study developed by Olivares et al. [5], two different scaffold
morphologies were selected (Fig. 6b). A gyroid structure was compared with a
hexagonal straight prism. Pore interconnections of the hexagonal prism limited the
accessibility of the fluid to some areas inside the scaffold. With an inlet velocity of
100 lm/s, the fluid flow distribution for the gyroid structure was in the range
of 220–450 lm/s while for the hexagonal prism structure it was in the range of
220–300 lm/s.

4.2 Cell Seeding Simulation Using CFD Models

Cell seeding is a critical step in tissue engineering since it precedes the further
steps for the in vitro and in vivo culture. In tissue engineering, the optimization of
cell seeding and the comparison between different studies are problematic because
cell seeding depends highly on the structure of the scaffolds, such as porosity,
tortuosity, pore size and pore shape, the number of cells in suspension, etc.
Recently, a system to control cell seeding through perfusion was proposed by
combining a CFD study of a rapid prototyping porous scaffold with the perfusion
fluid flow experimentation [12]. Gyroid pore design was used for the scaffold
stereolithographic fabrication. The values of pore size distribution in an isotropic

Fig. 6 Velocity profiles represented in a cross section under fluid flow perfusion (v = 100 lm/s).
a Irregular scaffold morphology fabricated with PLA-G5 (poly-lactide acid and glass), model
obtained from micro-CT (modified from Milan et al. [13]. b Representative volume element
obtained from CAD of rapid prototyping scaffold. Gyroid shape with 70% of porosity (top),
hexagonal prism with 70% of porosity (down) (modified from Olivares et al. [5])
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scaffold (type I) were of 412 ± 13 lm with porosity of 62 ± 1% (Fig. 7a). In
order to study the influence of pore size variation, a gradual variation of pore size
(type G) was introduced where the scaffold pore size was &500 lm at the center
and &250 lm at the periphery with a total porosity of 56 ± 3% [12]. Fluid
volume was reconstructed from micro-CT images and represented the actual
design of the perfusion chamber. These models assumed steady state conditions for
maximum fluid flow while an alternant flow was applied in vitro when the cells are
suspended in the medium. However, even with this restriction, the computational
model demonstrated a close relation between distribution of maximum stimuli and
final cell seeding distribution (Fig. 7).

When the distribution of pore size was uniform (Type I), the distribution of
cells densities observed through confocal images after seeding was also homo-
geneous, in a similar behavior obtained numerically (Fig. 7a). In the gradient pore
size (Type G), a gradient of shear stress was obtained in the cylindrical scaffold,
which compared well with the gradual distribution of cells obtained after 16 h of
seeding (Fig. 7b).

Fig. 7 Representative threshold z-stacks of confocal microscopy images (500 lm thickness)
showing adhering cells after perfusion seeding. The fluid shear rates were measured in the
scaffold surface through the CFD methods. a Type I. b Type G (from Melchels et al. [12])
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5 Simulation of Mechano-Biological Concepts

5.1 Cell Differentiation Studied Through Separated Phases

A mechanobiological concept was proposed by Prendergast et al. [29] to explain
the relation between mechanical stimuli with cell differentiation and tissue for-
mation. This concept was applied on various applications such as implant–bone
interface [30], fracture healing [31], osteochondral defect [32], bone chambers [30,
31, 33], and bone distraction [34, 35]. The first numerical application to tissue
engineering of this concept was performed by Kelly and Prendergast [32] in which
a mechanoregulation algorithm for tissue differentiation was used to determine the
influence of scaffold material properties on chondrogenesis in a finite element
model of an osteochondral defect.

The basis of the concept is that the stimulus S defined as a combination between
the octahedral shear strain SS and the fluid velocity FF can produce some dis-
tortion of the cell and therefore affects the cell differentiative activity. In the
stimuli equation (Eq. 8), a and b are empirical constants; a = 0.0375 and
b = 3 lms-1. If S [ 3, then fibrous tissue differentiation occurs; if 3 [ S [ 1,
then cartilage differentiation occurs; if 1 [ S [ 0.267, then immature bone
differentiation occurs; and if 0.267 [ S [ 0.01, then resorption occurs (Fig. 8).

S ¼ SS
a
þ FF

b
ð8Þ

One example to illustrate the use of the mechano-regulation model on scaffold
analysis is the study performed by Sandino and Lacroix [36] on irregular CaP
scaffold morphology where tissue differentiation was simulated for mechanical
stimuli transmitted under compressive load and perfusion fluid. The properties of

Fig. 8 Mechano-regulation model. The tissue phenotype is determined for each element
dependent on its position in the mechano-regulation diagram (not drawn to scale) from Lacroix
et al. [37])
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the finite element (tissue) were changed depending on the stimuli. The fluid phase
was the only phase to change (through a change of viscosity) to simulate the
growth of tissues within the pores. The discretization of the fluid phase and the
solid phase captured the discontinuity of mechanical stimuli affecting cells seeded
within a scaffold over time. Using regular scaffolds with ideal morphology,
Olivares et al. [5] concluded that the mechanoregulation diagram on these scaf-
folds was more sensitive to fluid flow changes than to solid strain changes. They
studied the influence of the experimental conditions for eight different scaffold
designs to create a bone formation optimization plot (Fig. 9a, b). In the same
study, the authors related the scaffold design with the phenotype (Fig. 9c, d) using
the mechano-regulation theory explained previously. For the same inlet fluid
stimuli and porosity a scaffold with a hexagonal prism leads to increased bone
formation areas compared with a gyroid structure.

5.2 Lattice Point Approach

The lattice formulation was introduced in a mechano-biological model by
Perez and Prendergast [38] in order to include individual behavior of cell. A lattice
is created within each finite element and is assumed with granulation tissue

Fig. 9 Influence of scaffold morphology [a, c Hexagonal Prism, porosity 70%; b, d Gyroid,
porosity 70%] in stimuli for tissue differentiation. a, b Optimization for conditions represented
through the percentage of stimuli that correspond with bone tissue differentiation. c, d phenotypes
representations in models distributed for fluid stimuli induced by 0.1 mm/s (modified from
Olivares et al. [5])
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properties (typical initial tissue that fill wounds). Each lattice is considered a
region of space for both the cell and extracellular matrix (Fig. 10).

The lattice model has been used as an alternative to simulate cell proliferation
and migration. The proliferation of a cell is initially assumed (in 3D) to be sur-
rounded by six possible locations. First a new position is randomly selected from
the surrounding locations (including its original position). In turn one of the
remaining neighboring positions is then chosen for the daughter cell to occupy. In
the event that the chosen location is already occupied, another position is chosen
again at random. This process continues until either the simulation ends or all
lattice positions are occupied. Recognizing that migration is a more rapid process,
a new location for a migrating cell is chosen per iteration of the proliferation
process. A lattice point can be occupied by a mesenchymal cell (MSC), a fibro-
blast, a chondrocyte, an osteoblast or an endothelial cell. The sequence of endo-
thelial cells and the vessel growth direction, growth length and branching are
defined through the lattice formulation as probabilistic functions.

The lattice concept was applied in tissue engineering by Byrne et al. [39]
(Fig. 11). They studied the effect of important design properties such as scaffold
porosity, degradation rate and scaffold mechanical properties, on the tissue for-
mation process inside a regular structured bone scaffold. Initially the scaffold was
assumed to be filled with granulation tissue and 1% of lattice points, chosen at
random, were ‘‘seeded’’ with mesenchymal stem cells. Over time, the scaffold
dissolved at a rate of 0.5% per iteration of the simulation, leaving space for the
developing tissue. In this study, they were able to identify optimal scaffold
properties that would lead to the highest amount of bone formation.

Studies of angiogenesis during tissue differentiation were performed by Checa
and Prendergast [40] using the lattice model. The angiogenesis model was applied
to a simplified scaffold for bone tissue engineering and the number of cells initially
seeded into the scaffold was related to the rate of vascularization and the pene-
tration of the vascular network. They showed that the initial cell seeding condi-
tions had a significant effect on the vascularization of the scaffold.

In order to simulate also the angiogenesis phenomenon in CaP cement, Sandino
et al. [41] applied the lattice approach in a scaffold with irregular morphology
(Fig. 12). For the magnitudes of mechanical strain studied (0.5 and 1% of total

Fig. 10 a Lattice generated
from granulation element
geometry. b possible cell
locations when migrating
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Fig. 11 Cells distribution in a simplified scaffold using lattice method. (from Byrne et al. [39])

Fig. 12 Angiogenesis and mechano-regulatory stimuli to cell differentiation in simulation
(0.5 and 1% of total strain and in vitro MSCs seeding) after 100 iterations are showed. a Vascular
network. b Stimuli distribution. c Cell distribution (modified from Sandino et al. [41])
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deformation), there was not a noticeable effect on angiogenesis. Similar vessel
networks were observed in both cases of strain (Fig. 12). The angiogenic process
was mostly driven by the actual porosity and permeability of the scaffold rather
than by the load magnitude.

6 Conclusions and Future Trends

In this chapter, computational methods used in the modeling of scaffolds for tissue
engineering were illustrated through some examples selected from the literature.
Figure 13 shows a summary of the different schemes used to model scaffolds.
Initially the characterization of the scaffold is based on image acquisition and
treatment in order to obtain the morphological parameters. These parameters
(porosity, pore shape, pore size) can be designed previously (CAD) when a rapid
prototyping method is used in the fabrication process; but the real structure can be
assessed using micro-CT scanning. In order to control the mechanical properties of
the scaffold; displacement or load are applied to simulate the experiment condition
and the effective stiffness can be computed. Generally, the FEM is applied in the
characterization of the mechanical integrity of scaffold, including the possible
simulation of scaffold degradation. The irregular scaffold morphology leads to
heterogeneous distributions of stimuli induced from the solid phase. The best
control of the mechanical stimuli can be obtained using RP scaffolds. Studies
with RP scaffolds allow to develop methods such as homogenization were the
optimization of the macro-scaffold properties are related with the micro pore
properties.

For the evaluation of mass flow inside the scaffold, computational fluid
dynamic (CFD) simulations can be used. Generally, the fluid shear stress is defined
as the stimulus acting on the scaffold wall to characterize the fluid flow. In the
literature different ranges of stimuli are found and a consensus must be found, but
in principle using this methodology it is possible to control precisely the design of
the size and shape of the scaffold pores. The mechano-biological phenomenon can
also be simulated from the perspective that the porous scaffolds have two phases

Fig. 13 Scheme
representing the main
methods applied for in tissue
engineering scaffold
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(fluid and solid), and that both phases will have an influence in the processes of
seeding, migration, proliferation, differentiation, and cell death. In the future, a
more direct comparison between computational and experimental results is nee-
ded, including differences between biomaterials in term of reaction with the cells
and the possibility to discretise the cells (similar to the lattice approach) with
cellular properties. Multiscale factors and chemical reaction can also be included
in order to simulate oxygen and nutrient transport and consumption. More inte-
gration is also needed between the interrelations of biology, materials science and
biomechanics. The effect of angiogenesis is crucial for the processes of tissue
engineering and should be simulated in computational models.

Several studies [42, 43] have looked at the bone–implant interface when
prosthesis is implanted. The formation of fibrous tissue, cartilage or bone depends
mostly on the local loading conditions at that interface. Due to the intrinsic patient
variability in terms of bone morphology, loading conditions and biological
response, the patient specific modeling of such interface remains a challenge. In
tissue engineering the same issues remain to be elucidated. However, the advances
in in vitro techniques have enabled to control better the loading conditions and
biological response, and to define precisely the morphological properties of the
scaffold used. It is therefore believed that most of the work performed previously
on the interaction of the implant with the host tissue can be transposed directly to
the tissue engineering application. The use of multiscale modeling that span (1)
from the molecular interaction of the scaffold coating with the molecules present
to the surrounding medium, to (2) the cellular interaction with the scaffold surface,
and to (3) the formation of extracellular matrix tissue will enable to unravel new
knowledge of the interactions between material scaffolds and biological entities.
As a conclusion the development of computational methods within tissue engi-
neering opens many perspectives with the possibility to simulate the cellular
processes that take place inside the scaffold and to optimize and maximize the
formation of functional tissues.
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Computational Modeling of Tissue
Engineering Scaffolds as Delivery Devices
for Mechanical and Mechanically
Modulated Signals

Min Jae Song, David Dean and Melissa L. Knothe Tate

Abstract In this chapter, we outline the use of computational modeling and novel
experimental methods to develop tissue engineering scaffolds as delivery devices
for exogenous and endogenous cues, including biochemical and mechanical sig-
nals, to drive the fate of mesenchymal stem cells (MSCs) seeded within. Tissue
regeneration in mature organisms recapitulates de novo tissue generation during
organismal development. This gave us the impetus to develop tissue engineering
scaffolds that deliver mechanical and chemical cues intrinsic to the environment of
cells during mesenchymal condensation, which marks the initiation of skeleto-
genesis during development. Cell seeding density and mode of achieving density
(protocol) have been shown to effect dilatational (volume changing) stresses on
stem cells and deviatoric (shape changing) stresses on their nuclei. Shear flow
provides a practical means to deliver mechanical forces within scaffolds, resulting
in both dilatational and deviatoric stresses on cell surfaces. Both spatiotemporal
mechanical cue delivery and mechanically modulated biochemical gradients can
be further honed through optimization of scaffold geometry and mechanical
properties. We use computational fluid dynamics (CFD) coupled with finite ele-
ment analysis (FEA) modeling to predict flow regimes within the scaffolds and
optimize flow rates to simulate seeded cells. This chapter outlines to major
advantages of using computational modeling to design and optimize tissue engi-
neering scaffold geometry, material behavior, and tissue ingrowth over time.
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1 Introduction

During physiological activity, external loads in dynamic environments get transduced
via the musculoskeletal system to the cells which build, maintain, and remodel
musculoskeletal tissues. This loading of poroelastic, viscoelastic, and hyperelastic
fluid-imbibed solid elements and complex fluids transduces dilatational mechanical
stresses, which induce volume without shape changes, and deviatoric mechanical
stresses, which induces shape without volume changes. In this way, ground forces
transduced via the muscles, ligaments, tendons and bones are experienced as stresses at
the tissue length scale (e.g., cortical or trabecular bone, tendon) and cellular length
scale (e.g., osteocytes in the pericellular lacunocanalicular system, or tenocytes),
respectively [6, 24, 33]. (Fig. 1) Osteocytes and tenocytes have a crucial role in sensing
these mechanical signals through a putative feedback system that enables maintenance
and remodeling of bone, respectively tendon, tissue structure and function in dynamic
environments [9, 23].

Taking into account these typical examples of mechanoadaptation as a means to
maintain structure–function relationships in tissues exposed to spatiotemporally
dynamic mechanobiological environments, new strategies for engineering and man-
ufacture of replacement tissues are incorporating biomimicry approaches to harness
nature’s smart biomaterial paradigms. The design and engineering of tissue engi-
neering scaffolds has entered a new era, where such scaffolds are considered as much as
delivery devices as structural and functional tissue replacements [2, 26]. To harness
nature’s paradigms, we aim to drive structure–function relationships at the tissue and
organ length scales by delivering appropriate mechanical and chemical cues to cells.
One approach to optimize scaffolds as delivery devices is to use predictive computa-
tional modeling as a powerful tool that ‘‘…help[s] us to prioritize which variables exert
dominant effects on system behavior and thus which experiments are key to test
predictions. [As such] predictive computational model[s] allow for the study of [tis-
sue’s smart, multiscale properties] without the imperative to carry out thousands of
experiments,’’ as summed up in a recent publication [25]. In this chapter, we review
computational modeling of tissue engineering scaffolds as delivery devices for
mechanical and mechanically modulated (biological and chemical) signals.

Computational models can predict and simulate the role of mechanical forces in
cell differentiation, motility, adhesion, proliferation, and secretion of extracellular
matrix proteins within tissue engineering scaffold environments. The computa-
tional method even helps to unravel the most enigmatic problems whose solutions
are stymied by experimental or technological limitations. For example, experi-
mental mechanical testing of the femur can elucidate boundary stresses and
strains; in contrast, computational models can predict intrinsic mechanical loading
distributions of the structure after experimental validation. With a given tissue
engineering scaffold geometry, computational models can be used to control and
optimize parameters to deliver mechanical stimuli to cells seeded within, in order
to maximize the probability of achieving the targeted tissue manufacture and
integration. (Fig. 2) [2].
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CFD models allow for study of flow induced forces at multiple length and time
scales. Given the importance of the fluid environment for all cells of the body, this
chapter emphasizes aspects of CFD for engineering and manufacture of tissues,
using bone and treatment of bone defects as a case study.

2 Tissue Engineering Scaffold for Treatment of Critical Sized
Bone Defects

Critical sized defects (CSDs) in bone are defined as the smallest defects that cannot
heal spontaneously during the lifetime of a patient or study subject. Such critical
sized defects are commonly caused after trauma, neurosurgical interventions, and
reconstructive surgery of congenital abnormality, cancer, and infections. The

Fig. 1 Physiological loading of a patient or subject in a dynamic environment, from the organ
length scale (a) in vivo and (b) ex vivo, tissue length scale (c) for cortical bone within the
periosteum (d), and cellular length scale (pericellular, lacunocanalicular fluid space, (e) Adapted
from [24]. b Ex vivo experimental set up for compressive loading of the femur to mimic stance
shift in the first 2 weeks after one stage bone transport surgery. d Example of high-definition
optical strain mapping for periosteum surrounding a critical sized defect which is exposed ex vivo
to mechanical loads mimicking stance shift after surgery (b). Adapted from [24, 33], used with
permission
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current standard treatment option for such defects involves bone grafting,
where graft is obtained from the patient himself (autograft), a bone bank (allo-
graft), a graft substitute, or a structural implant or filler such as titanium or
poly-methylmethacrylate (PMMA). Autografts are the gold standard treatment for
CSDs due to their lack of immunogenicity; immune rejection is a critical compli-
cation associated with use of allograft. One complication associated with the use of
autograft for CSDs, particularly of the cranium, is poor vascularization, which
results in the need for reoperations and/or the removal of the implant [19]. In
addition, packing of CSD with morcellized bone graft has been shown recently to
retard the ingression of MSCs from the periosteum, when it is left in situ around the
defect zone [29]. Furthermore, success of the surgery depends highly on both the
size of the defect and the quality of its surrounding tissue [28]. Even with a suffi-
ciently small defect that is surrounded by a healthy tissue bed, autografting per se is
associated with risks including donor site morbidity and additional pains [19, 38].

Over the past several decades, tissue engineering has been developed as an
alternative to tissue transplantation. For CSDs of long bone, a new surgical
technique referred to as the one-stage bone transport procedure has been developed

Fig. 2 Flow chart for design and optimization of tissue engineering scaffolds using CFD as a
predictive tool. CFD multiphysics methods demonstrate chemical transport and delivery of
mechanical signals within a given tissue engineering scaffold geometry, such as that shown in Fig. 3
where the primary flow direction is axial (along the length of the cylinder) and the secondary flow
direction is orthogonal (transverse, defined by secondary flow geometry). Adapted from [2], used
with permission. Please refer to online version of chapter for color version of the figure
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recently (Fig. 3a, b) [28]. The technique results in woven bone regeneration
in CSD zone within 2 weeks of surgery. Recent studies using a periosteum
replacement implant cum delivery device have shown that incorporation of peri-
osteal factors, including periosteum derived multipotent cells and periosteal strips
without patent blood supply, around the defect zone can improve defect infilling
compared to that observed with baseline controls [26]. For cranial CSDs, polymer
scaffolds have been designed, some of which also incorporate MSCs (Fig. 3c)
[13, 18]. This scaffold consists of polypropylene fumarate (PPF) mixed with a
photoinitiator, which can be cross-linked by exposing it to a concentrated flood of
UV light [13]. MSCs are seeded into the scaffold before implantation of this
scaffold into cranial CSD zone. Broad interdisciplinary studies are in progress
to elucidate mechanisms of tissue building, incorporating fundamentals of com-
putational and experimental mechanics, polymer science, rapid prototyping,
biochemistry, and stem cell mechanobiology [39, 41].

3 Mechanical Characteristics of Embryonic Stem Cells

Biophysical and biochemical cues define the local environment of the cell and play
a key role in determining cell behavior including migration, proliferation, and
differentiation; cumulatively, these cell behaviors result in de novo generation of
tissue or bottom up tissue engineering. During embryonic development, cells
respond to biophysical and biochemical signals to form the template of the
complete organism. Defining the tissue template specifications to mimic the
environment of the condensed mesenchyme (Fig. 4) during development allows

Fig. 3 Schematic of the one-stage bone-transport surgical procedure applied to the femur a and
b three-dimensional (3D) micro-computed tomograph reconstruction of the critical sized defect
control (unhealed after 16 weeks) and the defect surrounded by healthy periosteum in situ (healed
completely after 16 weeks) [28], used with permission. c Computer Aided Design (CAD)
drawings of 3D scaffold designs for treatment of CSD in the cranium [13, 18], adapted from [13]
and used with permission . Please refer to online version of chapter for color version of the figure
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for exploitation of tissue scaffolds as delivery devices for exogenous and
endogenous cues, including biochemical and mechanical signals, to drive the fate
of MSC seeded within [27].

Recent studies demonstrate the promise of delivering spatiotemporally con-
trolled mechanical cues to guide stem cell proliferation patterns [2, 14, 25] and
lineage commitment [2–5, 12, 24–26, 34, 35, 46], essentially harnessing nature’s
approach to engineering tissues. Moreover, embryonic MSC exhibit 1000-fold
greater mechanosensitivity than terminally differentiated cells (Fig. 5) [2, 12, 34,
35, 46]. Already half a century ago, Pauwels postulated that dilatational stresses
such as hydrostatic or normal stresses cause differentiation of stem cells to
chondrogenic lineage whereas deviatoric or shear stress guides stem cells toward
ligamentous and tendonous phenotypes [37]. In vitro studies have shown that such
mechanical loading significantly affected terminally differentiated cells as well as
lineage commitment in undifferentiated multipotent stem cells [8, 11, 14, 15, 22,
42, 43]. Specifically, shear forces by fluid flow have been shown to affect baseline
gene expression of Collagen type I, II, Runx2 and Sox 9, which are markers of
mesenchymal condensation [12, 34, 35, 37, 46] (Fig. 6).

Fig. 4 Key extrinsic factors and their role in mesenchymal condensation, the first step of
skeletogenesis. (a, b) The embryonic murine limbud is shown at E11.5, where the mesenchyme is
bulbous in shape. Although possessing the same genetic code, lineage commitment by each cell is
highly dependent on spatiotemporal signals including deviatoric and dilatational stress states as
well as the biochemical milieu. For example, the expression of Sox9, a genetic marker of
chondrogenesis (c, enlarged in d) is spatially distinct from that of Runx2, a genetic marker of
osteogenesis (e, enlarged in f). Adapted from [27], used with permission
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4 Stem Cell Morphology within Mechanical Environments

Stem cell shape has been shown to modulate fate or lineage commitment. Whereas
flattened and spread shape directs stem cells toward osteogenesis, round and
unspread shape directs stem cells toward adipogenesis. The RhoA-ROCK path-
way, involving cytoskeletal remodeling of actin, has been shown to bridge stem
cell shape changes to cell fate commitment [32].

The cytoskeleton is the main subcellular, mechanical support structure of the
cell. Actin filaments and microtubules play a crucial role in the cellular response to
external forces under fluid flow (Fig. 7). Recent studies show interesting rela-
tionships between stem cell shape and fate and the emergence of anisotropy in
stem cells exposed to controlled dilatational and deviatoric stress environments. In
these studies, larger cells at low cell density exhibit a more extensive cytoskeleton,
as measured by amount of tubulin and actin expressed; in contrast, smaller cells at
high cell density exhibit a less extensive cytoskeleton. Furthermore, expression of
tubulin is more significantly affected by shear flow than expression of actin; this is
particularly interesting, given tubulin’s role in bearing compressive forces in the
cell compared to actin, which withstands more tensile forces [12].

The role of nucleus shape change in fate determination is just beginning to be
elucidated. A recent study demonstrated a significant relationship between nucleus
shape and cell seeding protocol; namely, seeding at increasing target density
changes the volume of the cell while changing the shape of the nucleus. Fur-
thermore, changes in nucleus shape are significantly correlated to (fold) changes in

Fig. 5 Characteristic magnitudes and time domains of mechanical signals applied in studies of
multipotent cell differentiation. Red data points dilatational stress and black data points deviatoric,
i.e., shear stress. -r indicates hydrostatic compression and +r indicates tension depicted on a log10

scale in Pa. Yellow region shows dilatational and deviatoric stress ranges predicted to prevail during
cell fate determination in utero. Adapted from [2, 41], used with permission
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Fig. 6 Differentiation of mesenchymal stem cells into several lineages including chondrocytes
(orange in online version of the figure), osteoblasts (blue in online version of the figure), and
adipocytes (green in online version of the figure). (Top) Prior to mesenchymal condensation,
upregulation of notch signals for chondrogenesis, which upregulates Sox9, one of the first
transcription factors regulating endochondral ossification. (Bottom) In addition to direct
formation of woven bone during intramembranous ossification (described in context of the one
stage bone transport procedure), bone also forms via endochonral ossification, as shown
schematically; cells (a) proliferate and organize into the condensed mesenchyme comprised of
osteochondroprogenitor cells (b). The cells of the condensed mesenchyme differentiate into
chondrocytes (c) and the cells at the center of the condensation stop proliferating and become
hypertrophic (d). Perichondral cells adjacent to the hypertrophic chondrocytes differentiate into
osteoblasts (e) and form the bone collar (b, c) as the invasion of blood vessels begins concomitant
to continued osteoblast differentiation. Adapted from [27], used with permission. Please refer to
online version of chapter for color version of the figure
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gene expression of differentiation markers associated with mesenchymal con-
densation [46] (Fig. 7). Although correlation does not equal causation, it will be
interesting to determine whether cell shape changes in response to mechanical
signals are more of a response to minimize energy demands, e.g., by streamlining
(laminar) flow to reduce losses associated with chaotic flow in boundary layers or
as an active means for a cell to adapt to its environment (perhaps concomitant to
reducing metabolic energy costs).

Computational methods can be applied to analyze cell deformations in near real
time under shear flow; computational methods can predict deformation based on a
given geometry and mechanical or chemical properties under external forces,
which is passive behavior [7, 39]. On the other hand, active morphological
changes of cells can occur through biological changes such as gene expression and
reorientation of cytoskeletal filaments [10, 12, 31]. This active behavior can be
also analyzed by computational models based on a given results under forces,
which is an important approach to elucidate mechanisms of mechanoadaptation
[17, 20, 31].

Fig. 7 Stem cell morphology changes at the subcellular length scale as a consequence of seeding
at different densities and using different protocols to achieve density. a, b, c Nucleus shape
changes b and cell shape changes c are attributable to target cell seeding densities and means of
achieving density [12], used with permission. d, e, f The cytoskeleton components, including
actin (f) and tubulin (e), also change when exposed to dilatational and deviatoric stress induced
through different target densities and seeding protocols as well as exposure to fluid flow [46],
used with permission. Please refer to online version of chapter for color version of the figure
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5 CFD Modeling for Precise Delivery of Mechanical Signals
to MSCs to Direct Cell Fate

Based on CFD predictions, studies of parallel plate perfusion systems have
underscored how important it is to translate signals delivered in two dimensions to
three dimensions (3D), and at the subcellular length scale [1]. CFD can be used to
predict flow regimes around cells (in 3D) in known flow chamber geometries and
flow fields, to deliver controlled mechanical signals to cells seeded within. In situ
microscopy allows for concomitant imaging of live cell mechano-adaptation while
tracking the cell’s dynamic mechanical environment [39, 41, 43]. Specifically,
microscale particle image velocimetry (l-PIV) allows not only for the validation
of CFD predictions at the length scale of the coverslip (2D) and scaffolds (3D)
onto which cells are seeded for mechanotransduction studies, but also for
observing cell seeding effects on three dimensional flow field in the vicinity of
cells. (Fig. 8, 9) Combined with rtPCR [34, 39, 41] and/or genetically modified
stem cells that express green fluorescent protein upon differentiation.

Fig. 8 CFD predictions and l-PIV for flow regimes of interest. a CFD predictions of axial flow
velocity (upper) and shear stress (lower) in the flow chamber at 10 lm from the bottom of the
flow chamber. Flow moves from right (inlet) to left (outlet). b 3D images of flow fields (red
arrows indicate microsphere displacements) around cells (green). Three dimensional confocal
image stacks are analyzed to quantify the flow fields with respect to distance from the substrate
and cell density. d– l Confocal images closest to the basal surface, approximately 2 lm from the
substrate on which cells are seeded (d, g, j), 5 lm from the substrate (e, h, k), and 10 lm from
the substrate (f, i, l). Cells are labeled with calcein green, microspheres exhibit red fluorescence,
and white arrows indicated microsphere displacements in 990 ms. Green, red, and white indicate
cells, microspheres, and displacements, respectively. Adapted from [40]
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Flow is calculated from the continuity Eq. (1) and Navier–Stokes Eq. (2) using
a second order upwind-discretization scheme in three dimensions. Wall shear
stress is calculated from the wall strain rate (3). Hence,

r � v ¼ 0; ð1Þ

q ðv � rvÞD2v�rP; ð2Þ

scell ¼ l
ov

ox cellheight

�� ; ð3Þ

where v is the velocity vector, q is density, P is pressure, l is viscosity, scell is the
shear stress at typical cell height, ov

ox is the strain rate, and x is the height from
bottom of chamber. (Fig. 8a).

CFD and microsphere displacement tracking enable the unprecedented pre-
diction, validation and spatiotemporal delivery of mechanical signals on cell
surfaces bordering other cells or the environment. This approach is rapidly
translatable to the design of geometries and surfaces for tissue engineering scaf-
folds as delivery devices for mechanical and biochemical signals to steer the fate
of cells seeded within.

Fig. 9 CFD predictions compared to experimental measures (l-PIV) of velocity in the flow
chamber, in the absence of cells. Error bars report standard error (n = 5) at each data point. All
linear regressions show R2 [ 0.8. The slopes of the linear regression lines represent the inverse of
strain rate. Adapted from [40], used with permission
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6 CFD Modeling for Design of Tissue Engineering
Scaffolds Geometry

Mechanically induced fluid movement through tissue engineering scaffolds
provides a driving force for nutrient transport and waste removal. Furthermore,
fluid flow can accelerate or activate bone development (osteogenesis and chon-
drogenesis) of MSCs [8, 11] through convective augmentation of anabolic
biochemical factor transport or by delivery of mechanical cues at the interface
between the fluid and the cell [2, 9, 23, 25].

A recently published CFD model explores effects of fluid flow in tissue engi-
neering scaffolds designed to treat cranial defects (Fig. 2c). CFD predicts the
different mechanical environments prevailing in longitudinal and transverse flow
conduits, as well as on the conduit walls (inner surfaces of the scaffold) where cells
are seeded (Fig. 10). Hence, by changing the size and relative geometry fluid
channels in scaffolds, CFD can be used to optimize flow regimes within the
scaffold to maintain nutrient and waste transport while achieving target mechan-
ical stresses to guide stem cells toward target lineages using flow induced

Fig. 10 CFD predicts shear stress to vary by an order of magnitude in longitudinal channels of a
target tissue engineering scaffold geometry (80 dyn/cm2, a, c) compared to transverse channels
(10 dyn/cm2, b, c). Adapted from [2], used with permission
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deviatoric stresses and seeding density and protocol induced dilatational stresses
[2, 12, 34, 35, 38, 46].

CFD has also been used to optimize geometries of tissue engineered scaffolds
that are manufactured using rapid prototyping or other methods. Furthermore,
material choice will have a large effect on target and actual scaffold geometries
and signal delivery [38]. Comparing two types of scaffolds, which are made by
Collagen-Glycosaminoglycan (CG) and Calcium Phosphate, CFD predicts that
shear stress is 2.8 times higher in the CG as in the calcium-phosphate scaffold.
This is mainly caused by pore size differences (CG pore size *96 mm, calcium
phosphate pore size *350 mm). A scaffold with bigger pore sizes (215–402.5 lm
average pore size), made of Poly(L-lactic acid), has been also analysed using CFD

Table 1 Effect of tissue engineering scaffold geometry (porosity and pore size) on fluid flow by
CFD analysis

Reference Scaffold type Flow Average shear surface rate
(l/s) and stress (dyn/cm2)

Anderson
et al. [2]

Idealized design for critical
sized critical defects
Pore diameter: 800 lm
Post diameter: 600 lm

Pressure gradient
(Pa)

Longitudinal channels:
30–40 dyn/cm2

100 Transverseflow:
0–10 dyn/crn2

Lesman
et al. [30]

PLLA/PLGA scaffold
Porosity: 90 %
Average pore diameter:
500 lm

Inflow velocity
(cm/s)

Four different cell layer
thicknesses (0, 50, 75,
125 lm)

0.5 2–18 dyn/cm2

1
1.5
2

Voronov
et al. [44]

Poly(L-Iacticacid)
Porosity: 80–95%
Average pore size:
215–402.5 lm

Pressure gradient
(Pa)

10 *0.1 dyn/crn2

1 *0.01 dyn/cm2

0.1 *0.001 dyn/crn2

0.01 *0.0001 dyn/cm2

Melchels
et al. [36]

Photo-polymerisable
poly(D/Llactide)
(PDLLA) macromers
Porosity: 62 ± 1 %
Isotropic pore size:
412 ± 13 lm

Average fluid Flow
velocity:
0.86 mm/s

15–24/s

Porosity: 35–85 %
Gradient in pore size:
250–500 lm

12–38/s

Y Yao et al.
[45]

Idealized design with unit
spherical cells porosity:
70 %

Flow rate:
0.l ml/min

0.03 dyn/cm2

Flow rate:
0.5 ml/min

0.15 dyn/cm2

Flow rate: 1 ml/min 0.3 dyn/cm2
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[21], which shows that different pore sizes and porosities cause different wall shear
stress on surface of the scaffolds (Table 1) [2, 30, 36, 44, 45].

Flow regimes within a rapid prototyped scaffold have been studied previously
to predict the effect of geometric discrepancies due to imperfect manufacturing,
e.g., differences between target and actual manufactured scaffold geometries [38].
CFD can also be used to analyze differences in flow that are attributable to dif-
ferences in actual geometries compared to target ideal geometries; for example,
CFD accurately predicts the average fluid velocity across 81 % of the sample
volume and the wall shear stress across 73 % of the sample surface, when com-
pared to experimental validation of actual values using l-PIV [16].

7 Conclusion

This chapter has outlined to major advantages of using CFD to design and optimize
tissue engineering scaffold geometry, material behavior (including biodegradation),
and tissue ingrowth over time. One major advantage is that CFD predicts flow
conditions for precise delivery of mechanical signals to stem cells to direct cell fate
(cell scale). A second advantage is that CFD can be used to optimize tissue engi-
neering scaffold geometries, including pore size, pore distribution and connectivity,
as well as scaffold wall thickness, to modulate flow regimes within the scaffold
(tissue to cell scale). As multiscale CFD and finite element modeling approaches
converge, we anticipate that multiscale modeling will become an even more
powerful tool to predict cell-organ scale system behavior, seamlessly, over multiple
time scales that span the life of the patient or test subject.
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Modelling the Cryopreservation Process
of a Suspension of Cells: The Effect
of a Size-Distributed Cell Population

Alberto Cincotti and Sarah Fadda

Abstract Cryopreservation of biological material is a crucial step of tissue
engineering, but biological material can be damaged by the cryopreservation
process itself. Depending on some bio-physical properties that change from cell to
cell lineages, an optimum cryopreservation protocol needs to be identified for any
cell type to maximise post-thaw cell viability. Since a prohibitively large set
of operating conditions has to be determined to avoid the principal origins of
cell damage (i.e., ice formation and solution injuries), mathematical modelling
represents a valuable alternative to experimental optimisation. The theoretical
analysis traditionally adopted for the cryopreservation of a cell suspension
addresses only a single, average cell size and ascribes the experimental evidence of
different ice formation temperatures to statistical variations. In this chapter our
efforts to develop a novel mathematical model based on the population balance
approach that comprehensively takes into account the size distribution of a cell
population are reviewed. According to this novel approach, a sound explanation
for the experimental evidence of different ice formation temperatures may now be
given by adopting a fully deterministic criterion based on the size distribution of
the cell population. In this regard, the proposed model represents a clear novelty
for the cryopreservation field and provides an original perspective to interpret
system behaviour as experimentally measured so far. First our efforts to
successfully validate the proposed model by comparison with suitable experi-
mental data taken from the literature are reported. Then, in absence of suitable
experimental data, the model is used to theoretically investigate system behaviour
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at various operating conditions. This is done both in absence or presence of a
cryo-protectant agent, as well as when the extra-cellular ice is assumed to form
under thermodynamic equilibrium or its dynamics is taken into account consis-
tently by means of an additional population balance. More specifically, the effect
of the cell size distribution on system behaviour when varying cooling rate and
cryo-protectant content within practicable values for a standard cryopreservation
protocol is investigated. It is demonstrated that, cell survival due to intra-cellular ice
formation depends on the initial cell size distribution and its osmotic parameters.
At practicable operating conditions in terms of cooling rate and cryo-protectant
concentration, intra-cellular ice formation may be lethal for the fraction of larger size
classes of the cell population whilst it may not reach a dangerous level for the
intermediate size class cells and it will not even take place for the smaller ones.

1 Introduction

In the tissue engineering field, preservation is a core technology to bring cell-based
products to market, as they have to be supplied on demand [18]. In general,
preservation can be defined as the process of reversibly arresting the biochemical
reactions, i.e. the metabolism of an organism, thus reaching the so-called state of
suspended animation.

The principal preservation method consists of freezing the bio-specimens to
cryogenic temperature in order to take advantage of the preservative power of the
cold. Indeed, compared to the other preservation methods like maintaining the bio
samples in continuous culture, cryopreservation has the benefits of affording
long shelf lives, genetic stability, reduced microbial contamination risks, and
cost effectiveness [18]. The other side of the coin is that cryopreserved bio-
logical material can be damaged by the cryopreservation process itself [25].
Cryopreservation consists of cooling to subzero temperatures with or without a
Cryo-Protectant Agent (CPA), storage, thawing and return to physiological envi-
ronment for specific usages. A part from the storage, all these stages are potentially
able to damage the cells due to the physical and/or chemical phenomena involved.
Limiting the analysis to the cryopreservation process of a cell suspension where
heat transfer phenomena are less restrictive than for 2-D and 3-D tissue samples, in
general during the cooling stage ice initially forms in the extra-cellular medium
surrounding the cells. As the extra-cellular ice phase grows, the extra-cellular
solute concentration increases, thus imposing a chemical potential difference
between the cytoplasm and the unfrozen external solution which acts as the driving
force for water diffusion out of the cell through the plasma membrane, i.e. the
osmotic transport. The rate of the osmotic water transport is limited by the per-
meability of the plasma membrane to water, and the osmotic equilibrium can be
maintained only if the rate of cooling is sufficiently slow. If the temperature is
lowered too fast, a significant dehydration cannot take place and the cytoplasm
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becomes super-cooled when low temperatures are reached, indeed. In such a case,
a driving force for Intra-cellular Ice Formation (IIF) is established and a severe
damage of cells results that may even lead to lethality as a consequence of
membrane rupture and mechanical deformation. Actually, during freezing cell
injury occurs due not only to IIF taking place at high cooling rates, but also to the
‘‘solution effects’’ taking place at low cooling rates, when excessive, intolerable
cell dehydration and electrolyte concentrations may be reached [27]. As a result,
post thaw-viability of cryopreserved cell suspensions may be relatively low both at
high and low cooling rates, depending on the specific operating conditions adopted
and sample geometry and size [28].

In principle, an optimum cooling rate exists where the two mechanisms of
damage (i.e. IIF and solution injuries) are balanced and the probability of cell
survival reaches a maximum. The optimum cooling rate differs from cell to cell
lineage, as the result of different bio-physical properties such as water and CPA
permeabilities through plasma membrane which affect the dehydration rate and the
Probability of IIF (PIIF). In this context, the advent of CPAs represents a sort of
panacea in the field of cryopreservation technology, so much so that they are
routinely used in any standard cryopreservation protocol experimentally adopted
in a bio lab. This widespread use of CPAs is due to the fact that they allow one to
significantly prevent cell damage from both the two major sources of risk. When
CPA is added, on one hand the thermodynamic temperature of ice formation is
naturally reduced according to the corresponding phase diagram (i.e. protection
against IIF injury in favour of the eventual vitrification of water). On the other
hand, a lower intra-cellular concentration of electrolytes which otherwise would
increase due to water exo-osmosis during cooling may be obtained (i.e. protection
against solution injury). Unfortunately, CPAs are known to be cytotoxic. This
cytotoxic effect varies from cell to cell lineage and it is more dangerous at higher
temperatures, depending on the contact time with the cells. Thus, in order to
minimise cell damage one has to select not only the proper type of CPA but, also
the best way to put a CPA in contact with the cells: the CPA concentration levels,
the temperatures for pre-freezing addition and post-thawing removal of CPA
(i.e. washing). Even the choice between one step or continuous modality when
adding/removing CPA from the cell suspension has to be made [13, 14, 31].

It is apparent that, every cell lineage requires its own cryopreservation protocol
to be developed and optimised through a rational design method. However, since
the number of experiments required for a rigorous optimisation of a cryopreser-
vation procedure is prohibitively large due to the high number of operating con-
ditions to be set, shortcomings of experimental protocol optimisation are
necessarily adopted. In this context, a sequential optimisation of individual
operating conditions is typically performed, thus reaching only a pseudo-optimal
solution, strongly dependent on the initial values used in the search. As a result, the
empirical development of cryopreservation procedures has been limited to systems
that are relatively robust, or those in which damage can be tolerated [28].

On the basis of these considerations, it is clear that modelling may represent a
helpful tool. Indeed, a successful design of cryopreservation procedures may be
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obtained through the use of theoretical models and computer-aided optimisation
methods, since computer simulations are less expensive and faster than experi-
mental studies. They can be used to explore conditions that are impossible to
achieve in the lab and they can account for the effect of more than one parameter at
time. This is why mathematical models have been extremely powerful and have
been proposed so far in the literature to analyse and interpret cryobiologically
relevant phenomena [26]. Starting from the pioneering work by Mazur [24] some
literature has been accumulated on cryopreservation modelling [16], but the main
chronological steps where significant improvements were reached are relatively
few. The bi-compartmental transport model proposed by Mazur addressed only the
osmotic behaviour of cells during the cooling stage of a cryopreservation protocol.
Thus, IIF was initially neglected whereas in the extra-cellular solution ice was
assumed to form under thermodynamic equilibrium conditions. Later, the simu-
lation of IIF dynamics was accounted for, whilst no further improvement for
describing the behaviour of the extra-cellular compartment was proposed. More
specifically, osmosis was always described on the basis of the bi-compartmental
transport model first proposed by Mazur, but ice formation inside the cells was
simulated according to the classical nucleation theory albeit considering only the
ice nucleation phenomenon [38]. Ice crystal growth inside the cells showed up
later, when Karlsson et al. [19] developed a complete physico–chemical theory
of ice formation inside biological cells by coupling the water transport model
with the theory of ice nucleation and crystal growth. More recently, Gao and
co-workers [44] proposed a modified version of Karlsson’s model, where the
growing, time dependent ice volume inside a cell during cooling is accounted for
into Mazur’s equation, thus coupling more tightly osmosis and IIF phenomena.
Intriguingly, a coupled description of water osmosis and CPA permeation followed
by cooling was never performed, even if it is well known that these represent two
fundamental steps taken in sequence from an experimental perspective. In this
regard, addition of a permeant CPA (i.e. CPA equilibration between the two
compartments) was always investigated separately from the cooling stage [1, 3, 7,
13, 31, 33, 41].

These models and other more sophisticated ones where non-ideal, multicom-
ponent liquid aqueous solutions are taken into account, are able to predict IIF as a
function of cooling rate, ice seeding temperature, initial CPA concentration, and
CPA type. However, in all these modelling studies ice formation is either
accounted for as taking place within a single representative (i.e. average) cell, or
the PIIF is related to the nucleation rate by assuming sporadic nucleation of
identical cells [40]. In particular, the PIIF adopted in all these models is defined
and strictly valid only for the case of a crystal growth time negligible with respect
to the nucleation time [38], i.e. it is assumed that a single ice nucleus per cell is
formed and ice growth is extremely fast. All these represent relevant limitations
for interpreting the behaviour of the system under practicable operating conditions
during a standard cryopreservation process. Indeed, it is difficult to accept through
reasoning based on physical grounds that, in the relatively high number of cell
population actually suspended during a standard cryopreservation protocols,
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the cells are truly identical. Moreover, it is difficult to accept that different tem-
peratures of IIF for a high number of identical cells subjected to the same freezing
cycle may be ascribed to a nucleation process stochastic in nature. In our opinion a
deterministic approach should be adopted, instead, and a more general definition of
PIIF (taking into account not only ice nucleation but also ice growth and inde-
pendently from the number of nuclei formed inside a cell) needs to be provided,
given that the comparisons between theoretical results and experimental data are
classically carried out in terms of PIIF. On the other hand, as already observed in
the literature by Mazur almost 50 years ago [24], large cells are characterised by
smaller surface-to-volume ratio than small ones and, therefore, are expected to
loose less water during the cooling stage. As a consequence, at any given cooling
rate, larger cells retain a higher percentage of internal water than smaller ones,
so that super-cooled conditions are reached earlier, i.e. at higher temperatures.
Following these considerations, we have recently proposed a novel theoretical
interpretation of the PIIF for a suspension of cells by addressing the effect of its
size distribution during the cooling stage of a standard cryopreservation protocol
[9, 10, 11]. The present Chapter reviews this new modelling approach and its main
implications in the cryopreservation field.

First, model equations are provided in the Model Section. For better high-
lighting our contribution to the field, the model equations are reported by starting
from the traditional description of a single cell response when cryopreserved in the
presence or absence of a CPA. Then, the single cell model is embedded in the
Population Balance Modelling (PBM) approach adopted to properly take into
account the effect of a size-distributed cell population. This naturally leads to a
novel formulation of the PIIF in line with the proposed modelling framework
where statistical variations are neglected. The mathematical description of Extra-
cellular Ice Formation (EIF) dynamics through PBM in order to remove the
classical simplifying assumption of thermodynamic equilibrium conditions for the
extra-cellular compartment is also reported. Model equations are described by
highlighting the coupling between intra- and extra-cellular compartments and the
mutual effects between all the physico–chemical phenomena that might be pro-
gressively taken into account (i.e. water osmosis, CPA permeation, IIF and EIF
dynamics through ice nucleation and crystal growth).

Later, the experimental validation of the novel modelling approach is provided
in the Results and Discussion Section, by directly comparing the theoretical results
to suitable experimental data taken from the literature, where CPA was not
used and EIF dynamics may be neglected. A two-step experimental validation is
performed in order to test model reliability more extensively. First the adjustable
parameters of the proposed model are tuned through fitting procedures
(i.e. regression analysis). Then, system behaviour measured under operating
conditions different from those used during the fitting is predicted by keeping
constant the values of the model parameters adjusted before. The novel formu-
lation of PIIF appears to be far more consistent with the experimental measure-
ments than the previous theoretical interpretations. As expected, it is found that IIF
temperature depends on the cell size, i.e. it is higher for larger cells and smaller
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cells are less prone to IIF injury. Correspondingly, the PIIF results to be dependent
on the initial size distribution of the cell population and should not be related to
statistical variations. On the basis of this successful two-step experimental vali-
dation we felt safe to carry out model investigations on system behaviour when
CPA is used and EIF dynamics is taken into account. More specifically, the effect
of the cell size distribution when varying cooling rate and CPA concentration
within practicable values for a standard cryopreservation protocol is investigated.
On the other hand, experimental data related to these specific cases and suitable for
a proper comparison with our novel modelling approach are not available in the
literature. Thus, even if only from a theoretical perspective, the effect of removing
the limiting assumption of thermodynamic equilibrium in the extra-cellular
compartment may be carefully analysed along with the sequence of CPA addition
and cooling stages experimentally adopted. In this regard, we bridged the gap
between the modelling of the two subsequent stages (i.e. CPA equilibration and
cooling) that were independently studied so far in the literature, thus reaching a more
comprehensive description of system behaviour. The possibility to predict the effect
of specific combinations of operating conditions (i.e. cooling rate and CPA content)
on cell survival confirmed that IIF may be lethal for a fraction of the cell population
(i.e. larger size classes) whilst it may not reach a dangerous level for the intermediate
size class cells and it will not even take place for the smaller ones. EIF dynamics may
play a role in this context, depending on the used cooling rate. In addition, an original
and physically sound explanation for several, well-known experimental evidences,
which appeared in a number of articles available in the literature of cell cryopres-
ervation in presence of CPA, was comprehensively reached.

Finally, in the concluding section, the general outputs of the novel modelling
approach are summarised and the future directions are outlined by addressing the
limitations still present in the proposed model and the corresponding potential
improvements.

2 Model Section

2.1 Cell Model

In the framework of the mathematical modelling of cell response to cryopreser-
vation, the behaviour of a single cell is usually described through the ‘‘saltwater
sack’’ model [45], whose schematic representation is given in Fig. 1.

Basically, the cell is seen as a spherical drop of a salty (NaCl) aqueous solution
representing the cytoplasm, where proteins, organelles, and other macromolecules
are suspended. For cryopreservation all these materials suspended in the cytoplasm
are actually inactive. As such, they are lumped together in the inactive cell fraction
which remains constant during cryopreservation, depending only on the specific
level of maturation achieved by the cell along its mitotic life-cycle. In this regard,
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differently sized cells belonging to the same lineage are assumed to be constituted
by the same inactive cell fraction, which is then considered a characteristic feature
of the cellular lineage.

This cell structure is separated from the exterior environment by an oil
semi-permeable membrane that rules the movement of any molecule between the
intra- and the extra-cellular compartments composing the system. Cell membrane
is characterised by a low resistance to water transport, whilst the permeability to a
specific solute depends on its size, electric charge and the features of hydrogen
bonding [29]. Traditionally, in cryopreservation the sodium chloride is assumed to
be not permeant through the membrane. Thus, the content of NaCl does not change
in both the intra- and the extra-cellular compartments. On the contrary, a permeant
CPA like glycerol or DMSO may be transferred from the external medium to the
interior of the cells and vice versa, so that its content in the two compartments may
change. The water and solutes permeabilities to membrane are considered char-
acteristic features of a cellular lineage just like the inactive cell fraction.

Apart from osmosis, during the cooling stage of cryopreservation liquid water
may turn into ice. This phase change takes place inside both the intra- and the
extra-cellular compartment, separately. Thus, the water content in any compart-
ment does not change due to ice formation but simply splits between the liquid and
solid fractions therein.

For simplicity, a negligible difference between ice and liquid water densities is
typically assumed. In addition, the densities of water, salt, CPA and inactive
materials are considered constant with respect to temperature variations, so that a

Inactive Volume, 

Ice Volume, iceV

bV

Aqueous solution: 
- Water, waterV

- Salt, NaClV

- CPA, CPAV

Intra-cellular compartment
Cell volume, V

Cell membrane

Extra-cellular compartment
Volume, extV

Water
CPA

NaCl

NaCl

Fig. 1 Schematic representation of the cell model
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mass balance may be replaced by a volume balance. Finally, an ideal perfect
mixing is assumed for both the intra- and the extra-cellular compartment, so that a
single concentration value may be defined for any chemical species present in the
two compartments composing the system.

According to this simplifying picture, the following equation may be adopted
for the model of a single cell:

V tð Þ ¼ Vwater tð Þ þ Vb þ VNaCl þ Vice tð Þ þ VCPA tð Þ ð1Þ

where Vb and Vwater tð Þ represent the inactive cell volume and the volume of liquid
water, respectively. The total cell volume V tð Þ may vary due to water osmosis and
CPA permeation, being unaffected by the water phase change from liquid to ice
(i.e. DVwater ¼ DVwaterjosmosisþDVwaterjphase change and DVwaterjphase change¼ �DVice).

Typically, during cryopreservation one million of cells is suspended in 1 ml of
aqueous solution inside suitable vials. Assuming an average diameter of 10 lm for
each cell, a maximum total cytoplasmic volume of 5.2 9 10-4 ml is obtained. It is
apparent that the capacity of the suspending aqueous solution is much higher than
the cumulative cytoplasm capacity of the suspended population of cells. Thus, the
mass transfer with the cells through cellular membrane (i.e. water osmosis and
CPA permeation) may affect only negligibly the volume and the concentrations of
the extra-cellular compartment. Then, by contrast with the cell model given in
Eq. 1, the behaviour of the extra-cellular compartment may be described as
follows:

Vext ¼ Vext
water tð Þ þ Vext

NaCl þ Vext
ice tð Þ þ Vext

CPA ð2Þ

where the total extra-cellular volume does not change with time given that
DVext

water ¼ DVext
water

��
phase change

and DVext
water

��
phase change

¼ �DVext
ice .

2.2 Temperature Dynamics

Traditionally in cryopreservation, temperature is assumed homogenous throughout
the entire system, i.e. intra- and extra-cellular spatial temperature gradients are
neglected. This is a relevant simplification from modelling perspective, since it
permits to drop the simulation of the thermal behaviour of the system thus
avoiding to couple a thermal balance to the mass one represented by Eqs. 1 and 2.
Actually, the validity of this assumption depends on the geometries, sizes and
operating conditions specifically adopted. Certainly, the standard use from
experimental perspective of thin vials in large capacity cooling chambers justifies
this simplifying assumption of the theoretical description.

According to these considerations, the modelling of cryopreservation processes
typically assigns a specific profile to the decreasing temperature of the entire
system, regardless of any thermal accumulation, latent heat and heat transfer
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resistance. Actually, in any standard lab the biological material is cryopreserved
by simply storing it inside a freezer operating at a fixed low temperature. In such a
case, system temperature is left free to vary downwards starting from an initial
value (Tinit), where the cell suspension was prepared. However, in order to opti-
mise the cryopreservation of cells by limiting intra-cellular ice formation, system
temperature needs to be controlled. This is one of the results reached by theoretical
cryobiologists in the last 50 years as briefly described in the Introduction Section.
Thus, the modelling of cryopreservation processes typically adopts a linear profile
obtained with a constant cooling rate B as follows:

TðtÞ ¼ Tinit 0� t\teq

Tinit � B � t � teq

� �
t� teq

�
ð3Þ

In Eq. 3, the general case of using a permeant CPA is accounted for. Indeed, the
equilibration stage of CPA entering the cells from the extra-cellular medium is
performed before the system is cooled down. Due to its relatively slow perme-
ability, CPA equilibration between intra- and extra-cellular compartments requires
a temporal interval, teq, and it is typically performed at a fixed temperature in a one
step fashion.

2.3 Cell Volume Variation: Water Osmosis
and CPA Permeation

According to Eq. 1, when CPA is not used, cell volume changes only in response
to water osmosis. The rate at which water leaves or enters a cell is proportional to a
driving force given by the difference between internal and external osmotic
pressures P [15, 24].

For simplicity, in cryopreservation the solutions of the intra- and extra-cellular
compartments are traditionally assumed ideal and dilute, so that the osmotic
pressure is proportional to the concentration of the dissolved salt expressed in
terms of osmolality mNaCl:

P ¼ < � T � mNaCl ð4Þ

According to this simplifying assumption, cell volume varies as follows

dV

dt
¼ dVwater

dt

����
osmosis

¼ Lp tð Þ � A tð Þ � < � T � mint
NaCl tð Þ � mext

NaCl tð Þ
� �

ð5Þ

where Lp(t) represents the effective membrane permeability to water, whilst A(t) is
the cellular membrane surface area that varies with time as the cell shrinks or
swells. The higher the temperature, the higher the hydraulic permeability,
according to the classic Arrhenius-like dependence [23]:
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Lp tð Þ ¼ Lp;ref � exp � E

<
1

T tð Þ �
1

Tref

� �� �
; ð6Þ

where E is the apparent activation energy, and the pre-exponential factor Lp,ref

represents the value of hydraulic permeability at a given, reference temperature
Tref.

When a permeant CPA is used, cell volume changes in response not only to
water osmosis but also to CPA permeation. In this case, a rather more complex
description results, since water osmosis and CPA permeation are coupled phe-
nomena from the material transport perspective. More specifically, if water and
CPA are co-transported (i.e. water and CPA molecules are transferred through
cell membrane by travelling along the same transport channels) the Kedem and
Katchalsky formalism [21] may be adopted to simulate cell volume variation:

dV

dt
¼ dVwater

dt

����
osmosis

þ dVCPA

dt

¼ Lp tð Þ � A tð Þ � < � T � mint
NaCl tð Þ � mext

NaCl tð Þ
� �

þ r � mint
CPA tð Þ � mext

CPA tð Þ
� �� 	

ð7Þ

Here r (called the reflection coefficient) is the adjustable parameter that takes
into account the interactions between water and CPA transport across cellular
membrane.

Equation 5 or 7 are used to determine cell volume VðtÞ in presence or absence
of CPA, respectively. To this aim, the concentrations of NaCl and CPA in the
intra- and the extra-cellular terms of the driving forces appearing in Eq. 5 or 7
have to be determined. These concentrations are calculated as inversely propor-
tional to the liquid water volumes, i.e. VwaterðtÞ and Vext

waterðtÞ, correspondingly,
which are determined from Eqs. 1 and 2. Of course, NaCl and CPA concentrations
are also proportional to their corresponding contents (i.e. osmoles) in the intra- and
the extra-cellular compartments. In this regard, whilst the content in both com-
partments of the not-permeant solute NaCl is constantly equal to a given initial
value (i.e. the so-called isotonic condition), the intra-cellular CPA content may
change due to permeation and, according to Kedem and Katchalsky formalism, it
is calculated as:

d nCPA

dt
¼ 1� rð Þ � mint

CPA tð Þ þ mext
CPA tð Þ

2

� �
� dV

dt

þ PCPA tð Þ � A tð Þ � mext
CPA tð Þ � mint

CPA tð Þ
� � ð8Þ

where nCPA represents the number of CPA moles inside the cell, whilst PCPA is the
permeability of CPA that shows an Arrhenius-like temperature dependence as the
hydraulic permeability Lp reported in Eq. 6.

At this point it is worth noting that, some assumptions detailed above cannot be
made and should be actually avoided, even though they are widely used in the
technical literature of cryopreservation modelling. Among these, the van’t Hoff
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equation that describe the osmotic pressure in analogy with the ideal-gas equation
(see Eq. 4) is not valid when cooling at low temperatures, where very concentrated
solutions may be obtained due to liquid water sequestering for ice formation.
In this latter case, the concentrations should be replaced by activities to express
the osmotic driving forces of Eqs. 5–7, thus accounting for non-ideal and/or
concentrated liquid mixtures through the Debye–Huckel theory [36] or the osmotic
virial equation [8].

An additional assumption that may not be justified is represented by water and
CPA co-transport across cellular membrane, i.e. the Kedem and Katchalsky for-
malism given in Eqs. 7 and 8. Indeed, in natural biological membranes co-transport
is often unlikely and/or negligible, since transport channels are highly selective and
stereo-specific [20, 22, 26]. In such a case, the two-parameter formalism reported by
Kleinhans [22] may be adopted thus making the experimental validation of the model
easier by reducing the number of adjustable parameters (the reflection coefficient
r is abandoned).

2.4 Intra-Cellular Ice Formation

In order to evaluate the volume of liquid water in a cell Vwater(t) through Eq. 1, an
independent equation is required to determine the intra-cellular volume of ice
Vice(t). This task is accomplished by modelling IIF dynamics. To this aim,
a mechanistic scenario of nucleation and diffusion-limited growth of ice crystals is
typically adopted.

In this context, if cryopreservation is carried out following standard protocols
(i.e. slow cooling and low CPA concentrations), ice nucleation may take place
only at relatively high temperatures, when crystal growth is relatively fast.
Therefore, the rapid ice crystal growth in association with a small control volume
(i.e. cell volume) generate only a very limited number of ice crystals inside a cell
(typically no more than one). On the other hand, when cooling down at higher
rates IIF is hindered kinetically, so that the intra-cellular liquid solution eventually
reaches vitrification at low temperatures. This aspect, clearly prevents the appli-
cation of a continuum modelling approach (i.e. PBM) to simulate ice formation
inside a cell.

As a consequence, the intra-cellular ice volume Vice(t) appearing in Eq. 1 has to
be determined necessarily through a discrete modelling approach, by following the
fate of any single ice nucleus that is first formed, and then grows as time increases
[19]:

Vice tð Þ ¼
0 if Nice tð Þ ¼ 0
PNice tð Þ

i¼1

4p
3 ri tð Þ½ �3 if Nice tð Þ� 1

8<
: ; ð9Þ
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where the number of spherical ice crystals Nice(t) is determined by the nucleation
rate, B0, as

dNice

dt
¼ B0 tð Þ; Nice ¼ 0 at t ¼ 0: ð10Þ

Following the classical nucleation theory [6] B0 is proportional to the liquid
volume inside a cell as it follows [9]:

B0 tð Þ ¼ J tð Þ � V tð Þ � Vb � Vice tð Þð Þ; ð11Þ

where the specific nucleation rate J depends on the temperature and the level of
super-cooling in the liquid phase (driving force).

The temporal evolution of the radius of the ith ice crystal, ri(t) appearing in
Eq. 9 is evaluated through the classical diffusion-controlled growth law:

ri tð Þ ¼ 0 at t\ti when Nice tð Þ ¼ 0
dri

dt
¼ �D tð Þ � Xg tð Þ

ri
; ri tð Þ ¼ r� tð Þ at t ¼ ti 8i 2 1; Nice tð Þ½ �

8<
: ; ð12Þ

where ti is the birth instant of the i-th ice nucleus which starts growing from the
actual initial critical radius r*(ti), whilst Xg tð Þ is the driving force of ice crystals
growth, and �D represents the effective diffusivity of water.

Clearly, the driving forces of ice nucleation and growth are determined as
departures from the thermodynamic equilibrium conditions evaluated on the liq-
uidus line of the corresponding phase diagram. In this context it is worth noting
that, the liquidus line needs to be extended under the eutectic point (thus con-
sidering a metastable liquidus line) where ice nucleation and growth may still take
place under-non-equilibrium conditions (see Fig. 2).

The model of IIF just described is valid both for binary and multicomponent
solutions, i.e. when CPA is absent or not, respectively. The only difference is
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represented by the phase diagram adopted to evaluate the driving forces of nucle-
ation and diffusion-limited growth of ice crystals (i.e. a binary phase diagram for the
water/NaCl system, and a ternary phase diagram for the water/NaCl/CPA system).

2.5 Extra-Cellular Ice Formation

In analogy to the intra-cellular compartment, even for the extra-cellular one an
independent equation is required to determine the extra-cellular volume of ice
Vext

ice tð Þ when evaluating Vext
water tð Þ from Eq. 2. This task is accomplished by mod-

elling EIF.
In contrast with the intra-cellular compartment, EIF was traditionally described

by assuming that liquid solution and ice are constantly in thermodynamic equi-
librium conditions, thus neglecting the dynamics of EIF. The different assumptions
between intra- and extra-cellular compartments to describe the same physico-
chemical phenomenon of ice formation may be ascribed to the difference in the
volume capacities of the two compartments used in a standard cryopreservation
protocol. This reasoning has been already adopted above to justify that water
osmosis and CPA permeation cannot significantly change the extra-cellular
solution composition and volume. Thus, the relatively higher capacity of the
extra-cellular solution is also responsible for a faster ice formation with respect to
the intra-cellular one [5, 43]. In fact, according to the classical nucleation theory,
ice nucleation rate increases if water volume increases (see Eq. 11, due to the
statistically more frequent nucleation impact between water molecules. Therefore,
for the sake of model simplicity, traditionally in cryopreservation it was implicitly
assumed that the time scale of nucleation is much smaller in the extra-cellular
solution than inside the cells, and, accordingly, the corresponding ice formation
dynamics is so fast to practically reach equilibrium condition instantaneously.
In this case, Eq. 2 may not be used since all the variables necessary to describe
water osmosis and CPA permeation through Eqs. 5 and 7 (i.e. NaCl and/or CPA
concentrations in the extra-cellular compartment) may be directly obtained from
the corresponding phase diagram.

Actually, the assumption of thermodynamic equilibrium conditions should be
regarded as a model simplification, since any natural phenomenon is characterised
by a dynamics. If the time scales of the different phenomena involved in a process
are relatively different, this model simplification is reasonable. However, this is
not always the case, since the operating conditions may be changed, and the time
scales change accordingly. Thus, the assumption of equilibrium conditions needs
to be verified on a case by case basis.

On the other hand, there is experimental evidence that the temperature of EIF
plays an important role in optimising post-thaw viability of the cells [30]. For
example, different kinetics of IIF at slow cooling rates was found depending on
whether or not ice-crystals were seeded in the external solution [42]. Moreover, the
kinetics of IIF was found to strongly depend on the specific temperature at which

Modelling the Cryopreservation Process of a Suspension of Cells 157



the ice was seeded [32]. As explained by Petersen et al. [32], if the temperature at
which EIF sets in is reduced, cell dehydration decreases and IIF increases similar
to the case of using higher cooling rates. Needless to say that, generally speaking,
EIF does not take place at a single temperature but instead it involves a range of
temperatures, starting from an initial value. The latter one along with the size of
the temperature range involved actually depend on EIF dynamics and the adopted
cooling rate, unless EIF is triggered by seeding ice on purpose at a specific tem-
perature as commonly done in the cryo-microscopic analysis addressed in the
papers cited just above. Thus, not only the prediction of a single temperature, but
the more general description of the EIF dynamics is necessary when aiming to
develop a reliable and comprehensive modelling of the cryopreservation process.

When removing the restrictive assumption of thermodynamic equilibrium thus
taking into account EIF dynamics, the classic nucleation theory and diffusion-
controlled growth may be adopted, thus following the same constitutive laws used
above to simulate IIF. The only difference between the two compartments is that
the extra-cellular control volume is large enough to reach a sufficient number of
ice crystals, i.e. a population of ice crystals, thus justifying the continuum-
modelling approach through a PBM that we adopted [11]. On the basis of these
considerations, Vext

ice tð Þ is calculated as being proportional to the third-order
moment of the extra-cellular ice crystal size distribution next

ice r; tð Þ:

Vext
ice tð Þ ¼

Zþ1

0

4
3
� p � r3 � next

ice r; tð Þdr: ð13Þ

The distribution next
ice r; tð Þ represents a number density distribution (i.e. next

ice r; tð Þ �
dr is the number of extra-cellular ice crystals that at time t have a radius between
r and r ? dr). The dynamics of next

ice r; tð Þ is described by the following 1-D PB
equation and the corresponding initial and boundary conditions:

onext
ice r; tð Þ
ot

þ o

or
Gext rð Þ � next

ice r; tð Þ
� 	

¼ 0

next
ice r; tð Þ ¼ 0 at t ¼ 0 8r 2 r�;ext;þ1½ Þ:

next
ice r�;ext; tð Þ ¼ Bext

0 tð Þ
Gext r�;extð Þ at r ¼ r�;ext 8t [ 0

8><
>:

ð14Þ

The quantities Bext
0 tð Þ and Gext rð Þ are the ice crystal’s nucleation and growth

rates, respectively. In the initial condition reported above it is assumed that ice
crystals are not present in the extra-cellular compartment when cooling starts at
t ¼ 0. Later, they are formed and increase their size starting from the critical radius
r�;ext. The value of the boundary condition at the lower end of the domain
next

ice r�;ext; tð Þ depends on both the nucleation and growth rates [35].
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2.6 The Dynamics of a Size-Distributed Population of Cells

The equations reported above for cell volume variation, IIF dynamics and EIF at
thermodynamic equilibrium conditions have been proposed in the literature during
the past decades. This set of equations allowed researchers to predict the ice
formation inside the intra-cellular compartment as a function of different operating
conditions as cooling rate, seeding temperature, initial CPA concentration and
CPA type, but always taking into account a single, average cell size, i.e. addressing
only a mono-sized population of cells. In this context, the striking experimental
evidence that inside a system at homogeneous temperature identical cells show
different temperatures of IIF even if subjected to the same freezing cycle, was
explained by assuming that the nucleation process is stochastic in nature.
Accordingly, the PIIF was related to the nucleation rate by assuming a sporadic
nucleation of identical cells [38, 40].

In his pioneering work on osmotic behaviour of cells during cryopreservation,
Mazur observed that, large cells are characterised by a smaller surface-to-volume
ratio than small ones, and, therefore, are expected to loose less water during the
cooling stage [24]. Consequently, at any given cooling rate, larger cells retain an
higher percentage of internal water than smaller ones, so that super-cooled con-
ditions are reached earlier, i.e. at higher temperatures. Even though this aspect was
already highlighted almost 50 years ago, it has never been accounted for when
modelling cryopreservation until the authors recognised that a population of cells
of the same lineage is always distributed in size [9]. This is mainly due to the
mitotic cycle progression rather than the biological diversity. According to this
picture, a population of differently sized cells subjected to the same freezing
protocol may exhibit different IIF temperatures. Specifically, one would expect
that the IIF temperature of large cells is higher with respect to that one of small
cells. In other words, PIIF should be related to the initial size distribution of a cell
population, and the sporadic nucleation of identical cells should be discarded in
favour of a deterministic criterion.

To this aim, a population of cells characterised by a size distribution needs to be
considered and the dynamics of this distribution during the cryopreservation
protocol needs to be quantitatively described. In the framework of a continuum
modelling approach, this task may be accomplished by means of the following
PBM:

on V ;tð Þ
ot þ

o Gv Vð Þ�n V;tð Þ½ �
oV ¼ 0

n V; tð Þ ¼ n0 Vð Þ at t ¼ 0; 8V 2 0;þ1½ �
n V; tð Þ ¼ n 1; tð Þ ¼ 0 8t

�
; ð15Þ

where n(V; t) represents the cell number density distribution (i.e. n(V; t) dV is the
number of cells that at time t possess a volume between V and V ? dV), whilst
n0(V) refers to the initial size distribution of the cell population at isotonic con-
ditions. The PBM formulation inherently ensures a constant number of cells Ntot

Modelling the Cryopreservation Process of a Suspension of Cells 159



throughout the process (i.e.
Rþ1

0 n0 Vð Þ � dV ¼
Rþ1

0 n V; tð Þ � dV ¼ Ntot). Gv(V)
appearing in Eq. 15 is the rate of change of the cell volume due to water osmosis
and CPA permeation. A negative growth rate Gv(V) shifts the cell number density
distribution n(V;t) towards smaller volumes, thus simulating cells shrinkage in a
hypertonic environment. In reverse, cell volume expansion in a hypotonic extra-
cellular solution is reflected by a positive Gv(V).

The rate of cell volume variation Gv(V) may be evaluated by means of Eq. 5 for
the case of CPA absence or Eq. 7 when a CPA is used. Actually, all the equations
reported above for the case of a single, average cell may be adopted when
addressing a population of cells characterised by a size distribution, paying
attention to make proper distinctions. Basically, any single sized class of cells
composing the distribution of the cell population behaves independently by fol-
lowing the same equations given above for the simulation of water osmosis, CPA
permeation and the discrete IIF approach. As such, any single sized class of cells is
characterised at any time during cryopreservation by its own intra-cellular water
content, NaCl and CPA concentrations. Even the IIF and the extent of water phase
change may differ from class to class of cells, whilst all of them communicate
through water osmosis and CPA permeation with the same extra-cellular
compartment which is characterised by a single, homogenous value of chemical
species concentrations and EIF extent.

2.7 Probability of Intra-Cellular Ice Formation

Experimentally, the temperature at which IIF occurs at given cooling conditions is
commonly determined looking at cells under a microscope from the darkening
of the cell due to light scattering of the small ice crystals that form inside.
The number of iced-up cells is then evaluated using cryomicroscopy, and the
corresponding PIIF is computed at each temperature level as the fraction of cells
(with respect to the total initial ones) cumulatively frozen at that temperature.

When accounting for a size-distributed population of cells, the model of spo-
radic nucleation of identical cells used so far in the literature to define the PIIF has
to be discarded in favour of a deterministic criterion that takes into account the
different extent of IIF from class to class of cells, i.e. the distribution of IIF [9, 10].
To this aim, it is assumed that cells are iced-up when their corresponding internal

ice volume fraction gice tð Þ ¼ Vice tð Þ
V tð Þ�Vb

reaches the value of 0.5. Accordingly, the PIIF

may be defined as:

PIIF tð Þ ¼

Rþ1
0

n V; tð Þjgice � 0:5 dV

N0
tot

: ð16Þ

Besides, a detectable value for the probability of internal ice formation may be
defined as:
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PIIFdet ect tð Þ ¼

Rþ1
0

n V ; tð Þj gice � 50%;
gwater � 10%

dV

N0
tot

; ð17Þ

where gwater tð Þ ¼ Vice tð ÞþVwater tð Þ
V tð Þ is the fraction of water (solid plus liquid) inside any

single size class of the cell population. This way, iced-up cells are assumed to be
experimentally detectable by human eye looking at a microscope if the ice volume
fraction reaches the value of 0.5 (i.e. gice C 0.5), whilst a relatively small content
of intra-cellular liquid water equal to 10% vol. is maintained (i.e. gwater C 0.1).
Accordingly, the PIIFdetect is evaluated at each temperature level as the fraction of
frozen cells at that temperature containing a minimum amount of water (thresh-
old). The choice of a specific threshold value for gwater in order to detect ice
formation is quite reasonable. Indeed, the volumetric content of total water
(Vwater ? Vice) inside the cells may be relatively small with respect to the inactive
volume Vb and/or CPA volume VCPA in Eq. 1. Therefore, ice formation may not be
experimentally detectable through the darkening/flashing of the cell commonly
used in cryomicroscopy, even if the liquid water contained in the cell is completely
turned into ice (i.e. gice ? 1 and Vwater ? 0). On the basis of the chosen
thresholds for gice and gwater, in general the size distribution of the cell population
may be divided in three adjacent portions, for which different fates are assumed:
unfrozen cells characterised by gice \ 0.5; iced-up cells with a small, innocuous
amount of water when gice C 0.5 and gwater \ 0.1; iced-up cells with a large, lethal
amount of water when gice C 0.5 and gwater C 0.1.

Alternatively, as very recently proposed in the literature [37], IIF may
be measured by means of a high-speed (8000 fps) video cryomicroscopy system.
This way, cells at the initial stage of ice formation (before flashing takes place)
may be numbered and a cumulative incidence of initial IIF (PIIFinit) may be
experimentally determined. This new cumulative fraction of cells with an initial
ice formation (i.e. when gice becomes greater than zero, gice [ 0) is defined as:

PIIFinit tð Þ ¼

Rþ1
0

n V ; tð Þjgice [ 0 dV

N0
tot

ð18Þ

3 Results and Discussion

3.1 Experimental Validation of the Model

The most relevant aspect of the mathematical modelling of cryopreservation based
on PBM is that the different IIF temperatures experimentally evidenced for a pool
of a given cell lineage is not ascribed to statistical variations but is explained
through a deterministic criterion: the size distribution of the cell population.
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This hypothesis represents a clear novelty in the scientific field of cryopreservation
modelling which has been addressing a population of identically sized cells in the
last 50 years.

The first step taken towards the experimental validation of the new theory is the
direct comparison between theoretical results and measured data available in the
literature, thus tuning some adjustable parameters through a regression analysis,
i.e. fitting procedure [9]. Actually, this revealed to be not a straightforward
step, since the experimental data to be used have to be referred necessarily to a
population of cells. This means that, the behaviour of a relatively high number of
cells needs to be followed simultaneously under a cryomicroscope. In addition, the
corresponding size distribution of the cell population under investigation needs to
be measured and accurately reported. On the contrary, the experimental PIIF is
typically measured through cryomicroscopic analysis by observing the behaviour
of a restricted number of cells. Moreover, the size distribution is typically not
reported in the literature since the model of sporadic nucleation traditionally
adopted to interpret the system behaviour accounts only for the average cell size
considered as representative of the entire population. On the other hand, at least
the measure of the initial, isotonic size distribution of the cell population subjected
to cryopreservation is needed to validate the novel theory since it represents the
initial condition of the PBM (n0(V) in Eq. 15).

Fortunately, Toner et al. [40] published their experimental measurements of the
PIIF of a suspension (i.e. relatively high number) of isolated rat hepatocytes
subjected to cryopreservation in absence of CPA at different cooling rates. In this
paper, the corresponding size distribution in terms of number frequency vs cell
diameter at isotonic conditions was also reported. Then, the initial, isotonic con-
dition n0(V) of the PBM was derived from the experimental histogram distribution
of the isolated rat hepatocytes available in the literature. It is reported in Fig. 3 in
terms of cell number density distribution as a function of cell volume. As it can be
seen, all cells fall in the range of volumes between a smallest size class and a
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largest size class. In order to better highlight the effect of a cell size distribution,
two additional fictitious, narrow, initial cell number density distributions, n0

1ðV)
and n0

2ðV), are considered. These distributions, reported in Fig. 4, are characterised
by mean values which correspond to the smallest and the largest size class cells of
the experimental distribution given in Fig. 3, respectively.

The complete model describing trans-membrane transport phenomena along
with IIF in a cell population involves a large number of parameters. Many of them
may be taken from the literature, whilst only five of them related to osmosis and
ice nucleation have to be determined through a fitting procedure. Ideally, they
should be fitted independently, using specifically designed experimental runs, to
reduce ambiguity whilst preserving model consistency: first the osmotic behaviour
should be determined whilst neglecting ice nucleation, then IIF may be safely
analysed. Unfortunately, the set of experimental runs necessary for this ideal fitting
procedure is not available. Therefore, all the five parameters have been determined
simultaneously by direct comparison between model results and experimental data
in terms of PIIF of 60 isolated rat hepatocytes cooled at -400�C/min in a cryo-
microscopy system [40] as reported in Fig. 5. As it can be seen, the PBM approach
is able to simulate the completion of IIF at -400�C/min in the temperature range
[-15 �C to -5 �C] when the initial cell size distribution reported in Fig. 3 is taken
into account.

On the contrary, by adopting the two fictitious initial distributions reported in
Fig. 4, whilst keeping constant all the other parameters and operative conditions of
the experimental run, the PIIF vs system temperature simulated by the proposed
model is completely different. Indeed, the model predicts no IIF down to -16�C
for the case of a population of large cells, n0

1ðV), whilst an abrupt increase of PIIF
takes place around -5.5�C, for the case of a population of small cells, n0

2ðV).
The different behaviour of cells according to their size is shown from a different

perspective in Fig. 6. Here the path of the intra-cellular sodium chloride con-
centrations for the smallest and the largest size class cells of the initial population
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n0(V) is depicted on the relevant phase diagram as a function of the system
temperature, during the cooling stage at -400�C/min. It is worth noting that, the
occurrence of IIF may be recognised from the abrupt slope change of the path,
towards higher salt concentration values. It may be seen that, largest and smallest
size class cells follow different paths. Ice forms inside the largest size class cells at
about -5�C, then the intra-cellular salt concentration rapidly increases, thus
reaching a final intra-cellular salt concentration higher than that one of the smallest
size class cells. Once IIF takes place, the computed sodium chloride concentration
profile significantly overlaps with the liquidus line. The smallest size class cells
undergo the same fate, but at quite lower temperature (& -17�C).

Thus, differently sized cells in a population exhibit a different IIF temperature
under the same operative conditions. Specifically, the temperature of IIF is higher
for the larger cells and, correspondingly, the smaller cells are less prone to IIF.
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Although model output reasonably matches with the experimental data shown
in Fig. 5 (the average percentage error is about 10%), this result has been obtained
through a non-ideal fitting procedure involving five adjustable parameters. Since
this represents a relatively large set of parameters, the experimental validation of
the new approach needs to be completed by testing model reliability also through
prediction runs. More specifically, system behaviour measured at operating con-
ditions different from those adopted during the experimental runs used for the
regression analysis is predicted by keeping constant the values of the adjustable
model parameters as tuned in the fitting procedure. For example, the temporal
behaviour of the normalised average cell volume of rat hepatocytes measured at a
constant holding temperature of -1.1�C in absence of CPA is reported in Fig. 7

along with model predictions (
Rþ1
0

V � n V;tð Þ dV


 Rþ1
0

V � n0 Vð Þ dV).

Actually, due to the relatively high value of system temperature, IIF does not
really take place during this experimental run. Accordingly, the proposed model
does not predict IIF in any size class of the cell population (not shown). Thus
the good matching shown in Fig. 7 demonstrates the prediction capability of the
proposed PBM to describe the osmosis induced by the external ice formation when
IIF does not take place. In other words, in Fig. 7 only the reliability of the values
assigned to osmotic parameters during the fitting procedure may be evaluated.
Then, model reliability has been further tested by predicting system behaviour
when IIF occurs, in order to weigh up also the values fitted for the parameters
related to ice nucleation rate. In Fig. 8, experimental data are compared to model
results in terms of PIIF measured at -40�C as a function of the cooling rate.

As can be seen, the cumulative fractional number of cells that underwent IIF is
predicted with a reasonable accuracy when the cell size distribution reported in Fig. 3
is adopted. The matching is definitely better than the one obtained by means of the
sporadic nucleation model as reported by Toner et al. [40]. In particular, an abrupt
increment of PIIFj�40 �C at about -100�C/min is predicted by Toner et al. [40].
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Interestingly, this behaviour of an abrupt increment of PIIF at a certain temperature
could be obtained through our model if a population of identically sized cells was
taken into account. The successful comparisons reported in Figs. 7 and 8 demon-
strate that taking into account the cell size distribution allows one to better predict
the response of a cells suspension to a cryo-preservation process.

For sake of brevity a comprehensive list of all parameters values necessary for
the model is not given here. The interested reader is invited to refer to the original
papers summarised in the present one for collecting all the parameters values used
in the simulations [9-11].

3.2 The Effect of Cooling Rate

Starting from the successful experimental validation, a series of model simulations
have been performed. In particular, the PBM approach has been used to investigate
theoretically the effect of the cooling rate on the fate of the size-distributed cell
population reported in Fig. 3. Initially, the case of extra-cellular ice formed under the
assumption of thermodynamic equilibrium conditions and without using a CPA has
been analysed at different cooling rates. Then, the dynamics of EIF has been
accounted for and the simulations have been repeated. This way, the effect of cooling
rate in absence of CPA may be investigated also by evaluating if the classic
assumption of thermodynamic equilibrium conditions for EIF may play a role.

Three different cooling rates have been adopted, namely -1, -50 and -400�C/
min. These represent practicable values for the current technology on standard
cryopreservation of a cell suspension [10]. The model results corresponding to the
three cooling rates in absence of CPA are compared on Fig. 9 in terms of size dis-
tribution at different times and PIIF as a function of temperature.
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It is shown that, at the lowest cooling rate investigated (i.e. -1�C/min) the
behaviour of the cells of any size class of the population is very similar: significant
dehydration (see Fig. 9a, where cell shrinkage is reflected by a cell size distri-
bution moving significantly towards smaller volumes), slow and only partial icing
(see in Fig. 9b, PIIF very different from PIIFinit and negligible PIIFdetect). As a
consequence, at this low cooling rate a non-lethal IIF may result for any size class
of the cell population, but solution injury may play a role due to the extended
dehydration.
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The picture changes dramatically when the cooling rate is increased to
-50�C/min. Now, the fate of the cells, as a consequence of the different interplay
between osmosis and IIF, strongly depends on their initial size. Indeed, the small
size class cells dehydrate significantly (see Fig. 9c), so that IIF does not take place
(see Fig. 9d, where PIIF \ 0.81). On the other hand, for the largest size class cells,
osmosis is relatively slower, so that undercooling and the consequent IIF takes
place above the eutectic temperature. In particular, these cells are responsible of
the first step of PIIF reported in Fig. 9d, where it is seen that a certain portion of
the cell population ices up at about -4�C.

At this relatively high temperature, ice growth is rapid (see Fig. 9d, where PIIF
and PIIFinit overlap significantly around -4�C) and the entrapped and iced-up
intra-cellular water volume represents a relevant portion of these cells (see Fig. 9d,
where PIIF and PIIFdetect overlap significantly around -4�C).

For the medium size class cells, an intermediate behaviour between these two
extremes occurs. The latter ones, similarly to the small size class cells, dehydrate
significantly without forming internal ice until the eutectic temperature is reached
when osmosis phenomenon stops, and IIF inevitably occurs. These cells are
responsible of the second step of PIIF reported in Fig. 9d, where it is seen that a
portion of the cell population ices up at about -35�C. However, at this low
temperature and high saline concentration ice growth is a relatively slow process
(in Fig. 9d, PIIF very different from PIIFinit at intermediate temperatures).
Moreover, due to the significant osmosis, the entrapped and iced-up intra-cellular
water volume does not represent a relevant portion of these cells (see Fig. 9d
where an additional, second step for PIIFdetect at -35�C is absent).

In summary, at a cooling rate of -50�C/min the behaviour of the cells strongly
depends on their initial size, as reported in Fig. 10. Here the initial cell size
distribution is shown along with the gice and gwater distributions in order to
distinguish the fractions of cells that result to be unfrozen (i.e. small size class
cells represented by the white area, i.e. gice \ 0.5), iced-up with a small,
innocuous amount of water (i.e. intermediate size class cells represented by the
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light shadowed area, i.e. gice C 0.5 and gwater \ 0.1), or iced-up with a large, lethal
amount of water (i.e. large size class cells represented by the dark shadowed area,
i.e. gice C 0.5 and gwater C 0.1).

The results of the simulations related to -400�C/min are reported in Fig. 9e–f.
At this relatively high cooling rate, ice forms inside cells of any size class at
temperatures above the eutectic one, in the range [-15 �C to -5 �C] (see Fig. 9f).

Therefore, in Fig. 9 it is shown at a glance that, the different size classes of cells
behave similarly at the lowest and the highest cooling rates, albeit for different
reasons. Specifically, at low cooling rates a significant osmosis takes place thus
limiting IIF for all the different size classes of cells. On the contrary, at high
cooling rates osmosis is very limited, IIF is favoured and takes place rapidly and
lethally for all the different size classes of cells. Different fates among the size
classes of cells are obtained only at intermediate cooling rates, when osmosis and
IIF do not dominate each other and their interplay leads to completely unfrozen
small cells, lethally iced-up larger cells, and iced-up for intermediate class cells
but with an innocuous amount of ice (see Fig. 10).

On passing, it is worth noting that the two-step profile of PIIF versus
temperature shown in Fig. 9d as obtained at the intermediate cooling rate of
-50�C/min is qualitatively similar to the experimental behaviour reported by
Toner et al. [39] and Berrada et al. [4] even if with different cell lineages and
operating conditions. The corresponding interpretation was performed by
invoking two different ice nucleation mechanisms (namely surface and volumic
catalysed heterogeneous nucleation), acting at different temperatures on the
averaged size cells, in the framework of the sporadic nucleation modelling
approach. Instead, in this work such behaviour is simulated by considering only
one heterogeneous nucleation mechanism of ice formation taking place in a
population of differently sized cells.

When the assumption of thermodynamic equilibrium conditions is removed
thus accounting for a dynamic EIF, very similar results are obtained for the
extreme cooling rates (not reported for the sake of brevity). Indeed, at relatively
low and high cooling rates osmosis or IIF dominates each other, independently to
what occurs in the extra-cellular environment. More specifically, at a low cooling
rate of -1�C/min osmosis is so slow that a dynamic EIF results to be as rapid as
the instantaneous ice formation obtained under the assumption of thermodynamic
equilibrium conditions. As such no difference is obtained between the two cases.
On the other hand, at relatively high cooling rates as -400�C/min, osmosis is so
slow with respect to IIF that there is no interplay between any size class of cells
and the surrounding environment: cells of any size are basically isolated from
the surrounding medium. As such, considering a dynamic modelling of EIF or
thermodynamic equilibrium conditions is not relevant either.

It is then apparent that, at intermediate cooling rates, even when a dynamic EIF
is accounted for, the interplay between osmosis and IIF generates different fates
among the differently sized classes of cells just like it was obtained assuming
thermodynamic equilibrium conditions in the suspending medium. This is shown
in Fig. 11, where the comparison between the simulation results obtained for the

Modelling the Cryopreservation Process of a Suspension of Cells 169



case of -50�C/min when considering thermodynamic equilibrium conditions and
the dynamics of EIF are compared to better highlight the differences. Specifically,
the plots in the left column of Fig. 11 (i.e. panels (a–b)) show the results obtained
when considering thermodynamic equilibrium conditions, whilst in the right col-
umn the results obtained for dynamic EIF are reported (i.e. panels (c–d)). The
initial cell size distribution, the internal ice volume fraction gice, and the total water
fraction gwater at -40�C as a functions of the initial cell volume are compared in
top plots 11a and c, whilst in bottom plots 11b and d the profiles of PIIF, PIIFinit,
and PIIFdetect vs. temperature are shown.

As can be seen, considering thermodynamic equilibrium conditions or dynamic
EIF for the suspending solution does have an effect and different model results are
obtained using either one or the other approach. In fact, whilst differently sized
cells in a single population exhibit different IIF temperatures under the same
operating conditions in both cases, when using a dynamic EIF a smaller ice per-
centage is generally obtained at -40�C in comparison to the case of equilibrium
conditions (i.e. Fig. 11c–d vs Fig. 11a–b). This is because, at this cooling rate
osmosis may actually take place for a relatively short period of time and the
dynamic EIF is slow enough to limit further the time window available for the
water efflux out of the cells, thus facilitating IIF.
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Therefore it can be concluded that, depending on the particular system of
interest (cell lineage) and the employed cooling rates, the assumption of extra-
cellular thermodynamic equilibrium is not generally valid. A dynamic description
of the extra-cellular ice formation should be used to increase the predictive
capabilities of the model for realistic operating conditions.

3.3 The Effect of CPA

When CPA comes into play, system behaviour is more complex. For this reason,
our model investigations in presence of CPA have been performed only under the
classic assumption of thermodynamic equilibrium conditions for EIF. This way
only one factor at time with respect to our previous simulations have been
changed, thus helping the discussion and interpretation of the obtained theoretical
results.

Before beginning the analysis of the effect of CPA in our modelling approach, it
is necessary to recognise that the investigations performed have been limited to
practicable operating conditions. This is true from two different viewpoints. First,
in order to resemble the experimental procedure actually adopted in a standard
cryopreservation protocol, our model takes into account the simulation of the
initial equilibration stage as coupled to the subsequent cooling stage. This actually
represents a novelty in the field of cryopreservation modelling. As such, in our
investigations the simulation of the cooling stage always starts at the end of the
simulation of the preceding equilibration stage, especially in terms of the size
distribution of the cell population which we guess may play a role in our main
hypothesis. Secondly, the simulation of the two stages is always performed under
practicable conditions, i.e. cells initially under isotonic conditions are equilibrated
with CPA in a one-step addition at ambient temperature and then cooling starts
with a constant rate (‘‘linear’’ profile of system temperature). These represent
standard operations, even though different modalities have been proposed so far in
the literature especially for the equilibration stage (i.e. drop-by-drop or step-wise
addition and/or at low temperature). Moreover, only the region of relatively
slow cooling rates (i.e. 1–400�C/min) and relatively low CPA concentrations
(i.e. 0–5000 osmolCPA=m3

water) reported in the literature [19] is considered in our
investigations. Indeed, higher values of the cooling rates, i.e. 106–1013�C/min
investigated by Karlsson et al. [19], are not usually achieved, regardless the CPA
concentration levels. These extreme conditions do not resemble the standard
cryopreservation protocols adopted for biological samples of suspended cells, and
may not be obtained easily from a technological point of view. As a consequence,
the simulation of system behaviour under these relatively high cooling rates where
IIF is basically replaced by vitrification has not been performed. On the other hand,
due to its well known cytotoxic character, the cases of high CPA concentrations
are not considered either. This allows us to avoid drawing erroneous conclusions
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from the theoretical point of view since our model does not even take into account
this mechanism of cell lethality. In addition, by keeping CPA content at low levels
cell volumic excursions during the equilibration stage are also limited, thus
avoiding this source of risk for cell damage.

Starting with the size distribution of the cell population depicted in Fig. 3, the
dynamic evolution of the size distribution of the cell population initially at isotonic
conditions and suspended in an aqueous solution of glycerol at 5000 osmolCPA=m3

water

at ambient temperature is simulated as shown in Fig. 12. As well known in the
literature, the response of the cells consists of shrinkage followed by swelling, so that
the corresponding size distribution moves back and forth (i.e. initially towards
smaller volumes, and then towards larger ones), as water and CPA move in and out
through cell membrane, until the driving forces are cancelled out when intra- and
extra-cellular concentrations of solutes become equal.

However, depending on the CPA level considered, the cell size distribution at
the end of equilibration may not coincide with the initial, isotonic one, as clearly
reported in Fig. 12.

As a consequence, when cooling starts the size distribution of the cell population
may be quite different from the initial, isotonic one. This aspect is highlighted in
Fig. 13a, where the temporal evolution of the average cell volume of the cell pop-
ulation with respect to the initial one is reported for the cases of glycerol addition at
different concentrations, namely 1000, 2000 and 5000 osmolCPA=m3

water. This dif-
ference between initial, isotonic size distribution of the cell population and the
corresponding one at the end of the equilibration stage for different CPA concen-
tration values may be further observed from Fig. 13b, where the temporal profile
during equilibration of the average cell volume of the size-distributed cell population
is reported at different CPA concentrations. Clearly, the equilibration time depends
on the specific values adopted for water permeability through cell membrane. The
latter one is relatively high for the rat hepatocytes considered in our simulations
(typically 30–150 s for other cell lineages), due to their peculiar ability to modulate
water permeability through aquaporins, necessary for carrying out their physiolog-
ical task of bile secretion.
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The start of the simulation for the cooling stage from the modelling results
obtained at the end of the equilibration stage represents a novelty that permits to
overcome the apparent limitation of previous IIF models. There, the modelling of
equilibration and cooling stages are not coupled, and at the beginning of cooling
stage it was assumed that intra-cellular water of the cells with isotonic volume is
simply replaced by a proper amount of CPA [19]. However, during the equili-
bration stage the CPA does not replace water, but it is basically added to the cell.
This is actually well known by all the investigators addressing the osmotic
response of cells and it may be clearly seen from Fig. 14. Here, the behaviour of
the largest size class cells is considered as representative of the entire population.
Cell volume, as well as those ones of intracellular water and CPA, are respectively
shown after equilibration with different extra-cellular CPA concentration levels. It
is seen that whilst water volume remains constant, cell volume increases due to
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CPA permeation through the membrane. As a consequence, at the end of equili-
bration stage (i.e. at the beginning of the cooling one) the actual intracellular water
volumic content is almost similar to the initial, isotonic one, so that it remarkably
affects IIF kinetics (i.e. Eqs. 1 and 11) and its interplay with osmosis rate. This
result is in contrast with the typical consideration that IIF inhibition by CPA is
partially related to the reduction of intra-cellular water volume through CPA
entrapment during equilibration [16, 19].

Turning our attention to the cooling stage of the modelled cryopreservation
process, it is noteworthy that when using an increasing CPA content two main
effects may generally result: the osmosis phenomenon is hindered and the viscosity
of the intracellular liquid solution (cytoplasm) increases. These have contrasting
effects on IIF and may prevail each other depending on the adopted cooling rate
and the volume class of cells. More specifically, according to the phase diagram as
CPA increases the thermodynamic temperature for phase change from liquid
solution to ice is lowered, so that EIF may take place only at lower temperatures.
As a consequence, during cooling at a given cooling rate the cells start to loose
their internal water through osmosis later, at lower temperatures. Then, more water
eventually remains entrapped inside the cells, thus favoring IIF. In conclusion, if
CPA increases IIF is thermodynamically favored, because exo-osmosis is ther-
modynamically limited. On the other hand, if CPA increases the intra-cellular
solution viscosity increases as well. This represents a kinetic limitation for IIF,
since the liquid diffusion that limits the nucleation and growth of ice crystals is
reduced, accordingly.

These are the general considerations that help to understand and rationalise the
results of the simulations performed in presence of CPA as grouped in Fig. 15.
Here the PIIF is reported as a function of temperature for different cooling rates, at
various CPA concentrations. It is shown that, the sigmoidal plot of PIIF as a
function of temperature dramatically changes when varying the cooling rate.
If CPA is absent, the PIIF sigmoid moves towards higher temperatures when
increasing the cooling rate (the solid lines of Fig. 15a–f).

This is expected and it is a well-known behaviour of the system, i.e. cells are
iced up at higher temperatures (IIF is favoured) when increasing the cooling rate, if
CPA is absent.

On the other hand, IIF may be favored even in presence of CPA, which is not
consistent with the common thought that the antifreeze should always decrease the
IIF temperature [2, 17]. This is shown in Fig. 15a–b where at the lowest cooling
rates considered (i.e. -1�C/min and -10�C/min) the paradox of increasing IIF
temperature when increasing CPA concentration is now obtained. Actually, also
this undesired effect is well known in the literature [17, 19]. It is due to the
thermodynamic limitation of water exo-osmosis that enhances IIF, if CPA content
increases at low cooling rates. On the contrary, at relatively higher cooling rates
(i.e. -400�C/min, in Fig. 15f) IIF is inhibited and it occurs at lower temperatures
when increasing CPA content, as commonly expected. This is due to the kinetic
limitations resulting from an higher viscosity and lower diffusivity of the cyto-
plasmic solution that, at these operating conditions, overcomes the thermodynamic
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limitation of osmosis. Of course, at the intermediate cooling rates considered in
this work (i.e. -30, -50 and -100�C/min, in Fig. 15c–e), a continuous variation
between these two extreme system behaviours is obtained, so that the effects of a
reduced time for osmosis or an increased solution viscosity contrast each other
until one of them eventually prevails, depending on the CPA content and the size
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Fig. 15 Model results in terms of PIIF vs temperature at various cooling rates and CPA
concentrations (adapted from [10]). In all panels CPA content has been varied from 0 to
5000 osmol=m3
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class of the cell population. This generates the PIIF curve intersection reported in
Fig. 15e. In this regard, it is worth noting that some experimental data reporting
this bizarre behaviour of intersecting PIIF curves are available in the literature
[12, 34]. However, the corresponding theoretical interpretation based on the pre-
vious modelling approach addressing the sporadic nucleation of the single sized,
average cell was not provided. As such, these data were supposed to be the con-
sequence of scattered measurements. It is presumable that, the previous modelling
approach may be adopted to simulate this behaviour only by resorting to different
mechanisms of ice nucleation as it was done in order to justify the two-step profiles
reported in Fig. 9d that are found also in Fig. 15d–e. These different mechanisms of
ice nucleation should be assumed to act differently and eventually prevail each other
at different temperatures, as a function of the operating conditions due to unknown
(statistical) reasons. On the contrary, all these behaviours may now be compre-
hensively taken into account through our novel modelling approach, i.e. by
addressing the effect of the size distribution of the cell population with a single ice
nucleation mechanism. This way differently sized cells behave differently and their
fate during the cooling stage depends on the initial cells size distribution of the cell
population. Moreover, differently sized cells behave differently at the intermediate
cooling rates considered in our simulations -1 to -100 �C/min. This is noteworthy
from a practical perspective since only the intermediate cooling rates can actually be
attained nowadays for a suspension of cells inside a standard programmable cooling
chambers commercially available in the market.

As a representative example, the case of -50�C/min is addressed in Fig. 16.
Here, by keeping constant the cooling rate, the system behaviour at several,
increasing CPA contents (from 0 to 12 kosmol/m3

water) is shown in terms of gice

and gwater distributions at -60�C reported as functions of the initial cell volume in
order to easily identify the classes of cells with different fates. It is apparent that,
the size distribution may affect the cooling stage of a cell population not only in
the absence (Fig. 16a) but even in the presence of CPA (Fig. 16b–e), respectively.

In general, the larger cells are more prone to form a lethal amount of intra-
cellular ice, whilst the smaller ones may even remain unfrozen and will eventually
vitrify. Depending on the specific CPA content and the adopted thresholds of gice

and gwater , it may also happen that only a small amount of ice is formed inside
medium sized cells (Fig. 16a–b). On the other hand, all the differently sized cells
of the population may behave similarly, as it may be seen from Fig. 16c and 16f,
where all size classes result to be lethally iced-up at -60�C or unfrozen,
correspondingly.

Specifically, by progressively increasing the CPA content, the lethally frozen
portion of the cell population indicated by the dark shadowed area initially
increases and then decreases, till it completely vanishes, thus showing a maximum.
Correspondingly, the PIIF sigmoid first moves towards higher temperatures
reaching its maximum value equal to 1 whilst displaying a more abrupt, sharp
variation, and then returns back to the lower ones (not shown here for brevity).
Clearly, as already discussed previously, the CPA content of 12 kosmol/m3 con-
sidered in Fig. 16f may be too high so that cytotoxicity and excessive volumic
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range excursions during equilibration stage may not be avoided as mechanisms of
cell mortality, even if all the classes of the size-distributed cell population will be
unfrozen at -60�C and eventually vitrified. However, it is worth noting that, the
behaviour of IIF described above, i.e. the occurrence of a maximum value of PIIF,
is actually observed at all cooling rates considered in this work. More specifically,
to reach a completely unfrozen size-distributed cell population at -60�C, a lower
CPA content is needed when increasing the cooling rate. Thus, a specific com-
bination of operative conditions (i.e. cooling rate and CPA content) may be found
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Fig. 16 Model results of cooling stage of a cell suspension carried out at -50�C/min with
increasing CPA content in terms of the initial cell-size, internal ice volume percentage gice, and total
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to avoid cytotoxicity and excessive volumic range excursions during equilibration
stage, whilst obtaining a completely unfrozen size-distributed cell population.

Basically, a system behaviour at varying CPA content similar to the one
reported in Fig. 16 for the case of -50�C/min may be found also for the other
cooling rates considered in this work. Specifically, at -1�C/min a very high CPA
concentration needs to be used to obtain a completely unfrozen size-distributed
cell population, whilst, if CPA is completely absent, an innocuous level of IIF is
reached in every size class of the cell population. Conversely, at -400�C/min
a significant, lethal IIF for any cell is obtained without using CPA, whilst, with a
CPA content as low as 7 kosmol/m3, a completely unfrozen size-distributed cell
population results. Along these lines, high cooling rates need to be combined to
high CPA contents for reaching vitrification, whilst at low cooling rates cell via-
bility may be increased by adopting relatively low CPA concentrations. These
conclusions perfectly match the well known rule of thumb for a successful
cryopreservation protocol. Clearly, the values of the operative conditions needed
to optimise the process in terms of final cell viability strongly depend on the
osmotic characteristics and initial cell size distribution of the specific cell lineage
at hand.

4 Concluding Remarks and Future Directions

A novel theoretical interpretation of the freezing process for a suspension of cells
has been proposed. It is based on the PBM approach addressing the size distri-
bution of the cell population. The latter one is invoked to interpret and rationalise
the experimental evidence measured so far in a more comprehensive fashion than
the other theoretical analysis developed before.

After the initial experimental validation by direct comparison with suitable
experimental data taken from the literature, model investigations on system
behaviour at various operating conditions have been performed, i.e. different
CPA content and cooling rates. It is demonstrated that, cell survival due to intra-
cellular ice formation depends on the initial cell size distribution and its osmotic
parameters. At practicable operating conditions in terms of cooling rate and
cryo-protectant concentration, IIF may be lethal for the fraction of larger size
classes of the cell population whilst it may not reach a dangerous level for the
intermediate size class cells and it will not even take place for the smaller ones.
This has been also tested by removing the classic assumption of EIF under
thermodynamic equilibrium thus accounting for its dynamics. As such it may be
concluded that, when cryopreserving a cell suspension under practicable oper-
ating conditions the cell size distribution of the cell population and the dynamics
of EIF should be carefully taken into account, contrarily to what has been
classically assumed.

In the next future, the model approach developed so far will be adopted to
simulate in a comprehensive way a complete cyopreservation cycle by accounting
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for the cooling, storage and thawing stages. To reach this goal, the model
capability to quantitatively describe system behaviour needs to be improved by
overcoming several limitations. Specifically, some physico-chemical phenomena
previously omitted that take place during the cooling phase down to cryogenic
temperatures (-196�C) followed by the thawing up to 37�C, will be taken into
account: a double mechanism (heterogeneous and homogeneous) of nucleation for
intra-cellular ice, vitrification–devitrification of intra- and extra-cellular water,
solution injury). This way, the whole cryopreservation cycle will be simulated
instead of limiting the description of system behaviour to only those physico-
chemical phenomena involved in the cooling phase down to a given temperature
(-40 or -60�C). Since a very complex mathematical model would result if all the
physical–chemical phenomena involved during the complete cryopreservation
cycle are considered, a specific strategy will be followed to avoid ineffective
model improvements that only make harder the numerical solution. Specifically, a
sequential removal of the simplifying assumptions will be adopted, thus increasing
the complexity of the mathematical model, i.e. by continuously adding the mod-
elling improvements that will result to be effective on influencing system behav-
iour through the analysis of its numerical solution.
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Mesenchymal Stem Cell Heterogeneity
and Ageing In Vitro: A Model Approach

Jörg Galle, Martin Hoffmann and Axel Krinner

Abstract Mesenchymal Stem Cell (MSC)-based therapies have been suggested as
a particular promising strategy in tissue regeneration. These cells can easily be
obtained from the patient and are able to produce a large number of progeny that
can be induced to form connective tissue. However, rapid amplification of the
isolated cells is required for their therapeutic application. While already the iso-
lated populations are heterogeneous regarding various functional and molecular
aspects, this heterogeneity further evolves during amplification. Understanding the
origin and development of MSC heterogeneity will help to improve MSC culture
conditions and thus facilitate their clinical use. We here review recent results on
MSC heterogeneity and introduce a mathematical framework that approaches
MSC heterogeneity on the single cell level. This approach bases on the concept of
noise-driven MSC differentiation and allows describing MSC heterogeneity with
respect to their differentiation state and age. It is capable of describing the impact
of MSC heterogeneity on in vitro expansion and differentiation. We present new
results on the formation of an age structure in MSC populations in vitro and the
age-dependent differentiation structure of MSC populations. Moreover, we discuss
open questions regarding MSC adaptation to changing environments and the cell
intrinsic control of state fluctuations.
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1 Introduction

Mesenchymal stem cells (MSCs, also known as multipotent mesenchymal stromal
cells) have been characterised as a heterogeneous cell population of adherent
spindle-shaped cells capable of differentiating into bone-marrow stromal cells,
osteoblasts, chondrocytes, adipocytes and myocytes. Related lineage priming of
MSCs has been nicely demonstrated in monoclonal culture [23]. In some tissue
types, e.g. bone-marrow stroma, adipose, skeletal muscle and synovium, MSCs
persist in adult life without loosing their capacity to proliferate and differentiate
[41, 76]. Accordingly, MSCs have been proposed as innovative therapeutic tools in
tissue regeneration. Their therapeutic deployment comprises treatment of various
diseases, including osteoarthritis [12] and myocardial infarction [40]. MSC
application in asthma, radiation exposure, and neurological disorders has been
explored as well [9]. Moreover, beside of having high regenerative potential these
cells have been shown to carry immunosuppressive capacities, to improve angi-
ogenesis and to prevent fibrosis [24].

Therapeutic applications of MSCs require massive in vitro expansion of the
isolated cells [7, 21]. The populations typically can be expanded for up to 20
population doublings (PDs) until they enter a senescent state. Figure 1a shows a
single cell-derived, expanding clone of MSCs. As shown in Fig. 1b the growth
properties of such clones can vary largely during expansion. Various culture pro-
tocols have been suggested in order to isolate MSCs with high regenerative potential
[18, 88, 92]. However, independent of the culture condition applied, massive rep-
lication of MSCs was found to be associated with continuous decline of the cell’s
functional competence, which was called ‘‘MSC ageing’’ [91]. During expansion the
MSCs show a decreasing proliferation potential [84, 88]. Moreover, the efficiency of
differentiating into local tissue after transplantation was found to severely decrease
during expansion [75]. During prolonged in vitro culture MSCs frequently undergo
spontaneous malignant transformation which represents a biohazard in long-term
expansion [77]. Both ageing and transformation appear to be stochastic in nature and
render the MSC populations an additional layer of heterogeneity.

In the following we discuss different hypotheses on the origin and development
of MSC heterogeneity and introduce a model framework which allows addressing
related questions. We show that a noise-driven approach to MSC differentiation
combined with a model of intrinsic MSC ageing can explain MSC heterogeneity
on both the individual and population level. We highlight open questions on MSC
heterogeneity and suggest future investigations.

2 MSC Heterogeneity on Different Scales

Due to a growing body of evidence it is has been generally accepted that tissue
stem cells are heterogeneous with regard to their function. This heterogeneity has
been suggested to involve properties like their cycling activity, engraftment
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potential or differentiation status as well as their expression of adhesion molecules
or cell surface antigens [54]. Accordingly, a functional definition of tissue stem
cells has been given by Loeffler and Roeder [53] that includes heterogeneity as a
characteristic feature: ‘Tissue stem cells are a potentially heterogeneous popula-
tion of undifferentiated cells that are capable of proliferation and production of a
large number of differentiated tissue cells for replenishing tissue continuously and
after injury, while self-maintaining their population.’

However, isolation of stem cells for subsequent applications by applying these
functional criteria is impossible, simply because a cell cannot be differentiated in
different lineages while simultaneously maintaining its ‘stem cell’ state. As an
alternative method marker systems have been studied in order to identify
individual cells that carry stem cell properties. But, while well defined marker
systems are available for other stem cells, e.g. for haematopoietic stem cells
(HSCs, [27]), for MSCs such marker systems are still a matter of debate [42]. First
effective protocols have been suggested more than ten years ago [67]. Currently,
standard isolation protocols for human MSCs use combinations of up to ten surface
markers. There is common agreement that more than 95% of the cells must express
CD73, CD90 and CD105 and less than 2% CD35, CD45 together with CD11b or
CD14 [24, 25, 48]. However, the MSCs isolated applying related protocols show
still a large variance in the expression of these markers. Subpopulations of them
with more defined expression have been demonstrated to carry different functional
potential (e.g. Sca-1, [13]). Moreover, gene expression analysis of individual MSCs
[82, 83] demonstrated MSC heterogeneity even on the single cell level. Despite a
common molecular signature of potential multilineage differentiation capacity the
analysed cells show considerable variance in expression.

During expansion MSCs adapt to the in vitro conditions and change their
expression profile until they reach a senescent state as described in detail by
Wagner et al. [94]. How this adaptation process affects MSC heterogeneity will be
discussed below. The related changes in the expression profile are accompanied
by morphological changes of the cells. Initially many of the cells are round and

Fig. 1 Expansion of MSCs in vitro. a Massive expansion of an ovine MSC clone within 6 days of
in vitro culture at standard culture conditions [101]. b Spatial competition of ovine MSC clones
in vitro. A fast growing clone spreads into the area already occupied by a slow growing clone
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small, so-called RS cells, [14, 15]. But relatively fast most of the cells develop a
fibroblast-like morphology. With increasing culture time they spread more and
more and their morphology becomes irregular. This suggests using morphologi-
cal cell properties, as e.g. cell size, as alternative sorting targets. Actually,
characterisation of high proliferative subpopulations by cell size has been
demonstrated [31]. Unfortunately, cell size does also change according to spon-
taneous transformation events during long term culture. Such transformations can
occur frequently and can start early. They result in the emergence of a cell type
characterised by an elevated proliferation, reduced plasticity and round and small
morphology [2, 77]. Thus, transformed cells may be hardly distinguishable from
high potential untransformed MSCs by morphological characterization only.

Interestingly, the time point of spontaneous transformation seems to be sto-
chastic in nature like that of acquiring senescence [77]. Experimental results
suggest that the transformed fate is not correlated to a defined regulatory state. So,
transformed clones have been observed to differ in their expansion rate [77] as well
as in the number of chromosomes present in the cells [2]. In the following we will
focus on non-transformed MSCs and will neglect transformation as a particular
source of population heterogeneity.

In summary, experimental findings demonstrate that MSC heterogeneity is a
multi-scale phenomenon and is subject to significant changes during in vitro
cultivation.

3 On the Origin of MSC Heterogeneity

While heterogeneity is accepted to be a characteristic property of stem cell pop-
ulations, its origin is still not well understood. Heterogeneity of non-transformed
functional stem cells has been discussed as a consequence (i) of cell adaptation to
dynamic environments and (ii) of the flexibility and reversibility of stem cell fate
decisions. Additional variance in cell fates may be associated with cell ageing.

3.1 Heterogeneity as a Consequence of MSC Environmental
Adaptation (Extrinsic)

It has been demonstrated that MSCs from different tissues, including bone-marrow
stroma, adipose, skeletal muscle, synovium and umbilical cord differ in both
molecular and functional properties [39, 58, 63, 99]. Typically a large number of
genes and proteins have been found to be differentially expressed (see e.g.
[61, 62]) and, although the MSCs were expanded over many PDs in vitro, these
differences in expression appeared to be conserved. Moreover, they also manifest
in functional differences of the MSCs including their expansion and differentiation
potential. For example experiments on human bone marrow MSCs revealed that
about one-third of the clones are able to acquire phenotypes of pre-adipocytes,
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osteocytes and chondrocytes [67]. In contrast, only 1.4% of single MSCs isolated
from adipose-derived adult stem cell populations were tri-potent, the others being
bi-potent or uni-potent [102]. Dental MSCs were found to have less potential to
differentiate into adipogenic and chondrogenic, but more potential for neural and
odontogenic differentiation compared to bone marrow MSCs [39].

In agreement with these in vivo results in vitro culture conditions strongly
impact MSC phenotypes. A large number of environmental factors such as oxygen
[19, 41, 52, 101], glucose [91] and growth factors [5, 36] have been demonstrated
to affect MSC expansion and differentiation. These processes are also affected by
substrate stiffness [29], geometry [66], micro/nano-structure [20, 60] as well as
surface chemistry [17]. Thus, one may expect that population heterogeneity
observed in a specific environment (compare Fig. 2) is a consequence of adapta-
tion of the MSCs to different microenvironments. Thereby, stem cells may either
reside in microenvironments that support stem cell maintenance, so-called stem
cell niches, or in activating environments that enforce their expansion. While
e.g. HSC-niches are well described [27], MSC-niches are discussed controversial.
Several studies suggest that MSCs reside in a perivascular niche in almost all adult
tissues, where they associate with blood vessels [16]. However, they are also found
in non-vascularised cartilage tissue where they show a well defined spatial dis-
tribution [68]. In fact, until now it has not been shown directly that heterogeneous
microenvironments are responsible for the experimentally observed MSC popu-
lation heterogeneity.

3.2 Heterogeneity as a Consequence of MSC Self-Organisation
(Flexibility)

MSC differentiation and lineage specification have been found to be at least par-
tially reversible, demonstrating a limited but significant plasticity of MSCs [87].
Moreover, plasticity has been described as a fundamental feature of these cells
[100]. This is supported by recent experimental findings that they represent an
excellent source for generating induced pluripotent stem cells [98] which appeared
to be the closest equivalent to embryonic stem cells as demonstrated by DNA
microarray gene profile and germline-transmission efficiency [64]. Thus, the
question raises whether individual MSCs exhibit a stable tissue specific phenotype
or whether they permanently change their regulatory states exhibiting a tissue
specific phenotype only on population level.

Evidence that fate decisions of stem cells are reversible and that these cell
populations self-organise permanently emerges from so-called regeneration
experiments [10, 11]. In particular it has been shown that for a haematopoietic
progenitor cell line the expression profile of the stem cell marker Sca-1 regenerates
from different subpopulations. These experiments suggest fluctuations in the
expression of such markers for each individual cell in a fixed environment. For
primary MSCs such a regeneration of the tissue specific distribution of regulatory
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states is expected within a few days [46]. However, such experiments have not
been carried out so far. While such observations do not rule out the impact of
microenvironments on the formation of heterogeneous populations, they suggest
that stem cells populations can develop heterogeneity also independent of the
presence of complex in vivo environments. However, a direct proof of the
assumption of (stem cell) state fluctuations would require demonstrating them in
individual cells in a defined environment. A prerequisite of such studies is long
term single cell tracking, which has been successfully demonstrated for HSCs [72],
and for which excellent new technology has been established [43].

In summary, there is evidence that MSCs are very flexible in their fate decisions
and can adapt to a large variety of different environments. The experimental
findings can be understood assuming that individual cells underlie permanent
fluctuations of their regulatory states and that these fluctuations are modulated by
the cell environment.

3.3 Heterogeneity as Consequence of MSC Ageing (Intrinsic)

The functional potential of MSCs has been shown to decrease throughout life.
Under homeostatic conditions, there are limited demands on the self-renewing
stem cells and so these cells divide infrequently, sparing stem cells the perils of

Fig. 2 Clonal heterogeneity of bone marrow MSCs. Hierarchical clustering using individual
samples and genes down regulated after adipogenic (A), osteogenic (O), and chondrogenic (C)
differentiation and genes implicated in A, O, and C differentiation. Individual samples are three
primary MSC layers and five MSC clones before differentiation and two primary MSC layers and
two MSC clones after A, O, and C differentiation. The individual samples show considerable
differences in expression before and after differentiation. From: Delorme et al. [23]
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DNA-replication and mitosis. However, under stress the metabolic activity of the
stem cells increases. The stem cells are exposed to higher levels of DNA-damage-
inducing metabolic side products such as reactive oxygen species [85]. It has been
suggested that the damages induced thereby impact not only the stem cells but the
whole organism. In fact, excess replicative demands alone can induce progeroid
phenotypes [78].

Recent experiments demonstrated that artificial in vitro ageing and in vivo
ageing of MSCs induce related changes on the cellular as well as on the molecular
scale [45, 94]. Thereby, pre-mature senescence has been implicated as a major
cause of the in vitro decline in MSC function [90]. The accumulation of this
phenotype, also called replicative senescence, has been demonstrated to be a
continuous process in MSCs [95]. Interestingly, expansion at low oxygen pressure
and low glucose culture decreases the number of accumulating senescent cells
compared to high oxygen pressure and high glucose culture, respectively [89, 101].
Whether the accumulation of damage is actually pre-requisite for MSC ageing is
still unknown. However, DNA-damage rarely affects the 2% of protein-coding
sequences. Instead, it is expected to alter regulatory regions [69] and expression
and function of non-coding RNAs that are involved in chromatin regulation [4].
Accordingly, an increasing number of ageing studies investigate the impact of
epigenetic changes, such as DNA hyper/hypo-methylation, and histone modifi-
cations [65, 86]. The results suggest that decreasing accessibility of certain reg-
ulatory states of MSCs due to epigenetic remodelling may represent an alternative
or at least a complementary explanation of ageing.

Without any question, the distribution of MSC states changes over time,
i.e. with age and in a tissue specific manner. Whether this is due to changing
environments or due to epigenetic remodelling and accumulation of damage is
currently not fully understood.

4 General Model Approaches

A large number of theoretical approaches to MSC culture aim at quantitatively
describing culture conditions and their impact on processes such as matrix forma-
tion [81]. Theoretical models of MSC expansion and differentiation are rather
rare [22, 51] and do not include single cell-level population heterogeneity. In order to
provide reliable predictions on the dynamics of such systems, theoretical approaches
are required that account for: (i) composition and structure of the cell environment and
(ii) particular stem cell properties such as functional differentiation and self-renewal
in individual cells. Currently there are different concepts to approach these problems
in general. In particular there are different concepts of modelling stem cell organi-
sation. The most prominent are the ‘pedigree concept’ and the ‘plasticity concept’.

The pedigree concept treats ‘stemness’ as a property that if once lost is lost
forever. In the models that obey this concept this loss can be a deterministic or a
stochastic process. Accordingly the development of individual progenitors may
more or less differ. However, over time they all will approach a defined
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state (Fig. 3a). Stem cells inherit ‘stemness’ by performing asymmetric cell
divisions. This concept was very successful in describing the hierarchical orga-
nisation of tissues. However, experimental results on HSCs have led to the
development of a concept that allows for more flexibility, the plasticity concept.
According to this concept cells can loose and gain stem cell properties. If this
applies to all possible states of a population, the states approach a stationary
distribution which will be in general a broad distribution (Fig. 3b). In the fol-
lowing we will focus on models based on the plasticity concept.

The reversibility and stochasticity of cellular fate decisions has been studied by
Loeffler and Roeder [54]. In their models [34, 73, 74] individual cells gain and
loose stem cell properties depending on whether they localise inside or outside a
specific niche environment, respectively. Thus, the environment directs the cel-
lular fate and the reversibility of cell fate decisions is enabled by probabilistic
switches between different micro-environments. The models were successfully
applied to in vivo organisation of normal and malignant HSC populations.

However, MSC populations have been shown to expand while maintaining stem
cell properties also in a homogenous environment. For modelling these systems we
have expanded the ideas of Loeffler and Roeder by assuming that cells gain and
loose stem cell properties according to a probabilistic process whose state-specific
amplitudes are set by the environment. Within this approach cell fate decisions are
basically reversible. The assumed fluctuations are hypothesised to be generated by
intra- and extracellular noise triggering random transitions between different
regulatory network activation patterns. This assumption is supported by experi-
mental findings demonstrating that epigenetic gene silencing has a strong sto-
chastic component [70, 96]. In the following we will give a brief description of a
MSC population model that is based on this approach.

5 The Concept of Noise-Driven Differentiation

A growing body of evidence indicates that noise is not generally detrimental to
biological systems but can be employed to generate genotypic, phenotypic, and
behavioural diversity [44, 79, 80]. In particular, noise-driven solutions are
expected to prevail in cellular adaptation to variable environments. Moreover, it
has been proposed that biological systems have built-in molecular devices for
noise control [1, 3, 28]. Together with the experimental results on MSCs, reviewed
above, this has led us to suggest a model of noise-driven differentiation [37, 47],
which will be introduced in the following.

5.1 General Assumption

In the model of noise-driven differentiation, cell differentiation is defined as loss of
stem cell properties. It is quantified by a continuous state variable a that can adopt
values between 0 (full stem cell competency) and 1 (fully differentiated cell).
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Each value of a may represent a set of regulatory network activation patterns.
From the molecular point of view, a may depend on abundance and subcellular
localization of proteins and RNAs, as well as other types of signalling and met-
abolic molecules [50]. In general, cell differentiation is assumed to be reversible.

Each cell’s a -value fluctuates randomly with a state-dependent noise amplitude
r(a) (Fig. 4a). From its current a-value a cell adopts a new value a0 with a
randomization rate R which may in general depend on a. We assume R to be
constant. a0 is drawn from a Gaussian distribution p(a0|a), centred around a with
standard deviation r(a).

pða0jaÞ / expð�ða0 � aÞ2=2r2ðaÞÞ ð1Þ

The state dependence of r(a) is assumed to be determined by the environment.
We describe this dependency by:

rðaÞ ¼ r0 1� a f ðEÞ½ � � 0 ð2Þ

Here, r0 denotes the noise amplitude for stem cells, i.e. r(a = 0). f(E) is a function
describing the environmental impact. Positive fluctuation amplitudes require that
f(E) \ 1. In a simple approach it can be a constant f(E) = f0. In this case f0 \ 0
describes stem cell supporting environments and 1 [ f0 [ 0 describes differenti-
ating environments [37]. Differentiation is assumed to occur independently of cell
proliferation as found in progenitor systems [8].

In contrast, cell proliferation is assumed to be differentiation state dependent.
We assume that only cells in intermediate differentiation states with as \ a\ ad

proliferate (see Fig. 4b). For these states we assume an identical growth time s.

Fig. 3 Cell fate trajectories of individual cells according to different stem cell concepts. Cells of
a defined differentiation state were selected (t = 0) and cultivated. a Pedigree concept: The cells
loose stem cell properties due to a random process. Over time they accumulate again in a defined
but more differentiated state. b Plasticity concept: The cells loose and gain stem cell properties in
any state. The population approaches a stationary distribution over time. Solid lines denote
sketches of the distribution of cell states at different time points. Dashed lines are trajectories of
individual cells
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Stem cells (a\ as) and differentiated cells (a[ ad) do not proliferate. During the
growth process cells may frequently switch between proliferative and non-proliferative
states. This will result in an effective cell growth time larger than s.

The rate of randomization R is a model parameter that can be used for fitting
experimental data. For MSCs it has been set to about 1 update per hour for a stem
cell noise-amplitude of r0 = 0.15. Growth times are given by experimental
observed minimal cell cycles times, which is about 11 h for MSC. The choice of as

and ad is somewhat arbitrary, as there is no clear phenotype related to it. We have
chosen as = 0.15 and ad = 0.85. Details can be found in Krinner et al. [47].

A straightforward method for quantifying the population heterogeneity is to
calculate the normalised Shannon entropy from the distribution of the a states
(here for a histogram of n bins):

H ¼ �1
lnðnÞ

X
n

pðanÞ lnðpðanÞÞ ð3Þ

Figure 5 shows the dependence of H on f(E) assuming a constant f(E) = f0

between 0 and 1. H decreases with increasing f(E). However, the distribution
remains heterogeneous (close to maximum entropy) as long as f(E) gets close to 1.
These changes are much more pronounced in quiescent populations 1/s = 0
compared to proliferating populations 1/s[ 0. Thus, very efficient noise control
mechanisms are required in order to generate a homogeneous proliferating

Fig. 4 Mechanisms of noise driven MSC differentiation. a Modelling fluctuations of the
differentiation state a. Upper panel: Gaussian conditional probability function p(a0|a) for the
transition a ? a0 for a = 0.3, 0.5 and 0.7. Lower panel: A decrease of the noise amplitude r(a)
with a results in an accumulation of cells at higher values of a. b A pedigree of a differentiated,
quiescent cell (a[ ad) illustrating the model concept. After some time the cell regains
proliferative capacity (as \ a\ ad) and generates a number of progeny. Moreover, there is a non
vanishing probability of even regaining stem cell properties (a\ as)
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population. It appears that this is given under artificial in vitro conditions, as e.g.
high oxygen tension, leading to fast accumulation of cells in senescent states [101].

5.2 Exemplifying the Environmental Impact

A factor that strongly impacts MSC proliferation and differentiation is oxygen.
It has been shown that MSC-derived cell populations show higher proliferative
activity when cultured under low oxygen tension (2–5% pO2) compared to high
oxygen tension (20–21% pO2) [19, 52, 71]. Moreover, cell populations expanded
at low oxygen tension show a faster and more directed differentiation into
osteoblasts, adipocytes [35, 52] and chondrocytes [59, 97]. As shown in Fig. 5d,
our model predicts that increased proliferation increases the population hetero-
geneity. This would suggest describing the oxygen dependence in terms of the
growth rate, i.e. by assuming a higher growth rate 1/s at low oxygen tension.
However, in case of a proliferation stop, e.g. according to contact inhibition of
growth (see below), cells at 5% pO2 would acquire a senescent state as fast as at
20% pO2, which has not been observed. Thus, we decided to model the observed
effects of oxygen tension by changes of the noise-profile exclusively.

Actually, we assumed that cell adaptation to non-physiological high oxygen
tension results in decreased state fluctuations which subsequently lead to an
accumulation of cells in differentiated states. In contrast, low oxygen tension
conserves stem cell and progenitor states by enabling high amplitudes of the state
fluctuation. We described this dependency by a Hill function f(pO2/pO2

max)
approaching 0 and 1 at low and high pO2, respectively:

rðaÞ ¼ r0 1� a f pO2=pOmax
2

� �� �
with f ðXÞ ¼ Xn

Xn þ Kn
ð4Þ

The related ‘noise landscape’ is shown in Fig. 6 together with the differentia-
tion state profiles for 5% and 20% pO2. The parameters of the profiles were
obtained by reproducing the clonal growth properties at these conditions [47].
Using these distributions as input we were able to simulate the experimentally
observed impact of low oxygen expansion on subsequent differentiation in pellet
culture which appears to be a result of limited lineage plasticity of MSC
populations.

5.3 Impact of Cell2Cell Interactions (Contact Inhibition
of Growth)

The above assumptions exclusively consider intrinsic regulation of the MSC state.
The impact of cell-cell interaction has been neglected so far. However, it is well
known that MSC expansion, lineage specification and terminal differentiation
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depend or even require such interactions [93]. A well known control mechanism of
proliferation based on cell-cell interaction is contact inhibition of growth.
According to this mechanism cells that form close contacts stop proliferation.
Preventing this phenomenon by applying sophisticated culture conditions can
significantly enlarge cell culture harvest [57].

In order to consider such regulation individual cell-based models of cell
populations have been established [26, 32, 33]. In these models each individual
cell is described by a physical object that can deform, adhere to other cells or a

Fig. 5 Simulation results on noise driven MSC differentiation. a Noise-profiles with monoto-
nously increasing f(E): 0 \ f(E) = f0 \ 1 were applied. b The calculated differentiation profiles
of the MSCs demonstrate accumulation of the cells in differentiated states a [ ad. The amount of
differentiated cells increases with f0. c Equilibration of the profiles occurs on the scale of a few
days. Shown are snapshots of a fast equilibrating system with 1/s = 0 after switching f(E) from 0
to 1 (time steps Dt = 3 h). Eventually all cells accumulate in the fully differentiated state (bin:
0.95 \ a\ 1.00). Except for the first profile at 3h (+) its fraction exceeds 0.2. d The normalised
entropy of the a-distributions strongly decreases if f(E) gets close to one. For 1/s = 11 h (dark
grey) the systems equilibrate as shown in b. For 1/s = 0 (light grey) the tendency to differentiate
is more pronounced and more homogeneous populations are formed
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substrate, can move, grow and divide. Cell proliferation is modelled assuming a
two phase cell cycle where during the interphase, a cell doubles its volume by
stochastic increments and during the mitotic phase, a cell divides into two daughter
cells of equal properties. Thereby, cell shape is often approximated by a sphere
(see Fig. 7a) and the elastic deformation of a cell subject to compression by other
cells or substrate is modelled by the Hertz-Model [49]. Contact inhibition of
growth is considered by these models assuming that a cell stops growth if the sum
of contact forces on it exceeds a critical threshold value.

Simulating monoclonal expansion by applying such an individual cell-based
model one observes a specific distribution of proliferating cells within the growing
clone [26, 32], with quiescent cells located in the core and proliferating cells at the
periphery of the clone. In such simulations one can simply record the pedigree of
the clone and can calculate the spatial distribution of the different generations
throughout it. Thereby, the generation numbers are uniquely defined for all cells by
the recursion ml = mm = mk ? 1 for the daughter cells l and m of mother cell k;
i.e. m counts for the number of divisions that has been carried out until the cell was
born. The result of such a simulation is shown in Fig. 7c. One observes a heter-
ogeneous distribution with ‘younger’ cells in the core and ‘older’ cells at the
periphery. Within about 12 days differences in ‘age’ of more than ten generation
have been established.

Obviously, MSC shape is very different from being spherical-like. Considering
that the cell-cell interactions resulting in contact inhibition of growth depend on
the cell shape, the reliability of simulation results, as shown in the top row of
Fig. 7, seems to be questionable. We therefore developed a more sophisticated
model of MSCs that explicitly accounts for podia formation [38]. This approach
builds on the model assuming spherical cell bodies. In addition, cells feature podia
that generate forces for cell spreading and movement. Podia of model cells retract

Fig. 6 Noise-landscapes of MSCs in dependence of the oxygen tension. a A low oxygen
environment (5% pO2) is characterised by high noise amplitudes in all states (dashed line), while
a high oxygen environment (20% pO2) is characterised by low amplitudes in high a-states (solid
line). b, c The a-profiles of the low and high oxygen environments for s = 11 h
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prior to cell division and align to each other as is also experimentally observed in
proliferating MSCs in vitro (see Fig. 1b, [15]). In this model cell migration is
accomplished by protrusion and traction forces exerted by model podia. The
number of podia is dynamically controlled by adaptation of the probabilities of
podium generation and inactivation. The migration phenotype largely differs
between cells with only one active podium (mostly ballistic movement with ran-
dom turns) and cells with multiple active podia (mostly stretched out and resting
with random reorientation moves). Details can be found in Hoffmann et al. [38].

Simulating monoclonal growth applying this podia model one observes results
comparable to those observed in the simple model. In particular this regards the
spatial distribution of cell generations (see Fig. 7d). However, quantitative
differences can be observed depending on the choice of the model parameters,
which include parameters determining cell friction forces, podia lengths and
activation/deactivation rates as well as the parameters defining the sensitivity of
the cells to contact inhibition. Regardless of these differences the age structure
appears to be a generic feature of growing cell populations. Nevertheless, it has
been not considered in MSC model approaches so far.

Fig. 7 Formation of an age distribution within expanding MSC clones. Comparison of a simple
model assuming spherical cell shape (a, c, e) with an advanced model assuming that cells do form
multiple podia (b, d, f). a, b Cell shape of the respective model. c, d Due to active contact
inhibition the growing cells in the centre of the populations stop proliferation. Accordingly, a
gradient in generation number is formed, here indicated by colour saturation. White cells are of
generation 8, and dark blue cells of generation 22. e, f Development of the distribution of
generation numbers in a growing colony over 8 days (blue: d2, magenta: d3, cyan: d4, yellow: d5,
black: d6, orange: d7, grey: d8). While the formation of an age gradient is a generic phenomenon,
the details of the distribution of generation numbers depend on the biophysical model.
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6 The Case of Stable, Inherited Heterogeneity: MSC Ageing

In order to define age dependent properties of the MSC populations we extended
our former approach and assumed that stem cell states become de-stabilised with
‘cellular age’ resulting in an increased tendency for spontaneous differentiation.
We model this scenario assuming that the noise amplitude of a cell r(a) depends
on its generation number m. Accordingly, each individual cell is characterised by
its noise amplitude, which depends on the cell’s differentiation state a and age m:

rða;mÞ ¼ r0½1� a f ðEÞ� þ m rD½1� 2a� � 0: ð5Þ

The first term on the right hand side of Eq. 5 defines the extrinsic, environmentally
determined noise amplitude (see Eq. 2). Here, r0 denotes the noise amplitude for
initial stem cells, i.e. r(a = 0, m = 0). The second term on the right hand side
defines the effect of ageing, which is most obvious considering the noise ampli-
tudes in stem cell states r(a = 0):

rða ¼ 0Þ ¼ r0 þ mrD: ð6aÞ

This stem cell noise amplitude increases with each generation by the rate rD.
This assumption allows us to quantify the ‘age’ of a cell by its stem cell noise
amplitude r(a = 0). The noise amplitude of differentiated cells is given by:

rða ¼ 1Þ ¼ r0½1� f ðEÞ� � mrD [ 0 ð6bÞ

This amplitude decreases with m. For mRE = r0[1 - f(E)]/rD it is equal to zero.
In order to ensure that r(a = 1) [ 0, we assume that r becomes independent of m
for m [ mRE.

According to these assumptions the heterogeneity of a population can be
described by the probability distribution to find a cell of age m and in state a.
During expansion the average number of cell divisions grows, thus noise ampli-
tudes in differentiated states decrease and, consequently, cells accumulate in these
states. This effect is independent of the environment. It is determined by the ageing
rate rD. This rate determines also the age mRE of replicative senescence. Assuming
rD *2.5 9 10-3 one obtains an upper limit of mRE of about 60. This can be seen
as an upper bound to the experimental findings so far (\30 at 20% pO2, [95] and
\40 at 3% pO2, [30]).

In simulations of the model we assumed for the environmental term of the noise
amplitude:

f ðEÞ ¼ 2 ð1� rE=r0Þ; ð7Þ

where rE is the mean noise amplitude defined by the environment.
Figure 8 shows results on the simulated age-structure and population hetero-

geneity applying the age model and assuming re = r0 = 0.075. After 20 days of
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expansion a few cells of the population have nearly reached r(a = 0) = 0.15 as
assumed in the other applications. However, a large heterogeneity regarding age
has been established (7 \ m \ 28). With increasing age the cells tend to accu-
mulate more and more in differentiated, senescent states (here, a[ 0.8). This is in
nice agreement with experimental observations on ageing MSCs [45, 95].

As found in our simulation studies comparing MSCs that were expanded at high
and low oxygen tension (Sect. 5.2, [47]), these differences between young and old
cells in the distribution of the differentiation states will also manifest in differences
in their lineage specification and functional differentiation potential. Accordingly,
aged cells are characterised by a lower regenerative potential compared to young
cells. This is again in agreement with experimental findings [45, 95].

In summary the model is capable of describing experimental findings on the
environmental dependent MSC ageing. The underlying concept is general in the
sense that in vitro and in vivo ageing can be assumed to base on the same prin-
ciples. This is supported by recent experimental findings demonstrating that ageing
and replicative senescence have related effects on stem cells [94] .

7 Discussion

Grafting of MSCs is an emerging technology to repair tissues and organs of
mesenchymal origin. A prerequisite of these applications is rapid and massive
MSC expansion. This becomes obvious considering the isolation process of these
cells. Bone marrow is an important source of MSCs from where they can be easily
isolated and purified. However, only about 0.01% of nucleated bone marrow cells
carry MSC properties. Accordingly from a 20 ml aspirate usually only up to
50.000 MSCs are obtained [6]. Consequently, at least 5PDs are required in order to
obtain the 106–107 cells that are required in a typical application.

Fig. 8 Simulation results applying the ageing-model. a The observed distribution of the
generations is comparable to that observed without ageing. b Age-dependent noise profiles as set
before (red) and observed after expansion (grey). A considerable heterogeneity regarding age has
developed. c Distribution of differentiation states depending on the age. Young cells (blue,
m = 8–11) include a relevant fraction of undifferentiated cells with a\ 0.2, while most of the
old cells (black, m = 24–27) reside in a differentiation state of a[ 0.8
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While even the isolated populations are heterogeneous regarding different
functional aspects, this heterogeneity further evolves during amplification.
Thereby the actual changes depend on the details of the culture conditions which
will essentially impact the cell harvest. Thus, to understand the origin and
development of MSC heterogeneity will help to improve their cell culture con-
ditions. Moreover, it represents a basic step towards individualised therapies [31].

We here presented a mathematical approach to MSC populations which allows
considering each cell individually. Thus, the approach enables us to simulate the
changes in the population behaviour based on changes in single cells which are
assumed to depend on their particular regulatory state. Our model allows simu-
lations to closely follow standard in vitro expansion and differentiation protocols
of MSCs such that they may be viewed as experiments ‘in silico’ (on the com-
puter) and the results can directly be compared to those found from experiments.

The approach presented here assumes that noise is predominant in most cellular
states. Its essence is that MSC population structures are determined by state-
specific noise [37] forming a ‘noise landscape’, where low noise states represent
the attractor states. Cells subjected to an environment not matching their internal
state are assumed to be destabilised by a high noise amplitude. They subsequently
adapt to this environment by travelling towards low noise states. Extensions of the
proposed noise-driven approach to lineage specification and functional differen-
tiation have been described [47]. Thereby, decision making in individual cells
during these processes was linked to particular differentiation states and cell–cell
interactions. In particular, lineage specification was assumed to require sufficiently
high stemness, i.e. a values below a certain threshold. In this application MSC
ageing was not considered. However, while changing the distribution of the
differentiation states, obviously ageing will also affect the lineage specification
dynamics, with aged cells rarely or never able to switch lineage. Accordingly, we
expect also functional differentiation to be hampered.

A question not raised so far is whether there is a functional relevance of MSC
heterogeneity regarding expansion and differentiation. The observed heterogeneity
of MSCs could actually represent a functional aspect of their organisation. For
example high proliferation potential of a subpopulation could originate from
secretory properties of another subpopulation in the close neighbourhood. In a
recent study Krinner et al. analysed the expansion and differentiation properties of
single cell derived clones and compared them with the properties of their mother
clone (unpublished results). As the high expansion potential of individual clones
outcompetes that of their mother population, they were not able to provide any
evidence for a specification of subclones into fast expanding clones and expansion
supporting secretory clones.

In order to get deeper insights into MSC organisation a detailed characterisation
of the microenvironments in which MSCs reside in vivo is required. Effective
methods for screening MSC properties in complex in vitro environments have
been already developed [55, 56]. Moreover, regeneration experiments on primary
MSCs as suggested in Krinner et al. [46] will help to understand MSC adaptation
to changing environments and to identify properties that are inherited. This would
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also help to solve the question whether proliferation alone (as assumed in the
models presented) or/and adaptation to changing environments is a source of
persistent clonal differences. For this purpose FACS analysis of selected markers
should be combined with gene expression analysis as demonstrated by Chang and
co-workers [10]. Moreover, time-lapse online analysis of the expression of
stemness and differentiation markers by individual MSCs could not only provide
direct evidence for the assumptions made in the noise-driven differentiation model,
it would also delineate the emerging structure of noise-landscapes.

The proposed model is capable of explaining an entire panel of experimental
observations regarding MSC heterogeneity. However, the molecular basis of
the assumed noise-profiles and their dependence on the differentiation states, the
environment and age remain speculative. Models have been suggested that involve
e.g. Wnt-pathway activity [3]. A general model framework linking noise-landscapes
to the dynamics of regulatory networks is missing. Thus, building up multi-scale
models that bridge the current gap between the increasing amount of molecular
data and observed cellular phenotypes represents a current need in order to
improve our understanding of the heterogeneity of MSCs in vitro. Their validation
will require sophisticated experimental studies on the single cell level.
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Image-Based Cell Quality Assessment:
Modeling of Cell Morphology and Quality
for Clinical Cell Therapy

Hiroto Sasaki, Fumiko Matsuoka, Wakana Yamamoto,
Kenji Kojima, Hiroyuki Honda and Ryuji Kato

Abstract In clinical tissue engineering, both safety and effectiveness are definite
requirements that should be satisfied. Conventional cell biology techniques are
facing limitations in the quality assurance step of cell production for clinical
therapy. Image-based cell quality assessment offers a great potential, because it is
the only way to non-destructively and repeatedly assess cellular phenotypes and
irregularities. To effectively assess cell quality using the multiple parameters
derived from time course cell imaging, machine learning models, which have been
effectively used to connect biological phenomena with biological measurements in
the field of bioinformatics, are promising approaches for achieving high accuracy.
Here, we present the recent results of our successful cell quality modeling and
discuss its possibility and considerations on further application in clinical cell
therapy.

1 Introduction

In clinical tissue engineering and cell therapy, although the cell is a ‘‘live mate-
rial’’ with great variety and a highly sensitive nature, its production should be
strictly controlled for safe and effective therapy.

If cellular irregularity is overlooked, it could cause serious side-effects such as
tumorigenesis [14]. If cell yields do not fulfill the criteria on the day of the
operation, the operation has to be cancelled or the cells be used with less activity.
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If cell growth is unexpectedly slow during expansion culture, clinicians have to
waste precious time waiting for its recovery, and cannot schedule the operation.
During this process, costly consumables are wasted, and future cell behavior is
most likely unpredictable. If cellular activity (e.g., differentiation rate, cellular
growth, protein production, etc.) is disturbed by unresolved technical errors, the
therapeutic effects of the cells will not be as expected. Hence, the many unsolved
problems associated with quality assurance in clinical cell therapy should be
conquered by technological achievements.

Despite the existence of such ambiguous problems in clinical cell therapy,
conventional assay technologies in biology have not yet conquered any of these
problems. Furthermore, conventional molecular biology assay techniques are
basically incompatible with the production of cellular products, because they lack
the 4 major characteristics listed below.

The first and the most fundamental criterion is non-invasiveness. Cells for
clinical application should be as intact as possible, because the artificial manip-
ulation process itself could trigger cellular abnormalities. In addition, cells derived
from patients are usually limited, considering the limited source of cells and
reduction in the patient’s load during collection of source cells. For greater safety,
fluorescent staining or gene transfer should be avoided.

The second characteristic is exhaustiveness. In clinical cell therapy, ‘‘sampling
check’’ is a commonly used method for cell assessment. However, compared to
chemical compound production, human cells exhibit huge variances; hence, partial
sampling will not assure the quality of the cell population. Therefore, assessment
of cells used for clinical purposes should shift to ‘‘total cell assessment’’ with
technological advances.

The third property is synchronism. Given that cultured cells differ drastically
with respect to their individual mobility, duplication, senescence, differentiation,
and production activity, end-point assays are associated with high error rates.
Kinetic examination is expected to detect small irregularities in cells for moni-
toring cellular status and optimizing cell culture conditions. High error rates
together with the lack of speed limits the use of end-point assays. Most cellular
contamination checks require hours, days, or weeks. This problem forces
the patients to wait to be informed of problems in the implanted cells until after the
operation. For practical cellular assessment, ‘‘on-time’’ evaluation right before the
operation would strongly assist the doctors.

The fourth characteristic is correlation with future status. However accurate the
on-time monitoring results of conventional assays may be, they do not quantita-
tively predict the future state. Therefore, in the cell production process, planning
effective protocols to revise the current cell culture process for better production is
extremely difficult. To enable the smooth operation of clinical cell therapy, future
state prediction would facilitate the development of new clinical protocols.
Because cells are not uniform and change with time, the culturing process should
be optimized in an ongoing manner using effective ‘‘feedback information’’ with
the future results in mind. Such a feedback information loop of cell quality
information will improve the quality of the final cellular product, resulting in
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greater therapeutic effects. Furthermore, from the clinical doctors’ perspective,
proper scheduling of surgery is essential for treating more patients in a given
facility.

To satisfy all the above-listed criteria, ‘‘image-based cell quality assessment’’
offers great potential for quality assurance in cell therapy. Image-based cell quality
assessment enables non-invasive, fully exhaustive, timely, and predictive evalu-
ation of cells.

Technologies that evaluate and assess cellular activities using cell image
measurement methods are being reported [3, 4, 6, 8–11, 13, 16–24, 26]. Takagi has
widely reviewed especially the non-invasive cell-imaging technologies, and has
introduced novel technologies. The reviews strongly indicate that cellular mor-
phologies significantly correlate with cellular activities. These findings underscore
the importance of cellular morphology monitoring in traditional cell culture
methods. Many textbooks have indicated that cellular morphology is an indicator
of cell quality, and therefore, it should be carefully monitored. In many facilities
that offer clinical tissue engineering therapy, cells are maintained and controlled
during the culture process by the experts’ experienced ‘‘visual expertise.’’ Con-
sidering the successes of image-based cell assessments and the strong require-
ments in clinical cell therapy, analysis of datasets of morphological features and
biological phenomena are attractive for machine learning researchers. In recent
years, machine learning algorithms that have been widely applied in the field of
bioinformatics and systems biology (gene analysis, mRNA profile analysis, protein
data analysis, etc.) have been effectively used in image-based cellular analysis
studies [1, 5, 15]. However, as far as we recognize, studies using non-labeled
cellular images are still limited. Furthermore, applications of machine learning
algorithms to assist with cell quality assessments, especially focusing on the
requirements of cell therapy, are rare.

In this book chapter, we present some of our successful modeling results that
support the effectiveness of machine learning applications in clinical tissue engi-
neering and cell therapy.

2 Strategy of Image-Based Cell Assessment Model Construction

The construction of a model for image-based cell quality assessment comprises 4
major steps: (1) Image data collection, (2) Image processing, (3) Experimental
data collection, and (4) Modeling (Fig. 1).

In our studies, image data comprise phase contrast microscopic images, because
they represent the type of images most frequently used by cell biologists therefore
considered to contain historically-proven indicative information. For image data
collection, we use BioStation CT (Nikon Corporation, Tokyo, Japan), the fully
automated cell incubation and monitoring system for stable, periodical, and mass
time-lapse image data. For experimental data collection, we assayed the ‘‘observed
cells’’ using conventional cell biological techniques. From carefully selected
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assays, teacher signals can be obtained. There are cases where the culturing
condition itself can be used as a teacher signal. For image processing, we cus-
tomized our original image processing filters combining image analysis software
and original programs in C and R languages (Fig. 2). Briefly, the raw image was
processed to have the minimum error compared to manual cell counts after
binarization. In this process, we applied an original combination of filters that were
optimized using 26 types of human cells, including tumor cell lines and primary
cells. From the objects extracted after the binarization, we measured 9–30 mor-
phological features based on the characteristics of cells, together with multi-
collinearity examinations and interviews with cell culture experts. Statistical
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Fig. 1 Schematic illustration of image-based cell quality assessments
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Fig. 2 Schematic illustration of image processing for assessing morphological features

210 H. Sasaki et al.



measures from each morphological feature were tagged with the teacher signal
(the target prediction value determined by the experimental data collection) and
were applied as a dataset. For the modeling, we chose regression analysis models,
discriminant analysis models, clustering analysis models, or neural network-based
models, according to the complexity and quality of the teacher signal measure-
ments. Further in this chapter, we present some of our successful models.

3 Regression Analysis Model for Image-Based Cell
Quality Assessment

Regression is a modeling approach to understand the quantitative relationship
between multiple independent variables (input features) and a dependent variable
(target prediction value). During the process of constructing the regression func-
tion, users can estimate the combinational importance of various features such as
‘‘morphological features’’ in the case of image-based assessment. In other words,
users can quantitatively understand the characteristic morphological parameter
combinations that cell-culture experts unconsciously recognize and apply for their
judgements.

For the target prediction value, there are various biological parameters that require
prediction in clinical tissue engineering, such as cellular activity, cellular prolifer-
ation rate, cellular lineage, cellular differentiation rate, cellular production rate.
Among the many candidate parameters, we chose one of the essential parameters in
the cell production process, the future cell yield. The cell yield greatly affects the
scheduling of operations, because most medical facilities assure the quality of cell
therapy by defining the ‘‘cell number for injection.’’ Therefore, cell culture experts
are required to predict the operation date based on their expertise.

To replace such ambiguous cell production procedures, we sought to quantitatively
predict the future cell yield (14 days later) of clinically obtained primary human
dermal fibroblasts with multiple regression models using early cellular images (images
from 1 to 3 days culture period). Fibroblasts are the cell source for skin defect and
wrinkle medications already used in clinical cell therapy [2, 25]. The concept of the cell
yield prediction model using cellular images is illustrated in Fig. 3.

To obtain input features from cell culture images, we collected a total of
270 phase contrast microscopic images (20 9) of cultured primary dermal fibro-
blasts obtained from ten healthy volunteers (3 males, 7 females, 29–72 years old).
Informed consent was obtained according to a protocol approved by the Ethics
Committee of Nagoya University Hospital. Cells derived from passages 3 and 4 of
the primary expansion were maintained in modified Eagle’s medium (DMEM, Life
technologies, Carlsbad, CA, USA) containing 10% fetal bovine serum (FBS, Life
technologies) at 37�C in the presence of 5% CO2. All images (.bmp files),
manually obtained by three operators in this work, were processed using
MetaMorph software (Molecular Devices, LLC., Sunnyvale, CA, USA) with
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original filter sets. Briefly, the raw images were pre-processed using open-close
filters and binarized using the optimized threshold, and all objects in the image
were measured with the integrated morphometry analysis process. Image data were
pre-processed using the universal threshold optimized with 20 randomly picked
image samples. Using integrated morphometry analysis according to the manu-
factuer’s manual (http://mdc.custhelp.com/app/answers/list/c/110), the number of
objects was measured together with 22 individual morphological features in
MetaMorph, such as total area, standard area count, perimeter, width, height,
orientation, length, breadth, fiber length, fiber breadth, shape factor, elliptical form
factor, inner radius, outer radius, mean radius, equivalent radius, equivalent sphere
surface area, equivalent sphere volume, equivalent prolate volume, equivalent
oblate volume, hole area, and relative hole area. Prior to statistical analysis,
morphological data from noise objects (non-cellular objects) were automatically
removed using the original noise-reduction algorithm (image auto-wash method).
Statistics were calculated with each measured feature in five view fields from the
same well. For each feature, (a) average of day 1, (b) standard deviation of day 1,
(c) average of day 3, (d) standard deviation of day 3, (e) average ratio of the day 1,
and day 3 averages, (f) average ratio of the day 1 and day 3 standard deviations,
were calculated as input features. From a total of 184 input features, 120 features
with a CV (coefficient of variation) of \20 were used as inputs in the modeling.
Input features were selected by stepwise parameter selection in the multiple
regression model analysis using SPSS software (for Windows 11.5.1, IBM,
Armonk, NY, USA).
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Size
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(4) Multiple regression modeling
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from early cell images
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Fig. 3 Schematic illustration of the cell yield prediction model and its construction
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To obtain the teacher signal or the target prediction value, which is based on the
experimental data, three volunteers counted the partial sample of the total cell
suspension from three different wells to estimate the average cell yield after
14 days of culture, and calculated the cell growth rate as the ratio of cell yield to
the seeding cell number. The cell growth rate was used as the quantitative teacher
signal in the modeling.

Among the 120 parameters extracted from the image data, three parameters,
change rate of the standard variation of elliptical form factor (day 1–3) (P1), size
of inner radius on day 3 (P2), and cell number on day 1 (P3), were found to be the
best combination of cell morphology information for predicting future cell yield
(average squared error = 0.14). If ±0.5 error can be accepted by the medical
facility, the predict performance of this model is 87%.

The rise in prediction accuracy of models using different numbers of input
features strongly indicated that multiple feature combinations provide higher
prediction accuracy (Fig. 4a–c). As a comparison, it is interesting that other single
parameters, intentionally selected by cell culture experts, correlated poorly with
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Fig. 4 Results of prediction using cell yield prediction models. a Prediction model using 1
feature input. b Prediction model using 2 feature inputs. c Prediction model using 3 feature inputs
(the best prediction model). d Correlation plot of growth rate and 1 selected feature (cell density
on day 1). e Correlation plot of growth rate and 1 selected feature (cell growth rate (day 3/day 1).
Each plot represents 1 image dataset. Morphological features in models a b, and c were selected
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were (P1) change rate of the standard variation of elliptical form factor (day 1–3) (P2) size of
inner radius on day 3, and (P3) cell number on day 1. Morphological features in models d and
e were selected on the basis of the ‘‘feeling’’ of a cell culture expert
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cell yield. The correlation ratio of the model using increase rate of cell count was
0.50 (Fig. 4d), and the model using viable cell density after 1 day was 0.59
(Fig. 4e). These results strongly suggest that morphological feature selection
combined with not only ‘‘morphologies’’ but also ‘‘changes of morphologies’’ is
effective in image-based analysis. Since many previous image-based cell analysis
works depend on ‘‘intentionally selected’’ morphological features, our work points
out the importance of introduction of machine learning approach to construct
better models for practical usage. Cell count, one of the easiest parameter that
could be raised for cell yield prediction, was selected in the best prediction model.
However, it should be noted that cell count was the ‘‘last parameter’’ selected for
constructing the model, indicating that it only works in combination with mor-
phological information. This is also clear from the above-compared prediction
results in the model using a single parameter, ‘‘cell growth rate.’’ Together with
such combinational effects of parameters, another important finding using this
model is that the ‘‘exact period of culture’’ was quantitatively pointed out. For
example, cell count (nearly equal to cell growth) is important in the first 24 h, and
not very informative in the latter period. Such a timing definition is extremely
important for setting the image acquisition schedule, and also for defining the
prediction date in the early cell culture process.

Fibroblasts change their morphology from the sharp spindle shape to the flat
and polygonal shape when their growth activity decreases. The automatically
determined combination of morphological parameters directly correlated with this
known morphological change, indicating that the expert’s feeling could be
effectively modeled with this technique.

From the data, we arrived at three conclusions: (1) morphological cell infor-
mation is informative for cell growth prediction, (2) objectively selected param-
eters are more effective in cell growth prediction than the ones selected on the
basis of feeling, and (3) a combination of multiple parameters is more effective in
the prediction than a single parameter. It should also be noted that such quanti-
tative cell quality prediction can be further extended to cell differentiation rate
prediction [7]. Kagami et al. [7] have shown that osteogenic differentiation status
of human mesenchymal stem cells after 2 weeks of cell culture could be predicted
by the morphological features priorily.

4 Discriminant Function Model for Image-Based
Cell Quality Assessment

Discriminant function analysis is a statistical analysis to predict a categorical
dependent variable using one or more continuous or binary independent variables.
Compared to the regression analysis model, the discriminant function model
satisfies clinical cell therapy requirements for assessing ‘‘binary categorical
events.’’ This is because many events in the cell production process cannot be
quantitatively measured or measured data is usually categorized even if they could
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be measured quantitatively. For example, bacterial contamination is the most well
known risk in the cell culture process. The contamination can be measured by
colony-forming assays or quantitative polymerase chain reaction (PCR) of bac-
terial markers. However, the quantity of contamination is meaningless in a model,
because any amount of contamination should be eliminated from the process. In
such cases, a decision should be made as ‘‘yes, OK to continue’’ or ‘‘no, discard
the sample,’’ and simple discriminant function models are effective in incorpo-
rating combinational features in the binary decision with high accuracy.

For discriminant function analysis, we designed a model to detect ‘‘human
processing error’’, because from the aspect of establishing more safe cell pro-
duction process, detection of ‘‘processing error’’ is essential. Practically, we
attempted to model various types of human error that could be involved in the
culture process and considered to affect the cellular damage rate. In various
studies, we succeeded in constructing a model to detect the ‘‘error in trypsin
treatment.’’ Trypsin treatment is an essential step in subculture to digest the cel-
lular adhesion molecule and collect cells from the culture plate, although known as
a physical stress that damage cells. Some delicate cells are known to be very
sensitive to trypsin concentration, and in such cases, a very low trypsin concen-
tration is recommended. Commonly, protocol of trypsin treatment is fixed in the
medical facilities’ standard protocols. However, if the human error in diluting such
a damageable solution can be non-destructively monitored, the model can assist
the rigid protocol in the cell production process, and can reduce costly error-
monitoring process of additional manual checks. The concept of the human error
detection model using cellular images is illustrated in Fig. 5.

To obtain input features from cell culture images, we collected a total of
450 phase contrast microscopic images (109) [3 wells 9 5 fields 9 15 time points
(24–136 h, every 8 h) 9 2 treatment conditions (0.25%, 0.025%)] of primary
human gingival fibroblasts obtained from healthy volunteers (22 and 24 years old,
female and male) and cultured in DMEM (Life technologies) containing 10% FBS
(Life technologies) at 37�C in the presence of 5% CO2 by BioStaion CT(Nikon
Corporation). All images (.bmp files) were processed using MetaMorph software
(Molecular Devices) and our original programs with original filter sets, as described
for the regression analysis model. Using integrated morphometry analysis, the
number of objects was measured together with seven individual morphological
features in MetaMorph, such as total area, breadth, fiber length, fiber breadth, shape
factor, elliptical form factor, and inner radius. Prior to statistical analysis, all
morphological data of the noise objects (non-cellular objects) were automatically
removed by the original noise-reduction algorithm (image auto-wash method). The
features were averaged in 5 view fields from the same well. For each feature,
average and average change ratio were calculated for and between each time point
(24, 48, 72, and 96 h), and a total of 203 features were used as input features. In the
modeling process, input features were selected by stepwise parameter selection in
the linear discriminant analysis using SPSS software (for Windows 11.5.1).

For the target event, we intentionally designed two conditions of trypsin treatment
during cell passage: 0.25% trypsin treatment (too dense = error) and 0.025% trypsin
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treatment (normal density). When cell images were collected using the former
condition, the operation category was labeled as ERROR, and when cell images were
from the latter condition, the operation category was labeled as SAFE.

From the 203 parameters, elliptical form factor at 24 and 48 h, breadth change
between 72 h and 96 h, and fiber breadth change from 72 to 96 h were selected
(Fig. 6). Damaged fibroblasts are known to lose their sharp spindle shape mor-
phology and convert to a flat and polygonal shape; both morphological features
were considered to indicate the same ‘‘morphological pattern.’’ Interestingly, the
‘‘period of morphological change’’ was determined by this modeling. The ‘‘nar-
rowness’’ of the first 2 days was important, but the damage from the error handling
also affected the rate of morphological change during the later period (72–96 h).
The prediction accuracy was 92.9%; such ‘‘operation error’’ is impossible to detect
with conventional biological measurements.

5 Clustering Model for Image-Based Cell Quality Assessment

Clustering is a modeling approach to understand the similarity between objects by
assigning them to groups. One of the features that make clustering a useful
modeling method is that it enables ‘‘multi-class prediction.’’ Biological quality,

(2) Image data collection

Trypsin 0.025 %
      (SAFE)

Trypsin 0.25 %
    (ERROR)

Unknown 
image

SAFE
or ERROR

Length
Breadth
Size

Length
Breadth
Size

(4) Discriminant function modeling

(1) Experiment data collection 
      (SAFE or ERROR)

(3) Image 
Processing

(3) Image 
Processing

Fig. 5 Schematic illustration of the human error detection model and its construction
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which relates to cells in clinical cell therapy, is often very complicated and
ambiguous. Machine learning researchers should be aware that most cellular
qualities are too complex to define using a single value. For example, although
various biomarkers to define ‘‘stemness’’ of cells are measured, there exist various
profiles because not all the markers are completely the same in cells. Therefore,
even with the detailed profiling of biomarkers with flow cytometry analysis, cell
qualities are commonly discussed as ‘‘levels’’ or ‘‘categories.’’ There are many
more examples of such categorical definitions of cell qualities, such as cell lineage
or cell damage rate. For such cellular qualities, there is still no good single marker
to define the phenomenon quantitatively.

Among such complex quality conditions of cells, ‘‘cell-type classification’’ is a
strongly required solution in clinical cell therapy. In clinical cell therapy, a cell
source is obtained from the tissues of patients. Cells are isolated from tissues by a
process of primary culture, including enzyme digestion and explant culture process.
Because a tissue is a complex of different cell types, there is a high possibility of
incorporating ‘‘unwanted cells,’’ which are designated as ‘‘cell contamination,’’ in
the primary cell population. For example, in the dermal defect therapy using fibro-
blasts, keratinocyte contamination increases the risk of dermal cyst formation.
Similarly, in skin burn treatment, fibroblast contamination in keratinocytes causes a
risk of skin contraction. Although such cell types are clearly known, there are still
cells without good markers, such as ‘‘fibroblasts.’’ Without a clear marker protein,
fibroblasts cannot be stained or detected in the keratinocyte population. Furthermore,
if clinical doctors require detection of keratinocytes among fibroblasts, staining of
cells for keratinocyte-specific protein markers depletes precious patients’ cell
source. Therefore, ‘‘cell type classification’’ is an important challenge for image
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analysis. Considering the existence of ‘‘sub-populations’’ in both types of cells,
a multiple-grouping method, decision tree modeling, was applied. The concept of the
cell contamination evaluation model using cellular images is illustrated in Fig. 7.

To obtain input features from cell culture images, we collected a total of
270 phase contrast microscopic images (10 9) of cultured normal human dermal
fibroblasts (NHDF; KURABO, Osaka, Japan) and normal human epithelial
keratinocytes (NHEK; KURABO) grown at 37�C in the presence of 5% CO2.
NHDFs were maintained in modified Eagle’s medium (MEM, Life technologies)
with 10% FBS, and NHEKs were maintained in EpiLife-KG2 (KURABO). For
image acquisition, NHDFs were mixed with NHEK (0%/1%–30%/100%) in an
NHDF contamination model of NEHKs. A total of 1912 phase contrast micro-
scopic images (49) were acquired from five view fields per well of a six well plate
over 8 h periods for 5 days using BioStation CT (Nikon Corporation). All images
(.bmp files) were processed using MetaMorph software (Molecular Devices) and
our original program with original filter sets, as described in the prior section.
Using integrated morphometry analysis, the number of objects was measured
together with 19 individual morphological features in MetaMorph, such as total
area, hole area, relative hole area, perimeter, width, height, length, breadth, fiber
length, fiber breadth, shape factor, elliptical form factor, inner radius, outer radius,
mean radius, equivalent radius, pixel area, area, orientation. From both cell types,
totally 2,792,527 objects were measured with these morphological parameters.
In the modeling process, input features were selected by recursive partitioning and
regression tree (rpart) modeling using R statistics.

For the modeling of teacher signals in rpart, we carefully classified the cellular
morphology types of both cells, and identified nine types of objects in the image
data: (1) F_n: objects with the most typical fibroblast morphology (2) F_s: objects
with small fibroblast morphology in the process of expansion (3) F_o: objects that
represent a fusion of several overlapping fibroblasts (4) K_n: objects with the most
typical keratinocyte morphology (5) K_s: objects with small keratinocyte mor-
phology in the process of expansion (6) K_o: objects with holes after binarization,
indicating the halo in the middle of cell (commonly caused by hill-top structure of
cells) (7) K_c: objects with a ‘‘C’’ shape, indicating that the halo is relatively large
in cell area (8) n_s; tiny non-cellular objects (9) n_l: long, but tiny non-cellular
objects (Fig. 8). Groups 8 and 9 represented the common noise found in both cell
types. From the modeling, we chose 100 objects from the total cells which fit to
each cluster from 100% fibroblast and 100% keratinocyte images, constructed a
decision tree model by tenfold cross validation, and examined the accuracy of the

Fig. 7 Schematic illustration of the cell contamination evaluation model and its construction.
a Schematic illustration of decision tree model for cell morphology modeling. Combination of
morphological parameters (left) could be determined using decision tree (right). b Practical
scheme for constructing cell contamination evaluation model. Model can be constructed by single
cell type culture images if all cell objects could be effectively extracted from the image data.
From the unknown image of co-cultured cells, fibroblasts mixed in keratinocytes in this case, the
constructed model can predict the contamination rate

b
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model for predicting the percentage of contamination of fibroblasts in keratino-
cytes by using only the analysis of objects from the mixed culture images.

From the clustering, nine groups of morphologically different objects found in
the two cell types could be assigned to 9-clusters with high accuracy (Fig. 9). And
surprisingly, although the nine-cluster model was originally constructed from the
objects in 100% single cell-type images, this model succeeded in predicting
cellular objects in images of co-culture (13 samples with different mixed
percentages ranging from 1 to 30% fibroblast contamination in keratinocytes) with
an accuracy of 93% (±5%). This prediction performance of non-labeling image
cytometry is extremely high, and it should be noted that this cytometry was
performed with non-stained cellular images.

The process of the decision tree modeling, i.e., the clustering with teacher
signals, should provide important insights into the problem of cell classification.
For cell classification, one should realize that cells are swinging between two
phases of different morphologies. One is the characteristic morphology of the cell
type, and the other is the round and small morphology, which is identical between
all the cell types. This round and small morphology may indicate ‘‘cells before
division’’ or ‘‘cells beginning to apoptose’’ or ‘‘cells in migration.’’ With this
common morphology, the classification of ‘‘individual cells’’ is extremely difficult.
Because with the case of cells, a certain common population of objects will share
exact same morphologies, and become the noise in the modeling process. The
existence of such a population was very clear when we first attempted to classify
the two cell types by using discrimination analysis (Fig. 10). Figure 10 shows that
there is an ‘‘indiscriminative’’ population within each cell type. We found that
such an ‘‘overlapping’’ population can be reduced by defining the ‘‘true-negative
noise objects common to both cell types,’’ which is represented by groups 8 and 9
in the above-mentioned criteria (Fig. 9). However, such noise reduction alone
could not completely improve the prediction accuracy, because of the presence of
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Fig. 8 Object grouping for effective decision tree construction
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another ‘‘sub-population of objects’’ which has similar morphology and disrupts
the classification accuracy. Such sub-populations are individually assigned in the
decision tree model; therefore, it provided the highest accuracy in classifying the
two cell types at the single cell level.

6 Discussion

Although some reports have described a connection between ‘‘morphology’’ and
‘‘cell quality,’’ few reports focus on the practical tasks and problems associated with
clinical cell therapy or demonstrate the effectiveness of various machine learning
model approaches. Therefore, in this chapter, we have reviewed some of our
successful studies on image-based bioinformatics modeling in clinical cell therapy.

Image-based cell assessment is gaining popularity along with the advances in
‘‘imaging equipment’’ and ‘‘high content analysis software.’’ Indeed, machine
learning approaches are important for the analysis of ‘‘multi-variant data mea-
surements’’ together with ‘‘biological complex phenomena.’’ Bioinformatics,
widely applied in the research fields of DNA microarray, SNP typing, and pro-
teome data mining, has been the leading application in the field of machine
learning algorithms. Image-based data analysis may be the next frontier.
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However, many important points have been neglected in the recent image-based
biological analyses. Although machine learning approaches offer strong prediction
performances, analysts should be aware of the problems arising from the combi-
nation of ‘‘nature of image data’’ and ‘‘nature of cells.’’

First, cellular image data has a much higher bias compared to mRNA and protein
data. This is because mRNA and proteins are total molecules summed within all the
cells in one vessel, whereas image data biases depend on where and by whom the
cells are observed. Typically, cells grow locally in culture dishes, and migrate toward
empty spaces. Thus, if cells are not uniformly seeded, the cell number and migration
rates differ greatly between images. Furthermore, analysts should be aware that most
cellular images from cell biologists are taken from the researchers’ favorite ‘‘view
field’’ with favorite ‘‘focus and lighting.’’ Therefore, if images are not acquired
randomly or scheduled by automated machinery, random selection of images from
the ‘‘researcher’s image library’’ already has a huge bias.

Second, due to the nature of cells, cellular images always contain a certain
percentage of ‘‘common features.’’ This is because every cell type exhibits the
same round and small morphology when the cells are ‘‘dead,’’ ‘‘proliferating,’’ or
‘‘rapidly migrating.’’ In addition, cell-derived debris increases on the surface of the
culture plate during the culture process. Such a ‘‘common sub-population,’’ which
contributes to fatal noise in machine learning algorithms, drastically lowers model
accuracy. Therefore, the objects in cellular images have to be effectively filtered or
classified by detailed observation and statistical analysis of the cell populations
before model construction. We also have to consider the fact that primary cells
sometimes contain ‘‘different cell types,’’ although they are usually overlooked.

Third, the cell variation is huge between cell lines, cell passages, and cell
origins. Therefore, the variation arising from the source of cellular images is also
extremely important. In our experience, such variation is extremely large; there-
fore, the quantity of images should be large enough to provide enough cell
numbers to minimize the standard deviation. Such quantity and variation in cel-
lular images are commonly neglected, mostly because of the cost and labor
involved in the experiment. For effective machine learning, sufficient data for
cross-validation is required; therefore, the experimental design for image acqui-
sition is extremely important.

Fourth, cellular image processing is commonly completely dependent on the
researcher’s feeling. In most cases, binarization is processed with ‘‘a threshold.’’
However, this threshold is commonly decided by some value ‘‘considered OK by
the researcher after evaluating fewer than 20 images.’’ Such a threshold is rarely
‘‘thoroughly scanned,’’ because such a function is lacking in most cellular image
analysis software. Therefore, most cellular images are processed individually and
differently with a ‘‘feeling-based threshold,’’ or processed by a single threshold
that is ‘‘roughly decided.’’ Therefore, a high bias is inherent in image processing
when image data are processed into numerical data.

To reduce these four major biases, we applied original solutions before analysis. (i)
Image bias: we used an original seeding device for equal cell seeding, and acquired
more than 400 images per condition, including different view fields, wells, and time-
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points. We also used a fully auto-scheduled and auto-focusing image acquisition
system, BioStation CT (Nikon corporation) to minimize the image acquisition bias.
(ii) Population bias: we have shown that population bias can be classified using decision
tree models, too. We also remove the ‘‘common population’’ before analysis by using
our original noise-reduction algorithm. (iii) Cell and culture bias: we routinely used
three or more lots or passages of cells in every experiment. We also set image acqui-
sition periods of less than 8 h to obtain more information during the average doubling
time. (iv) Processing bias: we optimized the universal threshold by examining the
threshold ranges of randomly picked images from 5 to 10 cell lines at different time-
points for the best threshold that resulted in minimum error in the cell count. We also
strongly recommend using pattern matching algorithms to recognize objects in the
image, such as the software ‘‘CL-Quant (Nikon Corporation).

To assist clinical cell therapy with such machine learning models combined with
image analysis, ‘‘what to predict’’ should be carefully researched. There are strong
expectations and requirements in clinical cell therapy toward non-invasive cell quality
assessments. A large number of ‘‘qualities’’ and ‘‘events’’ are expected to be predicted
in the clinical setting. However, to build a prediction model, the teacher signal should
be carefully selected and defined. For example, beta galactosidase activity is a
biological marker of cellular senescence [12]. However, the efficiency of beta galac-
tosidase detection in a single stained image is actually very low. It may correlate with
senescence when the data are averaged in ‘‘1 well,’’ but not in ‘‘images that do not cover
all the wells.’’ In such cases, differences in detection power exist between biological
assays and image detection. Without knowing the detection power of the target event,
inconsiderate modeling and data acquisition will result in no harvest. Moreover, there
are some cases where a ‘‘1 marker measurement’’ is not sufficient for definition. For
example, in the case of defining stemness of cells, the single marker staining result
would not produce the expected stemness prediction model.

Additionally, the ‘‘acceptable accruracy’’ of model should be also carefully dis-
cussed by the users of these machine-learning models for cell quality evaluations.
The accuracy should also be carefully checked with the aspect of consistency and
reproducibility. In many cases, the non-labeling and real-time estimation of cell
quality are difficult to compare its performance with conventional methods, because
the image-based cell quality assessment has uncomparable advantage features.
However, such comparison difficulty never means that conventional assay can be
eliminated. The acceptable accuracy of models should be defined by each medical
facility with their specific verification data, and should be used only to reduce the
excessiveness and unstableness in the conventional cell production process.

7 Conclusion

Machine learning modeling algorithms have great potential in image-based cell
quality assessments. Based on the selection of appropriate models with sufficient
quantities of images for predicting target events, our results suggest a potential of
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non-labeled and real-time assessment of cellular quality strongly required in the
present industrialization era of tissue engineering and regenerative medicine. Our
results, most of them are newly presented in this chapter, indicate that quantitative
prediction, categorical prediction, and multi-categorical classification can be
achieved with high accuracy.

Like the other machine learning models in different research fields, robustness
should be repeatedly examined to build universally effective cell quality prediction
models. We are conducting further investigations to determine the extent of
cellular variations to build a practically useful model.

We strongly expect that the feedback loop of advances and improvements in
biology and computational technology will advance this field of cell assessment
with bioinformatics machine learning models.
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Part II
Computational Tools For Process Design



Continuum Modelling of In Vitro Tissue
Engineering: A Review

RD O’Dea, HM Byrne and SL Waters

Abstract By providing replacements for damaged tissues and organs, in vitro tissue
engineering has the potential to become a viable alternative to donor-provided organ
transplant, which is increasingly hampered by a shortage of available tissue. The
complexity of the myriad biophysical and biochemical processes that together
regulate tissue growth renders almost impossible understanding by experimental
investigation alone. Mathematical modelling applied to tissue engineering repre-
sents a powerful tool with which to investigate how the different underlying pro-
cesses interact to produce functional tissues for implantation. The aim of this review
is to demonstrate how a combination of mathematical modelling, analysis and in
silico computation, undertaken in collaboration with experimental studies, may lead
to significant advances in our understanding of the fundamental processes that
regulate biological tissue growth and the optimal design of in vitro methods for
generating replacement tissues that are fully functional. With this in mind, we
review the state-of-the-art in theoretical research in the field of in vitro tissue
engineering, concentrating on continuum modelling of cell culture in bioreactor
systems and with particular emphasis on the generation of new tissues from cells
seeded on porous scaffolds. We highlight the advantages and limitations of different
mathematical modelling approaches that can be used to study aspects of cell
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population growth. We also discuss future mathematical and computational chal-
lenges and interesting open questions.

1 Introduction

The interdisciplinary field of tissue engineering is emerging as a valuable tool in
the quest for viable clinical solutions to health problems associated with tissue
damage, degeneration and failure. Currently, the most successful surgical
approaches involve the implantation of tissue grafts, or entire replacement organs,
taken from suitable donors. Due in part to greater longevity in society (Palferman
2003), there is a chronic shortage of donor tissue. For example, in the UK during
2009/2010 552 patients died while awaiting transplants, and at 31 March 2010,
there were approximately 8000 NHS patients registered for organ transplant
(Johnson 2010). Furthermore, engineered tissues with the correct in vivo properties
have applications in toxicology screening and drug testing. While therapeutic
tissue engineering has the potential to address the issue of donor tissue shortage,
this field remains in its infancy, since tissue growth is exceedingly complex, being
regulated by an enormous variety of processes, from intracellular transduction
pathways to tissue-level mechanics. Understanding these mechanisms is crucial to
the development of reliable methods for engineering viable replacement tissue;
mathematical analyses can provide fundamental insight into these mechanisms. In
addition, collaboration between experimental and theoretical researchers enables
in silico testing of experimental protocols (thereby reducing experimental cost)
and stimulates the generation of model-driven experimentally-testable hypotheses.
In this way, mathematical modelling can provide a key scientific tool with which
to improve tissue engineering approaches.

In this chapter, we review the contribution of mathematical modelling to the
understanding of tissue growth processes. We focus on continuum approaches
which consider the influence of cells’ biochemical and biophysical environment on
tissue growth. Before surveying such theoretical analyses (Sects. 3.1–3.3), it is
instructive to consider the key biological considerations in more detail.

1.1 Tissue Engineering

Broadly speaking, there are two distinct approaches to tissue engineering: in vivo
and in vitro tissue engineering. The latter involves growing replacement tissue in
the laboratory for implantation into patients. A common in vitro method involves
seeding porous scaffolds with cells of the desired tissue type. After a period of
incubation, during which the cells proliferate and colonise the scaffold, the
resulting tissue construct is implanted into a patient. In contrast, in vivo tissue
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engineering involves implanting (e.g.) degradable scaffolds or gels loaded with
cells directly into the body. In each case, degradation of these artificial supporting
structures and their replacement by extracellular materials—such as collagen and
proteoglycans (Freed et al. 1994; Hutmacher 2000)—leads to eventual tissue
repair. In vivo tissue engineering uses the human body as a natural bioreactor, the
perceived advantage being that the human body offers the correct physical and
biochemical cues to enable creation of functional, viable tissue. However, the
mechanisms by which these cues are employed by the cells are not well under-
stood; a thorough review of in vivo tissue engineering considerations is given by
Zdrahala and Zdrahala (1999). In what follows, we concentrate on in vitro tissue
engineering, where tissue growth occurs under closely monitored and controlled
environmental and operating conditions.

1.1.1 Cell Populations

The tissue engineering concepts outlined above are conceptually straightforward;
however, in practice many barriers remain to be overcome. Fundamental problems
include stimulating sufficient cellular proliferation to colonise the scaffold and
preventing dedifferentiation of the seeded cell population. An approach mitigating
the former problem involves using tissue precursor cells or multipotent stem cells,
which have high proliferative capacity and can be induced to differentiate to a
number of different cell types (Risbud and Sittinger 2002). The literature regarding
the use of stem cells in tissue engineering and, for instance, the methods by which
they can be induced to differentiate along different cell lines is extensive; a good
introduction is given by Salgado et al. (2004) and references therein. We choose not
to review this literature here, preferring to focus on continuum modelling of bio-
chemical (and biophysical) aspects of tissue growth; implicit in the mathematical
models that we analyse are the assumptions that, on the timescale of interest, the cell
population has sufficient proliferative capacity to colonise the scaffold.

The mechanical forces that cells experience affect their differentiation, prolif-
eration, orientation, gene activity and a host of other activities; indeed, as we
indicate below, culturing cells in an in vivo-like mechanical environment can
maintain differentiated function of the seeded cells. The stimuli are integrated into
the cellular response via a process known as mechanotransduction. The mechan-
ical environment of the tissue comprises both internally generated and externally
applied forces. Internally generated forces may include active forces generated by
cells during movement and adhesion, or residual stresses brought about by tissue
growth and remodelling; the presence of such stresses has been observed in a
variety of soft tissues (examples include arterial and venous tissue, myocardium
and the trachea) and, in many cases, is crucial to their correct function. For
example, residual stresses act to minimise the peak stress across the depth of the
arterial wall (Chuong and Fung 1986) and are involved in wall remodelling (Fung
1991). Externally applied loads that act in vivo include macroscale forces due to
movement and muscle contraction, and shear stress induced by fluid flow. Such
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forces are known to be important in the correct functioning of various tissues;
placing patients with broken limbs under traction to prevent incorrect bone repair
or misshapen bones is a simple example of this phenomenon that has been prac-
tised in hospitals for many years. Furthermore, flow-mediated shear stress has been
shown to effect the culture of a variety of mechanosensitive cell types such as
bone, cartilage, muscle, liver and blood vessels. For example, many studies have
shown how stimulation via fluid shear stress enhances extracellular matrix for-
mation (Bakker et al. 2004a; Klein-Nulend et al. 1995b; You et al. 2000).

Many studies have investigated the influence of the mechanical environment on
cells’ phenotype. For example, the response of osteocytes to mechanical loading
has been investigated by Klein-Nulend et al. (1995b) and Bakker et al. (2004a). It
is generally accepted that these terminally-differentiated human cells are the most
mechanosensitive in bone and that they direct the formation and resorption of bone
tissue at the microscopic level (Noble and Reeve 2000). Osteocytes have several
thin processes which extend into the porous structure of bone and respond to
interstitial fluid flows which exist in bone under loading. In this way, bone
remodelling can be directed by physiological loading, despite the small strains
allowed by the stiff calcified matrix.

Due in part to its avascular nature, cartilaginous tissue is notorious for its poor
capacity to self repair and much experimental work has concentrated on devel-
oping suitable implants. Experimental studies (reviewed in Urban 1994) indicate
that, under physiological conditions, moderate levels of mechanical stress regulate
cartilage cell (chondrocyte) metabolism and ensure maintenance of extra-cellular
matrix (ECM) integrity. Further, these processes are profoundly influenced by
mechanical compression and hydrostatic pressure, such stimulation leading to
accelerated chondrocyte growth and ECM synthesis, depending upon its regime of
application (e.g. loading magnitude or, in the case of cyclic loading, frequency).

Another important area of tissue engineering is the culture of sheets of kerat-
inocytes, which are used as replacement epithelium in a host of clinical settings
(notably wound closure and/or skin grafts for severe burns). Mechanical strain is
known to influence the proliferation rate of keratinocytes and activate them to
express keratin, the constituent of intermediate filaments expressed specifically in
keratinocytes (Yano et al. 2004).

1.1.2 Artificial Scaffolds

As indicated above, in vitro tissue engineering often involves seeding a porous
scaffold with cells, to create a ‘tissue construct’. The properties of the scaffold are
therefore of central importance to the success of this approach.

As the ultimate aim is the in vivo implantation of the scaffold, the first require-
ment is that it is compatible with the host tissue, and does not elicit an immune
response (Salgado et al. 2004). Furthermore, the scaffold acts as a surrogate for the
significant amount of acellular material that is present in living tissue and defines its
mechanical properties (for instance the collagen and elastin fibres present in ECM,
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or the calcium hydroxyapatite which lends bone tissue its rigidity). The scaffold
material must, therefore, be chosen so that its mechanical integrity is maintained
under physiological conditions, a factor of especial importance when the construct is
load-bearing (as is the case for bone or cartilage implants). Additionally, since tissue
repair is effected by the replacement of artificial scaffolds by extracellular materials,
ensuring that the rates of nascent tissue growth and scaffold degradation (e.g. due to
hydrolysis) are appropriately matched is crucial in maintaining the mechanical
integrity of the construct. Lastly, porous scaffolds with a highly porous, intercon-
nected structure are required to encourage cell penetration, vascularisation of the
construct from surrounding tissue (in vivo) and efficient mass transfer of nutrients
and waste products. There is, therefore, a trade-off between mechanical loading and
mass transfer considerations in scaffold design.

Topographical and biochemical characteristics of the supporting scaffold can be used to
enhance cell-scaffold adherence (crucial in most cells’ growth), and to direct cell move-
ment or differentiation (Weiss 1945; Salgado et al. 2004); for example, scaffolds may be
engineered to deliver growth factors or DNA (Sipe 2002), or to contain specific cellular
recognition molecules (Freed and Vunjak-Novakovic 1998). The suitability of a wide
range of materials for tissue engineering has been investigated; examples include
hydroxyapatite, poly(a-hydroxyesters), and natural polymers such as collagen and
chitin. Poly(a-hydroxyesters) comprise a range of materials, including widely used
polymers such as poly(lactide-co-glycolide)(PLGA), poly(glycolic acid) and
poly(L-lactic acid). A comprehensive discussion of scaffolds for bone and cartilage
tissue engineering applications is given by Hutmacher (2000); more general treat-
ments are given by Atala et al. (1997) and Hollister (2005).

1.1.3 Bioreactor Systems

In a tissue engineering context, a bioreactor may be viewed as a cell culture
system, in which biochemical and/or biophysical processes are closely monitored
and controlled. For the reasons described above, many in vitro culture systems aim
to mimic the in vivo environment; bespoke bioreactors are therefore required to
provide the appropriate biochemical and biophysical conditions for individual
tissue engineering applications. Specific examples of bioreactor types, which we
investigate in more detail in later sections, are described below; reviews of bio-
reactor designs for specific applications are given by Martin et al. (2004), Cartmell
and El Haj (2005), Eibl and Eibl (2009).

For the purposes of this review, it is convenient to classify cell culture tech-
niques into two distinct groups, termed static and dynamic culture, respectively.
Static culture refers to the simplest scenario in which mass transfer of (e.g.)
nutrients or waste products through the culture is effected by diffusion; dynamic
culture encompasses a range of bioreactor systems, designed to improve mass
transfer to the cell population and/or to provide mechanical stimulation. Typically,
enhanced mass transfer is effected via advection of nutrients and waste products by
an imposed flow of culture medium (two strategies for achieving this are discussed
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below); mechanical stimulation of cells may be restricted to the influence of such a
flow, or by additional cell stimulation strategies. We pause to remark that the
operating parameters (e.g. flow rate) of the majority of dynamic culture systems do
not change during the cell culture period, or are manually adjusted. Butler et al.
(2009) highlight the need for the development of bioreactor systems which reg-
ulate automatically the biochemical and biophysical environment to accommodate
the evolving requirements of the developing tissue.

The simplest example of a static culture bioreactor is a petri dish. Here, cells are
grown in a monolayer to confluence. A weakness of this approach is rapid cell de-
differentiation and loss of phenotype due to the absence of a three-dimensional
architecture (Lin and Chang 2008). Cell populations cultured as three-dimensional
multicellular spheroids (via culture in a non-adhesive environment) aim to address
this by maximising cell-cell contacts, and have been found to positively affect
tissue functionality (Riccalton-Banks et al. 2003). However, since the transport of
nutrients and waste products is by diffusion only, scale-up to produce tissue of a
size appropriate for implant results in the formation of constructs with a viable,
proliferating periphery but a necrotic core (Cartmell and El Haj 2005). Bioreactors
which employ dynamic culture conditions aim to mitigate the effects of diffusion-
limited transport. Two such systems are described below.

Rotating wall bioreactors comprise a cylindrical vessel of circular cross-section
rotating about its longitudinal axis with constant angular speed (see Fig. 1a).
While specific designs vary, key parameters with which to vary the culture
environment include: (i) rotation speed, (ii) bioreactor aspect ratio and (iii) bio-
reactor orientation. See Hammond and Hammond (2001) for more details of
rotating-wall bioreactors. The system can be used as a suspension culture method,
in which an initial cell suspension spontaneously self-assembles to form 3D
spheroids (Lappa 2003); alternatively, a porous scaffold can be added, either pre-
seeded, or to which the suspended cells adhere. A wide range of cell types have
been cultured in this bioreactor system. Representative examples include human
breast carcinoma cells cultured in suspension to produce in vivo-like nodules
suitable for in vitro drug screening [experimental investigation discussed in
Sawyer et al. (2007) and Waters et al. (2006)], and osteoblasts seeded on porous
scaffolds (Yu et al. 2004).

Commonly, the longitudinal axis of the vessel is oriented horizontally and the
rotation speed is chosen such that the upward hydrodynamic force balances the
downward gravitational force and the spheroid or scaffolds contained within exist
in a state of perpetual free-fall. This is thought to provide an optimal environment
for tissue engineering applications, since the relative motion between the culture
medium and tissue construct ensures that the culture medium remains mixed,
aiding mass transport, while the shear stresses experienced by the cells can be
controlled (Martin et al. 2004; Waters et al. 2006).

An alternative approach is to directly perfuse a cell-seeded scaffold with culture
medium via a pump. By confining the scaffold such that culture medium is driven
through its interconnected pores (perfusion bioreactor), rather than around the
periphery (perfusion chamber), mass transfer limitations throughout the tissue
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construct are reduced. In the rotating wall bioreactor, the rotation speed determines
the mechanical environment of the cells (and the mass transfer characteristics of
the system); here, the fluid shear stress experienced by the cells may be controlled
by varying the perfusion rate. Indeed this type of bioreactor is frequently employed
in the generation of bone tissue constructs, due to the sensitivity of such cells to
stimulation by fluid shear stress (McCoy and O’Brien 2010). A modified perfusion
bioreactor system is employed by El-Haj et al. (1990), in which cells seeded in a
porous scaffold are subjected to perfusion with media and direct compression
using a piston. This system is illustrated in Fig. 1b.

The above bioreactors provide convenient model systems with which to
investigate aspects of tissue growth modelling relevant to tissue engineering
applications. Outstanding problems that need to be addressed in order to optimise
the culture environment in these bioreactors include the following

1. How can diffusion-limited mass-transfer limitations be overcome?
2. How do the culture medium, cells and scaffold and other extracellular materials

interact to produce a viable tissue construct?
3. What influence does the mechanical stimulation and biochemical environment

provided by the bioreactor have on tissue growth?

The models that we review in the remainder of this chapter illustrate how
mathematical models can be used to address these questions and, in so doing,
improve the efficiency of cell culture systems.

(a) (b)

Fig. 1 a A rotating bioreactor system comprising a cylindrical vessel of diameter L and depth h
rotating about its longitudinal axis, which contains a porous cell-seeded scaffold immersed in
culture medium. Upper figure is a face-on view of the bioreactor. Lower figure is a side view
showing the small gaps between the scaffold and the bioreactor walls. b The perfusion/
compression bioreactor system of El-Haj et al. (1990), comprising a cell-seeded scaffold
contained within a cylindrical vessel and constrained by a perforated piston, through which
culture medium is perfused via a peristaltic pump. The perforations in the face of the piston
allows simultaneous perfusion and compression of the scaffold
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2 Mathematical Modelling Approaches

As outlined above, it is clear that a wide variety of factors influences the formation
of tissue, and considerable effort has been invested in elucidating the mechanisms
by which cells experience and respond to these stimuli. The bioreactor system
employed is specific to the tissue engineering application under consideration, and
generates its own unique biochemical and biomechanical environment, tailored to
the growth of a particular tissue. Such variety necessitates a range of versatile
mathematical modelling approaches, reflecting the environment of the cells and
the experimental questions being posed. Such theoretical models can be used to
predict the flow and nutrient transport characteristics within a specific bioreactor
system, and in particular to determine local information about nutrient and shear
stress fields that is not straightforward (or even possible) to obtain experimentally.
The resulting models may be validated against measurable experimental data, such
as perfusion flow rate, outlet nutrient concentration, and then exploited to reveal
details of the mechanical and nutrient fields within the bioreactor system. Once
validated, the model can then be used to predict the outcome of a particular
experimental scenario (limiting the need for numerous and expensive bioreactor
experiments, potentially saving time and resources) and to optimise the bioreactor
operating conditions.

We focus our review on the use of multiphase modelling to describe biological
tissues, and present a brief overview in Sect. 2.1 below. We conclude this section
with a short description of alternative modelling approaches, before describing in
detail models specific for bioreactor systems in Sect. 3.

2.1 Multiphase Modelling

Biological tissue is a composite material, comprising a wide variety of interacting
constituents, including, for example, a large number of different cell types, their
associated ECM and other deposited materials, and interstitial fluid. Multiphase, or
mixture theory, models provide a natural continuum framework within which to
investigate such interactions. These models are based upon the idea that tissues
may be represented by a mixture of continua, which are able to occupy the same
region of space; interactions between the different ‘phases’ are specified via mass
and force balance equations, together with appropriate constitutive relations, the
choice of which allows a wide variety of physical systems to be modelled. This
methodology also reflects the idea that, as composite materials, tissue properties
are reflected by the relative volume fractions (and properties) of their constituents
(Trelstad and Silver 1981); changes in tissue composition occur via processes such
as mitosis, apoptosis, necrosis, (de-)differentiation and ECM production.

Since the study of (Treusdell and Noll 1960), an enormous number of studies
have been dedicated to formulating a rigorous framework of conservation laws for
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mixtures of interacting continua (Bowen 1976; Marle 1982; Passman and Nunziato
1984; Whitaker 2000; Kolev 2002; Ateshian 2007). Such approaches have been
used widely to model biological tissue mechanics (Mow et al. 1980; Lai et al.
1991) and, more recently, tissue growth and remodelling (Please and McElwain
1998; Please et al. 1999; Landman and Please 2001; Preziosi and Tosin 2009;
Ambrosi et al. 2010). Since the aim of this review is to highlight modelling
approaches and challenges, we do not provide a historical perspective of multi-
phase modelling approaches, nor do we present a comprehensive derivation of
relevant multiphase equations; it is markworthy, however, that although by defi-
nition such a multiphase continuum approach does not account for the precise
microscopic detail of (for example) cell–cell interactions, the averaging process
involved in deriving models of this type ensures that terms present in the model
equations arise from appropriate microscopic considerations (see, e.g. Drew 1983).
In Sect. 3, we provide some example studies which highlight modelling issues in
tissue engineering and mixture theory approaches with which to investigate them.
We remark that in many cases, modelling tumour growth was the original focus of
these studies; the formulations are, nevertheless, relevant to tissue engineering
applications.

As indicated above, the basis of these multiphase models is a set of conser-
vation equations, governing mass and momentum transfer between the constituent
phases. For a system comprising n incompressible phases, if inertial effects and
body forces are negligible, then the equations governing the ith phase (with density
qi, volume fraction hi, velocity ui and stress tensor ri) may be expressed:

qi
ohi

ot
þr � ðhiuiÞ

� �
¼ Si ; ð1Þ

r � hirið Þ þ
X
j 6¼i

Fij ¼ 0 ; ð2Þ

where t denotes time, r is the spatial gradient operator, Si is the net rate of mass
transfer into the ith phase and Fij denotes the force acting on phase i as a result of
interactions with phase j. We note that in some cases, flow in bioreactors is
modelled by the full Navier–Stokes equation, in which case, inertial terms are
retained in Eq. (2).

Within the multiphase modelling context, assumptions can be made that sim-
plify the resulting systems of equations. For example, one approach is to assume
that the cells occupy no volume, and therefore have no effect on the fluid flow.
When determining the mechanical load that the flow exerts on the cells, it is
assumed that the shear stress exerted on the substrate will be that experienced by
the adherent cells; nutrient transport is incorporated by considering cells to be
sinks or sources of metabolites or waste products. In some cases, such flow and
transport problems require equations for the flow of nutrient-rich culture medium
surrounding a porous scaffold to be coupled to those describing the flow within
the scaffold. These equations are linked by specifying boundary conditions at the
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interface between the single-phase flow domain (the surrounding fluid) and the
multiphase flow domain (the porous scaffold in which both scaffold and fluid
volume fractions must be considered). For example, Navier–Stokes equations may
be used to describe the surrounding fluid via

r � u ¼ 0;
ou

ot
þ u � ru ¼ � 1

q
rpþ mr2u ð3Þ

where u is fluid velocity, p is fluid pressure, q is the fluid density and m is the
kinematic viscosity. The flow within the porous scaffold may be described by
Darcy’s law

r � u ¼ 0; u ¼ k

l
rp; ð4Þ

where k is the permeability of the porous medium and l is the dynamic viscosity.
Alternatively, the Brinkman equations may be used:

r � u ¼ 0; u ¼ k

l
rp� kr2u: ð5Þ

In Eqs. (4) and (5) the Darcy flux u is the fluid velocity weighted by the scaffold
porosity.

Both the Darcy and Brinkman equations are examples of multiphase models
that may be obtained from Eqs. (1) and (2) via appropriate choices of constitutive
laws. Models of this type are reviewed in Sect. 3.2. A key aspect of the macroscale
Darcy and Brinkman models is that the microscale properties are captured via a
parameter at the macroscale, for example, the scaffold permeability, without the
need for detailed knowledge of the pore geometry, information that is expensive to
obtain, and moreover, changes from one scaffold to another. Furthermore, if details
of the pore geometry are known, they can be incorporated into an expressions for
the permeability, for example via homogenisation techniques (Shipley et al. 2009).

An alternative to the above macroscale approach when considering flow and
nutrient transport problems is to consider a microscale one in which the fluid flow
within the interconnected pores is solved using Navier–Stokes equations. Such a
method, especially when complemented with imaging techniques such as l-CT
that provide detailed information about the geometry and the microstructure of the
porous scaffold, is a powerful tool for the full characterisation of the 3D flow fields
and stresses within dynamic culture systems. However, this can be computation-
ally intensive, and requires a simulation to be run for every scaffold architecture.
Examples of such studies are reviewed in Sect. 3.2.

As an alternative to assuming that the cells occupy no volume, they may be
assumed to occupy volume, but that their interaction with the flow can be
neglected (so that the role of any culture medium in the system is simply to
provide a supply of nutrients to the cells). Such models, which are particularly
appropriate for static culture systems where the transport of nutrients and
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metabolites is by diffusion, are reviewed in Sect. 3.1. Finally, in some applications,
detailed information regarding culture medium flow and cell population dynamics
is required; here it is necessary to consider explicitly the cells as a separate phase
(with their own volume fraction, local velocity, and so on), and to consider their
interaction with the surrounding fluid flow. Examples of models using this
approach are given in Sect. 3.3.

2.1.1 Mathematical Reduction

When adopting a multiphase approach (and the various modelling simplifications)
the resulting continuum models comprise coupled partial differential equations
(PDEs). However, their solution may be computationally intensive and may not
reveal details of the mechanisms underlying observed tissue growth phenomena.
An alternative approach is to exploit the typically disparate length- and time-scales
inherent in these systems: for example, the bioreactor may be long and thin, or the
timescale for cell growth may be long compared to that for diffusion of solutes. In
the former case, the spatial dependence of the problem may be reduced, in the
latter, quasi-steady assumptions may be made. Alternatively, the magnitude of
problem specific parameters (such as the Reynolds number or Peclet number) may
be exploited to simplify the equations. For example, the Reynolds number char-
acterises the ratio of inertia to viscous effects, and the Peclet number the ratio of
advection to diffusion timescales, and by considering these parameters to be either
large or small, the governing equations may be simplified to retain only the key
aspects of the underlying physics of the system under consideration. In all cases,
sophisticated asymptotic methods can be used rationally to simplify the governing
equations, leading to reduced models that are tractable, yet remain physically well-
grounded. The reduced models can then be attacked using analytical techniques
and simpler numerical methods. By allowing maximum analytical progress to be
made (enabling, for instance, the influence of various governing parameters to be
relatively easily investigated), the analysis of reduced models can provide sig-
nificantly more physical insight into the underlying mechanisms than would be
obtained by computational simulations of the full system alone. Such approaches
are reviewed in Sect. 3, and contrasted with more computational studies.

2.2 Alternative Modelling Approaches

When modelling cell population growth, many authors have employed a discrete,
rather than a continuum, approach and considered individual cells explicitly. Such
models provide a natural framework within which to accommodate, for example,
cell signalling interactions, movement and proliferation, thereby providing com-
prehensive and detailed information about the dynamics of the cell population.
Representative studies include Ouchi et al. (2003), in which a cellular Potts
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(Graner-Glazier-Hogeweg) model is employed and formal rules for cellular
interactions are postulated; such a modelling approach has been widely used,
capturing cell sorting phenomena as well as a range of morphogenetic processes
in, for example, the development of the slime mould Dictyostelium discoideum. To
accommodate the physics of cell–cell or cell–environment interactions, Meineke
et al. (2001) incorporate linear over-damped springs connecting cell centres within
the modelling framework. This approach was included in a multiscale computa-
tional model developed to investigate the role of Wnt signalling in regulating
tissue renewal in the intestinal crypt by Van Leeuwen et al. (2009). The preceding
models employ a deterministic approach to model cell behaviour; however, at the
single-cell scale, biological processes are inherently stochastic. Biological systems
are profoundly affected by such stochastic noise; for example, genetic selection
may be influenced by the stochastic nature of mRNA transcription (see Wilkinson
2009 and references therein). The importance of such stochasticity to a variety of
tissue growth processes has been widely investigated. Common approaches
include the use of master and Langevin equations (Othmer et al. 1988; Hadeler
et al. 2004).

The analysis of discrete models typically necessitates a computational
approach, since realistic simulations demand large numbers of cells, for which
analytic results may be difficult or impossible to obtain. In an attempt to cir-
cumvent this problem, multiscale (homogenisation) techniques have been
employed to derive continuum models directly from underlying discrete systems,
enabling some of these discrete effects to be incorporated into tissue-scale models
in a mathematically precise way. Representative examples include Turner et al.
(2004); Murray et al. (2009) and Fozard et al. (2010), who employ such tech-
niques to represent collective movement of adherent cells within a continuum
framework, while (O’Dea and King 2011a, b) analyse pattern formation due to cell
signalling processes. Shipley et al. (2009) determine the macroscale flow and
transport properties of a specific type of tissue engineering scaffold, in order to
specify criteria for effective tissue growth. In all cases, the resulting continuum
models are formulated as small systems of PDEs which may be amenable to
analysis and/or numerical investigation. For these reasons, much research has
concentrated on continuum representations of tissue growth, and it is models of
this type for tissue engineering bioreactors that we now consider in detail below.

3 Mathematical Modelling of Bioreactor Systems

The biochemical and biomechanical cues which lead to optimum growth are
specific to the tissue under consideration; correspondingly, the mathematical
modelling approach required is determined by both the bioreactor system and the
particular biological processes under investigation. In the following we review
theoretical studies of such systems, concentrating on the following broad themes:
(i) models of static culture systems which focus on biochemical effects such as
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nutrient-limited growth, (ii) dynamic culture models in which the cells are viewed
as point sources and sinks of metabolites and nutrients respectively, and the cells
occupy no volume; and (iii) dynamic culture models in which the volume fraction
of cells is finite and biochemical and biomechanical interactions with the envi-
ronment are incorporated.

3.1 Modelling Static Tissue Culture

In this section we focus on mathematical models that have been developed to
describe tissue growth in static culture, when the delivery of vital nutrients and
removal of waste products are diffusion-limited. The motivation for many of these
models, particularly those of Galban and Locke (1997, 1999a, b), stems from
experiments performed by Freed and coworkers in which highly porous polymer
scaffolds of varying thickness were seeded with chondrocytes and immersed in
fluid containing (diffusible) nutrients such as oxygen and glucose (Freed et al.
1993, 1994). The average cell density achieved within the scaffolds was found to
decrease as the thickness of the scaffold increased, leading the authors to conclude
that limitations in nutrient transport, caused by an increase in cell mass, could be
responsible for inhibiting cell growth. As we explain below, the continuum models
of tissue growth in static culture range from phenomenological ones (Galban and
Locke 1997) to multiphase models that distinguish between different components
of the developing tissue (Galban and Locke, 1999a, b). Some models are cast as
moving boundary problems, the free boundary typically delineating regions of the
scaffold that have been colonized by cells and tissue matrix from regions that are
devoid of cells and tissue matrix (Galban and Locke 1997; Wilson et al. 2007).
A key and unifying feature of these models is the assumption that nutrient
availability is growth-rate limiting.

3.1.1 Quasi-Steady Nutrient Distribution

In an attempt to determine whether Freed et al.’s mechanistic explanation was
consistent with their experimental observations, Galban and Locke developed a
series of mathematical models for the growth of chondrocytes seeded in a porous
polymer matrix (Galban and Locke 1997, 1999a, b). In their initial work, two
moving boundary problems were developed to study the influence of nutrient
transport and consumption on cell growth (Galban and Locke 1997). They focused
on a single, growth-rate-limiting nutrient (e.g. oxygen or glucose) whose con-
sumption rate was assumed to be highest in regions containing cells. By exploiting
the difference in time-scales for nutrient diffusion within a scaffold (*minutes)
and cell growth (*hours), they were able to make a quasi-steady approximation,
neglecting time-derivatives in the reaction–diffusion equation that defines the
nutrient distribution within the porous matrix. The position of the moving
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boundary separating regions containing cells from those devoid of cells was
determined by assuming that cell growth is localised at the moving boundary
where it occurs at a rate which is proportional to the local nutrient concentration.
This phenomenological model was used to compare two different seeding proto-
cols: in one case, cells were seeded on the periphery of the scaffold, where nutrient
levels are highest, and in the second case the cells were seeded in a plane passing
through the centre of the scaffold. The direction of cell growth in each case is
indicated in Fig. 2.

Numerical simulations revealed that the second case, with cells initially
migrating outwards from the centre of the scaffold and in the direction of increasing
nutrient levels, gave results which were in better agreement with Freed et al.’s
experimental data than those obtained for the case in which the cell migrate towards
the centre of the scaffold and into regions with lower nutrient levels. Good agree-
ment was, however, only achieved for scaffolds of intermediate thickness (i.e.
neither excessively thick nor overly thin). This deficiency motivated Galban and
Locke to consider more detailed, multiphase models, in which the scaffold was
viewed as a two-phase mixture of (effectively) cells and extracellular fluid, and cell
growth was no longer localised on a moving boundary (Galban and Locke 1999a, b).
In Galban and Locke (1999a), a one-dimensional geometry was employed, and the
nutrient concentration assumed to vary parallel to the axis of the cylindrical scaffold
only. The cell and fluid volume fractions were taken to be spatially uniform and to
evolve over time, the cell volume fraction increasing at a rate which depends on the
nutrient distribution within the scaffold. As in Galban and Locke (1997), the nutrient
distribution was governed by a quasi-steady, reaction–diffusion equation. However
the diffusion coefficient in Galban and Locke (1999a) was no longer taken to be a
constant: it was assumed to decrease as the cell volume fraction increased. In this
way, cell growth was found to be self-limiting: as cells proliferate, their volume
fraction increases but this hinders nutrient transport through the scaffold and, hence,
slows the rate of cell growth until, eventually, nutrient levels are too low to support

Cells

Void space

Fig. 2 In Galban and Locke (1997), moving boundary problems were developed to study the
influence of nutrient transport and consumption on cell growth. The moving boundaries separate
regions devoid of cells from those containing cells. Two seeding protocols were considered: in
one case, cells were seeded on the scaffold periphery (where nutrient levels are highest), and in
the second case the cells were seeded on a plane passing through the centre of the scaffold. The
direction of cell growth is indicated by the arrows in the figure
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further growth. This behaviour was evident in their numerical results which showed
the cell volume fraction increasing towards a fixed value at long times, this value
depending on the system parameters and, for example, decreasing as the scaffold
thickness was increased. In this respect, the one-dimensional model yielded results
which were in good agreement with the experimental observations reported in Freed
et al. (1993, 1994). However, the predicted changes were not large enough to match
those observed in the experimental data, possibly because the cell volume fraction
was assumed to be uniform throughout the scaffold. Therefore, in Galban and
Locke (1999b), the two-phase model was generalised by extending it to two spatial
dimensions and allowing the cell and fluid volume fractions, and, hence, the
effective nutrient diffusion coefficient, to vary with position and time. For typical
simulations, spatial variation in the cell volume fraction and the effective diffusion
coefficient became more pronounced over time, with the cell density being maximal
on the periphery of the scaffold, where nutrient levels were highest, and declining
towards the centre, where nutrient levels were lowest (the diffusion coefficient
exhibited the opposite behaviour, with transport inhibited where the cell volume
fraction was high). The agreement between the simulations obtained from this model
and Freed et al.’s experimental data was much better than that obtained for the
earlier, simpler models: the model was able to capture the dynamic trends that had
been observed in the spatial distribution of the cell volume fraction and nutrient
concentration when the scaffold thickness was varied.

The predictions generated from Galban and Locke’s work, particularly the
results in Galban and Locke (1999b), highlight some of the problems associated
with culturing cells in scaffolds under static conditions. For example, as the
thickness of the desired tissue construct (and, hence, the scaffold) increases,
limitations associated with transporting nutrient to cells at the centre of the scaf-
fold can lead to the formation of nutrient-deprived regions which are characterised
by cell quiescence and even necrotic cell death. As we explain in Sects. 3.2 and
3.3, perfusion bioreactors, in which nutrient-rich culture medium is driven through
the scaffold, offer scope for increasing nutrient supply to the central regions of the
scaffolds and, thereby, improving the integrity of the engineered tissue.

3.1.2 Reaction and Diffusion of Nutrients

Galban and Locke’s work has inspired the development of a number of similar
mathematical models. For example, Lewis et al. (2005) develop a simple, one-
dimensional model to investigate interactions between the evolving nutrient pro-
files and cell distributions within cartilaginous tissue constructs. The nutrient
profile is modelled with a reaction–diffusion equation in which the diffusion
coefficient is assumed to be constant and the local rate of nutrient consumption
taken to be proportional to both the nutrient concentration and the cell density. The
cells are assumed to be immobile and to proliferate at a rate proportional to that at
which they consume nutrients. By comparing their simulations with experimental
data for the spatio-temporal evolution of the oxygen and cell distributions, they
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found that their model represents a good description of cartilaginous tissue growth
for the first two weeks after seeding. At later times, mechanisms not included in
the model, such as contact inhibition of cell proliferation and reduced nutrient
transport, are likely to become significant and may explain the poor agreement
with the data after two weeks in culture.

Dunn et al. (2006) extended Lewis et al.’s model to account for contact inhibition
of growth, using a logistic growth law to describe cell growth, the growth rate being
proportional to the nutrient concentration, and by considering a two-dimensional
cylindrical geometry. Their model was found to give good agreement with data from
experiments in which pre-osteoblasts were initially seeded uniformly throughout a
porous scaffold, these results being qualitatively similar to those reported by Freed
et al. for chondrocytes. Dunn et al.’s model was, however, unable to reproduce
experiments in which the scaffolds initially consisted of a series of thinner scaffolds
that alternated between cell-seeded and unseeded: when the initial conditions were
altered to mimic the layered structure, the experimentally observed peak in cell
density at the interface between seeded and unseeded regions was not evident in the
numerical simulations. Two possible explanations for this discrepancy were pro-
posed. First, convective flow, which is not included in the mathematical model, may
enhance nutrient transport at the boundaries between the seeded and unseeded
regions. Alternatively, cell migration may not be negligible: cells may migrate away
from regions of low oxygen and accumulate at the interface between the seeded and
unseeded regions, where oxygen levels are higher.

More recently, Jeong et al. (2011) have focussed on developing an efficient
numerical method for solving an extension of Lewis et al.’s model for the growth
of cartilaginous tissue constructs in two-dimensional cylindrical geometry, in
which the cells are allowed to move by random motion. Jeong and coworkers
propose an operator-splitting algorithm to solve the resulting pair of coupled
reaction–diffusion equations. Their approach involves alternating finite-difference
approximations and analytical solutions in order to update the cell and nutrient
profiles on successive time-steps. We remark that the model that Jeong et al. solve
is similar in form to an earlier model by Obradovic et al. (2000) that was used to
investigate how the local oxygen concentration within a cartilaginous construct
influences the rate at which cells seeded within the scaffold produce glycosami-
noglycan, an important component of cartilage.

The work of Chung et al. (2006) places the phenomenological reaction–diffu-
sion models developed in Obradovic et al. (2000) and Jeong et al. (2011) on a
stronger theoretical foundation. Following Galban and Locke (1999a, b), Chung
and coworkers use a volume-averaging approach to derive an extension to Galban
and Locke’s two-phase model that accounts for a small degree of random cell
movement. Their model simulations suggest that cell motility leads to more uni-
form cell distributions within the scaffold and higher overall rates of cell growth
than when cell movement is neglected. Chung et al. also use their model to
demonstrate that uniform cell seeding is likely to be a better strategy for tissue
engineering (in static culture) than non-uniform seeding, arguing that concentrated
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cell seeding results in competition for nutrients which, when combined with
limitations in nutrient transport, will reduce the overall cell growth rate.

3.1.3 The Cells’ Mechanical Environment

While nutrient availability undoubtedly plays a crucial role in regulating cell
growth within tissue constructs, mechanical effects are also important. In Wilson
et al. (2007), Wilson and coworkers develop a simple deterministic model of tissue
growth in which the cells are initially seeded around the periphery of a porous
scaffold. They assume that nutrient is freely available, and use Darcy’s law to
model cell movement towards the centre of the scaffold. As in Galban and Locke
(1997), a moving boundary problem is introduced to delineate regions of the
scaffold that have been colonised by cells from regions which are devoid of cells.
The Baiocchi transformation is used to transform the model to a linear comple-
mentarity problem for which one-dimensional analytical solutions and two-
dimensional numerical ones are presented. Attention focusses on the behaviour of
the moving boundary as the cells reach the centre of the scaffold and the colony
approaches confluence: asymptotic techniques are used to derive approximate
expressions for the time to confluence and to show that, near closure, the moving
boundary evolves to an ellipse and that the ratio of its semi-major and semi-minor
axes is identical to that of the two-dimensional, rectangular scaffold. The pressure
within the scaffold is found to increase considerably shortly before it is filled,
highlighting the potential problem for tissue engineers of a ‘‘slit’’ persisting within
the tissue construct and compromising its mechanical integrity (see Fig. 3).

3.2 Modelling Dynamic Tissue Culture: Cell Volume Neglected

As discussed in Sect. 1.1.3, since static culture systems rely on diffusive transport
of solutes, it is not possible to engineer constructs of a size suitable for implan-
tation. Dynamic culture systems exploit the flow of culture medium to enhance
nutrient and waste product transport by advection. Furthermore, such systems can
provide mechanical load to mechanosensitive tissues, e.g. via the application of
fluid shear stress to the cells. We review here models in which the cells occupy no
volume, and have no affect on the fluid flow. We start by describing computational
approaches and then consider approaches in which simplifying assumptions are
used to derive reduced models that may be solved using analytical or simpler
numerical techniques.
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3.2.1 Computational Approaches

When using computational fluid dynamics (CFD) approaches, the geometry of the
system is retained (i.e. no simplifying assumptions are made e.g. due to the bio-
reactor being long and thin), and the reactor geometries can be generated using
CAD packages. Such an approach was taken in Lawrence et al. (2008) who
considered the effect of bioreactor geometry on the fluid flow through porous
constructs. Rectangular and circular bioreactors were considered, with and without
porous scaffolds, and with different inlet and outlet patterns. The governing
equations (in this case, Navier–Stokes for the single-phase fluid, and Brinkman
equations for flow through the porous scaffold) were solved using computational
fluid dynamics software (COMSOL Multiphysics and ANSYS CFX). The authors
identified non-ideal fluid distribution profiles by looking for ‘‘channeling’’ (where
the fluid finds a short cut and leaves the reactor without dispersing through it), and
‘‘dead zones’’ which reduce the effective volume of the reactor and prolong the
residence time of some fluid elements. Such non-uniform flow patterns can lead to
poor nutrient distribution, and non-uniform shear stress distribution. The authors
focus on fluid flow only, and highlight nutrient transfer as an open problem. Many
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Fig. 3 Simulation results from the model developed in Wilson et al. (2007) showing how cells
seeded around the periphery of a two-dimensional, rectangular porous scaffold eventually
colonise the scaffold. The pressure profiles for the quadrant are plotted at dimensionless times
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authors have considered similar approaches, using either Brinkman (Lawrence
et al. 2008; Devarapalli et al. 2009) or Darcy constitutive laws Cioffi et al. (2008)
to model flow through the porous scaffold.

In addition to the above macroscale approach, there are two alternative ways to
incorporate scaffold topology into the models. In the first, imaging techniques are
used to provide detailed information about the pore scale geometry, which in turn
provides a realistic computational domain within which to simulate the governing
model equations. As an example, Cioffi et al. (2006) reconstructed the scaffold
micro-geometry from l-CT images acquired from a sample of the actual scaffold.
The steady-state Navier–Stokes equations through the domain were solved using
the commercial CFD software ANSYS FLUENT, which enabled quantification of
the flow field and fluid shear stresses acting on the internal walls of the matrix in a
tissue engineered construct subject to direct perfusion of culture medium within a
bioreactor. A second approach is to idealise the micro-scale geometry. Boschetti
et al. (2006) used a simplification of the geometry of a polymeric scaffold obtained
by particulate leaching. A micro-domain of the scaffold was idealised as 27 sub-
units arranged in a honey-comb pattern. Each sub-unit was obtained by subtracting
a solid sphere from a concentric solid cube. The aim was to predict how the shear
stress experienced by the cells depends on physical quantities such as scaffold
porosity, pore size, and the imposed flow rate. By solving the Navier–Stokes
equations in this complex domain, subject to appropriate boundary conditions
(such as no-slip), it was possible to determine the exact nature of the flow prop-
erties. In Cioffi et al. (2006), the results of the simulations using the exact detailed
scaffold architecture were compared with that from a simplified micro-scale model
(Raimondi et al. 2004). A key finding is that, within the parameter regime con-
sidered (low Reynolds number flow and interconnected pores), the micro-geom-
etry of the scaffold did not affect significantly the median shear stress acting on the
inner scaffold walls. Hence, for the scaffolds considered in Cioffi et al. (2006), it is
not necessary to build a detailed model for each new scaffold geometry, when a
simple estimation of the median, mode and mean shear stress is required. The use
of 3D geometrical models simplifies the scaffold geometry and reduces signifi-
cantly the cost of the computation. Cioffi et al. (2008) considered a combined
macro-scale/microscale computational approach to quantify oxygen transport and
flow-mediated shear stress experienced by cells cultured in three-dimensional
scaffolds in perfusion bioreactor systems. The macro-scale model consisted of
Darcy equations for flow in the porous scaffold and an advection–reaction–
diffusion equation for nutrient transport. The micro-scale approach was based on
l-CT reconstruction of the scaffold geometry. While both modelling approaches
predicted similar average oxygen levels at different depths, the l-CT model
captured the micro-scale variations associated with the scaffold architecture. Thus,
the choice of modelling approach for the scaffold geometry should be motivated by
the required model outputs—if estimations of average shear stress and oxygen
concentration are of interest, a simplified modelling approach can be taken,
whereas if precise details of the spatial distribution of shear stress and oxygen
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concentration are required, then a more detailed modelling approach, where the
scaffold geometry is reconstructed using l-CT images is more appropriate.

3.2.2 Asymptotic Model Simplification

As outlined in Sect. 2.1.1, asymptotic methods can be used to simplify the gov-
erning equations, leading to reduced models that provide insights into the key
underlying mechanisms involved in tissue growth within bioreactors. This
approach is exemplified in Cummings and Waters (2006) (for complementary
computational approaches see e.g. Lappa 2003) where a model for a rotating
bioreactor is developed, in which a cylindrical vessel of circular cross-section
rotates about its longitudinal axis. The bioreactor is filled with nutrient-rich culture
medium and contains a growing tissue construct, which is modelled as a cylin-
drical solid object of circular cross-section. The axial length of the bioreactor is
small relative to its radius. This fact, together with the observation that the reduced
Reynolds number for the system is small, leads to a simplified model, in which the
dependent variables are averaged across the axial direction, reducing the problem
to two space dimensions. The rotation of the system introduces Coriolis and
centrifugal force terms in the governing equations. The resulting fluid-dynamical
problem is similar to that for flow around a moving circular obstacle (the tissue
construct) within a rotating Hele-Shaw cell (see, e.g. Schwartz 1989; Waters and
Cummings 2005). Additionally, the Peclet number is typically large in these
biological applications, which simplifies the nutrient transport problem to one in
which the nutrient concentration is constant along the two-dimensional fluid flow
streamlines, with diffusion taking place perpendicular to the streamlines.

The authors exploit the fact that fluid flow, nutrient transport, and construct
growth occur on very different time-scales, and decompose the problem into four
distinct stages. Firstly, the fluid flow around the tissue construct is determined,
assuming its location within the bioreactor is known. Then the position of the
construct is determined by considering the balance of forces acting on the con-
struct. Two classes of periodic motions are found, distinguished by whether or not
the centre of the construct orbits the bioreactor centre (a special subcase of the
latter being where the tissue construct remains stationary in the laboratory frame of
reference). The fluid flow and construct trajectory model were validated in
Cummings et al. (2009) by comparing the theoretical results with an experimental
study of the trajectory of a large solid cylindrical disc suspended within a fluid-
filled rotating vessel. All three flow regimes described above were observed
experimentally, and good agreement between experiment and theory was found.

Having successfully solved the fluid flow problem, the nutrient distribution
around the construct was then found, assuming a fresh supply of nutrient is
maintained at the bioreactor’s circular boundary and that at the tissue construct
boundary nutrient is taken up at a rate proportional to how much is available in
the surrounding culture medium. Using the nutrient concentration solution, and
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assuming the cells grow in response to the nutrient field, the growth rate of the
construct was determined.

The theoretical study led to the important biological insight that if the construct
position is stationary when viewed from the laboratory frame, then a nutrient
depletion zone will form in the neighbourhood of the construct. Thus it is more
desirable to operate the bioreactor in a regime in which the construct undergoes a
time-dependent trajectory when viewed from the laboratory frame, mixing the
nutrient concentration as it goes, and eliminating the development of nutrient
depletion zones.

Still motivated by tissue growth in rotating bioreactors, Waters et al. (2006)
considered a two-region, single-phase model to determine the morphology of a
tissue construct formed from a single-cell suspension in culture media, within
a rotating bioreactor. Experimental results indicated that at rotation rates below a
critical value, the cells ‘self-assemble’ to form smooth nodules which are
approximately elliptical in cross-section. However, at higher rotation rates, an
amorphous construct forms with a highly irregular boundary. Histological studies
show that the construct consists of a fluid interior which is a mix of apoptotic cells
and culture media, surrounded by a membrane of proliferating cells and collagen.
Motivated by these observations, Waters et al. (2006) consider a more dense
viscous fluid drop surrounded by an extensible membrane of constant membrane
tension in a less dense immiscible viscous fluid within a rotating bioreactor sys-
tem. Both thin-disc and slender-pipe bioreactors (for which the bioreactor aspect
ratio is small or large respectively) were considered so that, similarly to Cummings
and Waters (2006), the fluid-dynamical equations may be simplified leading to a
series of spatially 2D problems. The authors consider the interfacial stability of the
initially circular fluid-fluid interface to small-amplitude, oscillatory perturbations;
the instability arises as a result of the competition between the destabilising effects
of centrifugal forces, and the stabilising effects of surface tension. The theoretical
results indicate that culture within thin-disc bioreactors is more likely to result in
irregular shape constructs than culture within slender-pipe bioreactors, and that in
the thin-disc regime the wave number of the most unstable mode increased as the
rotation rate increases, in line with experimental observations. Of course, the
instability mechanism examined in Waters et al. (2006) is not the only one by
which irregular constructs might be expected to arise, and the modelling high-
lighted here does not include any biochemical features, e.g. growth in response to
nutrient fields, or cell proliferation, in the model.

In Cummings and Waters (2006) bioactive processes that modify the porous
scaffold are neglected—rather the construct is modelled as an impermeable solid
object. However, a number of studies have explicitly accounted for the properties
of the porous scaffold and their effect on the fluid flow and nutrient transport. In
Whittaker et al. (2009) a simple mathematical model is developed for forced flow
of culture medium through a porous scaffold. Flow is forced through the scaffold
via inlet and outlet pipes, and also through identical porous-walled fibres inserted
through the scaffold: fluid is pumped into one end of each fibre and the other end is
sealed so that the fluid is forced to travel through the porous fibre walls into the
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scaffold. There are therefore two flow domains—the fibres and the space occupied
by the scaffold around them—and the flows are coupled via continuity conditions
at the interfaces. The scaffold is modelled as a uniform isotropic porous medium,
with a point source and point sink modelling the inlet and outlet pipes respectively,
and line sources representing flow from the fibres. A separate fluid dynamical
problem is solved within the fibres to compute the strength of the source terms in
the line sources representing flux of fluid from the fibres into the scaffold. Again,
geometric features are exploited to simplify the governing equations: the slender
geometry of the fibres allows lubrication theory to be used to simplify the full
Navier–Stokes equations. A Poisson problem is obtained for flow in the scaffold,
which can be solved numerically, and is a much easier to solve than direct
numerical simulation of the full Navier–Stokes equations within the complex
scaffold geometry. Having solved for the fluid flow, the authors were then able to
determine the distributions of shear stress, nutrients and waste products, and asses
the implications for cell proliferation.

3.2.3 Bioreactor Design

In a series of papers (Shipley et al. 2010, 2011; Shipley and Waters 2011), Shipley
and co-workers consider flow and nutrient transport problems in hollow fibre
membrane bioreactors (HFMB). HFMBs are designed to enhance nutrient delivery
to, and metabolite removal from, cells by using fluid flow to provide advective
transport in addition to diffusion. A single hollow fibre consists of a central lumen,
surrounded by a porous fibre wall or membrane, which separates the lumen from
the extra-capillary space (ECS). Cells are seeded in a single layer on the fibre
walls, or throughout a matrix surrounding the fibre. Fluid is driven through the
fibre lumen under the action of an applied pressure gradient. The porous fibre wall
allows the passage of nutrients, metabolites and growth factors both to and from
the cells, and acts as a membrane to protect the cells from the direct effect of fluid
shear due to flow through the lumen, thus enabling relatively high flow rates to be
used without cell damage. A bundle of such fibres is then housed within a bio-
reactor: in addition to flow through the fibre lumen, the bioreactor has entry and
exit ports for ECS flow. By developing a series of theoretical models, Shipley
et al. were able to specify a set of operating conditions which the end user can use
to prescribe the bioreactor geometry (e.g. fibre length and ECS depth) and oper-
ating parameters (e.g. pressures, flow rates, nutrient inlet concentrations, cell-
seeding density) to obtain the optimum cell culture environment for the tissue
under consideration.

In Shipley et al. (2010) theoretical predictions for the fluid retentate (lumen
outlet flowrate) and permeate (ECS outlet flowrate) are derived, and compared
against experimental data to determine the membrane permeability and slip. Fluid
transport in the lumen and ECS is described using Navier–Stokes equations, and
flow through the porous fibre walls using Darcy equations. The model is simplified
by exploiting the slender geometry of bioreactor system, so that lubrication theory

250 R. O’Dea et al.



may be used to describe flow in the lumen and ECS. Analysis of the width of the
boundary layer region where slip effects are important, together with the sensi-
tivity of the retentate and permeate equations to the slip parameter, showed that
slip was not significant for these membranes. The model was then further reduced
by assuming no-slip conditions at the membrane surface, and comparison of the
theoretical predictions for the retentate and permeate with the experimental data
enabled the membrane permeability to be determined. The validated and param-
eterized model was then used to determine the operating conditions that enable the
lumen inlet flowrate and pressure at the lumen outlet to be controlled to provide a
specific permeate to lumen inlet flowrate ratio. In Shipley et al. (2011) the com-
plementary nutrient transport problem was studied: although the modelling was for
a generic nutrient, the parameters were specialised for oxygen. Here fluid flow in
the lumen was modelled by Poiseuille’s law, while membrane and ECS flow were
neglected. Nutrient concentration was governed by an advection–diffusion equa-
tion in the lumen, a diffusion equation in the membrane, and an advection–reac-
tion–diffusion equation in the ECS, with Michaelis–Menten kinetics for the
reaction term. These equations were coupled via specification of continuity of
concentration and flux at the lumen-membrane and membrane-ECS boundaries.
Analytical progress was made in the limit in which the ECS oxygen concentration
is much larger than the half-maximal concentration of oxygen, so that the
Michaelis–Menten reaction term can be approximated by a constant. These
solutions were complemented by computations of the full system of equations,
using COMSOL. The study enabled operating conditions to be defined to enable
the user to determine the medium flow rate, lumen length and ECS depth that
ensures a minimum oxygen concentration throughout the HFMB. In Shipley and
Waters (2011), this work was extended to consider flow throughout the HFMB and
the transport of lactate, in addition to oxygen. The study indicated that oxygen (as
opposed to lactate) is the limiting solute with respect to bioreactor design, and that
opening the ECS port to promote radial flow through the bioreactor provides
significant benefit, enabling a greater volume of cells to be cultured within the
desired nutrient environment.

All the models described above consider timescales appropriate to transport
processes rather than cell proliferation, differentiation etc, and neglect neo-tissue
formation, so that, for example, the effect of cell proliferation on the scaffold
permeability and hence the resulting fluid flow is not considered. In Sect. 3.3 we
consider models which account for the evolution of cell volume fraction, and the
full coupling between the cell dynamics and their environment.
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3.3 Modelling Dynamic Tissue Culture: Multiphase Phase
Flow Models

As discussed in Sect. 3.2, a simple study of perfusion within porous tissue con-
structs was presented by Whittaker et al. (2009); here, the scaffold geometry is
fixed, and the effects of cell proliferation on scaffold porosity, and hence fluid flow
and nutrient transport fields, are neglected. Multiphase models which consider
these features include Coletti et al. (2006) and Causin and Sacco (2011). In these
studies, the dynamics of a cell seeded porous scaffold incubated in a perfusion
bioreactor were considered. The scaffold was modelled as a rigid porous material,
saturated with a viscous fluid. To account for cell proliferation, the porosity of the
rigid scaffold is defined to be the sum of a time-invariant component (the porosity
of the decellularised porous scaffold) and a time-dependent component (due to the
proliferation of the cells); that is, the cell phase is assumed to be immobile, and
with identical material properties to the scaffold phase. By appealing to the sep-
aration of timescales between flow and cell proliferation, the momentum balance
equation for a viscous culture medium is simplified by assuming that fluid flow
may be modelled by the Brinkman equations. Occlusion of scaffold pores due to
cell proliferation and its influence on the flow field is accommodated via a cell
density-dependent Darcy permeability of Carman-Kozeny type. The influence of
this flow field on the distribution of a passive nutrient is modelled by reaction–
diffusion–advection equations; nutrient consumption by the cells is modelled by
Michaelis–Menton kinetics. Cell proliferation in response to this nutrient field is
described by a Contois equation.

A more comprehensive study, investigating such ideas is presented by Chung
et al. (2007). Here, cell movement is accommodated via linear diffusion, the fluid
flow and nutrient fields being modelled in a similar manner to that described
above. The cell density and nutrient profiles were calculated by numerical simu-
lation, to demonstrate that perfusion of cell cultures can lead to enhanced prolif-
eration and a more spatially-uniform cell distribution. Shakeel et al. (2011) extend
this approach by employing nonlinear diffusion to represent cell movement, and by
accommodating the influence of the mechanical environment on cell proliferation.
Such a change in cell phenotype may be accommodated by suitable specification
of the mass transfer rates Si; Shakeel et al. (2011) capture the dependence of cell
proliferation and nutrient consumption on fluid shear stress by adapting functional
forms proposed by O’Dea and coworkers (reviewed below) to describe enhanced
proliferation and nutrient consumption when cells are exposed to physiologically-
relevant levels of fluid shear stress. By employing the commercial finite element
software COMSOL Multiphysics, the influence on eventual tissue construct
composition of different scaffold porosity distributions, and cell seeding protocols
was investigated. The authors conclude that an effective means to ensure nutrient
delivery to large tissue constructs in such bioreactors is through the use of high-
porosity channels which span the construct.
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3.3.1 Cell-Environment Interactions: Momentum Transfer

The above authors dramatically simplify the momentum transfer between phases
by employing the Darcy or Brinkman equations to relate the fluid flow to the fluid
pressure. A comprehensive multiphase formulation relevant to tissue growth
processes within a perfusion bioreactor system, which addresses in detail the
interactions between phases was presented by Lemon et al. (2006). The modelling
framework accommodates an arbitrary number of fluid phases (representing, for
instance, cells and culture medium), contained within a porous medium (such as an
artificial scaffold and/or ECM). The model differs from other fluid-based models
(such as Breward et al. (2002), Franks and King (2003) and references therein) by
the explicit consideration of a tissue’s solid constituents (here, interpreted as a
porous scaffold and/or ECM), and the general nature of the interphase interaction
terms, which extends the range of tissue engineering applications that can be
addressed. In general, the formulation allows for deformation of the porous
medium; however, in Lemon et al. (2006), attention is restricted to a rigid porous
scaffold and as such, the stimulation provided by mechanical bioreactors (e.g. the
bioreactor system of El-Haj et al. 1990) may not be accommodated. The adoption
of fluid-like constitutive assumptions for the phases contained within the porous
scaffold, which is appropriate on the timescale of tissue growth, simplifies sig-
nificantly the modelling of tissue growth processes since mass transfer between
phases (representing tissue growth) does not generate stress, as is the case when
elastic constitutive modelling assumptions are made.

Referring to Eq. (2) in Sect. 2.1, the interphase force terms Fij are assumed to
comprise contributions from viscous drag, accommodated via terms proportional
to the difference in phase velocity, and active forces (such as those which arise
from interphase interactions), these being modelled via additional pressure con-
tributions (Lemon et al. 2006):

Fij ¼ pij hjrhi � hirhj

� �
þ khihjðuj � uiÞ; pij ¼ pþ wij; j 6¼ i ð6Þ

pi ¼ pþ /i þ
X
j 6¼i

hjwij ð7Þ

where pij denote the ‘interphase pressures’ which are assumed to comprise a
contact-independent pressure, p, common to all phases in the mixture, and an
additional term wij which accounts for the effect of tractions between phases (e.g.
cell–ECM interactions). The pressure pi of each phase accommodates an addi-
tional internally-generated pressure /i (due to cell–cell interactions, for example).

The multiphase approach embodied by Eqs. (1), (2), (6) and (7), together with
suitable constitutive assumptions about ri and Si, have been employed by many
authors to investigate a range of tissue engineering problems. In each case, the
relevance to the biological system under consideration is ensured by restriction to
an appropriate numbers of phases, and by specification of ri; Si, and the extra
pressures /i and wij.
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For example, Lemon and coworkers specialise the modelling framework to
consider two fluid phases (cells and culture medium being modelled by a viscous
fluid and an inviscid fluid, respectively) contained within a rigid porous scaffold,
employing the resulting model to investigate proliferation, aggregation, dispersal
and travelling wave behaviour of a population motile cells within an artificial
scaffold. In Lemon et al. (2006), linear stability analysis was employed to deter-
mine how aggregative or dispersive behaviour depends upon the model parame-
ters; in Lemon and King (2007b), by considering travelling wave solutions, taking
distinguished limits of certain model parameters (such as the viscous drag between
the cell and scaffold phases) and obtaining numerical solutions in one spatial
dimension it was shown that this model displays a wide range of travelling wave
behaviour. Notably, both backward and forward-travelling waves may exist, an
unusual feature of models for tissue growth. By introducing a generic passive
solute whose spatio-temporal dynamics are governed by an advection–reaction–
diffusion equation, the influence of nutrient limitations on tissue growth was
considered in Lemon and King (2007a). In addition, different initial cell seeding
strategies were studied, and spatial heterogeneity of the scaffold was accommo-
dated in a limited sense by prescribing a scaffold density distribution which is
constant except near the periphery where it tapers to zero. Numerical simulation
(in one spatial dimension), as well as simplifying asymptotic limits, indicate
preferential tissue growth near the scaffold’s periphery due to nutrient depletion by
the cells; reduction of cell-scaffold drag ameliorates this feature.

These models reveal that scaffold properties (drag and porosity) are key
determining factors affecting the expansion of the cell population to colonise the
scaffold, and provides a methodology with which to determine model parameter
regimes in which the cell population is able to colonise uniformly the scaffold.

In the above studies by Lemon and coworkers, attention was restricted to a single
cell phase, which was assumed to proliferate at a constant rate (or at a rate pro-
portional to the local nutrient concentration). O’Dea et al. (2008, 2010) employed
the general multiphase formulation (1), (2), (6) and (7) to investigate the ability of
different mechanical stimuli to influence tissue construct growth. By suitable
specification of the mass transfer rates Si (and employing viscous constitutive
assumptions for both the cell and culture medium phases), progression between
three different cell phenotypes was considered: (i) proliferative, (ii) ECM-depos-
iting and (iii) apoptotic. Guided by experimental studies (Roelofsen et al. 1995;
Klein-Nulend et al. 1995a; You et al. 2000; Bakker et al. 2004b; Han et al. 2004;
Yourek et al. 2004), simple functional forms were proposed to model phenotypic
changes in response to cell density (reflecting contact inhibition), and culture
medium pressure and shear stress (reflecting the accepted influences of these
stimuli on bone tissue growth). This approach was also exploited in the study of
Shakeel et al. (2011), described above. Numerical simulations presented in O’Dea
et al. (2010) indicated that the mechanical stimuli to which the cells respond can
alter significantly the composition and morphology of the resulting tissue construct.
This suggests that, in real applications, the histology of engineered tissue constructs
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may be employed to infer the dominant regulatory mechanisms at play in a given
cell line.

3.3.2 Tissue Engineering Scaffolds

While the studies of Lemon, O’Dea and coworkers accommodate explicitly the
momentum transfer between phases (unlike that of Shakeel et al. 2011) the models
are significantly simplified by assuming that the tissue construct’s solid compo-
nents (scaffold, ECM) are rigid, spatially-homogeneous and constant in time,
despite experimental evidence to the contrary (Lemon and King (2007a) consider
spatial variation in scaffold density only near the scaffold periphery). By including
additional mass conservation equations of the form (1) to govern the scaffold and
ECM density distributions and employing experimental data to initialise the
scaffold distribution, O’Dea et al. (2012) have shown that, due to cell-scaffold
adhesion, spatial variations in scaffold density may lead to significant heteroge-
neity in cell and ECM distributions, with implications for their mechanical suit-
ability for implant. In addition, it was highlighted that the model simulation results
can be employed to demonstrate how rates of scaffold degradation and ECM
deposition may be matched in order to maintain mechanical integrity of tissue
constructs.

Despite the general nature of the multiphase formulation (1), (2), (6) and (7), all
of the foregoing investigations employ significant modelling assumptions, or
exploit suitable asymptotic limits, to simplify the governing equations, leading to
reduced models that are analytically tractable or more straightforward to solve
numerically. Lemon and co-workers study linear stability, travelling waves and
numerical solution in one spatial dimension; Coletti et al. (2006) and Causin and
Sacco (2011) consider an immobile cell phase; Chung et al. (2007) and Shakeel
et al. (2011) simplify the momentum transfer between phases; and O’Dea and
co-workers consider the simplifying limit of asymptotically-small tissue construct
aspect ratio to obtain a one-dimensional model and calculate travelling wave and
numerical solutions. To determine the applicability of such geometric simplifi-
cations, Osborne et al. (2010) use finite element methods to construct two
dimensional solutions for bioreactors of varying aspect ratios. Comparison with
results obtained by O’Dea et al. (2010) in the long-wavelength limit, demonstrated
that the simplified model captures the majority of the qualitative behaviour;
however, to capture accurately mechanotransduction-affected tissue growth, spa-
tial effects in (at least) two dimensions are required.

The aforementioned studies employ the general multiphase model (1), (2), (6)
and (7) in various incarnations to investigate in detail cell–cell and cell–substrate
interactions. However, in all cases, the scaffold phase is modelled as a rigid porous
medium. Deformation of the tissue construct forms a key feature of many
mechanical bioreactor systems (in the specific example outlined in Sect. 1.1, this is
provided by macroscale compression of the scaffold by a piston). This can be
accommodated within the multiphase framework by appropriate choice of the
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constitutive law for the solid component(s) of the tissue. Furthermore, if the tissue
stresses induced by volumetric growth are of interest, as is certainly the case for
the engineering of soft tissues, fluid-based constitutive choices for the cell phase
are inappropriate, since such stresses will dissipate (Araujo and McElwain 2005b).

Among the first multiphase formulation to accommodate such ideas, Roose
et al. (2003) presented a poroelastic model for the growth of an avascular tumour
spheroid in which the tissue comprises a porous solid phase, saturated by a fluid
whose flow is governed by Darcy’s law. The stress tensor for poroelastic materials
(Biot, 1941) was modified by the addition of a term accommodating volumetric
tissue growth. Byrne and Preziosi (2003) provide a more thorough derivation of
equations appropriate to model tissue as a deformable porous media (comprising a
solid and a liquid phase), as well as considering explicitly environmental influ-
ences on tissue growth.

A comprehensive derivation for a general n-phase mixture is provided by
Araujo and McElwain (2005a, b), who state conservation equations for mass,
linear and angular momentum, and energy; detailed application to a spherically-
symmetric tissue represented as a biphasic mixture of linear-elastic solid (cell)
phase, saturated with an inviscid fluid was given. Such a constitutive assumption
leads to singular behaviour in stress evolution (Jones et al. 2000), typically reg-
ularised by the addition of viscosity to the elastic constitutive law (so that the
tissue is modelled as a poroviscoelastic material); Araujo and McElwain show that
anisotropic growth in the direction of least compressive stress is an alternative
method for regularising growth-induced stress. Preziosi and Tosin (2009) present a
similar multiphase formulation accounting for two different cell types, ECM and
tissue fluid.

Many other authors have given extensive consideration to the derivation of
multiphase models of tissue growth which can accommodate deformation and flow
in a physiologically-accurate way (see e.g. Loret and Simões (2005); Ricken and
Bluhm (2010) and references therein); however, the complexity of such models
means that most studies are restricted to biphasic mixtures, or employ simplifying
constitutive laws and/or geometries. An alternative approach is to exploit a CFD
approach (see Sect. 3.2) to determine 3D characterisation of the flow and nutrient
transport within cell culture systems. Examples include Kwon et al. (2008) and
Consolo et al. (2011), in which the optimisation of conditions for embryonic stem
cells encapsulated within hydrogel beads was considered, when cultured in a
rotating bioreactor (see Sect. 1.1.3). Advection and diffusion of oxygen were
coupled to comprehensive multiphase fluid dynamics calculations to investigate
how the rotation speed ensures proper oxygen supply, while maintaining a low-
stress condition. Theoretical predictions of optimal rotation speed were obtained,
ensuring oxygen delivery to the cells while avoiding excessively dense bead
packing and collision with the bioreactor walls. These were employed in in vitro
experiments showing that the bead motion adheres to the in silico analysis and that
such a dynamic culture strategy shows distinct benefits over static culture in terms
of cell number and viability.
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4 Discussion

In vitro tissue engineering is an emerging field of enormous importance, with the
potential to alleviate the current shortage of tissues and organs for transplant,
which are required for successful clinical intervention in problems associated with
tissue damage, degeneration or failure. In addition, engineered tissues have
applications in toxicology testing and drug screening.

Tissue engineering is an intrinsically interdisciplinary field; the complexity of
the biological and biochemical processes involved obfuscates investigation by
experimental biologists alone. Theoretical contributions from applied mathematics
can provide important insight into tissue growth and clarify how the different
processes interact. In this review, we have provided an exposition of the contri-
bution of continuum mathematical modelling to the generation of new tissues from
cells seeded on porous scaffolds. The mathematical models generate insight into
nutrient-limited growth in static culture, and the dual role of fluid flow in
enhancing nutrient transfer to the growing tissue construct, and in providing a
source of mechanical stimulus to the cells e.g. via fluid shear stress.

It is clear that significant advances in tissue engineering have been made in
recent years and that mathematical modelling is starting to play a central role in
the design of bioreactors and the interpretation of the resulting experimental data
(see, e.g. Shipley et al. (2011), Shipley and Waters (2011), Shipley et al. (2009),
Cinar et al. (2003), Julien and Whitford (2007) and references therein). In spite of
this progress, many open problems remain to be addressed. We outline below
some of the theoretical, computational and modelling challenges that lie ahead.

• Appropriateness of continuum limit

As stated above, the mathematical models that we have reviewed typically treat
the developing tissue and its constituents as continua and, as a result, do not
distinguish between individual cells. When studying the initial growth phase of
cells seeded within a tissue construct, it is natural to question the validity of
adopting a continuum approach, particularly if the initial cell seeding density is
low. In such cases, it may be more appropriate to use discrete, cell-based models of
the type developed by Chung et al. (2010) and Cheng et al. (2009). In Cheng et al.
(2009), the model has three components: a reaction–diffusion equation for the
nutrient concentration, a cellular automata model describing cell migration, pro-
liferation, and collision, and rules relating cell division rates and migration speeds
to nutrient concentration. The hybrid discrete-continuous model was solved to
study how transport limitations affect the tissue regeneration rates under conditions
encountered in typical bioreactors. In Chung et al. (2010) a similar hybrid cellular
automata approach is used to investigate the effect of nutrient-limitation on cell
construct development for cartilage tissue engineering. The model was used to
identify seeding strategies that result in enhanced cell number and a uniform cell
distribution for the tissue engineered construct.
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As a further example, The EU funded FP6 project Complex Automata Simu-
lation Techniques (COAST) aims to develop computational methods to solve
multi-scale models where a number of single-scale models interact on different
length and timescales and pass information between themselves. The approach
involves coupling of single-scale cellular automata or agent based models. The
success of the approach has been demonstrated in the modelling of in-stent
restenosis within blood vessels.

Discrete, cell-based descriptions, such as cellular automata models, are well
suited to problems requiring the incorporation of cell signalling processes or
subcellular phenomena, including the cell cycle and signal transduction pathways:
see, for example, Van Leeuwen et al. (2009) and Alarcon et al. (2010). However,
it is not at present clear how to incorporate the influence of mechanical forces into
such a formulation; in this case, treating the cells as deformable objects is more
appropriate. For example, by following Drasdo and coworkers (Drasdo and Hohme
2005; Byrne and Drasdo 2009) and viewing the cells as homogeneous, isotropic,
elastic objects (or ellipsoids in 3D), it should be possible to compute the stresses
and strains experienced by individual cells and relate them to the subcellular
response that such mechanical stimuli elicit (Mullender et al. 2004).

• Hybrid models

In practice, as cells proliferate, the computational effort needed to track indi-
vidual cells quickly becomes prohibitive. In such situations, when cell numbers are
large, it may be more appropriate to resort once again to a continuum approach.
While there are now a number of alternative approaches for modelling at the cell-
and continuum scales, it is less clear how to transition between the two approaches
or how to relate parameters appearing in the continuum models to those that
appear in cell-level ones. A possible resolution to the latter problem is outlined in
Byrne and Drasdo (2009): simulations of an individual-based model of avascular
tumour growth, parameterised by measurable biophysical quantities, are compared
with simulations from a continuum mechanical model and, in this way, parameters
in the continuum model related to measurable quantities. The problem of deciding
when it is appropriate to switch from a continuum to a discrete description (or vice
versa) is considered in Kim et al. (2007). The authors propose a hybrid model for
the growth of an avascular tumour embedded within a deformable gel. A cell-
based approach is used in the outer annulus of the tumour, where nutrient levels
are high and the cells are proliferating, while continuum descriptions are used for
the gel surrounding the tumour and the central core of the tumour, where nutrient
levels are low and the cells undergo necrosis. Careful consideration is given to the
appropriate coupling of these representations at the boundary between the con-
tinuum and discrete domains.

• Computational challenges

The systems of governing equations arising from multiphase descriptions of bio-
logical tissues are complex: to solve these equations in the complex 2D and 3D
geometries typically encountered within bioreactor systems requires the development
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of sophisticated numerical schemes. To this end, Osborne and Whiteley (2010)
consider a numerical technique specifically for the solution of the multiphase flow
equations. They demonstrate that these equations can be written as a mixed system of
PDEs, consisting of first-order hyperbolic equations for the volume fraction of each
phase, generalised Stokes equations for the velocity of each phase, and elliptic PDEs
for the concentration of nutrients and messengers. This complex system of coupled
nonlinear PDEs is solved via the development of finite element techniques.

As the mathematical and computational models being used to simulate tissue
growth become more detailed and complex, and as they are extended by different
researchers, it becomes increasingly important that the underlying software is
robust, reliable and fully tested. Several groups are developing software to tackle
such problems. For example, the software Cancer Heart and Soft Tissue Envi-
ronment (CHASTE) has been developed and is continually being advanced to
solve multiscale and multiphase problems in areas of physiology that encompass
cardiac, cancer and tissue engineering applications (Pitt-Francis et al. 2000).

• Modelling challenges

Within the context of multiphase modelling, a key challenge is the specification
of appropriate constitutive laws for the material properties of the constituent
phases, and their interactions via interphase mass and momentum transfer. Current
modelling approaches, such as O’Dea et al. (2010), have proposed simple candi-
date constitutive laws and have shown how the characteristic tissue morphologies
that arise depend on the mechanical stimuli: by comparing model predictions with
experimental data, it should be possible to determine the dominant regulatory
stimuli for a given cell line. However, in order to account accurately for the
material properties of the tissue construct in question (highlighted as a key con-
sideration in in vitro tissue engineering in Sect. 1.1.2), simplified constitutive
assumptions such as those employed by O’Dea et al. (2010) and Osborne et al.
(2010) are inappropriate. Detailed modelling of growth-induced stresses and tissue
construct deformation is required. Such approaches necessitate a dramatic increase
in model complexity (see e.g. Loret and Simões 2005; Ricken and Bluhm 2010)
and are therefore heavily reliant on numerical simulation, or model simplification
in order to make analytic progress.

Once appropriate models have been developed for the bioreactor culture sys-
tem, the models must be parameterised for the particular tissue type under con-
sideration e.g. bone, cartilage or cardiac tissue. Such model parameterisation
requires ongoing and close collaboration between modellers and experimentalists,
in order that the parameters of interest can be identified and successfully measured.
A significant barrier to the development of biologically realistic and powerful
models is the generation of suitable experimental data against which they can be
validated. Since the engineering of a tissue construct is a dynamic process, and it is
often technically difficult (or infeasible) to track a single experiment, the collection
of reliable quantitative data is an extremely difficult problem. An important output
of theoretical models is detailed information regarding the spatio-temporal dis-
tributions of (e.g.) stress, cell density, or nutrient levels within evolving tissue
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constructs: since this data is difficult, or impossible, to obtain experimentally, it is
an extremely challenging problem to validate the developed theoretical models
against experimental data. However, by validating key features of the model for
which suitable data may be procured, we may employ such models to provide
detailed spatio-temporal information with confidence. Such an approach was
demonstrated in Cummings et al. (2009) (see Sect. 3.2): here the authors validated
the trajectory of a tissue construct within a rotating bioreactor by comparing
theoretical and experimental results, and, having successfully done this, were then
able to use the model to provide detailed spatial information about the nutrient
field surrounding the tissue construct.

• In vitro to in vivo—integration and vascularisation

The models reviewed thus far have focussed on the in vitro generation of tissue
constructs rather than their integration with normal tissue when they are implanted
into patients. Recently, Lutianov and coworkers have formulated a mathematical
model, comprising a system of nonlinear reaction–diffusion equations, to describe
the in vivo regeneration of cartilage by isolated chondrocytes and/or mesenchymal
stem cells that are seeded into a defect in the knee (Lutianov et al. 2011). Model
simulations suggest that it takes around eighteen months for chondrocytes to
regenerate a typical defect, of length 10–20 mm and thickness 2–3 mm. The
authors also use their model to demonstrate that mesenchymal stem cells are no
better at regenerating cartilage than chondrocytes. Landman and Cai (2007) have
also used mathematical modelling to study the integration of tissue constructs into
host tissues. A key aspect of integration is the development of an appropriate
vascular supply to the engineered tissue (Novosel et al. 2011). We do not thor-
oughly review theoretical models for the vascularisation of engineered tissues
here, but refer the interested reader to Landman and Cai (2007) and Lemon et al.
(2009). In contrast to Lutianov et al. who consider avascular tissues, Landman and
Cai develop a model to investigate the feasibility of stimulating the formation of
new blood vessels within the tissue construct to prevent the development of
nutrient-starved regions developing within the tissue construct. Lemon et al.
(2009) described the evolution of different tissue constituents within an artificial
scaffold, including vasculature, via a set of coupled non-linear ordinary differential
equations. Bifurcation analysis was used to determine the extent of scaffold vas-
cularisation as a function of the parameter values. The development of models
which accommodate the formation and establishment of a vascular supply is a
challenging open problem in the field: sophisticated models already exist
describing angiogenesis in, e.g. wound healing and cancer, and it will be
instructive to draw upon these models when considering vascularisation of tissue
engineered constructs (Owen et al. 2009; Anderson et al. 2012).

In conclusion, despite, or perhaps because of, the many challenges outlined
above, it is clear that tissue engineering is an exciting multidisciplinary field which
is raising many demanding biological questions that can serve as the basis for
fascinating, and equally demanding, mathematical problems for many years to
come. Continued dialogue between mathematical modellers and tissue engineers,
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biologists, clinicians and a variety of other experimental scientists will be crucial
to the resolution of these problems and should lead to wider recognition that
mathematical modelling can be used as a powerful tool to advance understanding
of tissue engineering.
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Abstract A common technique for in vitro cartilage regeneration is to seed a
porous matrix with cartilage cells and to culture the construct in static conditions
or under medium perfusion in a bioreactor. An essential step toward the devel-
opment of functional cartilage is to understand and control the tissue growth
phenomenon in such systems. The growth process depends on various space- and
time-varying biophysical variables of the environment surrounding the cartilage
cells, primarily mass transport and mechanical variables, all involved in the cell
biological response. Moreover, the growth process is inherently multiscale, since
cell size (10 lm), scaffold pore size (100 lm), and cellular construct size (10 mm)
pertain to three separate spatial scales. To obtain a quantitative understanding of
cartilage growth in this complex multiphysics and multiscale system, advanced
mathematical models and efficient scientific computing techniques have been
developed. In this chapter, we discuss the existing knowledge in this field and we
present the most recent advancements for the numerical simulation of cartilage
tissue engineering.
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1 Introduction

A basic concept in the design of ex vivo tissue reconstruction is to provide a proper
biophysical microenvironment to cells [38]. In cartilage regeneration (Fig. 1),
mechanical stimulation is being extensively evaluated as a tool to modulate extra-
cellular matrix (ECM) synthesis, coherently with the evidence that mechanical
forces play an important role in cartilage homeostasis in vivo [14]. Mechanobiology
models of engineered cartilage are currently addressed at optimizing the applied
mechanical stimuli, by combining different stimuli, for example flow perfusion with
cyclic pressurization (Fig. 2) [25, 26, 42, 46], as a means to better mimic the complex
biophysical environment of chondrocytes within native cartilage.

To gain a better insight into the quantitative relationship between the applied
culture conditions and cartilage growth, advanced computational models are
currently applied to interpret the results from bioreactor studies. These attempts to
calculate and control the balance of mass transport and mechanical stresses exerted
on cells, have proven useful in capturing a rough understanding of the conditions
favoring the development of engineered cartilage [36, 37, 39, 40, 42, 26, 44].

In mechanobiology models of engineered cartilage, comparison between the
experimental findings and the computational results enable the local field variables
to be correlated with specific cell responses. Only from the mastering of the
complex biological phenomena (cell metabolism and proliferation, substrate
degradation and remodeling of the ECM) that take place during the in vitro
culturing process, one can control key aspects of tissue maturation.

2 Tissue Engineering: A Multiphysics/Multiscale Problem

Bioreactors for tissue culture are complex multiphase systems composed of a
scaffold portion, a culture medium and a growing biomass. For their rational
design, it is thus strongly required to have a quantitative understanding of the
interplay between geometry, interstitial flow field, nutrient mass transfer and
cellular behavior (proliferation, migration, biosynthetic activity). These variegated
phenomena encompass a wide range of embedded scales.

Figure 3 shows five distinct scales at which (at least) the considered problem
can be modeled, namely:

– Macroscale: it is the scale at which the perfused scaffold is treated as a con-
tinuum and at which the Bioengineer sets the control parameters (inlet velocity,
pressure drop). Its characteristic length is of the order of a few millimeters.

– Mesoscale: it is the scale corresponding to a collection of a few functional
sub-units (shortly, unit cells) of the scaffold. Its characteristic length spans from
tens of microns to millimeters.

– Microscale: it is the scale of the single unit cell of the polymeric scaffold, of the
order of 100 microns.
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– Cellular scale: it is the scale at which cells cannot be treated as a continuum,
but must be treated as single discrete entities. Its characteristic length is of the
order of microns.

– Sub-cellular scale: it is the scale accounting for all the mass transport and
reaction processes that occur at the single cell membrane level. Its characteristic
length is of the order of some nanometers.

We present here below a possible mathematical framework for the description
of the bio-physical phenomena occurring in a bioreactor for tissue engineering. Let
X be the bioreactor domain, composed by the time-invariant subdomains Xsc,
representing a non-biodegradable scaffold, and by its complement Xe. This latter
subdomain is, in turn, composed of a fluid portion Xfl(t) and a biomass portion
Xb(t), both depending on time t. Notice that both Xfl and Xb may be, in general,
composed by the union of complex, unconnected domains. The full scale approach
consists of the coupled solution of the following multiphysics system:

1. model for nutrient concentration: find c = c(x,t) in Xe such that

oc

ot
þr � �Drcþ vcð Þ ¼ Q cð Þ ð1Þ

Fig. 1 Scanning electron micrographs of porous scaffolds seeded with cartilage cells. The scale
bar equals 20 lm in all figures. a Polyurethane foam, b non-woven fiber mesh derived from
hyaluronic acid, c polyurethane structure with regular spherical pores and d polystyrene regular
grid. A coloured version of this figure is available on the online version of the book
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where D is the nutrient diffusivity, equal to Dfl in Xfl and to Db in Xb,
respectively, v is the velocity field and where the mass consumption term Q,
due to cellular metabolism, is given by:

Q cð Þ ¼
0 in Xfl;

� Vmc

Km þ c
in Xb ðMichaelis�Menten kineticsÞ

(
ð2Þ

Vm being the maximal nutrient consumption and Km the half saturation
constant,

2. model for the fluid velocity:

• v = 0 in Xb

• Navier-Stokes equations in Xfl: find v = v(x, t) such that

ov

ot
þ v � rv� gDvþrp ¼ 0

r � v ¼ 0:

(
ð3Þ

3. model for biomass growth (cell population and ECM accumulation):

Fig. 2 Mechanical bioreactors for cartilage tissue engineering. During bioreactor culture, the
cellular constructs may be subjected to a interstitial perfusion, b cyclic hydrostatic pressurization
and c combined regimens of interstitial perfusion and cyclic hydrostatic pressurization.
A coloured version of this figure is available on the online version of the book
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Xb ¼ Xb t; c; v; other biophysical parametersð Þ ð4Þ

The interfaces between different materials and models have to be handled by
means of suitable transmission conditions connecting the value of the variables
and/or their fluxes from one domain to the other. At present, the computational
challenge for solving the above three-dimensional (3D) time-dependent problem
on the entire bioreactor domain with internal moving boundaries and spatial res-
olution at the cell (Microscale) level, is still a too demanding task, even for the
more advanced numerical techniques and powerful machine resources. For this
reason, computational models of cartilage tissue engineering have been proposed,
addressing the problem at only a few of the above described scales, and often
including only a restricted set of physical phenomena.

The biophysical admissibility of such models strongly depends on the culture
time. As a matter of fact, the cell environment in the scaffold changes with culture
time, at the beginning of culture there are only seeded cells, which later proliferate
and synthesize ECM. Accounting for the interaction of the fluid flow with the
growing biomass is a condition required to obtain a realistic simulation at high cell
volume fractions, typical of long term culture. For this reason, single-physics/single-
scale models might yield acceptable results for short culture times, while for longer
culture times coupled multiphysics/multiscale simulations are required (Fig. 4).

In the following, we present a survey of such models, focusing on the coupling
between nutrient mass transport with medium flow (Sect. 3) and biomass growth
(Sect. 4). An overall description of these phenomena is provided in Sect. 5 under
the perspective of homogenization, while in Sect. 6 we briefly address recent
contributions to the multiscale modeling of the tissue engineering problem.

Fig. 3 Biophysical scales in a bioreactor system with their characteristic length. A coloured
version of this figure is available on the online version of the book
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3 Coupled Models of Medium Flow and Mass Transport

A rough understanding of transport limitations in porous constructs has been
obtained, in absence of flow, by Botchwey et al. [2, 3] and Sengers et al. [45] using
homogeneous models of tissue-engineered constructs. This amounts to solving
Eq. (1) with a constant nutrient diffusivity and v = 0 in the entire scaffold domain X,
instead of considering the actual microscopic structure of the domain Xe with its
associated complex empty and filled substructures. In up-to-date recent tissue
engineering bioreactors, the cell-seeded scaffold is immersed in a medium which is
induced to flow through or around the scaffold surface in a perfusion flow apparatus.
A simple strategy for increasing mass transport to cells would appear to be to increase
the medium flow rate, but high flow rates induce high shear stresses on cells, which
may be harmful instead of beneficial, at least at early stages of tissue growth.

This complexity presents serious hurdles in determining the appropriate values
of flow rate and medium solute concentration. Flow around scaffolds in a con-
centric cylinder bioreactor has been studied by Williams et al. [49] by solving
Eq. (2) coupled with Eq. (1) in the whole bioreactor domain. In this model, the
biomass volume is not accounted for in the geometry, but an equivalent volumetric
consumption rate is used at the right-hand side of Eq. (1). Such a model allowed to
compute flow fields, shear stresses and oxygen profiles around the constructs.

Incorporating flow through the scaffold in a direct-perfusion configuration
complicates the situation by establishing a velocity scale which is related to the

Fig. 4 Hierarchy of computational modelling techniques for cartilage tissue growth, following
the evolution of the geometry of the cell environment upon culture time. A coloured version of
this figure is available on the online version of the book
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actual fluid velocities in the scaffold, which are impossible to measure. This
problem has been dealt with by using detailed pore-scale computational fluid-
dynamic (CFD) simulations of fluid and chemical transport in tissue-engineering
scaffolds populated with living cells [1, 10, 11, 31, 47]. In these models, the same
set of equations is solved as in the above cited model, but considering only a few
unit cells. This allows to obtain a much higher scale resolution and to represent the
real local scaffold empty/filled structure. These simulations are able to capture
flow, pressure and concentration fields resolved at the microscopic level. In par-
ticular, it is shown how the scaffold micro architecture influences the hydrody-
namic shears imposed on cells within constructs. Calculations of nutrient flow
indicate that inappropriately designed dynamic culture environments lead to
regions of nutrient concentration insufficient to maintain cell viability. These
studies provide a foundation for exploring the effects of dynamic flow on cell
function and provide an important insight into the design and optimization of 3D
scaffolds suitable in bioreactors for in vitro tissue engineering.

4 Coupled Models of Biomass Growth, Medium Flow
and Mass Transport

A consistent mathematical description of tissue regeneration requires to provide a
model of biomass growth, as indicated in Eq. (4). This is a very complex problem,
involving several biophysical variables. Experimental observations and measure-
ments [32] suggest that after seeding, cells undergo (i) a first period (5–7 days) of
rapid proliferation, (ii) a second period (2–4 weeks) in which they start to signifi-
cantly secrete the typical highly hydrated extracellular matrix (ECM), comprising
proteoglycan monomers assembled with glycosaminoglycans (GAGs) anchored to
hyaluronic acid chains, type II collagen and a small amount of other types of
collagen. To our knowledge, there are no comprehensive models of (i), and (ii) in this
application field, rather, only partial descriptions of (i) or (ii) have been developed.

4.1 Cell Population Dynamics

Computational tools known under the name of multicellular simulations can be used
to model cell population dynamics. In these approaches, simple rules based on cell
automata are adopted to describe cell behavior and the emergent trend of the cell
populations is observed and analyzed. In particular, biased random walk techniques
have found widespread use in biological applications like the simulation of angio-
genesis [30] and, recently, have been applied to simulate cell populations that
migrate, collide, and proliferate to build a tissue inside a 3D scaffold [7].

Simulation results show that the speed of cell locomotion modulates the rates
of tissue regeneration by controlling the effect of contact inhibition and that the
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magnitude of this modulation strongly depends on the spatial distribution of the
seeded cells. In our group, a strong effort has been devoted to integrate pore-scale
CFD modeling and mass transport with multicellular simulation, developing
computational models of cell proliferation under interstitial perfusion in a biore-
actor [16, 17]. These models accounted for three physical phenomena: (1) cell
proliferation and migration, simulated using established models of cell population
dynamics [7, 28], (2) the hydrodynamic flow of culture medium, simulated using
CFD modeling, and (3) oxygen transport from the flowing culture medium to the
cells.

In these models, the increasing oxygen transfer from the culture medium to
the growing cell biomass was included in the mass transport calculation, but the
alteration of the fluid flow due to the growing cell volume was neglected, so that
the simulation results were valid only for very low cell volume fractions, corre-
sponding to initial culture conditions. An alternative perspective is based on
homogeneous continuum approaches [29] or on porous medium representations,
comprising motile cells and water inside a rigid scaffold material [8, 23].
In addition to cell growth kinetics, cell diffusion may be incorporated, to describe
the effects of cell random walks. The values of some parameters used, such as the
rate of cell ingrowth into the porous scaffold, are derived from the literature or by
fit to published experimental data. Results suggest that the rate of tissue growth in
porous scaffolds depends not only on the intrinsic rate of cell proliferation, but also
on the balance of mechanical forces developed inside the tissue. This type of
modeling also shows how the scaffold porosity or surface may be varied to reduce
the tendency of cells to aggregate.

4.2 ECM Accumulation Dynamics

Mathematical models of ECM accumulation have been set up by treating the
cell-scaffold construct either as a homogeneous continuum coupled with the
nutrient field [27] or at the Microscale level [13]. In both these approaches, GAG
concentration is assumed as the principal indicator of ECM secretion, distin-
guishing between soluble and bound GAG fractions. In Klein and Sah [21] an
extension of the previous models is proposed, including in a phenomenological
manner the effect of perfusion velocity on GAG release rate.

5 Homogenized Models of Biomass Growth, Medium Flow
and Mass Transport

The difficulty of handling a domain with an internal time-dependent interface due
to biomass growth with a robust numerical technique has brought many authors to
propose homogenized-averaged approaches formulated at the Macroscale level.
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These approaches are aimed at accounting for the fact that the environment in a
tissue-engineered construct is strongly heterogeneous. Multiphase models allow an
explicit consideration of these interactions. Each constituent is considered as a
distinct phase within the multiphase system with corresponding constitutive laws
and interactions with neighbouring phases, the inherent complexity of this
approach, compared to that of solving the complete problem of Eqs. (1–3) can be
conveniently reduced by an averaging process, yielding a single equation which
holds uniformly in the material, upon characterization of effective parameters such
as nutrient diffusivity, biochemical reaction rates and construct permeability.

Derivation of multiphase models applied to a wide range of problems in
computational biology has been given extensive treatment by many authors,
including, for example, Marle [24], Whitaker [48] and Byrne et al. [6]. In the series
of papers by Galban and Locke [15], a two phase (fluid and biomass) model for
cell growth and nutrient diffusion in a polymer scaffold with no perfusion is
presented. A single, averaged reaction–diffusion equation for the nutrient con-
centration in the two phase system is derived using the volume-averaging method
of Whitaker [48], Wood et al. [50] and the effective diffusion coefficient and
reaction rate are calculated as a function of the local cell volume fraction which
evolves according to a cell population balance equation. In the paper by Chung
et al. [9] a two-phase (fluid and biomass) model analogous to the one of Galban
and Locke [15] is proposed, with the inclusion of a self-consistent computation of
the fluid-dynamic field via an averaged Stokes-Brinkman model stemming upon
volume averaging of Stokes equations [20]. To reflect the fact that cell growth into
the scaffold reduces the effective pore size, Chung et al. [9] propose to include the
dependency on the cell volume fraction via a Carman-Kozeny type relation for the
permeability.

In our group, an homogenized approach in the line of the above cited literature
has been recently investigated in Sacco et al. [44]. The main novel contribution of
this work is the systematic inclusion of experimental data, in particular the
dependence of the biomass growth rate on the local fluid-dynamical shear stress,
and the inclusion of the effect of the solid scaffold fraction in the characterization
of the effective parameters arising from the homogenization procedure (hydraulic
permeability and nutrient diffusivity). The set of results presented in Fig. 5 are
obtained adopting the same model as in Sacco et al. [44] but investigating the use
of a modified biomass growth model based on two contributions: a promotion and
an inhibition term. This latter term is calibrated with respect to the inlet velocity
modulus, that is used as an indicator of the typical fluid-dynamical shear stress in
the device. In this analysis, we track the spatial and temporal evolution of the
nutrient concentration and fluid-dynamical variables as well as the volume fraction
occupied by the growing biomass which modifies the porosity of the scaffold
matrix, thus altering the fluid flow. Computations, corresponding to different time
levels, refer to the same geometry discussed in Sacco et al. [56] enforcing a
Poiseuille flow profile at the inlet. Simulations show that biomass growth is
enhanced close to the inlet section of the scaffold, due to a larger local availability
of nutrient. In turn, this results into a higher occlusion of the porous matrix in this

Multiphysics Computational Modeling in Cartilage Tissue Engineering 275



Fig. 5 Simulation of biomass growth due to mass transport in an interstitially perfused disk-
shaped scaffold computed with a modification of the homogenized model presented in [44].
a Time evolution of the total biomass fraction. Time snapshots of the distribution of: b biomass,
c nutrient concentration and d Darcy stress. The medium flows from left to right
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area, giving rise to an increase in the local state of shear stress (represented in the
model by the Darcy stress).

6 Multiscale Modeling

In the attempt of including in the mathematical description of the tissue-engineered
construct a wider spectrum of phenomena, while keeping the computational
complexity at an acceptable level, multiscale homogenization techniques have been
applied in a certain number of recent studies. A first example in this direction is
represented by the work of Cioffi et al. [11], where a Macroscale simplified model
provides appropriate boundary conditions for a Microscale model. The former model
is set in an axi-symmetric geometry and steady Navier-Stokes equations are solved
coupled with a reaction-diffusion equation for the nutrient with a constant volumetric
consumption rate. This model provides the velocity and nutrient concentration
profiles at the inlet of the Microscopic model formulated on a small (sample) portion
of the bioreactor which consists of the union of a few unit cells. In this Microscale
computational domain the same equations as above are solved, but on the real
geometry extracted from micro-CT images.

In Raimondi et al. [43], two complementary multiscale models are presented.
The first approach follows a concept similar to the one described above. Namely, a
2D model of the whole scaffold seeded with a cell monolayer is considered,
coupled with a 3D model of a functional sub-unit of such construct. The main
novelty of this approach consists in the use of a moving boundary formulation
originally proposed in Galban and Locke [15] and based on a phenomenological
relation for the time evolution of the biomass-fluid interface, which consistently
updates the geometry. To handle this time-evolving domains, an Arbitrary
Lagrangian–Eulerian (ALE) formulation is adopted and periodic remeshing is
applied to adapt the computational mesh to large deformations of the computa-
tional domain. In the second approach, a lumped discrete approximation to the
problem of mass transfer, nutrient uptake and biomass growth at the Macroscopic
scale of the scaffold is devised. In this description, the scaffold is represented by a
simplified geometry characterized by piecewise constant biophysical parameters,
whose values are extracted from the Microscale model. In turn, the Macroscale
model supplies the nutrient concentration boundary condition to a discrete set of
Microscale problems, whose solution is the nutrient distribution and biomass
evolution at the pore-size level, to be compared with real-time microscopic data.

7 Scientific Computing Techniques in Multiphysics Modeling

The aforementioned models of the engineered tissue growth feature specific dif-
ficulties with respect to their numerical approximation, which determine signifi-
cant criteria to select suitable numerical schemes to come up with computational
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solutions of flow and mass transport problems. Since the mathematical models
representing such phenomena are based on partial differential equations, approx-
imation methods such as the finite element method or the finite difference (or finite
volume) methods may be equivalently applied. However, the forthcoming
description will be biased in the direction of the finite element method, which is a
highly flexible approach. The main challenges in modeling cellular constructs are
represented by the need to solve problems with spatially heterogeneous physical
parameters or to couple different mathematical models (viscous and inviscid flows,
free flows and porous media) within a genuine multiphysics framework, including:
Darcy’s, Brinkman’s or Stokes’ models for perfusion flow in the scaffold porous
matrix with growing biomass, nutrient mass transport and delivery to growing
cells, cell growth and metabolism. The interfaces between different materials and
models have to be handled at the discrete level by a suitable treatment of the
transmission conditions.

As an example, for the approximation of mass transport through heterogeneous
media, which arises from the study of nutrient supply to cells, a correct quanti-
fication of the amount of nutrient reaching the target is achieved by properly
capturing the balance of mass fluxes at the interface between the fluid and the
growing tissue, as well as by accurately approximating the steep concentration
gradients that arise in the neighborhood of the fluid/solid interface. For the former
issue, an effective mathematical methodology is Domain Decomposition, for
which we refer to Quarteroni and Valli [33].

Such family of methods splits a coupled multiphysics system in single sub-
problems, which can be then solved by standard approximation techniques and
software packages. The global solution accounting for their interaction is then
recovered by means of iterative strategies. Domain decomposition techniques have
already been successfully applied to analyze fluid dynamics and mass transfer
through biological tissues [34, 35], D’Angelo and Zunino [12]. Another important
issue in the simulation of heterogeneous problems is the development of robust
and conservative schemes. For the case of nutrient transport, a conservative
scheme would exactly preserve the local mass balance related to nutrient con-
centration. Robustness, in turn, refers to the stability of the numerical scheme,
which is the fundamental property that quantifies at what extent the approximate
solution is sensitive with respect to perturbations on the discrete problem data.
A numerical method is called robust when its stability properties are affected
neither by the magnitude of the problem coefficients nor by their variation. This is
achieved by means of Discontinuous Galerkin finite elements (DG). However,
a major drawback of DG schemes is their increased computational cost compared
to standard (conforming) finite element formulations, that in some cases makes
them unsuitable for large scale realistic problems.

The previous computational techniques allow for an accurate and efficient
approximation of the partial differential equations that describe the phenomena
governing artificial tissue growth. However, computational methods provide
quantitative results only when they are applied on the basis of realistic data
for the problem at hand, through a strong interaction between simulations and
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experiments. On the one hand, problem specific parameters such as nutrient dif-
fusivity and consumption rates as well as fluid viscosities and hydraulic resistances
of biomass should be provided. On the other hand, equations must be solved on
realistic geometrical configurations, to allow for model validation based on direct
comparison between simulations and observations.

Micro-CT and fluorescence microscopy images at the cell scale should be the
starting point to reconstruct the geometrical models for numerical simulations.
More precisely, the geometry of the scaffold matrix and the biomass available
from images, has to be translated into quantitative terms in order to be exploited
for the numerical approximation of fluid perfusion and transport processes.
To address this task, several approaches are available. In principle, one can attempt
to set up a parametric mathematical description of the domain boundaries or
interfaces. However, the highly irregular shape of tissue-engineered constructs
makes this task hardly achievable in the present context (Fig. 6). Alternatively,
recent advances on numerical approximation schemes for PDEs have shown a
promising way to override this difficulty. In particular, non-standard finite element
schemes (such as the Extended Finite Element method, XFEM) have the ability to
use Cartesian, non-boundary-fitted meshes to solve problems in complicated
domains. Such approach, generally called the fictitious domain method [18],
consists in embedding the computational domain into a fictitious volume with
simple geometry, in such a way that the material interfaces do no longer need to be
geometrically approximated. Recent developments in this direction Hansbo and
Hansbo [19], Burman and Hansbo [4], Burman and Zunino [5] give rise to robust
and efficient finite element schemes that are capable to approximate partial dif-
ferential equations with interfaces separating between highly heterogeneous
material properties even when the coefficient discontinuities are not exactly
captured by the computational mesh.

Fig. 6 (left) Fluorescence image of the engineered tissue growing on the fiber scaffold
represented in Fig. 1b (scaffold fibers are visualized with blue, biomass with green). (middle) The
outcome of image segmentation approach targeting the biomass. The contours of the biomass film
are highlighted in red. (right) Numerical simulation of a diffusion problem where the biomass
region features lower diffusivity than the surrounding fluid. Owing to the extended finite element
technique, the computational mesh does not fit the complex contours of the fluid/biomass
interface, although the computational accuracy is not significantly compromised
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8 New Tools for Experimental Validation

In mechanobiology models of engineered cartilage, comparison between the
experimental findings and the computational results enables the local field vari-
ables to be correlated with specific cell responses, a crucial step towards model
validation. Generally this is a very complex procedure, as most variables to be
measured are not experimentally accessible in 3D and in real time. To attack this
problem, a first experimental set-up was developed and validated by our group in
collaboration with the University of Basel. A geometrically-defined custom made
scaffold was seeded with human chondrocytes and cultured inside a miniaturised
perfusion chamber, so-called mini-bioreactor, that permitted time lapse imaging of
the cellular construct in real time [41].

A step forward in this regard is a new optimized set up presented in Laganà and
Raimondi [22]. The new perfusion mini-bioreactor was designed and rapid-
prototyped taking advantage from microfluidic know-how, so it is easy to use, cost
effective, potentially disposable, and wholly mounted on a standard microscope
glass slide. The experimental set-up (Fig. 7) is composed of a syringe pump,
a pipeline for cell feeding, a cell culture incubator and a fluorescence microscope
equipped with an imaging system. To house the custom-made polystyrene scaf-
folds used (3D Biotek), the perfusion chamber thickness was set at 300 lm,
i.e. over the traditional microfluidic scale (Fig. 8).

The mini-bioreactor was successfully tested against leakage and used in cell
culture experiments. We have used live fluorescence viable staining, DAPI
(Sigma), in which the cell nuclei stain blue, and the Qtracker� Cell Labeling Kit
(Invitrogen), in which the cell cytoplasm stains orange, to follow tissue growth

Fig. 7 Micro-bioreactor set-up developed to validate multiphysics computational models of
cartilage growth. Scheme (left) and photograph (right). a Syringes filled with complete cell
culture medium and mounted on an infusion/withdrawal programmable syringe pump, b cell
culture incubator (37�C, 5% CO2), c silicone rubber oxygenator tubes, d inverted microscope,
e water-jacket heater used to maintain the micro-bioreactor chamber at 37�C, f cell culture
medium reservoirs, and g laptop monitor showing a fluorescence image acquired directly on the
live micro-construct with a high resolution camera. A coloured version of this figure is available
on the online version of the book
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Fig. 8 Mini-bioreactor approach developed to validate multiphysics computational models of
cartilage growth. a Exploded view showing (I) bottom side magnetic holder, (II) cover glass, (III)
PDMS perfusion chamber (arrow), (IV) glass slide with CNC-milled perfusion channels, (V) top
side magnetic holder. b Photograph of the mini-bioreactor placed on the microscope, c rendering
of the polystyrene scaffold, d detail of the scaffold regular geometry and e fluorescence live
image of the scaffold seeded with cells, in which cell nuclei stain blue and the cell cytoplasm
stains orange. A coloured version of this figure is available on the online version of the book

Fig. 9 Integration between experiments and simulation in cartilage tissue engineering.
Fluorescence images of cellular constructs marked with live staining, in which the cell nuclei
stain blue and the cell cytoplasm stains orange, taken a at the beginning and b the end of culture,
compared to c, d the numerical output of the multiphysics model [43]. In (c) and (d) the wall fluid
shear stress is mapped on the biomass surface (c) at the beginning and (d) the end of culture.
e The 3D domain modeled
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during culture. We acquired fluorescence images at specific time points on live
specimens, and we developed procedures to estimate the cell number and the
biomass volume fraction non-destructively during culture. We are currently
developing methods to compare these experimental observations to the compu-
tational predictions (Fig. 9), in the aim to approach a validation procedure for our
more advanced multiphysics models of cartilage tissue engineering.

9 Conclusion

In conclusion, the field of multiphysics computational modeling in cartilage tissue
engineering is progressing rapidly. Here, we have reviewed several computational
tools already available. Possible directions to improve these tools require to
properly address the fundamental processes that induce growth of engineered
tissue on scaffolds, i.e. cell adhesion, migration, proliferation and biosynthesis.
This would open new avenues for engineering design using validated predictive
tools in the field of tissue engineering.
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Oxygen Transport in Bioreactors
for Engineered Vascular Tissues

Jason W. Bjork, Anton M. Safonov and Robert T. Tranquillo

Abstract Tissue engineered vascular grafts cultured in vitro are often done so under
static conditions, which forces a diffusion-only mass transport regime for nutrient
delivery and metabolite removal. Some bioreactor culture methods employ mechanical
stimulation to improve material strength and stiffness; however, even with mechanical
stimulation, engineered tissues are likely to operate in a diffusional transport regime for
nutrient delivery and metabolite removal. In this study, we present an analysis of
dissolved oxygen (DO) transport limitations that can arise in statically cultured vascular
grafts and highlight bioreactor designs that improve transport, particularly by perfusion
of medium through the interstitial space by transmural flow. A computational analysis is
provided in conjunction with empirical data to support the models. Our goal was to
investigate designs that would eliminate nutrient gradients that are evident using static
culture methods in order to develop more uniform engineered vascular tissues, which
could potentially improve mechanical strength and stiffness.

1 Introduction

Effective nutrient delivery and metabolite removal remain a challenge in the field
of tissue engineering. Within the body, most cells are found no more than
100–200 lm from the nearest capillary to maintain viable tissue [1]; however,
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engineered tissues lack this level of vasculature. In vitro mass transport limitations
can impact engineered tissue constructs due to the formation of nutrient or
metabolite gradients. These gradients can impact size or uniformity of engineered
tissues due to changes in metabolic activity or cell viability. Transport limitations
can also impact subsequent integration of these constructs in vivo.

Adequate supply of oxygen is critical due to its role in synthesis of ATP for cell
energy production and is required for extracellular matrix (ECM) production. High
cellular demand for oxygen coupled to low solubility and slow diffusion yield
gradients in this essential nutrient and can also lead to hypoxic (low oxygen) or
anoxic (zero oxygen) regions. Oxygen gradients have been measured in cartilage
[2–4] and cardiac tissue [5, 6], and regions of low dissolved oxygen (DO) were
associated with dead or dying cells. Stem cells, which are typically cultured in low
oxygen environments, were shown to die when exposed to anoxia for 5 days [7].
Oxygen limitations have also been evaluated for their impact on cell viability and
proliferation. Demol et al. recently conducted a theoretical analysis of oxygen
gradients in fibrin gels and coupled DO to a model of cell growth, predicting the
highly populated cell layer on the outer periphery observed in many fibrin-based
engineered tissues [8].

One method aimed at improving uniformity of oxygen delivery to cells is based
on bioreactor culture. Bioreactors serve to improve mass transport by flowing or
mixing culture medium around cell monolayers. Mass transport is also improved
during bioreactor culture of engineered tissues by either eliminating external
gradients to maximize diffusional driving force or providing convective mass
transfer through tissues. Bioreactors are also frequently used to provide mechan-
ical stimulation, and while there is some degree of convective transport to the cells
within the tissue construct to augment diffusional transport [9–14], improved
transport is often neither intentional nor controlled. Axial perfusion bioreactors for
engineered vascular grafts [15–17] cause transmural flow through the construct
wall as culture medium is pulsed through the lumen, but this forced convective
transport associated with transmural flow is again incidental and not controlled.

Some recent designs, however, have focused on improved nutrient delivery via
controlled convective transport through the tissue. For example, Khong et al.
applied interstitial flow to the culture of liver tissue [18]. Their work demonstrated
enhanced enzyme activity, urea synthesis and albumin secretion in liver slices up
to 1 mm thick using a needle-perfusion chamber. Forced convection has also been
investigated in cardiac tissue engineering [19] to examine cardiomyocytes
entrapped in Matrigel. The interstitial flow of medium improved the density of
viable cells throughout the thickness, whereas static culture resulted in constructs
with only a 100- to 200-lm thick surface layer containing viable cells around an
acellular core. In a subsequent study using collagen constructs [20], oxygen
concentration and cell viability decreased linearly from the construct surface and a
physiological density of live cells was present only within the first 128 lm.
However, interstitial flow of medium significantly increased oxygen concentration
within the construct. Interstitial flow has also been applied to the culture of liver
tissue. Chung et al. developed a detailed model to predict how changes in
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interstitial perfusion improved cell proliferation, nutrient delivery, and shear stress
[21]. The perfusion model demonstrated improvements in cell proliferation
through the scaffold, uniformity, and enhanced nutrient delivery.

Interstitial (transmural) flow for vascular tissue engineering has been investi-
gated recently [22–24] as a means of improving uniformity and mechanical
properties for these types of tissues. Transmural flow bioreactors were imple-
mented to investigate controlled flow of culture medium to cells within the
engineered tissues, whereas axial perfusion bioreactors typically impart transmural
flow in an uncontrolled fashion [15–17]. Peclet numbers pertaining to these studies
ranged from just over 1 to approximately 170. In all cases, significant improve-
ments in uniformity were observed compared to diffusion alone. Models have also
been developed to predict how changes in interstitial flow affected cell prolifer-
ation [25], nutrient delivery, and shear stress [17, 26]. Spatial and temporal control
of the DO concentration can be used to maintain cell function and uniformity,
which can ultimately improve tissue quality and mechanical properties [26].

In this work, an analysis of oxygen transport in engineered vascular tissues is
performed. First, a static culture model is examined which demonstrates DO
limitations that can arise in systems that depend only on diffusion. This is followed
by computational and experimental analysis of several different bioreactor designs
aimed at improving DO uniformity through implementation of convective trans-
port through the tissue interstitium.

2 Static Culture Model

The static culture model was developed to understand the severity of DO gradients
without any convection during incubation in a culture dish [23]. The general
species conservation equation for DO in tissue is shown in Eq. 2.1:

oCO2

ot
þ v � rCO2 ¼ DO2; tr2CO2 � RO2 ð2:1Þ

where DO2; t is the diffusivity of oxygen in tissue, CO2 is the DO concentration, v is
the velocity vector and RO2 is the oxygen consumption term. Simplifying for
steady-state, diffusion-only DO transport, and substituting Michaelis–Menten
kinetics for oxygen consumption within the tissue yields Eq. 2.2:

DO2; tr2CO2 ¼ qcell
VO2 maxCO2

Km þ CO2

ð2:2Þ

where qcell is the cell density, and VO2 max and Km are Michaelis–Menten param-
eters. The system consisted of two subdomains—the tissue and the culture medium
surrounding the tissue as illustrated in Fig. 1. Equation 2.2 was solved with the
boundary conditions shown in Eq. 2.3–2.5:
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CO2 jy¼0¼ a P1 ð2:3Þ

oCO2

or

����
r¼Ri

¼ 0 ð2:4Þ

JO2;tissue

��
r¼Ro
¼ JO2;fluid

��
r¼Ro

ð2:5Þ

The problem was further simplified by implementation of a symmetry plane at
x = 0.

DO profiles were modeled using the finite element method (FEM) software
package COMSOL Multiphysics (version 3.5a, COMSOL, Inc.). The model was
solved using the UMFPACK stationary solver with a convergence tolerance of
10-6 and a minimum damping factor of 10-4. Numerical values used in this and
subsequent models are shown in Table 1.

In order to provide values for Vmax and Km, the oxygen consumption rate (OCR)
was measured for neonatal human dermal fibroblasts (nhDFs) using a stirred
microchamber and an oxygen monitoring system as described in Bjork and
Tranquillo [23]. Measurements provided by this system provided changes in DO
due to metabolic oxygen consumption inside an impermeable microchamber. Vmax

was determined on a per-cell basis by Eq. 2.6 [27]:

Vmax ¼
Vch a
Ncell

DpO2

Dt

� �
ð2:6Þ

where Vch is the volume of the microchamber, a is the Bunsen solubility coefficient
(1.27 nmol/cm3/mmHg at 37�C [28]), and Ncell is the number of cells in the sample
as determined by DNA quantification and a cell viability assessment. DpO2=Dt is
the slope of the linear portion of the curve obtained from the oxygen monitoring
data. The OCR data obtained with the microchamber was used to determine Km by
plotting OCR versus the oxygen concentration. The concentration at which the
OCR was one-half Vmax was taken as Km.

Fig. 1 Illustration of domain
for DO transport problem of
tubular tissue constructs
cultured statically around a
glass mandrel in a culture
dish (not to scale). Schematic
represents the symmetric
domain as it was entered into
COMSOL Multiphysics with
two subdomains, which
consisted of culture medium
surrounding the DO-
consuming engineered tissue
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Michaelis–Menten parameters from this method with additional numerical values,
as shown in Table 1, were applied to the COMSOL and yielded DO concentration
profiles for the entire domain (both culture medium and tissue subdomains) as shown in
Fig. 2. The model was evaluated using cell densities ranging from 45 9 106 cells/mL
up to 225 9 106 cells/mL. The top edge of each plot represents the air-medium
interface where gaseous oxygen is in equilibrium with dissolved oxygen. Cells within
the tissue consume oxygen which reduces the DO at increasing depths below the
ablumenal surface. The minimum concentration in the tissue was at the lumenal surface
(along the inner radius Ri) on the bottom side of the tissue. At 45 9 106 cells/mL, the
minimum was 36.7 nmol/mL (3.8% O2). As the cell density increases, the minimum
DO concentration decreases to less than 1 nmol/mL. The values at this location for
135 and 225 9 106 cells/mL are both below Km, which was measured to be 7.75 nmol/
mL, and thus the cells in this region cannot consume oxygen at the maximum rate. The
maximum concentrations occurred at the top ablumenal surface, corresponding to the
location closest to P?. Based on these results, significant DO heterogeneity exists
within the tissue for these cell densities, and there is thus an opportunity for improve-
ment with bioreactor culture.

3 Transural Flow Bioreactor

Kitagawa et al. developed a ‘‘radial perfusion bioreactor’’ using steady flow of
medium, where all flow into the lumen at one end was forced out through the graft
wall as transmural flow [22]. They determined that the optimal flow rate for
maximum cellularity and cell uniformity corresponded to a radial Peclet number,
Per, of approximately 170 (estimated from reported dimensions).

In our work, a similar bioreactor system as Kitagawa et al. was developed, but
generalized to allow simultaneous transmural and axial flow, as well as each mode
of flow alone. DO measurements were obtained in this bioreactor system, using

Fig. 2 DO profiles in statically-incubated tubular tissue constructs for a 45 9 106 cells/mL,
b 135 9 106 cells/mL, and c 225 9 106 cells/mL. With diffusive transport alone the DO
concentration falls below Km at higher cell densities, which can result in the development of
anoxic zones and cell death within the tissue. From [23]

292 J. W. Bjork et al.



fibrin-based tubular tissue constructs, in order to monitor oxygen consumption of
the tissue and provide data for DO model development. The model in this case was
expanded to include axial and transmural flow and was coupled to the DO
transport model using COMSOL. The model predicted DO profiles across the
tissue thickness as a function of the transmural flow rate as well as shear rates on
the cells within the tissue and the potential for construct bursting associated with
pressures required to impart a prescribed transmural flow.

Multiple bioreactor configurations were implemented by blocking chamber exit
ports as shown in Fig. 3. Pure transmural (‘‘translumenal’’) flow was obtained by
blocking the axial outflow port, pure axial (‘‘lumenal’’) flow by blocking both
transmural exit ports, and simultaneous transmural and axial (‘‘combination’’) flow
were implemented by incorporating both transmural exit ports and the axial exit
port. In addition, the transmural flow rate was adjusted in this configuration by
utilizing a pressure transducer and needle valve downstream of the axial exit port.
The needle valve was adjusted to achieve a desired lumenal pressure which
corresponded to a transmural flow velocity, vr, given by Darcy’s Law:

Fig. 3 Bioreactor configurations analyzed for steady flow. a Illustration of tissue dimensions
within the bioreactor. b Photo of the bioreactor in operation. Schematic of c translumenal flow
(axial outlet blocked), b lumenal (translumenal outlets blocked) and c combination of
translumenal and lumenal flow. Flow proceeds from the inlet on the left side, then either
through the tissue to outlet ports on the side (c, e) or axially out from the tubular tissue construct
(d, e)
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vr ¼ Lp DP; ð3:1Þ

where Lp is the hydraulic conductivity of the tissue (measured in separate
experiments [19]) and DP is the measured lumenal pressure.

These bioreactor configurations were implemented in COMSOL using steady-
state, Navier–Stokes flow in the culture medium subdomain, as shown in Eq. 3.2,
and Darcy flow from Eq. 3.1 above in the tissue subdomain.

q v � rv ¼ �rpþ lr2 v ð3:2Þ

q is the fluid density, p is pressure, and l is the fluid viscosity. The complete
domain was simplified from 3D to 2D by assuming axisymmetry. Additional
boundary conditions for the flow problem consisted of Poiseuille flow at the inlet
and zero pressure at the outlet(s), as shown in Eqs. 3.3 and 3.4:

dp

dz

����
z¼0

¼ 8lhvzi
R2

i

ð3:3Þ

Pj z¼L
r¼Ro

¼ 0 ð3:4Þ

The DO transport problem was solved similarly to Eq. 2.2. The boundary condi-
tions consisted of constant concentration, C0, in the fluid inlet and the tissue outlet
had a zero-flux boundary condition. These are shown in Eqs. 3.5 and 3.6:

CO2 jz¼0¼ C0 ð3:5Þ

n � ð�DO2

dCO2

dr
Þ
����
r¼Ro

¼ 0 ð3:6Þ

where n is the unit vector normal to the ablumenal tissue surface. The model was validated
by integrating the flux over the outlet of the tissue surface for the transmural flow cases
and comparing the calculated bulk-averaged DO value to measurements obtained in the
outlet stream. A summary of COMSOL input values is provided in Table 1.

Outputs included the lumenal pressure field, velocity fields, and DO concentration
and flux profiles along the ablumenal edge. vr was used to assess the dominant mode
of radial oxygen transport via the Peclet number and to determine the average shear
stress realized by cells within the tissue according to Eq. 3.7 [26]:

savg ¼ B l vr j�
1
2 ð3:7Þ

where B is a shape factor (approximately equal to 1) and j is the Darcy specific
hydraulic permeability (j = Lp l (Ro-Ri)). An average interstitial shear stress of
1 dyne/cm2 was taken as a physiological reference value [26].

Model predictions for different bioreactor configurations are summarized in
Fig. 4 with plots of the DO profiles along the ablumenal surface of the tubular
tissue construct (the region of lowest DO). As shown in the figure, higher flow
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rates result in a smaller differential from the inlet oxygen concentration (at z = 0)
for the translumenal flow and lumenal flow configurations. Cell density also
impacts the DO profile. As expected, as the cell density increases, the oxygen
concentration along the ablumenal edge decreases. Furthermore, the model
predicts that the vr profile is essentially constant for a given flow rate (results not
shown). Thus, increased volumetric flow will yield increased transmural flow;
however, there is no difference in vr between the lumenal inlet and outlet.

Figure 4 also reports the combination case of transmural and axial flow. Each
curve for this configuration represents varied applied back pressure (0, 10 and
15 mmHg) at a fixed flow rate of 400 lL/min (no applied back pressure provides
the same result as the lumenal flow configuration). Increasing the back pressure, in
turn, increases the amount of flow diverted from the lumenal outlet into transmural
flow. The combination case provides the benefit of having axial flow to increase
the oxygen concentration—and thus the diffusional driving force for DO into
the tissue—along the lumenal surface, while forcing additional oxygen through the
tissue convectively.

Fig. 4 Predicted DO concentration profiles along the ablumenal surface for the three different
bioreactor configurations and three different cell densities. The legend in the upper left graph
applies to each of the top six graphs (flow rates of 50, 200, and 400 lL/min, Per = 0.53, 2.13,
and 4.26, respectively, for translumenal flow). The legend in the bottom left graph applies to the
entire bottom row (back pressures of 0, 10, and 15 mmHg), for which the inlet axial flow rate is
constant at 400 lL/min. From [23]
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The result of the combination flow case is noteworthy when also understanding
the pressures required to provide DO uniformity along the ablumenal surface in
comparison to the transmural flow cases, which appear very similar. In the
transmural flow case, the lumenal pressures reach nearly 200 mmHg. For a
developing tissue, this can be a detrimental pressure resulting in damage to the
integrity of the construct. In contrast, the combination case can achieve compa-
rable DO uniformity with much lower lumenal pressures (10–15 mmHg) since
there is greater DO uniformity along the lumenal surface imparted by much higher
axial flow.

Furthermore, increased transmural flow velocity increases shear stress on the
cells within the tissue. Hydraulic conductivity plays a central role in these effects.
As the tissue compacts due to cell traction forces and the cells deposit collagen and
other extracellular matrix, the tissue becomes denser and less permeable to fluid
flow, so the hydraulic conductivity, and thus j, decreases. This, in turn, yields an
increase in the shear stress according to Eq. 3.7. Given the higher lumenal pres-
sures in the translumenal flow case, the detrimental consequences of higher
interstitial shear are more likely compared to the combination flow case.

The model was verified by comparing the computed total radial molar flux of
oxygen to measurements taken on the inlet and outlet streams. The total molar flux
was found by integration along the ablumenal boundary in COMSOL for the case
of translumenal flow. Dividing by the volumetric flow rate, which ranged from
50–400 lL/min, yielded the average DO concentration predicted in the transmural
outlet lines, reflecting oxygen consumption by cells within the engineered tissue.

Fig. 5 Predicted and measured DO concentration versus residence time for the translumenal
bioreactor configuration. The residence time here is tissue thickness divided by transmural
velocity, corresponding to flow rates ranging from 50 to 400 lL/min. The shaded region
indicates transmural flow velocities yielding Per \ 1. (- - -) Predicted DO concentrations for (top
to bottom) 45 9 106, 135 9 106, and 225 9 106 cells/mL. Measured outlet DO for (filled circle)
low, (filled square) medium and (filled triangle) high cell densities (targeted cell densities to
compare to predictions). Note that the measured DO inlet in these measurements was
165 nmol mL-1 and is also reflected in the predictions for consistency. From [23]
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In practice, the length and thickness of tubular tissue constructs are variable.
Residence time (tissue thickness divided by the average transmural flow velocity)
was therefore used as the independent variable. Figure 5 shows the comparison of
model results (lines) to measured DO concentrations. As shown in the figure, the
average DO concentration decreases linearly with residence time until the
consumption kinetics change (from zeroth to first order) due to low DO concen-
tration, with the transition occurring sooner with increasing cell density. Moreover,
increasing cell density has a large impact on the total DO consumed by the cells
within the tissue, which is also effectively captured by the model.

4 Pulsed Stretch-Flow Bioreactor

As highlighted in the previous section, bioreactor culture incorporating controlled
transmural flow can improve DO uniformity along the axial length of the cultured
tubular constructs. This work was conducted in an effort to evaluate improved
mass transport; however, it is known in the literature that mechanical stimulation
can increase collagen deposition and thus the mechanical properties of engineered
tissues so that they more closely mimic native tissue. Cyclic distension has been
shown to improve these properties of fibrin-based engineered grafts seeded with
nhDFs [14]. Along with high collagen content, the organization of the cell-
produced collagen fibers is also of critical importance. It should recapitulate the
predominant circumferential alignment of native arteries to provide burst strength
and confer the natural anisotropic mechanical behavior [24].

A bioreactor system was designed to allow for culture of multiple grafts such
that cyclic distention and cyclic transmural flow could be applied for stimulating
tissue growth. This bioreactor system has the unique advantage of applying all four
parameters that have previously been found to be beneficial for development of
mechanically robust engineered tissues: cyclic stretching [9, 14, 24], transmural
flow [22, 23], lumenal flow [27, 29], and ablumenal flow [15, 30]. This bioreactor
system was shown to produce constructs having burst strengths with the highest
values reported for engineered grafts made from biopolymer scaffolds and would
be sufficient for implantation [24].

Reported here is an analysis of oxygen transport using this bioreactor system.
The analysis incorporated pulsatile flow through the lumen of fibrin-based tubular
tissue constructs using a combined experimental and computational approach. The
aim of this study was to investigate DO in the tissue, flow profiles in the system,
and to evaluate the theoretical effect of the frequency and volume of pulsatile flow
on the DO concentration profiles within the tissue. Direct measurements of
pressure and DO concentration both for the inlet flow and within the bioreactor
were used to help guide computational analysis.

A schematic of the bioreactor is provided in Fig. 6. Tubular constructs
were mounted on a custom manifold, which was placed inside a jar of cell
culture medium during operation. A reciprocating syringe pump was connected to
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the manifold through a three way valve. During forward motion, a fixed-volume
pulse of culture medium flowed through the manifold and was distributed to each
graft; consequently, each mounted graft experienced a pressure wave with resul-
tant graft distension and transmural flow. Due to the manifold symmetry, each
mounted graft was subjected to a similar pressure wave; some variations occurred
since the graft properties at the time of mounting are not identical. During reverse
motion, the syringe withdrew medium from the jar. An in-line pressure transducer
and DO sensor were placed between the top manifold and the three way valve to
provide data for use in the computational model.

Fluid flow was modeled in 3D using the transient Navier–Stokes equation in
COMSOL Multiphysics. The full bioreactor geometry was simplified to a 1/6th
slice based on symmetry, which reduced the number of degrees of freedom from
over 250,000 to approximately 42,000. Further symmetrical simplification to
1/12th was not employed so that solutions could be more easily visualized. The
true bioreactor system has a single outlet port near the upper manifold that would
break symmetry; however, approximate flow velocity fields were deemed
acceptable for assessing fluid mixing in the system and to maximize information
gained with efficient use of computational time. The model was further simplified
by neglecting the tissue deformation that occurs during pressurization of the graft,
maintaining the tissue in a fixed position during pressurization.

Fig. 6 Schematic of pulsed
stretch-flow bioreactor.
From [24]
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A schematic of the geometrical simplification is provided in Fig. 7. The upper
manifold was removed from the computational domain and its surface served as a
no-slip wall boundary condition. The upper end of the construct lumen and the
lower manifold central port served as fluid inlets into the system and the outlet was
the annulus around the upper manifold. The vertical fluid plane on either side of
the construct utilized a symmetry boundary condition. Constants used for the flow
model (and subsequent DO model) are provided in Table 1. The model again
accounted for flow of fluid through the tissue based on Darcy’s Law (Eq. 3.1). The
model equations were solved using an appropriate transient or stationary solver to

Fig. 7 Schematic of PSF bioreactor geometry used for 3D fluid flow modeling in COMSOL.
a Top view showing dimensions of the chamber, manifold and placement of tissue constructs.
b 3D rendering of entire bioreactor geometry in COMSOL. c Simplified geometry used for
computation based on symmetry

Fig. 8 Schematic of domain used for the DO model in the PSF bioreactor. a The domain from
the flow problem was simplified to the tissue component as shown in b and c. c The diffusion–
convection–reaction problem domain used in COMSOL consisted of a 300 lm thick slab of
tissue with identical DO on both sides
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examine pulsatile or steady fluid flow, respectively, with a convergence tolerance
of 10-6 and a minimum damping factor of 10-4. Solutions were typically found
after 200 iterations using a biconjugate gradient stabilized solver. The mesh was
refined until minimal variation in the solution was observed.

The output of the flow problem was coupled to the DO transport problem using
COMSOL in order to evaluate the effect of pulsatility and stroke volume on DO
profiles. Based on measurements showing no spatial variation in DO concentration
in the annular region of the jar and low curvature of the construct, the 3D model
was simplified to a 1D transport model as shown in Fig. 8.

The DO transport problem required solution to the species balance equation as
shown in Eq. 2.1. The flow velocity was determined from Darcy’s Law and was
driven by a pulsatile waveform in the lumen, which was modeled by Eq. 4.1:

Ppulse ¼
Ppeak sin 2px tð Þ; sin 2px tð Þ[ 0

0; sin 2px tð Þ� 0

(
ð4:1Þ

where Ppeak is the measured peak pressure and x is the frequency of pulsatility,
which results in the oscillatory pressure Ppulse. The model pulsatile pressure
in Eq. 4.1 was compared to pressure monitoring data and found to match
with suitable accuracy. The transient model was solved in COMSOL using the

Fig. 9 Solutions to 3D flow during peak flow of PFS bioreactor. a Streamlines show flow around
manifolds through the chamber interior. Streamline color indicates local stream velocity.
b Solution shown in a isolating the tissue to highlight transmural flow. c Surface plot showing
symmetry of flow and higher velocity around the manifolds. d Lower manifold outlet highlighting
the swirl flow as shown by the streamlines. e Top view showing the tubular tissue construct
surrounded by streamlines. Streamlines originating at the ablumenal surface are associated with
transmural flow
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PARDISO solver with time steps of 0.1 s, a convergence tolerance of 10-6 and a
minimum damping factor of 10-4. Examination of step changes in the inputs, such
as changing the flow rate for example, were examined over a period of at least
1 min to verify that a steady solution had been reached.

A summary of the fluid flow model is shown in Fig. 9. Model results showed
velocities ranging from 15.9 cm/s at peak flow in the central port of the bottom
manifold to 0.07 cm/s in the bioreactor center. Swirl flow was induced after
leaving the bottom manifold, as evidenced by the streamlines in Fig. 9d. The
streamlines also indicate that fluid flows around the tissue construct to the chamber
interior and then toward the outlet around the top manifold. This is noteworthy
since the fluid at the bottom of the chamber is well-mixed and flow around the
entire construct serves to improve DO uniformity during culture. To verify the
solution, calculation of mass conservation was conducted by boundary integration
of the velocity field on the inlet and outlet streams. Agreement within 0.02% was
obtained with the mesh geometries used to generate solutions shown in Fig. 10.

Transmural flow was evident in Fig. 9e. The vast majority of the flow was
found to leave the lower manifold, with approximately 5% being pulsed through
the tissue for Lp = 1 9 10-6 cm/s/Pa. Though stream lines are apparent in Fig. 9,
ablumenal flow is approximately an order of magnitude higher than transmural
flow.

For the frequency and stroke volumes within bioreactor capabilities when
pressure and DO measurements were taken, the predicted DO profiles in the tissue,
shown in Fig. 10a, did not vary greatly. At Ppeak values of 5 and 10 mmHg,
corresponding to a 0.5 and 1.0 mL syringe stroke volume and hPer,O2i of 0.95 and
1.9, respectively, there was only a slight disparity from a purely diffusive transport
regime. Doubling the pulse frequency from 0.5 to 1.0 Hz did not impact this

Fig. 10 Model results for a DO and b glucose during PFS bioreactor operation. Example tissue
DO profiles determined for a range of peak pulse pressures induced by varying stroke volumes.
For DO, the effect of flow becomes more apparent at pressures of 25 mmHg, where
hPer,O2i & 4, and higher. Glucose profiles exhibit larger shifts at lower pulse pressures
compared to DO
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result, as would be expected since transmural flow is driven by pressure. When
peak pressures of 25 mmHg or greater were implemented, corresponding
to hPer,O2i of 4.7 and higher, the DO profile shifted in the direction of transmural
flow as shown in Fig. 10a.

The 1D COMSOL model was extended to glucose to by altering the Michaelis–
Menten constants, glucose diffusivity in tissue, and C0 as listed in Table 1. The
glucose consumption rate and Km for glucose in dermal fibroblasts were reported
to be 9.25 fmol/min/cell and 1.5 mM, respectively [30, 31]. The boundary values
for glucose, C0, were again assumed to be the same because of a high recirculating
flow rate, but now computed from a macroscopic mass balance on glucose within
the bioreactor in between culture medium changes. The glucose concentration
profiles within the tissue are shown in Fig. 10b for C0 = 25 mM (the standard
glucose concentration for DMEM used in experiments). Similar to the DO profile,
increasing Ppeak yields greater uniformity in the concentration profile for glucose;
however, lower pressures yield larger effects when Lp = 10-6 cm/s/Pa. For
pressures as low as 5 mmHg, a greater shift in the glucose concentration profile
occurs compared to a similar pressure for DO. This difference can be attributed
largely to the diffusivity of glucose being two orders of magnitude less than
oxygen, as shown in Table 1, which increases the impact of transmural flow on its
transport relative to oxygen.

5 Discussion

The computations and measurements presented here provide insight on DO pro-
files in tubular tissue constructs during operation of several bioreactor configu-
rations, highlighting the improvement in DO uniformity over static culture. The
DO transport models under steady-flow demonstrate improved uniformity when
controlled transmural flow was combined with axial flow. The DO concentration
profile in the tissue is greater and more uniform when transmural flow is incor-
porated versus a more simplistic bioreactor using only axial flow through the
lumen. Model results of outlet DO values agreed with measurements collected
during culture of fibrin-based tubular tissue constructs in the bioreactor system.
Implementation of transmural flow must also take into consideration the lumenal
pressure and interstitial shear stress, which the models predict can lead to tissue
failure (bursting) and cell damage or death, respectively, at higher transmural flow
rates. For these reasons, the combination of transmural and axial flow is superior to
transmural flow only.

The models were further extended to assess the potential benefits of cyclic
perfusion for DO delivery beyond the benefits of mechanical stimulation to the
tissue. In analyzing a pulsed stretch-flow bioreactor, a symmetric 3D model
revealed the extensive level of fluid mixing between the lower manifold and
bottom of the chamber. Mixing helps to provide uniform nutrient delivery as
the fluid flows up around the lower manifold and then around the constructs.
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Assumptions used to allow for symmetry simplifications could have precluded
identification of more complex flows, such as the development of secondary flows
crossing symmetry planes. However, the symmetric model demonstrates sub-
stantial mixing below the lower manifold, which provides a uniform DO con-
centration in this region prior to reaching the tissue in the outlet flow. Since there
was little DO depletion axially in the construct lumen and the chamber was a well-
mixed, comparatively large volume reservoir, the lumenal and ablumenal surfaces
had reasonably close DO concentrations, as was measured with DO sensors.
Uniformity of the computed DO, which agreed with measurements taken at three
levels within the chamber at the high flow rates being used (data not shown),
allowed the mass transport model to be simplified to a 1D problem. The output of
the flow problem, namely the transmural flow velocity vr, was then used as an
input to the mass transport problem to determine the effects of O2 diffusion,
convection and consumption on DO profiles within the tissue.

The model was extended to scenarios beyond the current capability of the bioreactor
since it was designed for 0.5–1.0 Hz pulse frequencies and the stroke volume was
limited by the allowable construct distension. Though frequency had minimal impact on
DO profiles, the stroke volume was found to help improve uniformity due to greater
transmural flow resulting from the higher lumenal pressure. Larger pulse pressures
would induce greater transmural flow but also greater distension of the construct.
Distensions above 10–15% have proven to have detrimental effects on tissue strength
and stiffness [9, 14]. Pressures of approximately 25 mmHg have been shown to induce
10% strain in tubular tissue constructs [24]. The constructs also stiffen with time due to
cellular deposition of collagen, thus greater pressures could be exerted without
imparting detrimental strain levels assuming that Lp remains constant. Values of Lp have
been measured out to 2 weeks of culture; however, the values could fluctuate depending
on the rate of collagen deposition compared to the rate offibrin degradation. This has not
been fully investigated, thus the values of Lp were assumed to remain constant in this
study. The pressures examined by the model are relevant since they could be achievable
for bioreactor operation. The results in Fig. 10 were obtained with an Lp of
1 9 10-6 cm/s/Pa. A more porous construct could achieve higher transmural flows
with lower pressures. For example, increasing Lp by an order of magnitude would cause
the 100 mmHg pulse to look like a 10 mmHg pulse according to Fig. 10 since Lp, hvri,
and P are all linearly related. Likewise, decreasing Lp by an order of magnitude would
have the opposite effect. In this case a 10 mmHg pulse would appear as the 100 mmHg
pulse in Fig. 10. While this impacts DO uniformity, Fig. 10b shows that there is still
notable improvement over a diffusion-only transport system for glucose.

Interstitial shear stress effects due to transmural flow should also be considered. At
a peak pressure of 10 mmHg and Lp of 1 9 10-6 cm/s/Pa, an interstitial shear stress
of 0.9 dyne/cm2 is experienced by the cells based on Eq. 3.7 [26]. As with transmural
flow velocity, higher pressures would increase the shear stresses in a linear fashion,
but a decreasing Lp increases the shear stress in a non-linear manner.

The DO analysis showed that high stroke volumes, yielding high transmural
flows, would be required to increase the uniformity of the DO profile. When
the analysis was extended to glucose, small stroke volumes were predicted to
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substantially increase uniformity throughout the tissue. The models could also be
extended growth factors, which could further highlight the utility of convective
transport within the tissue since many growth factors are proteins with a typical
diffusivity that is multiple orders of magnitude lower than oxygen [34]. The
reaction kinetics are likely different compared to oxygen; regardless, the incor-
poration of convective transport should greatly impact the concentration profile
uniformity because of the much lower diffusivity.
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Multi-Scale Modelling of Vascular
Disease: Abdominal Aortic Aneurysm
Evolution

Paul N. Watton, Huifeng Huang and Yiannis Ventikos

Abstract We present a fluid-solid-growth (FSG) computational framework to
simulate the mechanobiology of the arterial wall. The model utilises a realistic
constitutive model that accounts for the structural arrangement of collagen fibres
in the medial and adventitial layers, the natural reference configurations in which
the collagen fibres are recruited to load bearing and the (normalised) mass-density
of the elastinous and collagenous constituents. Growth and remodelling (G&R) of
constituents is explicitly linked to mechanical stimuli: computational fluid
dynamic analysis produces snapshots of the frictional forces acting on the endo-
thelial cells; a quasi-static structural analysis is employed to quantify the cyclic
deformation of the vascular cells. We apply the computational framework to
simulate the evolution of a specific vascular pathology: abdominal aortic aneurysm
(AAA). Two illustrative models of AAA evolution are presented. Firstly, the
degradation of elastin (that is observed to accompany AAA evolution) is pre-
scribed, and secondly, it is linked to low levels of wall shear stress (WSS). In the
first example, we predict the development of tortuosity that accompanies AAA
enlargement, whilst in the latter, we illustrate that linking elastin degradation to
low WSS leads to enlarging fusiform AAAs. We conclude that this computational
framework provides the basis for further investigating and elucidating the
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aetiology of AAA and other vascular diseases. Moreover, it has immediate
application to tissue engineering, e.g., aiding the design and optimisation of tissue
engineered vascular constructs.

1 Introduction

Tissue engineering offers the possibility of developing a biological substitute
material in vitro with the inherent mechanical, chemical, biological, and
morphological properties required in vivo, on an individual patient basis [1].
Computational modelling has an integral role to play in these ambitions. However,
for in-silico modelling to realise its potential, i.e. to guide the design and opti-
misation of tissue engineered constructs, it must accurately represent the under-
lying mechanobiology. Whilst early modelling attempts are characterised by a
substantial distance between computer and bench, the integration of biological
experiments and simulation efforts are increasing [2].

The need for improved mechanobiological modelling is not restricted to the
domain of tissue engineering, such research is necessary to guide our under-
standing of human physiological and pathophysiology, e.g. the evolution of
vascular diseases. In this chapter, we illustrate a computational model for the
evolution of abdominal aortic aneurysm (AAA). It combines a realistic micro-
structural model of the arterial wall with computational fluid dynamics and
structural analyses to quantify the mechanical environment that acts on the
vascular cells. Growth and remodelling algorithms simulate the cells responding to
mechanical stimuli and adapting the tissue structure. The model simulates a
fusiform abdominal aortic aneurysm that evolves with similar mechanical, bio-
logical and morphological properties with those observed in vivo. Whilst in need
of further sophistications to more accurately reflect the mechanobiology of the
arterial wall, it should be readily recognisable to the reader that this computational
framework has substantial potential to be applied to aid the design and optimi-
sation of tissue engineered vascular constructs.

Abdominal Aortic Aneurysm (AAA) is characterised by a bulge in the
abdominal aorta. Development is associated with dilation of the arterial wall and
the possibility of rupture [3]. Prevalence rates are estimated between 1.3 and 8.9 %
in men and between 1.0 and 2.2 % in women [4]. They are more common in
subjects who smoke [5] and suffer from hypertension [6]. Between 80 and 90 % of
ruptured AAAs will result in death [7]; rupture is responsible for 1–2 % of all
deaths in the UK each year [8]. Surgery to repair the AAA is an option; however, it
is a high-risk procedure with a 5 % mortality rate [9]. Intervention is recommended
when the risk of rupture exceeds the risk of surgery. Statistically, this occurs when
the diameter exceeds 5.5 cm [10]. However, such a criterion fails to identify small
AAAs with high risk of rupture [11] and large AAAs with low risk [12]. Thus there
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is a pressing need for improved diagnostic criteria to aid clinical decisions:
distinguishing those AAA most at risk of rupture will yield significant improve-
ments in patient healthcare.

To understand the aetiology of AAA requires a thorough understanding of the
underlying biological mechanisms that govern arterial growth and remodelling
(G&R) in both healthy and diseased states [13]. This is an extremely challenging,
multidisciplinary problem: not only is the function of individual components of the
system elusive, their interactions remain unclear as well. In fact, modelling the
mechanical response of the healthy arterial wall alone poses significant challenges
in itself: it is a highly complex integrated structure [14]. However, it is envisaged
that models of AAA evolution [15–18] will lead to a greater understanding of the
pathogenesis of the disease and may ultimately yield improved criteria for the
prediction of rupture.

A pre-requisite to modelling AAA evolution is to model the biomechanics and
mechanobiology of the healthy arterial wall. Briefly, the artery, consists of three
layers: intima, media and adventitia. The innermost layer is the intima, this con-
sists of a basement membrane and a lining of endothelial cells (ECs). ECs form a
permeability barrier between the blood flow, the vessel wall and surrounding
tissues, and play a significant role in regulating circulatory functions. An internal
elastic laminae separates the intima from the media. The media consists of a
network of elastin fibres and (approximately) circumferentially orientated vascular
smooth muscle cells (VSMCs) and collagen fibres. The adventitia is an outer
sheath with bundles of collagen fibres, maintained by fibroblast cells [19],
arranged in helical pitches around the artery. The main load bearing constituents
are elastin and collagen. Collagen is considerably stiffer than elastin; however, for
a healthy large elastic artery, such as the abdominal aorta, at physiological strains
elastin bears most of the load [20]. This is because collagen is tortuous in nature
[21, 22] and acts as a protective sheath to prevent excessive deformation of the
artery.

The structure of the artery is continuously maintained by vascular cells. The
morphology and functionality of the cells are intimately linked to their extracel-
lular mechanical environment. Haemodynamic forces due to the pulsatile blood
flow give rise to cyclic stretching of the extra-cellular matrix (ECM), frictional
forces acting on the inner layer of the arterial wall, normal hydrostatic pressure and
interstitial fluid forces due to the movement of fluid through the ECM. Mecha-
nosensors on the cells convert the mechanical stimuli into chemical signals.
Activation of second messengers (molecules that transduce the signals from the
mechanoreceptors to the nucleus) follows and leads to an increase in the activity of
transcription factors. Binding of the transcriptions factors to the DNA leads to
activation of genes that regulate cell proliferation, apoptosis, differentiation,
morphology, alignment, migration, and synthesis and secretion of various mac-
romolecules [23]. The living response of the artery acts to ensure it functions in an
optimum manner as mechanical demands change. For instance, in response to
changes in flow, ECs signal VSMCs to constrict/relax to regulate the diameter of
the artery to restore wall shear stress (WSS) to homeostatic levels [24].

Multi-Scale Modelling of Vascular Disease 311



Fibroblasts continually maintain the collagen fabric by synthesising structural
proteins and matrix degrading enzymes [25]. They work on the collagen, crawling
over it and tugging on it in order to compact it into sheets and draw it out into
cables [26]. In doing this, the fibroblasts attach the collagen fibres to the ECM in a
state of stretch. Each fibroblast can synthesise approximately 3.5 million procol-
lagen molecules per day. However, the amount a fibroblast secretes is regulated:
between 10 and 90 % of all procollagen molecules are degraded intracellularly
prior to secretion [27]. This provides a mechanism for rapid adaptation of the
amount of collagen secreted and thus enables the artery to rapidly adapt in
response to altered environmental conditions.

During the evolution of an AAA, it is observed that there is an accompanying
loss of elastin [28] due to increased elastolysis [29]. However, the highly nonlinear
mechanical response of the collagen implies that the degradation of elastin alone is
insufficient to explain the large dilatations that arise as the aneurysm evolves. In
fact, the collagen fabric continually remodels: collagen has a half-life of 2 months
[30] whereas elastin is a relatively stable protein with a long half-life (approxi-
mately 40 years [31]). Consequently, models of AAA evolution must address both
the degradation of elastin and the G&R of collagen [15].

Watton et al. [15] proposed the first mathematical model of AAA evolution.
The model utilises a realistic structural model for the arterial wall [32] which is
adapted to incorporate variables which relate to the normalised mass density
(hereon referred to as concentration) of the elastinous and collagenous constituents
and the reference configurations in which the collagenous constituents are
recruited to load bearing. This enables the G&R of the tissue to be simulated as an
aneurysm evolves. A key assumption of the model is that collagen fibres, which
are in a continual state of deposition and degradation [30], attach to the artery in a
state of stretch, denoted the attachment stretch, which is independent of the current
configuration of the tissue. A degradation of elastin is prescribed and differential
equations are employed to evolve the reference configurations and concentrations
of collagen fibres to maintain the stretch of the collagen to homeostatic levels, i.e.
the attachment stretch. The model predicts evolution of AAA mechanical
parameters and growth-rates consistent with clinical observations [16]. The G&R
framework has subsequently been applied to consider conceptual 1D models of
intracranial aneurysm (IA) evolution, i.e. enlarging (and stabilising) cylindrical
and spherical membranes [33] and the evolution of saccular IAs of the internal
carotid artery [34]. It has been implemented into a novel Fluid-Solid-Growth
(FSG) framework to couple the G&R of aneurysmal tissue to local haemodynamic
stimuli [35, 36] and applied to model patient-specific IA aneurysm evolution [37].

Watton et al. [15] and Watton and Hill [16] simulated AAA evolution by
prescribing the loss of elastinous constituents. However, local aortic hemodynamic
conditions may influence the risk for, and the progression of, aneurysm disease [38].
Experimental models of AAA suggest an inverse relationship between WSS and
aneurysm expansion [39, 40]. In fact, expansion of AAA is believed to be related to
increasing macrophage infiltration secondary to low WSS in the aneurysms
recirculation region [41]. Hence, spatial and temporal changes in the WSS
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distribution could influence the G&R of the tissue and thus the rate at which an AAA
enlarges. In this study, we apply a novel FSG framework [35] to model AAA evo-
lution. Furthermore, we sophisticate the G&R formulation (as utilised by all previous
published studies with this modelling approach [15, 16, 33–37]) to explicitly link
both the growth and remodelling of the collagen fabric to cyclic deformation of the
arterial wall. Two novel examples of AAA development are illustrated: firstly, we
prescribe the degradation of elastin secondly, we assume that the degradation of
elastin is driven by low magnitudes of WSS. In both cases, collagen remodelling and
collagen growth are linked to the magnitude of the local cyclic deformation of the
arterial wall.

2 Fluid-Solid-Growth Model for Aneurysm Evolution

In this section, we describe our FSG computational framework for modelling AAA
evolution. Figure 1 depicts the methodology. The computational modelling cycle
begins with a structural analysis of the aneurysm to solve the systolic and diastolic
equilibrium deformation fields for given pressure and boundary conditions (Fig. 1i).
The structural analysis quantifies the stress and stretch, and the cyclic deformation,
of the ECM components and the cells (each of which may have different natural
reference configurations). The geometry of the aneurysm is subsequently exported
to be prepared for computational fluid dynamics (CFD) analysis (Fig. 1ii): the
aneurysm geometry is integrated into a physiological geometrical domain; the
domain is automatically meshed; physiological flow rate and pressure boundary
conditions are applied. The flow is solved assuming rigid boundaries for the hae-
modynamic domain. The haemodynamic quantities of interest, for example, WSS,
are then exported and interpolated onto the nodes of the structural mesh: each node
of the structural mesh contains information regarding the mechanical stimuli
obtained from the haemodynamic and structural analyses. G&R algorithms simulate
cells responding to the mechanical stimuli and adapting the tissue (Fig. 1iii).
Following G&R, the constitutive model of the aneurysmal tissue is updated and the
structural analysis is re-executed to calculate the new equilibrium deformation
fields. The updated geometry is exported for haemodynamic analysis. The cycle
continues and as the tissue adapts an aneurysm evolves. The stages of the FSG
framework, i.e. the structural modelling (Fig. 1i), CFD (Fig. 1ii) and G&R meth-
odology (Fig. 1iii) are detailed in the subsequent subsections, i.e. Sects. 2.1, 2.2 and
2.3, respectively. Note that whilst we are considering the development of an
aneurysm, we could equivalently apply such a computational framework to simulate
the evolving mechanical, biological and morphological properties of a tissue
engineered construct. Moreover, if the mechanobiology was clearly understood and
accurately modelled, such a computational framework could guide and optimise the
design of a tissue-engineered construct.
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2.1 Structural Model of Aneurysm Evolution

A geometric nonlinear membrane theory (see, for example, [42]) is adopted to model
the steady deformation of the arterial wall. The unloaded internal abdominal aorta is
treated as a thin cylinder of undeformed radius R; length L1; and thickness H: The
thickness of the media HM is assumed to be equal to 2/3 the thickness of the arterial
wall, i.e. HM ¼ H=3; and thus the thickness of the adventitia HA ¼ H=3:The artery is
subject to a physiological axial pre-stretch kz and pressure p which causes a cir-
cumferential stretch k: A body fitted coordinate system is used to describe the
cylindrical membrane with axial and azimuthal Lagrangian coordinates h1 2 ½0; L1�
and h2 2 ½0; 2pRÞ; respectively. Formation and development of the aneurysm is
assumed to be a consequence of G&R of the material constituents of the artery. The
principle of stationary potential energy is the governing equation for the steady
deformation of the arterial wall. It requires that the first variation of the total potential
energy vanishes,

dPint � dPext ¼ 0; ð1Þ

where dPint represents the variation of the internal potential energy Pint stored in the
arterial wall, whilst dPext is the variation of the external potential energy Pext caused
by the normal pressure that acts on the artery. Appropriate functional forms for the
spatially and temporally heterogeneous strain-energy functions (SEFs) for the media
PM; and the adventitia PA must be specified so that dPint can be computed. Details of
the theoretical formulation to describe the deformation of the arterial wall and the

Fig. 1 Fluid-Solid-Growth computational framework for modelling aneurysm evolution con-
sisting of (i) structural analysis, (ii) computational fluid dynamics (CFD) analysis and (iii) G&R
algorithms. Further details are provided in Sects. 2.1, 2.2 and 2.3, respectively
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numerical formulation to solve Eq. (1) can be found in [15]: the equilibrium dis-
placement field is solved by a finite element method coded in FORTRAN 77 [43].

2.1.1 Strain-Energy Functions for Heterogeneous Aneurysmal Tissue

The arterial wall is modelled as two layers. The inner layer models the mechanical
response of the media (and intima), with contributions from the elastinous constituents
(ground substance, elastin fibres and passive smooth muscle cells) and a double helical
pitch of collagen fibres with orientations cMp

to the azimuthal axis: p ¼ þ; p ¼ �
denote positively (cMþ [ 0) and negatively (cM�\0) wound fibres, respectively. The
outer layer models the mechanical response of the adventitia, which is considered to
have a small elastinous contribution and a double helical pitch of collagen fibres with
orientations cAp

(p ¼ �) to the azimuthal axis. The mechanical response of each layer

is modelled as the sum of a neo-Hookean strain energy function (SEF) [44] and a
highly nonlinear SEF which represents the mechanical response of the collagen [32].
Spatially and temporally dependent functions are introduced for the concentration of
the elastinous and collagenous constituents and the configuration in which the col-
lagen fibres begin to be recruited to load bearing.

Recruitment stretch variables define the factor the tissue must be stretched,
relative to the unloaded configuration, in the direction of a collagen fibre for it to
begin to bear load. Remodelling the recruitment stretches enables the remodelling
of the collagenous fabric during aneurysm evolution to be simulated. Constituent
concentration variables define the ratio of the mass density of a constituent at time
t to the mass density at time t ¼ 0 and enable the growth/atrophy of the constituent
to be simulated. For further details of the theoretical formulation to describe the
G&R the interested reader is referred to [33]. The SEFs for the elastinous con-
tributions in the medial and adventitia are multiplied by a normalised spatially and
temporally dependent concentration function, denoted mEðh1; h2; tÞ: This is
employed to prescribe the degradation of the elastinous constituents, where
mEðh1; h2; t ¼ 0Þ ¼ 1: Fields of spatially and temporally dependent fibre recruit-
ment stretch kR

Jp
ðh1; h2; tÞ and concentration mC

Jp
ðh1; h2; tÞ variables are defined

throughout the midplane of the arterial wall, where the subindex J denotes the
media M or the adventitia A: The fibres within each layer are orientated at an angle
of cJp

to the azimuthal axis, where p denotes the pitch �cJ relative to the azimuthal

axis in the unloaded reference configuration. Hence, the SEFs are

WJ ¼mEKE
J ðE11 þ E22 þ E33Þ

þ
X

p¼�;EC
Jp

[ 0

mC
Jp

KC
J exp ACðEC

Jp
Þ2

h i
� 1

n o
; J ¼ M;A; ð2Þ

where the material parameters for the elastinous constituent are denoted by KE
J ;

whilst KC
J and AC are parameters that relate to the collagen fabric. The Green-
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Lagrange (GL) strains of the elastin, i.e. E11;E22 and E33; are defined relative to the
unloaded configuration; in the initial cylindrical configuration, these represent
strains in the axial, azimuthal and radial directions, respectively. The GL strains in
the collagen fibres are denoted by EC

Jp
ðh1; h2; tÞ and are defined relative to the con-

figuration in which the collagen fibres are recruited to load bearing. More specifi-
cally, the GL strains EC

Jp
of the collagen fibres are a function of the GL strains of the

elastin resolved in the directions of the collagen fibres, denoted EJp : Thus,

EC
Jp
¼

EJp � ER
Jp

1þ 2ER
Jp

; ð3Þ

where ER
Jp
¼ ½ðkR

Jp
Þ2 � 1�=2; kR

Jp
ðh1; h2; tÞ are the recruitment stretches and

EJp ¼ E11 sin2 cJp
þ E22 cos2 cJp

þ 2E12 sin cJp
cos cJp

:

2.1.2 Geometry, Physiological Data and Material Parameters

The material parameters for the media and the adventitia as well as all other values
which serve the basis for our subsequent computation are taken from [16] and are
summarized in Table 1. In the systolic configuration, the artery has a radius rs; an
axial pre-stretch of 1.3, a circumferential stretch of 1.25 and we assume that the
elastinous constituents bear 80 % of the load. We assume that the elastinous
response of the adventitia is an order of magnitude weaker than that of the media,
i.e. KE

A ¼ KE
M=10 [32] and specify the ratio of the medial and adventitial collagen

material parameters to be KC
A ¼ KC

M=4: The remaining three independent material
parameters, namely KE

M ;K
C
M;A

C are determined so that the SEFs adequately model
the mechanical behaviour of the artery (see [16]).

The Attachment Stretch kC
AT

Collagen fibres are in a continual state of deposition and degradation [30, 45]
and they are attached to the artery in a state of stretch. Watton et al. [15]
hypothesised that fibroblasts configure the collagen fibres to achieve a maximum

stretch kC
AT during the cardiac cycle and introduced the terminology attachment

stretch to denote kC
AT :

Magnitude of Recruitment Stretches at t ¼ 0
For a cylindrical artery at fixed axial stretch and subject to radial inflation,

maximum collagen fibre stretches will occur in the systolic configuration. Hence,
the initial values of the recruitment stretches are determined so that the stretch of
the medial and adventitial collagen fibres at systole at t ¼ 0 equal the attachment
stretch, thus

kR
Jþ
jt¼0 ¼ kR

J�
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

s cos2 cJþ þ k2
z sin2 cJþ

q
=kC

AT ð4Þ
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2.1.3 Cyclic Deformations of Aneurysmal Tissue

To quantify the cyclic deformation we determine the geometry of the aneurysm at
systolic (p ¼ ps= 16 kPa) and diastolic pressures (p ¼ pd= 10.67 kPa) as it
evolves. Initially, the artery has a cylindrical configuration. It can be shown (see
[15]) that the governing force-balance equation for a cylindrical membrane subject
to fixed axial stretch kz and radial inflation is

p ¼ 1
Rkz

ðhMkE
M þ hAkE

AÞ 1� 1

k2
z k

4

 !(

þ
X

J¼M;A;p¼�:EC
Jp

[ 0

2hJkC
J ACEC

Jp
exp fAC EC

Jp

� �2
g cos2 cJp

kR
Jp

� �2

9>=
>;; ð5Þ

where the first and second terms on the right of (5) correspond to the contribution of
load bearing from the elastinous and collagenous constituents, respectively. Equa-
tion (5) is derived from the governing variational equation, i.e. (1), the functional form
the of the SEFs (2) and considerations of the displacement field for a cylindrical
membrane. It can be solved numerically to obtain the radius as a function of the pressure.
At t ¼ 0; the diastolic and systolic displacement fields to satsify (1) are known, i.e.

Table 1 Geometry, physiological data used for modelling the human abdominal aorta artery

Length
In vivo L 120 mm
Reference configuration L1 L=kz

Radii
At systole rs 5.7 mm
Reference configuration R rs=ks

Wall thickness
Total H R=5
Media HM 2H=3
Adventitia HA H=3
Fibre orientation
Media cMþ ; cM� þ30�; �30�

Adventitia cAþ ; cA� þ60�; �60�

Applied pressure, kinematics
Systolic pressure ps 16 kPa
Diastolic pressure pd 10.67 kPa
Axial pre-stretch kz 1.3
Systolic circumferential stretch at t ¼ 0 ks 1.25
Diastolic circumferential stretch at t ¼ 0 kd 1.13
Attachment stretch kC

AT
1.07

Recruitment stretches (t ¼ 0)
Media kR

Mþ
; kR

M�
1.18

Adventitia kR
Aþ
; kR

A�
1.20
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the artery is a cylinder of length kzL that has radius rs in the systolic configuration and
radius rd in the diastolic configuration. As the material constituents evolve, the
systolic/diastolic deformation fields to satisfy (1) are updated with a Newton-
Raphson method using the systolic/diastolic deformation fields from the previous
time-step as initial guesses; the positions of the boundaries of the domain (h1 ¼ 0; L1)
in the systolic/diastolic configuration are held fixed as the aneurysm evolves.

Cyclic Areal Stretch
Let ED

11;E
D
22;E

D
12 and ES

11;E
S
22;E

S
12 denote the GL strains, in the diastolic (D) and

systolic (S) configurations, respectively. The cyclic areal stretch, here denoted ACS;
is the ratio of the areal stretch at systole to the areal stretch at diastole, which
expressed in terms of the Green-Lagrange strains is:

ACS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 2ES

11Þð1þ 2ES
22Þ � 4ES

12

ð1þ 2ED
11Þð1þ 2ED

22Þ � 4ED
12

s
: ð6Þ

Biaxial Stretch Index vBSI

In the initial geometrical configuration, the artery is subject to cyclic stretch that
is one dimensional, i.e. the cyclic stretch is only in the circumferential direction.
As the aneurysm evolves regions of the artery experience biaxial stretching. To
characterise the evolution of the cyclic stretch environment, we consider a novel
Biaxial Stretch Index (BSI), denoted vBSI where 0� vBSI � 1: If vBSI ¼ 0; the
tissue is subject to 1D cyclic stretching whereas if vBSI ¼ 1; the tissue is subject to
equi-biaxial cyclic stretching. The index vBSI is calculated as follows. The prin-
cipal stretches k1; k2 can be expressed in terms of the GL strains (see [46]), i.e.

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 uð2E11 þ 1Þ þ sin2 uð2E11 þ 1Þ þ 2 sin u cos uE12

q
; ð7Þ

k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 uð2E11 þ 1Þ þ cos2 uð2E11 þ 1Þ � 2 sin u cos uE12

q
; ð8Þ

where

u ¼ 1
2

arctan
2E12

E11 � E22
: ð9Þ

We then denote the principal stretches in the diastolic configuration as
kD

a ¼ kD
a ðED

11;E
D
22;E

D
12;u

DÞ (a ¼ 1; 2) where uD ¼ uDðED
11;E

D
22;E

D
12Þ is calculated

using (9). We then determine the magnitude of these principal stretches (with ori-
entations defined relative to the diastolic configuration) in the systolic configuration,
i.e. kDS

a ¼ kDS
a ðES

11;E
S
22;E

S
12;u

DÞ: The cyclic variation of the (diastolic) principal

stretches, denoted kCS
a ; are thus:

kCS
a ¼

kDS
a

kD
a

: ð10Þ
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Now, let

n1 ¼ max kCS
1 ;

1

kCS
1

 !
� 1; n2 ¼ max kCS

2 ;
1

kCS
2

 !
� 1; ð11Þ

so that n1 þ 1; n2 þ 1� 1 define the factor by which the principal stretches (with
orientations defined relative to the diastolic configuration) increase during the
cardiac cycle. Note the emphasis on cardiac cycle, i.e. we are not distinguishing
between increases that occur between diastole and systole and increases that occur
between systole and diastole. This is necessary because in certain locations,
principal stretches may decrease as the pressure acting on the arterial wall
increases, i.e. kCS

a \1 (a ¼ 1 and/or a ¼ 2). In this scenario, the factor by which

the principal stretches increase during the cardiac cycle is ð1=kCS
a Þ[ 1: Hence to

determine the factor by which the principal stretches increase during the cardiac
cycle we consider max kCS

a ; 1=kCS
a

� �
:

We now define the biaxial stretch index vBSI to be:

vBSI ¼ min n1; n2ð Þ
max n1; n2ð Þ : ð12Þ

Suppose ðkCS
1 � 1Þ ¼ jðkCS

2 � 1Þ; i.e. the cyclic (linearised) strain in the direction
of the first principal stretch is a factor j greater than the cyclic (linearised) strain in
the direction of the second principal stretch. Then it is straightforward to deduce
that vBSI ¼ 1=j: This measure quantifies the degree of the biaxial distortion of the
tissue (during the cardiac cycle) and is independent of the magnitude of the strains.

2.2 Haemodynamic Modelling

To achieve fully developed flow in the region the aneurysm develops, extensions are
attached to the structural model of the artery/aneurysm. The upstream extension is
taken to be a cylinder (radius rS and length 100 mm) whilst a patient-specific illiac
artery bifurcation (obtained from Magnetic Resonance Imaging) is utilised for the
downstream extension [47]. Given that the real artery is not perfectly cylindrical, a
connecting patch is incorporated to join the geometries together (see Fig. 2).
The methodological approach to solve the haemodynamics as the aneurysm
evolves proceeds as follows. The geometry of the aneurysmal section is exported
(see Fig. 1) from the structural solver to the meshing suite ANSYS ICEM (ANSYS
Inc, Canonsburg, PA). ANSYS ICEM automatically integrates the aneurysmal
section into the larger geometrical domain, i.e. attaches the upstream and down-
stream extensions, and generates an unstructured tetrahedral mesh with prism layers
lining the boundary in a scripted-automated manner for the fluid domain. After
meshing, appropriate boundary conditions are applied (see below) and the flow is
solved by ANSYS CFX (ANSYS Inc, Canonsburg, PA) which solves the
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incompressible Navier-Stokes equations using a finite volume formulation [48, 49].
The solver is based on a coupled approach (i.e. velocities and pressure are cast and
solved as a single system) and a fully implicit time discretisation, where needed. An
algebraic multigrid variant is used for convergence acceleration [50]. Blood is
modelled as a Newtonian fluid [51, 52] with constant density q ¼ 1; 069 kgm�3 [53,
54] and constant viscosity g ¼ 0:0035 Pa s. At the arterial wall, no slip, no-flux
conditions are applied. We adopted a steady flow analysis to reduce the cost of the
computational simulations. The mean flow and pressure boundary conditions are
taken from a 1D model of the arterial tree [55] which has been integrated into the
software suite @neufuse which was developed for the European project @neuIST
[56] (www.aneurist.org: ‘Integrated Biomedical Informatics for the Management of
Cerebral Aneurysms’). It solves the 1D form of the Navier-Stokes equation in a
distributed model of the human systemic arteries, accounting for the ventricular-
vascular interaction and wall viscoelasticity; it was recently validated through a
comparison with in vivo flow measurements [57]. A flow rate of 24 cm3=s is applied
at the inlet and the pressure at the illiac arteries is set to 12760 Pa.

2.3 Growth and Remodelling

To model AAA evolution, we simulate the G&R of the load bearing constituents of
the arterial wall, i.e. elastin and collagen. Remodelling is associated with changes in
the natural reference configurations that constituents are recruited to load bearing
whereas growth is associated with changes in the mass of the constituents.

2.3.1 Elastin Degradation

To simulate the degradation of elastin that occurs during AAA evolution, two
approaches are considered. Firstly, the degradation of elastin is prescribed ([15])
and secondly it is linked to the haemodynamic environment (see [35]).

Fig. 2 A patient-specific iliac bifurcation artery is attached downstream of the AAA structural
model; a connecting patch is created to join two geometries together. A cylindrical extension is
attached upstream (not depicted)
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• Case (i) Prescribed elastin degradation
The degradation of elastin is prescribed over a representative timescale of 10 years
(see [16]). To prescribe the loss of elastin, the following function is used:

mEðh1; h2; tÞ ¼ 1� 1� mE
minðtÞ

� �
exp �x1

h1

Lmin
� 1

� �2
" #

; ð13Þ

where h1; h2 are the Lagrangian coordinates of the computational domain, i.e.
h1 2 0; L1½ �h2 2 0; L2½ Þ; mE

min represents the minimum concentration of elastin,
at time t; which, by construction, is located at ðh1; h2Þ ¼ ðLmin; h2Þ:
The parameter x1 controls the degree of localisation of the degradation
function (we adopt x1 ¼ 20; see [16] for influence of this parameter). We
assume that the minimum concentration decays exponentially. Thus,

mE
minðtÞ ¼ expflnðmE

TÞðt=TÞg ¼ ðmE
TÞ

t=T ; ð14Þ

where T ¼ 10; 0� t� T ; mE
10 ¼ 0:05 and Lmin ¼ 0:8L1: Note that at t ¼ 0;

mE
minðt ¼ 0Þ ¼ 1:

• Case (ii) Linking Elastin degradation to Haemodynamic Environment
Initially, the distribution of the WSS is spatially uniform. To perturb the spatial
distribution of haemodynamic stimuli, a localised axisymmetric degradation of
elastin is prescribed to create a small axisymmetric AAA. We assume this small
aneurysm develops over several years and for numerical illustration we specifi-
cally consider a time-scale of 4 years. The functional form utilised for case (i) is
adopted, i.e, (13) with Lmin ¼ 0:5L1 and mE

4 ¼ 0:5:Whilst the elastin is degrading,
the aneurysm continues to enlarges in size and the strains in the collagen fabric are
elevated above homeostatic values, i.e. kC

J [ kC
AT ). We stabilise the aneurysm by

switching off the degradation of elastin and allowing sufficient time for the col-
lagen fabric to adapt to a new homeostasis, i.e. kC

Jp
! kC

AT ; numerically a period of

1 year or greater seems sufficient and so for 4\t� 5; we specify that no further
elastin degrades (8t : 4\t� 5; mE

minðtÞ ¼ mE
4 ). Subsequent degradation of elastin

(for t [ 5) is explicitly linked to deviations of haemodynamic stimuli from
homeostatic levels (see [35] for further details on methodology). The concentra-
tion of elastin mE evolves according to

omE

ot
¼ �FDDmaxmE ð15Þ

where t is in years, Dmax specifies the maximum rate of degradation, and
FDðh1; h2; tÞ : 0�FD� 1 is a spatially-dependent function of the haemo-
dynamic quantities to be linked to elastin degradation. Clearly, if FD ¼ 1;
elastin degrades at a maximum rate whilst if FD ¼ 0; no degradation occurs.

As an illustrative example, we suppose elastin degradation is linked to low
levels of WSS. More specifically, we follow [35] and assume that if the
maximum value of the WSS is greater than a critical value, say scrit; no
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degradation of elastin occurs whilst lower values of WSS give rise to deg-
radation of elastin. Furthermore we suppose that there exists a value of WSS,
say sX : 0� sX\scrit; at which maximum degradation occurs. We assume a
simple quadratic functional form for the degradation function FD that
describes the relation between the local WSS and the degree of the degra-
dation of elastin, i.e.

FDðsðh1; h2; tÞÞ ¼
0; s� scrit;
scrit�s
scrit�sX

� �2
; sX\s\scrit;

1; s� sX:

8><
>: ð16Þ

In this study, Dmax ¼ 0:5; scrit ¼ 0:5 Pa and sX ¼ 0 Pa.

2.3.2 Collagen Adaption

The adaption of the collagen fabric during aneurysm evolution consists of two
distinct mechanisms: growth and remodelling.

2.3.3 Remodelling the Recruitment Configuration of Collagen

Evolving the reference configurations that fibres are recruited to load bearing
simulates the mechanical consequences of: (i) fibre deposition and degradation in
altered configurations as the aneurysm enlarges; (ii) fibroblasts configuring the
collagen to achieve a maximum strain during the cardiac cycle, i.e. the attachment

strain EC
AT ¼ ððkC

ATÞ
2 � 1Þ=2: The recruitment stretches adapt so that the maxi-

mum strain in the collagen fibres remodels to EC
AT : We utilise linear differential

equations for the remodelling of the recruitment stretches, i.e.

dkR
Jp

dt
¼ a

EC
Jp
jmax �EC

AT

EC
AT

 !
; ð17Þ

where a ¼ 0:3 years�1;

EC
Jp
jmax¼ max EC

Jp
jsys;E

C
Jp
jdias

� �
ð18Þ

and EC
Jp
jsys and EC

Jp
jdias denote the magnitude of the collagen strains evaluated in the

systolic and diastolic configurations, respectively. Note, [15] assumed that peak
strains occur at systolic pressure and thus collagen remodelling is simulated by
considering the steady deformations that occur in the systolic configuration. How-
ever, it was observed that for a more complex geometry, the fibres may not achieve
maximum strains at systolic pressure: towards the distal and proximal ends of the
AAA the axial strains increase as the pressure is reduced [15]. Hence, the subtle
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sophistication for the functional form for the remodelling of the recruitment stret-
ches, i.e. (17).

2.3.4 Growth/Atrophy of the Collagen Fabric

Fibroblasts deposit collagen fibres and secrete proteases to degrade the collage-
nous material. They adhere to the ECM via specialised cell surface receptors, in
particular integrins [58]. The integrins act as stretch sensors [59], transducing
mechanical signals to the fibroblast interior, enabling fibroblasts to sense their
mechanical environment. We assume that the rate of change of the concentration
of the collagenous constituents is dependent on the concentration of fibroblasts mF

Jp

(ratio of the density of the fibroblast cells at time t to the density at time t ¼ 0) in
the arterial wall and rate of synthesis and degradation of collagen. Let FS and FD

be functions depicting how the rate of collagen synthesis and the secretion of
matrix metalloproteases are related to the deformation of the fibroblast cell during
a cardiac cycle, respectively. Rates of activity of vascular cells increase with the
magnitude of the cyclic deformation [60, 61]. We assume FS and FD to be
functions of the maximum strains EF

Jp
jmax and cyclic areal stretches ACS of the

cells during the cardiac cycle. Under these assumptions, the rate of change of the
collagen concentration is

dmC
Jp

dt
¼ mF

Jp
FSðEF

Jp
jmax;A

CSÞ � mF
Jp
FDðEF

Jp
jmax;A

CSÞ: ð19Þ

In response to increased stretch, fibroblasts attempt to reduce their stretch and
reach a new equilibrium by restructuring their cytoskeleton and ECM contacts, i.e.
fibroblasts reconfigure their natural reference configuration. Hence, to simplify the
mathematical analysis, we assume that the local (natural) reference configuration
of a fibroblast cell is identical to that of the collagen fabric it is maintaining. Hence
the GL strain of the fibroblast cell, say EF

Jp
; is assumed to be equal to the GL strain

of the collagen, i.e. EF
Jp
	 EC

Jp
: Furthermore, we assume that the concentration of

fibroblasts in the arterial tissue is proportional to the concentration of collagenous
constituents, i.e. mF

Jp
¼ n0mC

Jp
: n0 [ 0: These assumptions imply that the rate of

evolution of the collagen fibre concentration mC
Jp

is

dmC
Jp

dt
¼ mC

Jp
FGðEC

Jp
jmax;A

CSÞ ð20Þ

where FG ¼ n0ðFS �FDÞ: If EC
Jp
jmax¼ EC

AT the collagen fabric is in homeo-

stasis, i.e. the secretion of ECM is balanced by the degradation and there is no
change in concentration. Hence, for EC

Jp
jmax¼ EC

AT it is required that FGðEC
Jp
Þ ¼ 0:

The exact functional form of FG is unknown. However, if the substrate is stret-
ched, a net positive force acts on the cell and signalling to the nucleus results in an
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up-regulation of ECM protein expression and a down-regulation of collagenase
expression. Conversely, relaxation of the substrate can trigger different signals
resulting in a reversed pattern of protein expression [59], i.e. down regulation of
ECM protein expression and up-regulation of collagenase expression. Although
we do not explicitly model protein synthesis and enzymatic degradation, the net
result is to stimulate increases/decreases in the ECM. The simplest functional form
for FG that satisfies these requirements is linear,and hence we propose the fol-
lowing evolution equation for the collagen fibre concentration

dmC
Jp

dt
¼ bðACSÞmC

Jp

EC
Jp
jmax �EC

AT

EC
AT

 !
; ð21Þ

where bðACSÞ is a phenomenological growth parameter. For a healthy abdominal
aorta, vascular cells experience cyclic stretching with magnitudes of approxi-
mately 10 % whilst for older, more collagenous vessels, the magnitudes may
decrease to 2 % [62]. We select a functional form for b which increases rates of
production if the cyclic stretch environment increases from its initial values for the
healthy artery at t ¼ 0:

bðACSÞ ¼ b0 exp bCS max
ACS

ACS jt¼0
� 1; 0

� �	 

: ð22Þ

This choice is somewhat arbitrary, however it acts to prevent unrealistically large
cyclic deformations that can occur in regions of the tissue as the aneurysm evolves.
For the analysis in this paper, we follow [37] and take b0 ¼ 0:7 years�1; bCS ¼ 3:

Average fibre concentration
To simplify the presentation of the results, we define the average fibre con-

centration mC of the medial and adventitial layers,where

mC ¼ 1
H

HM

mC
Mþ
þ mC

M�

2
þ HA

mC
Aþ
þ mC

A�

2

 !
: ð23Þ

3 Physiological Growth Model Abdominal Aortic Aneurysm

We briefly review the framework of the model prior to presenting the results.
Equation (2) defines the (spatially and temporally heterogeneous) SEFs for the
medial and adventitial layers of the aneurysmal tissue. An AAA develops as the
material constituents of the artery evolve. The variation of the total potential
energy (1) governs the equilibrium displacement field, and is solved by the finite
element method [15]; volume meshes of the luminal computational domain are
generated and the haemodynamics are solved using finite volumes [35]. In many
aneurysms, diameter enlargement is asymmetric, with primarily anterior
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protrusion; the posterior region is often constrained from radial expansion by the
adjacent spinal column [38]. To simulate this, we follow Watton et al. [15] and
model the spine as a stiff spring-backed plate [15]. Where the aneurysm wall
penetrates the plate, a penalty pressure acts normal to the aneurysm. The effective
pressure acting on the membrane, is given by the difference of internal physio-
logical pressure and the penalty pressure. For further details, see [43]. Two models
of AAA evolution are illustrated: case (i) prescribed elastin degradation; case (ii)
the degradation of elastin is driven by low WSS. In both examples, as the
geometry evolves, the collagen fabric adapts (throughout the arterial domain) to
restore its strain to the homeostatic value [see (17) and (21)].

3.1 Case (i) Prescribed Elastin Degradation

First we illustrate a model of AAA evolution using a prescribed degradation of
elastin. As the aneurysm evolves (see Fig. 3) it can be seen that it develops a
preferential anterior bulging and becomes tortuous. Figure 3a illustrates the
(prescribed) evolution of elastin concentration. In the central region of the AAA,
mE reduces to 0.05 whereas in the neck regions it is approximately 1. The average
collagen concentration (see Fig. 3b) increases to compensate for loss of load borne
by the elastin and the increased load acting on the wall (due to the enlargement of
the geometry).

Figure 3c and d depict the evolution of the elastin Green-Lagrange (GL) strains
E11 and E22; respectively. The strains are defined with respect to the unloaded
configuration, consequently they continue to increase with the enlargement of the
geometry: at t ¼ 0; E11 ¼ 0:345 and E22 ¼ :281 whereas at t ¼ 10; maximum
values of E11 ¼ 5:1 and E22 ¼ 4:7 occur in the central region of the aneurysm.
Notice that E11 decreases in the proximal section of parent artery as the aneurysm
enlarges; the axial expansion of the AAA is accentuated due to the axial retraction
of the ends of the artery.

The evolution of the collagen fibre GL strains differs substantially from that of
the elastin strains due to the evolution of the reference configurations that the
fibres are recruited to load bearing; recall this is achieved by remodelling the fibre
recruitment stretches [see (17)] which define the factor the tissue must be stretched
in the direction of a fibre (relative to the unloaded reference configuration) for it to
begin to bear load. Figure 3e depicts the evolution of the medial collagen GL
strain EC

Mþ: At t ¼ 0; EC
Mþ is constant throughout the domain with a magnitude of

the attachment strain, i.e. EC
Mþ ¼ EC

AT ¼ 0:073: As the AAA enlarges, the collagen
strains initially increase (at t ¼ 4; maximum values of 0.14 occur) and then reduce
as the aneurysm stabilises in size and the collagen fabric remodels to a material
equilibrium, i.e. EC

Mþ ! EC
AT throughout the domain. Similar results are observed

for evolution of the adventitial collagen fibre GL strain EC
Aþ (Fig. 3f).
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(d)

(f)

(h)

(a)

(c)

(e)

(g)

Fig. 3 Evolution, at t = 0;2;4;6;8;10 years, of spatial distributions of: prescribed elastin
concentration mE (a); average collagen concentration mC (b); elastin Green-Lagrange strains E11
(c) and E22 (d); medial and adventitial collagen Green-Lagrange strain EC

Mþ (e) and EC
Aþ (f);

cyclic areal stretch ACS (g) and Biaxial Stretch Index cBSI (h)
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Figure 3g illustrates the evolution of the cyclic areal stretch ACS:At t ¼ 0;ACS ¼ 1:1
throughout the domain, i.e. the ratio of systolic to diastolic diameters is 1.1. As the
elastin degrades and the collagen, which has greater mechanical nonlinearity, takes
over the load bearing, the magnitude of ACS decreases, i.e. to approximately 1.04 in
the AAA region. However, note that ACS is slightly elevated in the proximal and distal
necks of the aneurysm where ACS 
 1:2: Of note, the cyclic areal stretch also
decreases in the proximal section of healthy, albeit tortuous artery. This is a con-
sequence of maximum axial strains occurring in the diastolic configuration in this
section of artery, i.e. the axial strains decrease between diastole and systole. Fig-
ure 3h illustrates the evolution of the biaxial stretch index vBSI : Initially, vBSI ¼ 0
throughout the domain: this indicates that the tissue is subject to 1D cyclic defor-
mation (cyclic circumferential stretching). As the AAA enlarges, the distribution
becomes more complex. At t ¼ 10; the anterior region of the AAA has vBSI 
 0:6
and two regions around the aneurysm are subject to equi-biaxial stretching
(vBSI 
 1). A more complex distribution of vBSI evolves in the proximal section of
artery due its tortuosity.

3.2 Case (ii) Elastin Degradation Linked to Low WSS

In this example, a first-stage prescribed axisymmetric degradation of elastin (with
minimum elastin concentration mE ¼ 0:5 at t ¼ 5) gives rise to a small axisym-
metric aneurysm. At t ¼ 5; the artery is in mechanical and material equilibrium,
i.e. the collagen fabric has equilibrium strains EC

AT throughout the computational
domain. Consequently, if there is no further loss of elastin, there is no further
adaption of the collagen fabric [via the evolution equations (17) and (21)] and the
aneurysm is stable in size. However, the small prescribed axisymmetric aneurysm
creates a perturbation to the WSS field (see Fig. 4a): at t ¼ 5 the WSS ranges from
0.02 to 0.1 Pa within the aneurysm with lower values occurring towards the
proximal end; a slight elevation of the WSS is observed distal to the aneurysm.
Thus, at a second stage, subsequent degradation of elastin can be linked to the
haemodynamic environment: for t [ 5; elastin degradation is linked to deviations
of the WSS from normotensive values. Given the functional relationship between
the degradation factor FG and the magnitude of WSS [see (16)], rates of degra-
dation are elevated towards the proximal end of the aneurysm (see Fig. 4b). Hence
the elastin concentration mE; which is initially axisymmetric, develops an axial
asymmetry (Fig. 4c); minimum value of elastin concentration mEðt ¼ 9Þ ¼ 0:08:
Notably, the aneurysm enlarges more quickly in the upstream direction. Figure 4d
illustrates the evolution of the WSSG. As the aneurysm enlarges, elevated values
of WSSG are observed in the proximal (200 Pa/m) and distal necks (250 Pa/m).

Figure 5a, b illustrate the evolution of the GL strains E11 and E22 of the elastin,
respectively. The strains increase from E11 ¼ 0:345 and E22 ¼ :281 at t ¼ 0 to
E11 ¼ 2:5 and E22 ¼ 2:5 at t ¼ 9: Notice that there is a slight asymmetry in the
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spatial distribution within the aneurysm, slightly larger magnitudes are observed
towards the proximal end. Also note that as with case (i), the axial strains in the parent
artery decrease as the aneurysm enlarges, i.e. the axial retraction of the ends of the
artery assists the axial expansion of the AAA. Figure 5c illustrates the evolution of
the GL strains of positively wound collagen fibres in the media EC

Mþ
: At t ¼ 0; the

collagen fabric is in material equilibrium, i.e. EC
Jp
¼ EC

AT ðJ ¼ M;A; p ¼ �Þ
throughout the domain. Note that at t ¼ 5; even though the geometry has changed
(and the elastin strains have increased) the collagen fabric is in homeostasis, i.e.
EC

Jp
¼ EC

AT ; the recruitment stretches and fibre concentration have evolved to restore

material equilibrium in the collagen fabric. As the elastin degrades and aneurysm
enlarges (t [ 5), the magnitude of the collagen strains increase; notice though that
the increases are small relative to the large deformation that is occurring—a con-
sequence of the remodelling of the reference configurations that the fibres are
recruited to load bearing. The average collagen concentration mC increases to
compensate for the loss of load borne by the elastin (Fig. 5d).

Lastly, we consider the evolution of the cyclic stretch environment. Initially the
cyclic areal stretch is equal to 1.1 throughout the domain. At t ¼ 5 slightly
elevated cyclic areal stretches (ACS ¼ 1:12) are present in the proximal and distal
necks of the aneurysm (see Fig. 5e). As the elastin degrades and the collagen takes
over the load bearing, the cyclic areal stretch reduces to 1.04 within the aneurysm

(a)

(c) (d)

(b)

Fig. 4 Evolution of wall shear stress s (a), degradation factor FD (b) elastin concentration mE

(c) and WSSG (d) at t ¼ 0; 5; 6; 7; 8; 9 years
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region and elevated values are observed in the aneurysm neck (1.08). The cyclic
stretch environment evolves from uniaxial (t ¼ 0) to almost equi-biaxial cyclic
stretching, i.e. in the aneurysm region vBSI ¼ 0:7 (see Fig. 5f). Transition regions
occur in the upstream and downstream necks where the cyclic stretch environment
changes from almost uniaxial (vBSI ¼ 0:03) to equi-biaxial (vBSI ¼ 0:83). As with
case (i), as the aneurysm evolves, the proximal and distal regions of the artery
experience biaxial stretching. This is a consequence of proximal/distal regions of
the artery developing cyclic axial strain due to the axial expansion of the aneurysm
during the cardiac cycle.

4 Discussion

We have presented a fluid-solid-growth (FSG) model for evolution of AAA. The
model of the arterial wall accounts for the structural arrangement of collagen fibres
in the medial and adventitial layers, the natural reference configuration that
collagen fibres are recruited to load bearing and the concentrations (normalised
mass-densities) of the load bearing constituents. To simulate the development of
AAA we adopted two approaches: (i) we prescribed an axisymmetric degradation
of elastin; (ii) we linked degradation of elastin to local haemodynamic stimuli, i.e.
low WSS. In both examples, as the elastin degrades, the collagen fabric adapts (via
G&R) to restore its strain to the attachment strain EC

AT : The reference configura-
tions of the collagen fibres evolve to simulate the effect of fibre deposition (with
fibres attaching in a state of strain EC

ATÞ and fibre degradation in altered configu-
rations as the aneurysm enlarges; this simulates remodelling. The concentration of
collagen fibres evolves to compensate for the loss of load borne by the elastin; this
simulates growth. In the first example, we illustrated a AAA that stabilises in size
and develops tortuosity; to our knowledge, this is the first model of AAA evolution
to predict the formation of tortuosity. In the second example, we illustrated that
linking elastin degradation to low WSS predicts the evolution of enlarging fusi-
form aneurysms.

Computational fluid dynamic (CFD) studies of aneurysms often emphasise the
role of WSS (or WSSG) on pathogenesis of the disease, sometimes extrapolating
conclusions from other conditions, namely atherosclerosis However, in vivo,
vascular cells are also subject to cyclic stretching due to the pulsatility of the blood
pressure. Cell functionality [63] and vascular homeostasis [64, 65] are influenced
by cyclic stretching. Hence, to address the G&R of the tissue that occurs during
aneurysm evolution, in addition to quantifying the haemodynamic stimuli that act
on the ECs, it is important to quantify the cyclic stretch environment of the
vascular cells. In this paper we propose a novel FSG computational framework:
rigid walls for the purpose of the CFD analysis combined with a quasi-static
analysis to determine the cyclic deformation of the arterial wall. Moreover, we
extended the existing G&R framework utilised to model AAA evolution [15, 16]
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and IA evolution [33–37, 66, 67] to link both growth and remodelling to cyclic
deformation of vascular cells.

Increased tortuosity is associated with disease or vessel ageing [68]. Expanding
AAAs develop specific, quantifiable shapes that can be expressed as a quantitative
tortuosity index that may be relevant to their natural history [69]. Moreover, it is
suggested that centreline tortuosity may become a useful addition to maximum
diameter in the decision-making process of AAA treatment [70]. In fact, Shum
et al. [71] analysed the tortuosity of 10 ruptured and 66 unruptured AAAs and
observed that the mean tortuosity of the ruptured aneurysms (1:33� 0:12) was
greater than the mean tortuosity of the unruptured aneurysms (1:23� 0:11). The

(a)

(c)

(e)

(b)

(d)

(f)

Fig. 5 Evolution of Elastin Green-Lagrange strains E11 (a) and E22 (b), medial collagen Green-
Lagrange strain EC

Mþ (c), average collagen concentration mC (d), cyclic areal stretch ACS (e) and
the Biaxial Stretch Index vBSI (f) at t ¼ 0; 5; 6; 7; 8; 9 years
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mechanism for generating tortuosity is incompletely understood [72]. However, it
appears to be partly attributed to failure of elastin: in an experimental study on
canine carotid arteries, Dobrin et al. [73] observed that degradation of elastin
caused aneurysmal dilatation and a marked decrease in longitudinal retractive
force which permitted the development of tortuosity; failure of collagen causes
vessels to rupture but it was observed not to facilitate the development of tortu-
osity. These findings are consistent with our computational model: we observed
that elastin degradation gave rise to aneurysmal expansion and a reduced axial
stretch of the proximal section of artery; coupling with a model of spinal contact
and collagen G&R, tortuosity naturally develops. Hence, we suggest tortuosity is
influenced by several factors: elastin degradation, remodelling of collagen and
interaction with perivascular structures.

The structural arrangement of the cells is influenced by their local mechanical
environment. For instance, ECs align with the mean direction of flow and if they
are grown on a deformable substrate and subjected to cyclic uniaxial stretching,
they reorient away from the stretching direction [74, 75]; in fact, it is observed that
the alignment of ECs subjected to WSS appears to be significantly enhanced by the
addition of cyclic stretching [76]. VSMCs align in the direction of cyclic stretching
and it is observed that in 2D monolayers they align perpendicular to the applied
haemodynamic WSS [77]. Fibroblasts align perpendicular to the direction of
interstitial flow [78] and their orientation may be influenced by the direction of
maximum principal stress or strain [79] or cyclic stretch [80]. Recently, a novel
parameter was proposed to characterise the biaxial cyclic stretch environment [36],
i.e. the biaxial stretch index vBSI : vBSI ¼ 0 denotes 1D cyclic stretch and vBSI ¼ 1
denotes equi-biaxial stretching. In this study, it was observed that as the AAA
evolved, the BSI distribution changed significantly: within the aneurysm, the tissue
experiences almost equi-biaxial cyclic stretching; however, in certain regions of
the tissue, e.g. the necks, rapid transition regions were observed. If it is assumed
that the AAA should evolve to achieve a particular distribution of vBSI then
analysing the evolving distributions of vBSI could be used to test competing
hypotheses for remodelling of cell/fibre alignment and dispersion. Elucidating the
relationship between the mechanical environment of vascular cells and their ori-
entation and functionality will pave the way for more sophisticated computational
models.

Following Watton et al. [15] we do not explicitly remodel the collagen fibre
orientations. However, it is important to appreciate that the collagen fibre orien-
tations are defined relative to the undeformed reference configuration. Conse-
quently, the fibres reorientate in the loaded configuration towards directions of
increasing principal stretch as the aneurysm evolves; Zeinali-Davarani et al [17]
use an identical approach, i.e. in the vivo configuration, newly deposited collagen
fibres align along the direction of the exisiting collagen fibres. There is some
justification for this approach. Fibroblasts crawl along the existing ECM matrix
thus the orientation in which they deposit and degrade collagen is partly dependent
on the existing ECM structure [81]. However, given that as an AAA evolves, the
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collagen fabric plays an increasingly important load bearing role, it is important to
simulate how the collagen structure adapts to predict stress distributions. Imple-
menting more sophisticated models to represent the remodelling of fibre alignment
[82–84], collagen fibril distribution [85], fibre dispersion [86] or proteoglycan
cross-bridges [87] may prove useful in this respect. Furthermore, given that
VSMCs secrete connective tissue and matrix degrading enzymes [88] and are
subject to apoptosis during AAA evolution [89], explicitly modelling the VSM
cells with a suitable constitutive model [90–92] is needed to better understand the
aetiology of AAA evolution.

We modelled the abdominal aorta as a cylindrical nonlinearly elastic membrane
subject to an axial pre-stretch and uniform internal pressure. The distal and
proximal ends of the abdominal aorta are fixed to simulate vascular tethering by
the renal and iliac arteries. Formation and development of AAA is assumed to be a
consequence of the material constituents of the artery remodelling. At physio-
logical pressures the radius of a typical abdominal aorta is approximately 10 mm
and the thickness is 1 mm. Neglecting thrombus formation, the ratio of the
thickness of the wall to the diameter of the AAA will decrease as the aneurysm
enlarges, therefore the deformation of the three dimensional arterial wall of the
developing aneurysm is closely related to the deformation of its midplane. The
residual strain that is present in the unloaded configuration gives rise to an
approximately uniform strain field through the thickness of the arterial wall at
physiological pressures. If it is assumed that the physiological mechanism by
which collagen fibres attach to the artery is independent of both the current con-
figuration of the artery and the radial position in the arterial wall, then the
remodelling process may naturally maintain a uniform strain field (in the collagen
fibres) through the thickness of the arterial wall as the AAA develops. These
considerations thus support the suitability of a membrane model to model the
development of a AAA at physiological pressures. Nevertheless, the G&R
framework of Watton et al. [15] has recently been extended to consider transmural
variations of G&R for a thick-walled model of the artery [66, 67]: the influence of
transmural variations in biochemomechanical stimuli on G&R and AAA evolution
will be explored in future studies.

We modelled the healthy abdominal aorta as cylindrical. However, in reality the
abdominal aorta is slightly tortuous and tapers. Although, most aneurysm evolu-
tion models to date have used conceptual geometrical models for the healthy
artery, recently, Zeinali-Davarani et al. [17] applied a stress-mediated constrained
mixture FEM approach [93] to model AAA evolution [18] using patient-specific
geometries with a nonlinear membrane formulation [65, 94]. Modelling the exact
geometry of the healthy abdominal aorta would yield physiologically realistic
spatial distributions of haemodynamic stimuli and thus may enable more accurate
prediction of the evolution of AAA geometries. However, given that the abdom-
inal aorta is almost cylindrical, hypotheses can be explored and insight obtained
with (simpler) non-patient specific geometries. For instance, we observed that the
linking elastin degradation to low WSS gives rise to enlarging fusiform aneurysms.
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We adopted a steady flow analysis to reduce the cost of the computational
simulations. The similarity of the spatial WSS/WSSG distributions for steady and
pulsatile flow [95–97] implies that this is a reasonable approach for the purposes of
investigating phenomenological hypotheses that explore the link between G&R
and deviations of the WSS/WSSG from homeostatic levels [36]. However, tem-
poral changes in WSS distribution during the cardiac cycle affect the functionality
of ECs: oscillatory shear is elevated in regions of disturbed flow and is associated
with proatherogenic patterns of gene expression [98, 99]. A pulsatile flow analysis
yields additional quantification of the haemodynamic stimuli that act on ECs and
thus is necessary to explore more sophisticated G&R hypotheses related to the
haemodynamics.

Approximately 75 % of AAAs have an associated intraluminal thrombus (ILT)
[100]. ILT alters the stress distribution and reduces peak wall stress in AAA.
However, presence of ILT leads to regional wall weakening [101]: platelet acti-
vation, fibrin formation, binding of plasminogen and its activators, and trapping of
erythrocytes and neutrophils, leads to oxidative and proteolytic injury of the arterial
wall [102]. Consequently, ILT must play an important role in the aetiology of AAA
and thus the biochemomechanical roles of ILT must be understood and modelled
better [103]. However, incorporating a model for ILT evolution is challenging; it
would require integration of a model for thrombus evolution [104–106] combined
with a constitutive model describing its mechanical response [107–109]; this may
merit investigation with conceptual mathematical models with simpler geometries
first. We note also that our model does not include calcification of the arterial wall
which are often present in AAAs [110]. Calcifications influence stress distributions
[111] and thus may influence G&R and AAA evolution [112].

5 Conclusion

In order to sophisticate computational models to more accurately represent
mechanobiology, guidance is needed from experiments. In return, computational
models assist in the interpretation of experimental data and in the identification of
questions that need to be addressed by experiments. Moreover, they can play a
vital role in guiding our understanding of mechanobiology: they serve as an in
silico testbed for exploration of hypotheses; enable underlying mechanisms to be
evaluated with incomplete data sets and yield insight which would be impossible
from in vitro/vivo experimental set-up alone. We have extended the FSG model
proposed by [35] to link both growth and remodelling to cyclic deformation of
vascular cells and applied it to simulate the evolution of abdominal aortic aneu-
rysm. The model predicts an aneurysm that evolves with similar mechanical,
biological and morphological properties with those observed in vivo. Whilst in
need of further sophistications to more accurately reflect the underlying
mechanobiology, this computational framework has clear potential to be applied to
aid the design and optimisation of tissue engineered vascular constructs.
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Computational Mechanobiology
in Cartilage and Bone Tissue Engineering:
From Cell Phenotype to Tissue Structure

Thomas Nagel and Daniel J. Kelly

Abstract This chapter gives a short overview of computational models in carti-
lage and bone tissue engineering with a focus on how mechanical cues can reg-
ulate tissue regeneration on multiple levels, from cell phenotype to tissue
architecture. The chapter begins with a brief review of single cell models with a
focus on cell-substrate interactions and cytoskeletal remodelling. After summa-
rising a number of current theories for mechanoregulated tissue differentiation, we
explain how such hypotheses can either be corroborated or rejected by attempting
to simulate in vivo regenerative events. We then outline a recently introduced
model for MSC differentiation based on substrate stiffness and oxygen tension as
well as how tissue phenotype and organisation can be explored simultaneously
within a computational model. The application of computational models to aid in
the design of scaffolds for bone and cartilage repair is demonstrated. We also
outline how such models can be used in the design and analysis of bioreactors,
demonstrating how changes in tissue structure in response to mechanical loading
during bioreactor culture can potentially impact the mechanical properties of the
final engineered constructs. The chapter closes with a short overview of multiscale
models with relevance to tissue engineering.
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1 Introduction

‘‘Classical science is a conversation between theory and experiment. A scientist can start
at either end – with theory or experiment – but progress usually demands the union of both
a theory to make sense of the experiments and data to verify the theory. Technological
novelties such as computer models are neither here nor there. A really good dynamic
computer model – of the global atmosphere, for example – is like a theory that throws off
data, or data with a built-in theory. It’s easy to see why such technological worlds are
regarded with such wariness by science – they seem corrupted coming and going. But in
fact, these models yield a third kind of truth, an experiential synthesis – a parallel exis-
tence, so to speak’’ [57].

The quantitative evaluation of any experiment is benefited by a model that
defines a consistent set of parameters allowing comparisons to be made among
results from different experiments. In practice, the experiments or systems in
question quickly attain a high degree of complexity that is reflected in the models
used to describe them. Intuitive understanding or even analytic solutions of such
models are limited to a few and practically usually irrelevant cases. Computer
technology in combination with numerical mathematics provides the means of
solving complex models under practically relevant boundary conditions. Since the
necessary tools have become widely available and affordable, engineers and
decision makers in the industrial and public sectors have come to rely on quan-
titative computer analyses in order to develop products or assess risks more cost
effectively and quickly by partially eliminating expensive experiments [86]. Cost-
effectiveness and possible liabilities require thoroughly validated and verified
models with a sufficient quantitative accuracy and their application domain usually
has a high degree of overlap with their validation domain, the only exception being
high-consequence systems where full-scale physical testing is never an option
[86]. Models in contemporary bioengineering are at a different developmental
stage with different modelling challenges taking precedence. The particular diffi-
culties in the interpretation of experimental data related to cells and biological
tissues are rooted in the large sample variabilities and the nonlinear, multiphasic,
heterogeneous, anisotropic, viscoelastic and often active nature of these tissues as
well as the usually large deformations they undergo. However, computational
models are being used to analyse the mechanical behaviour of biological tissues
leading to the development of a wide range of constitutive models and furthering
our understanding of the structure-function relationships of the main tissues pre-
valent in the musculoskeletal and cardiovascular system.

Besides this tight synergistic coupling of experiment and model analyses,
computer simulations are becoming more wide-spread. In contrast to pure quan-
titative analyses of a known, i.e. experimentally well defined, system, simulations
aim to go a step further. Simulations create a virtual reality in which the modeller
has the opportunity to alter certain aspects of the system and its environment to test
different hypotheses by observing the effect they have on the system. Therefore,
simulations often focus on the time course, i.e. the transient development, of
a system rather than analysing one specific state and involve theories from a
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spectrum of scientific areas—the focus shifts from parameter identification to
explanation. In essence, the modeller tries to ask the system of interest a specific
question and seeks to approach a possible answer by conducting in silico exper-
iments. In mechanobiology, where the central question is how cells and tissues
respond and adapt to mechanical forces, these simulations can provide a valuable
extension of classical experimental methods. Even under very defined and
simplified experimental conditions the inherent heterogeneity and adaptivity of
biological tissues presents a major hurdle in evaluating and quantifying the stimuli
and mechanisms responsible for an observed response. The role of computer
simulations in this quest has been defined by van der Meulen and Huiskes [111] as
follows:

‘‘Computational mechanobiologists hypothesize a potential rule and determine if the
outcome of this hypothesis produces realistic tissue structures and morphologies, hence
trial-and-error. If the results correspond well, they might be an explanation for the
mechanism being modeled. This method of research is common practice and productive in
physics, less common in biology (Huiskes, 1995); although theoretical biology is based on
this type of approach.’’

In other words, due to the complexity of mechanobiological systems simple
answers are often unlikely from experiments alone and alterations to the experi-
mental system tend to introduce other unknowns. In such cases, simulation
environments can help unravel part of the mysteries by approaching a problem in a
more systematic and quantitative way. For that purpose, computational engi-
neering methods have been introduced into the field and aim to tackle the multi-
physics problem by linking mechanics and various branches of biology.

As the opening quote stated and our short introduction outlined, the approaches,
intentions and philosophies behind theoretical models differ between the various
fields of science and engineering. In this review, we focus on hypothesis driven
simulations that try to explain certain experimental phenomena, the assumptions
made in them and the conceptual ideas relevant for the understanding of both their
potentials and limitations. For this reason we have excluded purely quantitative
analyses of biomechanical behaviour. For computer aided tissue engineering with
a focus on CAD, image processing and various computer aided scaffold manu-
facturing techniques we further refer the reader to the review articles by Sun et al.
[109, 110]. Since the field of computational mechanobiology is growing rapidly
and the wealth of publications is significant, we narrowed our focus on studies that
have relevance to cartilage and bone tissue engineering applications. In particular,
our interest lies with the mechanoregulation of mesenchymal stem cell differen-
tiation and the incorporation of tissue architecture into simulations of tissue
engineering and regeneration. This chapter is organised into several sections that
are intended to highlight different conceptual modelling aspects relevant to tissue
engineering applications and as such are often very selective in the literature cited:

• Section 2 introduces some examples of mechanobiological single cell models
and exemplary questions currently under investigation, namely the interaction
of cells with their substrate. This is done for the purpose of showing how
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theoretical models can help overcome particular experimental hurdles and in
order to illustrate some aspects of structural reorganisation in cell biology.

• Section 3 introduces the concept of testing theories of mechanoregulated tissue
differentiation by performing simulations, where the hypothesis under investi-
gation can be corroborated or rejected by comparing in silico predictions with in
vivo results. The main focus will be on simulations of fracture healing and
osteochondral defect healing. The section is kept brief with a focus on providing
essential historical and conceptual background information. It closes with some
recent work from our lab on differentiation guided by substrate stiffness and
oxygen tension as well as the incorporation of tissue structure into simulations
of tissue regeneration.

• Section 4 is concerned with the application of computational models to tissue
engineering and regeneration approaches involving bioreactors and scaffolds.
The focus here is on understanding how scaffold heterogeneity and architecture
affect mechanical stimuli imposed on cells and the role of modelling in complex
design challenges. We further provide an example of tissue adaptation during
bioreactor culture demonstrating how modelling approaches somewhat akin to
those introduced in Sects. 2 and 3 can be used to determine the role of collagen
remodelling on the mechanical properties of engineered cartilage subjected to
dynamic compression.

• Section 5 finally bridges the gap between the scales by giving a short overview
over multiscale simulations in tissue engineering and regeneration.

2 Single Cell Models and Cell-Substrate Interactions

2.1 Mechanosensing, Cell Rheology and Substrate Effects

When descending to the cellular level the main mechanobiological question relates
to the fundamental aspect of mechanosensing—how does the cell sense, integrate
and translate mechanical signals of different kinds to evoke a biological response.
But cells are not merely passive sensors. Cells actively interact with their envi-
ronment, probe it, sense it and adapt to it. Cytoskeletal components such as actin
filaments and microtubuli undergo continuous polymerisation and depolymerisa-
tion depending on cell activity, attachment and external cues. Hence, an inherent
problem of elucidating cellular properties and behaviours is the living nature of the
cell itself—it interacts with the commonly applied measurement tools such that the
measurement itself alters the cellular properties that are to be measured. For that
reason, intrinsic properties are difficult to obtain by experimental methods alone
and constitutive models that feature the salient aspects of cellular behaviour are
required for a thorough evaluation [27]. Since the understanding of mechano-
transduction pathways requires knowledge on the mechanics of the cell and its
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stress or strain generating mechanisms, the lack of such constitutive models is
particularly problematic for the elucidation of relevant signalling cascades [53].
Cellular rheology is therefore a very active field of research where phenomena
unknown from traditional engineering materials play a role, e.g. the ability of the
‘‘material’’ to perform work via ATP hydrolysis. While classical equilibrium
materials exhibit thermal fluctuations, the cell presents a nonequilibrium material
with additional actively driven fluctuations [69]. For a recent review on me-
chanosensing, candidate signalling mechanisms and their relation to cell rheology
see the article by Janmey and McCulloch [53].

Most tissue cells are anchorage dependent, probe their environment by actively
pulling on it and respond with cytoskeletal (re)organisation and rearrangement of
focal adhesion complexes [29]. Apart from this anchorage dependent behaviour of
differentiated cells, mesenchymal stem cells (MSCs) have recently been shown to
differentiate into neurons, myoblasts and osteoblasts depending on the stiffness of
the substrate onto which they adhere [31]. This differentiation mechanism was
shown to be dependent on nonmuscle myosin II and is hence linked to the active
contractility of the cells [31]. In contrast to the response to external forces relying
on outside-in signalling pathways, sensitivity to passive properties of the extra-
cellular space requires a two-step inside-out outside-in mechanism [29]. Cell
contraction and stress-fibre formation are thus fundamental aspects of both the
behaviour of differentiated cells and stem cell differentiation itself and are of direct
relevance for tissue engineering applications. In this review we chose to highlight
a class of models that incorporates some of the active mechanisms described above
and appears useful in the investigation of cell-ECM or cell-substrate interactions.
Understanding these interactions is important not only for explaining fundamental
cell functions, cell remodelling and cell differentiation, but also for the design of
biomaterials that support cells and are used in pharmacology, cell culture and
tissue engineering.

2.2 Modelling the Environmentally Regulated Dynamics
of the Cytoskeleton

Early models of cell contraction relied on static discrete sets of stress-fibres [77] or
classical continuum modelling strategies such as thermoelasticity [83], neglecting
the dynamic and anisotropic nature of the cell. Deshpande et al. [27] developed a
continuum model that incorporates ‘‘three key biochemical processes: (i) an
activation signal that triggers actin polymerization and myosin phosphorylation,
(ii) the tension-dependent assembly of the actin and myosin into stress fibres, and
(iii) the cross-bridge cycling between the actin and the myosin filaments that
generates the tension.’’ The finite strain constitutive model for the cell was
developed based on the homogenisation of the activation and deformation
behaviour of a single cellular stress fibre. It has been shown to capture the scaling
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of the cellular forces with the substrate stiffness, the development of structural
anisotropy dependent on cell shape and boundary conditions and the co-localisa-
tion of high concentrations of stress-fibres with focal adhesion sites or externally
induced local stress concentrations. From a modelling perspective it is noteworthy
that this type of model allows a representation of the cytoskeleton in some ways
similar to that in tensegrity models [48] and not usually captured in continuum
models. Additionally, the continuum approach offers the advantage that the
cytoskeletal arrangement does not have to be pre-defined and is dynamic in nature,
i.e. the cytoskeleton can remodel, which is a non-trivial task for tensegrity models.

Cells are attached to the ECM through discrete multi-protein complexes called
focal adhesions. These focal adhesions assemble and disassemble depending on
the forces exerted upon them and are linked to the formation and dissociation of
stress-fibres in the cytoskeleton. The adhesion sites undergo maturation from
dynamic to fully reinforced static adhesion sites, passing the stages of initial
adhesions, adhesion complexes and focal adhesions. Based on continuum
mechanics arguments it has been suggested that with maturation into the static
state the adhesion sites loose their sensitivity to substrate stiffness; for more details
on adhesion sites in relation to mechanosensitivity see the articles by Fereol et al.
[32], Nicolas et al. [85], and Nicolas and Safran [84]. The cell contractility model
[27] described previously has been extended and applied to the investigation of
focal adhesion dynamics using a thermodynamical approach and uniaxial example
problems [28]. The authors of this study stated that: ‘‘The fact that many proteins
perform both structural and signaling functions hinders the ability of traditional
genetic approaches to parse the mechanisms that regulate [focal adhesion]
dynamics, since knocking out a protein by genetic manipulation may also elimi-
nate an essential structural component. Consequently, to understand how specific
molecular features give rise to the observed behavior it is essential to combine
experimental studies of adherent cells—including the use of microscopy to
observe the structure and dynamics of the cytokskeleton and [focal adhesions]—
with computational models that include the salient mechanics’’ [28]. Among the
successful predictions made by the model was the focal adhesion concentration
around the cell periphery as well as the dependence of focal adhesion intensity on
cell size and contractility.

The coupled mechanosensitive focal adhesion/stress-fibre model was extended
to two dimensions and applied to simulate the effect that a micro-patterned shape
of ligands would have on cytoskeletal remodelling and focal adhesion distributions
[88]. Both convex ligand patterns where the entire cell periphery adheres to the
substrate and various concave patterns with free non-adhered edges were inves-
tigated. The model’s predictions in terms of stress-fibre alignment and concen-
tration were regarded as satisfactory while some discrepancies in the vinculin1

distribution were observed.

1 A protein in the membrane that correlates with the concentration of high-affinity integrins and
is involved in their binding to cytoskeletal components.
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Uniaxial and biaxial cyclic stretching of cells by 3 and 10% at 0.1, 1.0 and
10.0 Hz were simulated using the Deshpande model in Wei et al. [114]. Corre-
sponding to experimental observations the model predicted stress-fibre alignment
perpendicular to the stretch direction and its dependence on the stretch magnitude,
the amount of lateral contraction and the frequency. Isotropic stress-fibre archi-
tectures were predicted in the biaxially stretched cells. An earlier model [113] had
investigated cytoskeletal reorganisation in response to cyclic loading by assuming
acting filament remodelling in response to normal strain and filament disassembly
when their strain energies reach certain levels below or above their basal attach-
ment values. While that model was capable of predicting experimentally observed
alignment patterns, it is incapable of reproducing frequency dependent effects.
This is rooted in the purely elastic (i.e. scleronomous) approach taken that
neglected transient biochemical signals. While the model by Deshpande and
coworkers [27, 28] represents a three dimensional finite strain constitutive
framework suitable for finite element implementation, this early model was based
on two in-plane normal strains and assumed linear elastic actin filaments [113].

Arrays of flexible micro posts have been used to measure forces exerted by the
cells onto a substrate and their distribution within the cell. Due to the dynamic
nature of the cells the interpretation of the results and the extraction of meaningful
parameters has proven difficult. McGarry et al. [75] simulated smooth muscle
cells, mesenchymal stem cells and fibroblasts on different beds of micro posts
using the model by Deshpande and coworkers [27, 28]. Certain model parameters
such as the maximum tensile stress of a fibre bundle were cell type dependent
which has been attributed to the expression of different isoforms of actin and
myosin among those cell types and potentially presents meaningful parameters for
the interpretation of cell type dependent experimental results. For a single cell
type, namely smooth muscle cells, the model could predict a number of experi-
mental observations with the same set of parameters: ‘‘(i) the scaling of the force
exerted by the cells with the number of posts; (ii) actin distributions within the
cells, including the rings of actin around the micro-posts; (iii) the curvature of the
cell boundaries between the posts; and (iv) the higher post forces towards the cell
periphery’’ [75]. The experimental and computed actin stress-fibre architecture of
a cell on a micropost array is depicted in Fig. 1.

Motivated by observations of fibroblast alignment with directions of tensile
strain, cell locomotion along rigidity gradients towards areas of higher stiffness or
tensile strain and enhanced cell spreading and cytoskeletal organisation with
increasing substrate stiffness, Bischofs and Schwarz [6] developed a model based
on the idea that cells have a preference for large effective stiffnesses in their local
environment which drives their positioning and orientation. Linear elasticity
continuum theory was adopted to model the ECM in order to keep the presented
calculations feasible. Cells pull on the ECM with their contractile machinery to
extract mechanical information that encompasses the effects of both rigidity and
prestrain in the substrate. In order to capture this behaviour, mechanical work was
chosen as the fundamental stimulus of the mechanoregulation algorithm. By
pulling on the ECM cells build up a force at a focal adhesion site that in
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conjunction with a displacement produces that mechanical work. This work can
now be minimised by the cell in different ways: If the substrate stiffness increases,
the cell has to strain the ECM less to create a given level of force which corre-
sponds to less work being invested. A prestrain of the substrate is shown to lower
the work as well and hence corresponds to an effective stiffening. In terms of the
wider concepts of modelling the authors make a statement that holds for
phenomenological models in general and thus fits the general context of this
chapter: ‘‘It is important to note that conceptually the principle suggested here
does not imply that the cell actually minimizes the work W invested into its soft
environment. Instead we suggest here that calculating the quantity W for different
situations of interest is an appropriate measure for the kind of information a cell
can extract from its elastic environment through active mechanosensing. The real
justification of our model will be its success in explaining a large body of
experimental data’’ [6]. Nevertheless, the considerations imply a mechanism by
which higher matrix stiffness leads to an increased efficiency in the up-regulation
of cell-matrix contact points. Based on the work optimisation principle, the model
predicted cell alignment parallel and perpendicular to free and clamped edges,
respectively, cell alignment with applied tensile strain and coalignment of cells
into strings. Cells were further predicted to have a tendency of moving away from
free surfaces and the model can potentially explain certain aspects of cell
behaviour that cannot be established based on contact guidance models [3]. Cell
alignment in response to ECM alignment, i.e. contact guidance, is relevant for
tissue engineering applications and soft scaffold contraction. To allow a theoretical

Fig. 1 Steady-state actin stress-fibre distribution in a fibroblast on a micropost array (left) and
corresponding simulation results based on McGarry et al. [75] (right). Contours illustrate the
degree of stress fibre formation, vectors correspond to the dominant stress fibre direction. Images
courtesy of Dr. Patrick McGarry, Mechanical and Biomedical Engineering, NUI Galway, Ireland
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investigation of contact guidence effects an extensive modelling framework has
been introduced by Barocas and Tranquillo [3]. It relies on mixture theory to
capture the biphasic nature of the soft tissue equivalents under consideration and
accounts for collagen alignment in response to anisotropic deformation, sub-
sequent cell alignment, i.e. contact guidance, and the resulting anisotropic traction
exerted by the cells onto the ECM as well as their anisotropic migration.

The described models are taking a major step towards the coupling of a cell’s
response to its external as well as internal mechanical environment. They have the
potential of facilitating a better understanding of the cell’s interaction with its
environment, including intrusive measurement tools. This is crucial for the ade-
quate interpretation of experimental results and for examining cell rheology.
Several aspects might be put onto the research agenda: The incorporation of actual
signalling pathways into the models will not only increase their predictive capa-
bility, but also allow the investigation of pathological or experimental (e.g. drug
related) inhibition of those very pathways. Further, while the models described in
this section link mechanics to cellular remodelling and are capable of rationalising
a number of experimental observations, the link between biology and mechanics
needs to be extended.

3 Stem Cell Differentiation During In Vivo Regeneration

3.1 Testing Mechanoregulation Hypotheses In Silico

The idea that mechanics affects tissue differentiation has been discussed in the
scientific community for a long time [89, 95]. By incorporating hypotheses
regarding mechanoregulated tissue differentiation into computer simulations of
regenerative events (such as fracture healing) that exhibit well defined and
repeatable temporal and spatial patterns of tissue differentiation with alternative
healing paths depending on mechanical stimulation, these hypotheses can be
corroborated or rejected by comparing the in silico predictions to the experimental
observations. These approaches therefore constitute a valuable tool in the
assessment of potential biophysical regulators of tissue differentiation and may
have specific relevance for the incorporation of biophysical stimulation into bio-
reactor designs for tissue engineering applications. Similarly, such corroborated
hypotheses might serve to form the basis for the evaluation of the mechanical
environment in scaffolds for tissue engineering (see Sect. 4) The ultimate goal of
tissue engineering is to replace or repair damaged tissues in vivo. Quantitatively
evaluating the in vivo environment and its effects on the tissues during regener-
ation therefore has direct relevance to tissue engineering itself.

In accordance with the scope of this chapter we restrict this overview on
relatively recent work where theories regarding mechanoregulated tissue differ-
entiation have been tested using modern simulation techniques. Specifically we
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focus on some recent developments, namely (i) a tissue differentiation algorithm
based on substrate stiffness and oxygen tension; (ii) the simultaneous prediction of
tissue structure and phenotype during regenerative events; (iii) performing non-
deterministic simulations to capture variability.

Among the mechanical stimuli proposed as potential mechanoregulators are

• Octahaedral shear stress/strain or maximum principal strain and hydrostatic
stress (Carter and co-workers [15–17]). Quantitative boundaries were only
proposed later by others [50].

• Principal strain and hydrostatic stress (Claes and Heigele [22, 23])
• Octahaedral shear strain and fluid velocity (Prendergast and Huiskes [46, 91])
• Others include certain strain invariants [34, 94] and strain energy density [1].

The model by Carter and colleagues [15–17] was used among others in a study
where pseudoarthrosis formation was studied in oblique fractures [71]. Further-
more, this model has been applied frequently in tendon mechanobiology, such as
fibrocartilaginous metaplasia formation in tendons wrapping around bony promi-
nences [39, 116].

The theory by Claes and Heigele [22, 23], which is based on Pauwel’s ideas
[89], was mainly applied to problems of fracture healing. A recent model for tissue
differentiation and revascularisation in fracture healing by Simon and co-workers
[107] implemented a set of rules into a fuzzy-logic controller to simulate regen-
erative events in the fracture callus. The limiting factors for healing were found to
be revascularisation in stable fractures and an inadequate mechanical environment
in unstable fractures. A similar fuzzy logic model was able to predict all stages of
trabecular fracture healing including the final remodelling stages to re-establish a
trabecular structure depending on the loading direction [106].

The model by Prendergast et al. [91] accounts for the biphasic nature of most
biological tissues and as such incorporates fluid flow as a stimulus. Its first
implementation into an automated feedback algorithm to simulate the time course
of fracture healing was performed by Lacroix et al. [68]. The origin of MSCs,
whose migration into the fracture callus was modelled as a diffusive process, was
predicted to have a significant impact on the rate at which healing progressed. The
model was further able to predict the spatio-temporal sequence of phenotypes
occurring during fracture healing. The results provided support for the hypothesis
that fluid flow and shear strain are regulators of MSC differentiation during
fracture healing. Following this initial corroboration, the model was applied to
analyse the influence of fracture gap size and loading on the emerging phenotypes
and the healing outcome [67]. Further corroboration was achieved by applying the
tissue differentiation model in simulations of other regenerative events. Besides
fracture healing [49, 67, 68], it has been successfully used to predict key events
during distraction osteogenesis [8, 9, 51] osteochondral defect healing [55, 56],
implant integration [36, 46] and pseudoarthrosis formation [43, 81]. Many studies
on scaffold aided tissue repair or scaffold design rely on this algorithm since fluid
perfusion is thought to play a major role in porous scaffolds (see Sect. 4)
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Several comparison studies between the various algorithms named above have
been performed with no full corroboration achieved for any of them [35, 49, 50]
although the influence of torsional loading on fracture healing could only be
captured by considering fluid flow and shear strain as regulators of MSC differ-
entiation [49]. Further reviews of in silico approaches to regenerative medicine,
namely for bone and wound healing, can be found elsewhere in the literature
[10, 38].

3.2 MSC Differentiation Regulated by Substrate Stiffness

As outlined in Sect. 2, the profound effect of substrate stiffness on cells including
the stiffness-dependent differentiation of mesenchymal stem cells into various
lineages [31] has attracted considerable attention and is an important factor in the
choice of an appropriate biomaterial carrier for tissue engineering applications.
Cells furthermore depend on the supply of oxygen and nutrients and different
phenotypes thrive under different ambient oxygen tensions. Perhaps most impor-
tantly, oxygen tension itself has been shown to be a regulator of stem cell fate
[105]. In regenerative events or during progenitor cell based tissue engineering,
osteogenesis, for example, relies heavily on sufficient vascular supply, while
chondrogenesis has been shown to be favoured under low oxygen conditions [76].
Various tissue differentiation models therefore include an angiogenic component
[19, 37, 107].

A recent mechanoregulation model for tissue differentiation [12] developed in
our lab is based on two fundamental components: The influence of substrate
stiffness and oxygen tension. The model relies on a four-step analysis approach:

1. MSC infiltration into the regenerating tissue is modelled as a diffusive process.
2. A biphasic analysis is performed to evaluate the mechanical environment

throughout the regenerating domain.
3. Angiogenesis is modelled as a mechanoregulated diffusive process where the

formation of new capillaries is inhibited in regions of high shear strain as
determined in analysis step 2.

4. Based on the vascular supply another diffusion analysis additionally accounts
for cellular consumption and determines the levels of oxygen tension in the
regenerating tissue.

Based on the current distribution of tissues, information on both the local oxygen
tension and substrate stiffness is now available in each point. This information is used
to predict the cell phenotypes for the next iteration based on the theory described in
Fig. 2. The mechanical properties, state of vascular and cellular infiltration as well as
oxygen perfusion can now be updated for the next time increment of the analysis. In
contrast to most mechanoregulation models, mechanical stimuli such as strain, stress
or fluid flow do not exert their influence on MSC differentiation directly in this model.
Instead, neovascularisation is inhibited in regions of high strain and the resulting low
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oxygen concentration results in cartilage formation. Thus, the effect of deformation
on stem cell fate is more indirect. Rather than responding to external strain, the cells
are assumed to actively probe the ECM in order to determine its stiffness and dif-
ferentiate accordingly.

Like several other theories, this regulatory model has successfully captured many
of the key stages offracture healing [12]. This illustrates that the corroboration of one
hypothesis in a simulation does not allow one to reject others. Extensive assessment
of the efficacy of a proposed theory via the simulation of a broad range of experiments
is needed to further corroborate the proposed hypothesis.

3.3 Accounting for Tissue Architecture During Skeletal
Regeneration

A tissue’s structure is crucial for its mechanical fitness. Understanding how the
structure evolves during development and regeneration can have important
implications for how tissue engineering protocols, scaffolds and bioreactors are
designed in order to mimic a desired tissue architecture. The extension of the
predictive power of tissue differentiation models to include anisotropy will benefit
the investigation of specifically those healing processes and tissue engineering
strategies where recapitulating normal tissue architecture is important. For
example chondral and osteochondral defect repair critically depends on achieving
a native-like zonal structure within the cartilage tissue so that the tissue can endure
in-vivo loads.

Cullinane et al. [25, 26] have demonstrated that the mechanical environment
during bone defect healing can influence both tissue differentiation and the
molecular organisation (collagen fibre architecture) of the repair tissue. They
showed that cyclic bending applied daily to an experimental mid-femoral defect
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Fig. 2 Regulation of tissue
differentiation by substrate
stiffness and oxygen tension.
Cartilage forms in a low
oxygen environment and
turns into calcified cartilage
(CC) in close proximity to
bone. MSCs will differentiate
to form marrow (stroma and
adipogenesis), fibrous tissue
or bone when attached to soft,
medium or stiff extracellular
materials, respectively.
Colour version available
online

352 T. Nagel and D. J. Kelly



results in the formation of cartilage as opposed to bone tissue. These neoarthroses
exhibited preferred fibre angles consistent with those seen in articular cartilage.
Hayward and Morgan [43] further demonstrated that the patterns of tissue
differentiation observed experimentally could be predicted using the mechanore-
gulation theory of Prendergast et al. [91], providing further evidence to suggest
that both strain and fluid flow are key regulators of tissue differentiation. Nagel and
Kelly [81] extended the mechanoregulation model of Prendergast et al. [91], as
implemented by Lacroix et al. [68], to include a biphasic fibre reinforced consti-
tutive model for soft tissues, where the organisation of the fibre network is
regulated by the mechanical environment. Collagen fibres where assumed to align
between the principal directions of various stress and deformation measures and
depending on the local maximum principal values occurring during a bending
cycle. By simulating the effect of bending on bone defect repair, the predicted
patterns of differentiation and collagen fibre orientations in the repair tissue could
be compared to those observed experimentally [25]. It was demonstrated that
mechanoregulation models can be used to successfully predict both tissue
differentiation and organisation during skeletal tissue regeneration (Fig. 3).

3.4 Variability in Tissue Differentiation

A high degree of variability is observed in the outcome of tissue engineering as
well as in vivo experiments. In the context of tissue differentiation models, this

Fig. 3 Distribution of phenotypes (yellow fibrous tissue; red cartilage) in an idealised model of a
fracture callus subjected to cyclic bending. Vector plots show predicted collagen fibre orientation
in the region of interest when collagen alignment was regulated by stress (left) or deformation
(right). The predicted orientations of collagen fibres [81] were comparable to those observed
experimentally [25]. Colour version available online
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variability can pose a problem for the corroboration of these theories. Similarly,
model predictions can benefit from covering a range of possible outcomes based
on statistical considerations of the underlying populations and variabilities. Pre-
dicting a range of performance measures for an implanted tissue engineered
construct and its probability of success can aid decisions regarding its design or
even just whether or not to implant a certain construct. The need for nondeter-
ministic simulations and appropriate validation metrics has long been recognised
in traditional engineering, especially in the design of safety relevant systems [86].
These validation metrics should be based on a statistical evaluation of both the
experiments and the computations. In bioengineering, the variations that occur are
usually larger than those observed in controlled technical systems. Focussing on
scenarios for which mechanoregulatory aspects are of importance, for example for
load bearing implants, variability arises from environmental factors, such as
implant positioning and activity levels, i.e. external loading, as well as genetic
factors such as the level of mechanosensitivity.

The variability of bone geometry and mechanosensitivity observed in a popu-
lation was modelled to simulate the clinical trial of low and high-stiffness intra-
medullary prostheses in 100 patients [92]. Variable mechanosensitivity was
included by modulating the parameter values that determine the onset of bone
resorption/deposition in the bone remodelling algorithm used. When only one
averaged ideal patient was simulated, i.e. no variability included, the deterministic
simulation predicted that the low stiffness implant would migrate less. The sim-
ulation of the clinical trial with 100 different patients, however, predicted no
statistically significant difference between the two implants. The study concluded,
that stochastic simulations might be more validatable against an actual clinical trial
and may eventually overcome the lack of falsifiability of this type of model [92].

Modelling certain cellular processes in a stochastic fashion [90] introduces only
a minor degree of nondeterminism in the simulation outcomes. Khayyeri et al. [59]
simulated tissue differentiation inside an in vivo bone chamber in which the tissue
could be loaded in compression and investigated the influence of the load mag-
nitude, implant positioning, blood pressure and bone marrow MSC density on the
distribution of phenotypes. The study concluded that these environmental factors
were not sufficient to fully explain the high degree of variability observed in the
experiments, namely the emergence of two distinct experimental groups. In a later
study [61], the authors thus hypothesised that a variable mechanosensitivity
between individuals could be responsible for the variability observed in the tissue
differentiation experiments. Simulations of the bone chamber experiment
were performed and the effect of stochastically up- or down-regulating the
cellular process rates for proliferation, differentiation and apoptosis in an indi-
vidual-specific manner was investigated. Simulation results were highly sensitive
to MSC activity. The simulations not only predicted the general patterns of tissue
differentiation but also produced a variability akin to that observed in the exper-
iment. Specifically, the simulations predicted the dichotomy, i.e. the emergence of
two distinct differentiation patterns. Results such as this can have important
implications for the corroboration of mechanoregulation theories.
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Instead of focussing on variability, other studies take a subject specific
approach. A bone remodelling algorithm based on open system thermodynamics
was applied to simulate the pattern of bone mineral density in the proximal tibia in
response to gait loading [87]. A subject specific geometry and load, derived from
gait analysis, were used. The predicted bone density distribution showed excellent
qualitative and quantitative agreement with the subject specific pattern measured
by X-ray absorptiometry. In another study, Wolff’s law was ‘‘inverted’’ to estimate
the loading history of a murine vertebral body via an optimisation approach based
on a set of unit loads applied to a subject specific model of a murine vertebral
body, the internal structure of which was modelled based on lCT scans [21].
Based on the assumption that bone tissue remodels such that the strain energy
density approaches a target value and that the tissue is loaded uniformly, the
dominant load case could be extracted both in direction and magnitude. The strain
energy density in the trabecular architecture remained highly non-uniform nev-
ertheless. The review article by Geris et al. [38] includes a discussion of patient
specificity and variability in in silico approaches.

4 Scaffolds in Bone and Cartilage Repair

4.1 Computer Aided Design of Scaffolds and Bioreactors

Scaffold design is constrained by a large number of design criteria that often
compete. This competition implies that there is some optimum design that rep-
resents the best compromise between the various requirements. Relevant aspects to
be considered in scaffold design include:

• The material has to be non-toxic, biocompatible, sterilisable, manufacturable
into arbitrary shapes accommodating patient specific defect geometries, and
possess biologically favourable surface properties.

• Considerations regarding the intrinsic mechanical properties of the material
include compliance-matching with the host tissue, sufficient strength during
implantation, cellular response to substrate stiffness (see Sect. 2), and expected
deformations that potentially act as external stimuli.

• The scaffold architecture can serve as a template to guide tissue architecture,
including anisotropy [30]. The porosity is linked to the apparent properties of
the scaffold and is therefore mechanically constrained such that the scaffold
maintains its structural integrity. However, higher porosities are favourable
for cell seeding and proliferation, tissue ingrowth and mass transport.
Porosity also affects the permeability and hence fluid velocities during
seeding as well as mechanical loading. Depending on the target tissue, the
pore architecture and its interconnectivity has to be suitable for vasculari-
sation of scaffold and tissue.
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• The dissolution rate of biodegradable scaffolds should be optimised to match the
speed of differentiation and matrix synthesis by cells within the scaffold. The
dissolution rate can be modulated via the relative amounts of the components
that make up the biomaterial, which will in turn affect intrinsic properties such
as stiffness.

Alterations to the properties above likely affect the mechanical environment in
the scaffold and hence the mechanoregulation of biological processes. Due to the
multitude of design criteria and their strong coupling, mechanobiological model-
ling can contribute significantly to finding optimal scaffold properties or limiting
the number of physical prototypes to be tested. Provided the knowledge, efficiency
and resources in the future, this computational optimisation of scaffolds could be
envisaged routinely on a patient-specific basis to maximise clinical success and
stream-line the automated production process [56, 72].

Bioreactors are a fundamental part of tissue engineering for two main reasons
[72]. First, one approach to tissue engineering involves cell biopsies, ex vivo
expansion and culture in a bioreactor to achieve desired tissue properties and
subsequent reimplantation. More indirectly, bioreactors bear significant relevance
for mechanobiological research. They present model systems in which environ-
mental aspects such as cytokine concentrations, medium composition, pH, oxygen
environment and mechanical loading can be much more tightly controlled than in
vivo.

Computational models can not only help in the design of scaffolds, but also
in the design of bioreactors and the choice of their operating parameters.
Several bioreactor designs exist that induce fluid flow in or around the scaf-
folds, such as direct perfusion, spinner flask or rotating wall bioreactors. Their
prime purpose is to enhance culture medium transport to provide the optimal
biochemical environment for the cells. However, fluid flow induced shear is a
potent mechanical stimulus that can influence the metabolic activity of the cells
or even their phenotype. Hence it has been suggested [72] that computational
fluid dynamics methods rather than trial and error should be used to establish
the flow conditions for the various bioreactor systems, scaffold architectures and
cell types. The same concept can of course be applied to related aspects of
bioreactor performance such as direct mechanical stimulation by deformation.
Other applications include the derivation of culture and rehabilitation protocols
derived from the analysis of in vivo conditions [13], the derivation of the
cellular environment from the macroscopic bioreactor input profiles [72], the
online integration of computational models into tightly monitored commercial
tissue culture systems to improve automated control and surgical planning [72]
and hence enable a more cost-effective and scalable approach to tissue
engineering. In the context of cartilage tissue engineering and bioreactor design
we wish to draw attention to the contributions by Raimondi et al. [93] and
Bjork et al. [7] in this book for further information.
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4.2 Tissue Differentiation in Scaffolds

4.2.1 Optimisation of Scaffold Properties

Significant efforts have been directed at engineering bone and cartilage or
enhancing the natural reparative processes by a variety of interventional methods.
Scaffolds implanted into osteochondral defects have been used to enhance repair
tissue quality but a major unknown are the ideal scaffold properties. The earliest
attempt to determine optimal mechanical properties of a scaffold using a com-
putational mechanobiological model was for the repair of an osteochondral defect
[56]. The main assumptions of the model were that MSC differentiation as well as
cell proliferation and apoptosis were determined by a combination of fluid flow
and shear strain [91] and that cell migration could be modelled as a diffusive
process. By systematically varying the Young’s modulus and the permeability of
homogeneous scaffolds it could be shown that optimal values for these parameters
exist, with both higher and lower values leading to decreased amounts of cartilage
tissue. This result was due to the differential influence of fluid flow and shear strain
on cell differentiation. To further enhance repair, i.e. reduce the amount of fibrous
tissue and stop the subchondral bone from progressing into the cartilage zone, a
bilayered scaffold with inhomogeneous properties was then optimised. The osse-
ous part of the scaffold was modelled as homogeneous while the properties of the
chondral part were depth dependent. The study found that the optimal scaffold
should have a stiffness that decreases with depth from the superficial to the deep
zone and a permeability that increases with depth, i.e. has its minimum at the
articular surface. Given the inhomogeneous properties of articular cartilage this
scaffold has to a certain extend biomimetic qualities. The study closes with the
remark that scaffolds optimised for the in vitro setting may not be well suited for
the in vivo environment and vice versa.

A similar approach has been followed to investigate design parameters in bone
scaffolds by Byrne et al. [14]. Tissue differentiation was again regulated by fluid
flow and shear strain [91], while cellular activities were modelled using the lattice
approach [90]. Tissue differentiation inside a bioresorbable scaffold with regular
geometry typical for 3D printing techniques was simulated under low and high
loading conditions varying three key design variables: Young’s modulus, porosity
and dissolution rate. The authors were able to determine unique combinations of
these parameters that maximised bone formation depending on the loading
condition. Especially under high loading conditions the initial porosity and dis-
solution rate had to be chosen conservatively as to not compromise the structural
integrity of the scaffold. High porosities, a medium dissolution rate and a high
stiffness gave the optimal results under low loading conditions. This suggests that
scaffold manufacturing should be tailored towards the loading conditions at the
implantation site.

Scaffold based tissue repair of critical sized defects is often hindered by
inadequate vascular supply resulting in a degraded scaffold core and peripheral
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tissue formation. Due to its importance in tissue regeneration, the lattice model
approach has been extended to include angiogenesis [19] in an attempt to better
model the process of bone regeneration. Checa and Prendergast [20] closely
followed the approach of Byrne et al. [14] to investigate the effect of cell seeding
and mechanical loading on vascularisation and tissue formation inside a scaffold.
High and low loading conditions and different seeding densities were simulated
and homogeneous seeding compared to only peripheral seeding. It was predicted
that reducing the MSC seeding density from 1 to 0.5% greatly improved vascular
infiltration and bone tissue formation, whereas under high seeding density
conditions only peripheral vascularisation and ossification occurred. Likewise,
peripheral seeding was predicted to allow scaffold core vascularisation and sub-
sequent bone formation. While low loading conditions were generally beneficial
for bone formation, increasing the applied stress above a certain threshold value
was predicted to result in decreased vascularisation and a mainly cartilaginous
tissue.

4.2.2 Incorporating Realistic Scaffold Architectures

While the previous two studies modelled a regularly shaped scaffold, an irregularly
shaped scaffold inside a loaded in vivo bone chamber was implemented on the
lattice level by Khayyeri et al. [60]. Its geometrical representation was based on
lCT scans of a highly porous collagen-glycosaminoglycan (collagen-GAG)
scaffold. On the level of the regularly structured finite element mesh material
properties were homogenised by a rule of mixtures approach using the volume
fractions of tissues and scaffold material present in the element’s lattice. This
approach allows for an easy implementation of the scaffold geometry into the
lattice. It is computationally efficient and hence suitable for larger scaffold
structures at the expense of micromechanical accuracy of the solution due to the
application of the rule of mixtures. The effect of a varying scaffold stiffness on
tissue differentiation patterns was investigated. Soft scaffolds were predicted to
result in mainly fibrous tissue formation while increasing stiffness values of up to
1 GPa increased the amount of cartilage and bone present in the bone chamber
significantly.

A micromechanically more accurate assessment of biophysical stimuli in a lCT
based model of an irregular scaffold is necessarily computationally very expensive
since a large number of elements is required to mesh the scaffold structure (and the
pore space). This approach was followed in Sandino et al. [99] for calcium
phosphate (CaP) and glass scaffolds by performing a solid analysis of applied
compression and a steady-state Newtonian fluid flow analysis to assess stress,
strain, fluid pressure, fluid velocity and flow induced surface shear stress in the
scaffold during early bioreactor culture. The heterogeneity was not only reflected
in the strain pattern, but also in the fluid velocities: Some pores were never
perfused despite sufficient interconnectivity while in others the fluid velocity was
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1000 times higher than the inlet velocity. Due to the considerable computational
cost only a part of the full scaffold was modelled.

Sandino et al. [100] included angiogenesis and tissue differentiation into a lCT
based model of a CaP scaffold section by filling the irregular pore space with a
lattice to simulate cell activities. In vitro seeding was simulated by attaching the
initial MSC population to the struts throughout the scaffold and compared to In
vivo colonisation, where the scaffold was initially cell free and the original MSC
population was modelled to reside at the outside faces of the pore network where
endothelial cells had their origin in both cases as well. In vivo colonisation led to
faster migration and proliferation but affected final tissue distribution and vascu-
larisation of the scaffold only marginally. Despite 70% of the pore volume having
a stimulus favourable for ossification, only 40% of that space filled with bone due
to vascularisation being restricted to the periphery of the scaffold. Deeper vascular
penetration was inhibited by the scaffold walls in the model. When the applied
compression was doubled from 0.5 to 1% strain, cartilage was also predicted in
external pores. Apoptosis, induced by a mechanical stimulus twice as high as that
for fibrous tissue formation, increased from 17 to 22% as the applied strain
increased from 0.5 to 1%.

Stops et al. [108] simulated MSC differentiation in a collagen-GAG scaffold
based on lCT scans using a combination of FE and CFD analysis. Strain
dependent cell proliferation was included and octahaedral shear strain in combi-
nation with fluid velocity used to determine MSC fate. Applied strains of 1% and
above led to predictions of lower cell densities. By comparing different scaffold
strains and fluid inlet velocities the authors were able to determine specific
combinations of these two parameters that favoured certain phenotypes. While
certain conditions favourable for osteoblasts (final cell fraction 84.9%) and
fibroblasts (final cell fraction 73.9%) could be established, none of the combina-
tions proved particularly suitable for robust chondrocyte differentiation (maximum
cell fraction achieved 56.7%).

Besides its influence on the mechanical conditions inside the scaffold, the pore
size influences cell attachment morphologies. In a combined fluid-elastostatic
analysis, Jungreuthmayer et al. [54] simulated the effect of cell attachment modes
on the experienced stimuli. Three random sub-volumes of the lCT reconstruction
of a collagen-GAG scaffold were numerically seeded with cells that either attached
flatly to one strut or bridged two struts by means of cellular processes. A steady-
state incompressible Newtonian-fluid flow analysis revealed that pressures and
wall shear stresses experienced by the cells were largely independent of attach-
ment mode. A subsequent linear elastic analysis of cells subjected to the pressure
and shear loads derived from the CFD simulation revealed that bridging cells
underwent approximately 500 times higher displacements than flatly attached
cells. Van Mises stresses in bridging cells were about 26 times higher than in flatly
attached cells. These results can potentially explain why cells seeded onto 3D
scaffolds with different morphologies, which promote various modes of cellular
attachment, elicit a dramatically different biological response when subjected to
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similar levels of inlet flow. They could also explain the higher flow rates necessary
to stimulate cells in 2D compared to a 3D environment [4, 52].

This brief selection of numerical studies on tissue differentiation in scaffolds
seeded with mesenchymal stem cells provides a small insight into how quantitative
engineering analyses can help understand the heterogeneity of microscopically
induced deformations with peak values significantly exceeding macroscopically
applied loads. They present a valuable tool to balance the various competing
design criteria for scaffolds in a more systematic way compared to experimental
trial and error to achieve optimal tissue growth and regeneration. The application
will dictate whether a micromechanically accurate representation of the scaffold is
necessary or whether the use of a smeared continuum treatment is sufficient.

4.3 Modelling the Bioreactor Environment: From Structure
to Function in Engineered Cartilage

4.3.1 Importance of Structure and Composition for Mechanical Fitness

While these studies demonstrate a role of models in predicting phenotypical
changes, the mechanical environment also influences the organisation of the tissue.
A biomimetic recapitulation of tissue structure has relevance for those tissues in
which the architecture is optimised for their loadbearing duties, such as articular
cartilage. Cartilage tissue engineering is based either on chondrocytes or pro-
genitor cells induced to undergo chondrogenesis and differentiate towards a
chondrocyte-like cell. The chondrocytes then synthesise cartilage specific extra-
cellular matrix components to establish a functional and viable tissue. Common
assessment of this functionality is usually based on measuring glycosaminoglycan
and collagen II content as well as performing compression tests to determine tissue
mechanical properties. Both in native and in engineered cartilage various tissue
stiffness measures have been found to correlate with the amount of these two main
components constituting the cartilage extracellular matrix. Yet, this correlation of
composition and functionality is an oversimplification and neglects the structure-
function relationships present. This becomes apparent when considering experi-
ments [5, 44, 45, 70, 73] that report a stiffer cartilage matrix when the constructs
were mechanically loaded during bioreactor culture than when it was kept
unloaded, but found no differences in the collagen and sulphated GAG content.
Yan et al. [117] investigated structure-function relations in tissue engineered
cartilage, including minor ECM components and cross-linking proteins into their
analysis. They found strong correlations between these usually omitted constitu-
ents and the mechanical properties of the constructs as well as an increase in their
concentration due to loading. They concluded that low levels of collagen IX and
mature collagen cross-linking are a major contributing factor to poor mechanical
properties of in vitro engineered cartilage. Thus it could be shown experimentally
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that basing composition-function relationships on major ECM components alone
does not provide a complete picture. The importance of cross-linking collagen to
achieve mechanically mature network has also been shown in cardiovascular tissue
engineering [2, 96].

There is another key factor that contributes to tissue mechanical properties.
Several experimental studies have suggested that enhanced structural organisation
of the collagen network could contribute to the elevated stiffness values observed
in bioreactor studies [44, 58, 70, 74]. The effect of structural alterations is however
difficult to investigate experimentally, since tissue structure is not easily altered in
a tightly controlled manner, biochemical and biomechanical alterations are com-
monly not easily uncoupled and certain structural features aside from fibre ori-
entation are difficult to quantify. However, from extensive studies on a wide range
of load bearing soft tissues, it has become apparent that the collagen architecture in
these tissues is not only optimised for the particular load bearing duties but is also
able to adapt to changes in the loading environment [33, 63, 97]. Understanding
the mechanisms of tissue remodelling will potentially allow us to design biore-
actors to control the structure and organisation of engineered tissues.

4.3.2 Modelling the Influence of the Collagen Architecture in Tissue
Engineered Cartilage

Several studies exist that model cartilage structure. Collagen remodelling
algorithms developed in the cardiovascular biomechanics field have been suc-
cessfully applied to predict the collagen organisation in tibial plateau cartilage
[115]. Khoshgoftar et al. [62] evaluated deformation fields in cartilaginous con-
structs undergoing various loading protocols: unconfined compression, sliding
indentation and combined compression-sliding indentation. Based on the predicted
strain fields the latter was hypothesised to provide the most suitable stimulation
for the development of a Benninghoff-like zonal structure in the engineered
constructs. This native cartilage architecture, in which collagen fibres arcade from
an alignment perpendicular to the articular surface in the deep zone to an orien-
tation parallel to the surface in the superficial zone, is crucial for cartilage struc-
ture-function relationships and has proven difficult to recapitulate in engineered
tissues [64]. The influence of postnatal collagen reorientation on the confined
compression behaviour of articular cartilage was investigated with a composition
based constitutive model in van Turnhout et al. [112]. Klisch et al. [65] developed
a cartilage growth mixture model in which proteoglycans and collagen can grow
independently of each other via volumetric mass deposition but are constrained to
move together during deformation. More advanced constitutive relations were
incorporated later on that included the balance between stresses generated by the
proteoglycans and those in the collagen network [66]. The model was successfully
validated against biochemical content, tissue volume and tensile moduli from in
vitro growth experiments [66]. The effect of collagen orientation on the equilib-
rium properties of charged and neutral biphasic tissues was investigated in Nagel
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and Kelly [78]. While in uncharged tissues, fibres perpendicular to the loading
direction cause the highest stiffness in unconfined compression, fibres aligned with
the loading direction produce the highest initial stiffness values in charged tissues.
This is routed in the pre-stress of the collagen network due to the swelling pres-
sures induced by the fixed negative charges of the GAG molecules. None of these
studies, however, investigated potential collagen remodelling mechanisms during
bioreactor culture and their effect on the mechanical properties of the engineered
cartilage.

In a recent study from our lab we applied a newly developed collagen
remodelling algorithm [80] to test the hypothesis that structural changes to the
collagen network in response to loading could contribute to enhanced biome-
chanical properties of dynamically compressed cartilaginous constructs even in the
absence of biochemical differences between the free-swelling (FS) and dynami-
cally loaded (DL) groups [79]. Fifty-six days of bioreactor culture were simulated
during which proteoglycans and collagen were synthesised leading to a steady
increase in material parameters that was equal in both the FS and DL groups. The
collagen remodelling algorithm used [79, 80] allowed for changes in the local
collagen orientation and its stress-free configuration (i.e. the transition from a
buckled fibre with insignificant stress contribution to a tensed cable like config-
uration with a high stress contribution where the transition point is called
recruitment stretch, Fig. 4a) via a multiplicative decomposition of the deformation
gradient (Fig. 4b). Collagen reorientation alone was predicted to lead to decreased
construct stiffnesses. Remodelling the stress-free configuration of the collagen
network increased swelling pressures and altered its state of pre-stress leading to
increased mechanical properties. Only when combining both mechanisms could
the increased Young’s moduli, decreased Poisson’s ratios and altered construct
geometries be predicted in accordance with experimental observations (Fig. 5).
These results provide support for the hypothesis that in addition to various
mechanisms such as cross-linking, a structural reorganisation of the collagen
network potentially contributes to enhanced mechanical properties, and provides
mechanistic insight into the effects of different structural phenomena [79].
The study further demonstrates how constitutive models can add insight to
experimental results via a theoretical decoupling of physical mechanisms.

5 Bridging the Gap: Multiscale Models

5.1 The Multiscale Approach

Extensive knowledge on biological processes and their dependence on mechanics
is being acquired at all relevant length scales from the biomolecular level up to the
tissue and organ level. One challenge is to data mine, integrate, present and distil
this huge amount of information and computational information technology is an
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Fig. 4 Illustration of the collagen network’s state of tension-compression transition in 1D
(a) and 3D (b). a The stress-free configuration of a collagen fibre can be visualised by a one
dimensional rheological analogy (top row) and the concept of crimp (middle row). Once the fibres
are uncrimped and the angular joint in the assembly is straightened out, the top spring
representing the collagen fibres begins to bear load. After this (recruitment) point the force curve
of the idealised material has a higher slope (bottom row). b A multiplicative decomposition of the
deformation gradient F into a recruitment Fr and elastic part Fe allows the definition of
appropriate free energy potentials for various constituents and a remodelling of the collagen
network’s stress-free configuration in 3D. Colour version available online
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Fig. 5 The fixed negative charges of the glycosaminoglycans lead to an isotropic swelling of the
constructs. The FS group therefore has an isotropic tissue architecture. Dynamic compression
induces axial compressive strains and lateral expansion. Remodelling leads to horizontal fibre
alignment and a similarly anisotropic distribution of the recruitment stretch. In combination, this
leads to higher Young’s moduli, lower Poisson’s ratios as well as lower, wider and more compact
samples. Colour version available online
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indispensable tool in this process [104]. Another challenge is to bridge the scales
and integrate the information into multiscale models that are predictive across a
range of scales. This presents challenges on all levels: experimental, theoretical
and computational. The computational methods for scale bridging and coarse
graining have not come to a close and neither have mechanoregulation theories for
tissue differentiation. Thus, while a significant body of literature exists at both
ends, little has been done at the interface, i.e. multiscale mechanobiological tissue
differentiation models.

Bone properties are determined by the intrinsic material properties and
morphology of the underlying trabecular structure. Since a single computational
model of a full bone that is detailed enough to capture the underlying trabecular
architecture does not seem feasible, the problem lends itself to hierarchical mul-
tiscale methods. The classic approach (Fig. 6) is computationally very expensive:
Starting from a deformation estimate on the macro-model, local boundary con-
ditions are derived for the micro-models (following a localisation rule). Finite
element simulations of often complex representative volume elements have to be
then solved for each integration point location of the macroscopic domain and the
stress response is then homogenised and passed up to the macroscopic model
replacing pre-defined constitutive models at this level. This loop has to be iterated
until equilibrium is achieved and only then can the next increment be processed.
For models of a practically relevant size this approach is only feasible on large
parallel computing facilities where the RVE simulations are distributed and solved
simultaneously. Hambli et al. [42] introduced neural network computation into
multiscale simulations of bone remodelling. Five lCT based models of the
trabecular structure served as RVEs and a remodelling algorithm [41] was
implemented. These RVEs were loaded with boundary conditions derived from the
macroscopic model under known inputs (the amplitude, orientation and frequency
of the applied stress) to derive five outputs (the averaged bone density, damage,

Fig. 6 Schematic illustration of the multiscale approach. Instead of a constitutive model at the
integration point level of the macroscopic domain, a localisation rule is used to determine the
boundary conditions for a representative volume element (RVE, here example with periodic
boundary conditions [82]). The solution of the microscale problem is then homogenised
(smeared) and passed up to the macroscopic level again. Colour version available online
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elastic modulus and stimulus). These inputs and outputs from 100 factorial designs
were used to train a neural network, i.e. determine the weights of its connections.
Once trained, the network, which does not contain any a priori rules, is then able to
very quickly predict outputs when given a set of input values. This neural network
thus eliminates the need for the RVE FE simulations and can be incorporated as a
material formulation at the integration point level which speeds up simulations
tremendously. The model was applied to the remodelling of a femoral head loaded
with 7000 cycles per day for 100 days. Simulations were about 1000 times faster
than with the classical approach.

Theoretical models of cells that account for their interaction with the pericellular
(PCM) and extracellular matrix (ECM) and are coupled to tissue level models
‘‘can provide information on biophysical parameters that cannot be measured
experimentally in situ at the cellular level, e.g., the stress–strain, fluid flow, physi-
cochemical, and electrical states in the immediate vicinity of the cell’’ [40]. By
investigating cell-matrix interactions using a biphasic multiscale model, the transient
heterogeneity of the microscopic mechanical environment due to the differences in
mechanical properties between cells and their ECM could be shown. Adding a PCM
to the model had a significant effect on the stress and strain fields within the
chondrocytes suggesting a biomechanically functional role for the PCM [40].

A method to couple macroscopic FE and microscopic Voxel-FE simulations to
investigate bone regeneration was presented in Sanz-Herrera et al. [101]. Bone
remodelling and cell migration were solved at the macroscopic level. The infor-
mation was passed to the microscopic level and used to simulate bone growth and
scaffold resorption in the representative volume elements. Using homogenisation
techniques, the mechanical properties derived from the representative volume
elements were then passed up again to the macroscopic model. The model was
applied to the formation of immature and mature bone in a non-resorbing ceramic
scaffold in a rabbit femoral defect. The principal model behaviour and the effect of
different macroscopic locations on the evolution of local RVEs was investigated.
Later, Sanz-Herrera et al. [102] studied scaffold-aided bone tissue regeneration in
a rabbit femur in more detail. Variations of scaffold stiffness, porosity, pore size,
degradation mode and seeding were simulated. The femur was modelled macro-
scopically only and its mechanical properties were dependent on the apparent
density of the bone that was allowed to remodel depending on the local strain
energy density. Macroscopic properties in the repair zone were derived from
microscale analyses of both the solid and the fluid domains of the scaffold. In turn,
stimuli and cell densities derived at the macroscopic level were used to determine
the rate of microscopic bone formation in the scaffold. The mechanical stimulus
used was based on local strain energy density and biomaterial stiffness. Degra-
dation via scaffold hydrolysis was also included. The highest rate of bone
formation was predicted in the stiffest scaffold and no bone formation in the
softest. Compared to a non-seeded scaffold, pre-seeding led to higher rates of
earlier bone formation. Higher rates were also observed for increased mean pore
sizes while fast resorption kinetics were predicted to lead to scaffold collapse.
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A multiscale approach to scaffold design spanning a number of length scales
and hierarchies has been presented in Chan et al. [18] for hydroxyapatite-collagen
composite materials. The elastic properties of the HA nanoparticles were deter-
mined from first (i.e. quantum mechanical) principles. The constitutive behaviour
of the HA-collagen composite was then determined for various volume ratios
using microstructural 2D unit cell FE modelling of a HA particle embedded in a
collagen matrix. The collected data was used to investigate the behaviour of a 3D
RVE of the scaffold architecture in order to optimise pore size, pore density and
HA volume fraction for cortical and cancellous bone. While the properties of
cancellous bone could be matched, those of cortical bone could not be reproduced.
Layer-by-layer scaffold fabrication based on printing techniques was envisioned to
manufacture the computationally optimised scaffold.

A middle-out multiscale approach to assess fracture risk in a proximal femur
and an outline for appropriate verification and validation methods was introduced
by Cristofolini et al. [24] spanning several scales from the body to the cell level.
The central part of the approach is the organ model of the bone where the fracture
occurs. This model and its boundary conditions are informed by the body level
model establishing the musculoskeletal loads during daily activity. Downstream,
the organ level model also relies on the tissue level model where constitutive
relations are used to derive stresses and strains as well as the risk for material
failure (fracture). The tissue level model is coupled to the cell level model, that
provides the material properties for the tissue level model and relies on the input of
biophysical stimuli from the tissue level model to simulate bone cell activity and
remodelling. This type of hierarchical approach potentially allows the investiga-
tion of a multitude of factors as diverse as pharmacological treatment and subject
specific gait patterns and activity levels on the fracture risk of a bone. Currently
however, many questions regarding the individual component models remain
unresolved and under investigation. For any clinical use the various levels of the
model also need to be coupled in a fully automated and robust fashion to improve
usability.

5.2 Tissue Structure in Multiscale Simulations of Tissue
Regeneration

Bone and cartilage are anisotropic tissues and as such scaffolds can provide
environmental cues that guide subsequent anisotropic tissue formation [30, 47].
Microscopic tissue structure has been incorporated into models investigating the
biomechanics of tissue behaviour. Sander et al. [98] report a recent example in the
context of tissue equivalent mechanics. Based on orientation and alignment
measured using polarised light imaging unique 3D fibre networks were created in
each point of the cell-compacted collagen gels. Based on constitutive parameters
defined at the fibre level and fit to macroscopic off-axis hold tests, the model was
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then able to predict both the macroscopic response to equibiaxial stretch tests as
well as the non-affine and heterogeneous fibre network rearrangement as measured
during deformation using polarimetric fibre alignment imaging. The model thus
allowed for the simultaneous prediction of experimental data acquired at multiple
length scales and provides insight into how macroscopically applied loads translate
into highly heterogeneous fibre deformations, both tensile and compressive, which
have relevance to cellular mechanotransduction.

Relatively few studies have combined architectural considerations with models
of tissue differentiation and regeneration of osseous and chondral tissues. The
multiscale bone growth model by Sanz-Herrera et al. [101, 102] was extended to
study the effect of pore structure on directional bone growth [103]. Scaffolds with
idealised isotropic (spherical) and anisotropic (ellipsoid) pore structures as well as
realistic pore structures were simulated and anisotropic elasticity and permeability
tensors derived from the homogenisation process and passed to the macroscopic
scaffold domain. While the net rate of bone formation was found to be similar for
the various architectures once they were sufficiently interconnected, the initial
anisotropy determined the directions of bone growth. This was caused by the
influence of the pore architecture both on the microscopic deformation and on cell
migration/fluid perfusion.

Trabecular healing in a vertebral body was investigated using a multiscale
approach in Boccaccio et al. [11]. The spinal segment L3-L4-L5 with a mild
wedge fracture in the L4 vertebra was used to derive the poroelastic boundary
conditions for representative volume elements in the repair zone. An idealised
trabecular structure with a 0.5 mm diastasis served as the microdomain and was
used to predict the patterns of tissue differentiation based on fluid flow and shear
strain [91] during the first 100 days after fracture. Equivalent material properties
of the RVEs were then derived an passed up to their locations in the fracture gap.
The predicted tissue differentiation patterns were consistent with those observed in
vivo. The primary bone formation mode was endochondral ossication with new
woven bone occupying most of the space within the fracture site about 7–8 weeks
post fracture. The final stage predicted by the model was bone remodelling leading
to the formation of a new trabecular architecture.

6 Conclusion

Computational engineering methods penetrate biology at many levels. Experimental
and computational data is continuously being acquired at all levels from the
molecular to the organism (or even population) level. Ultimately a coupling of the
relevant time and length scales is envisioned but significant challenges remain at
each individual level. Experimentation and simulation have to inform one another in
an iterative and closely coupled fashion. Once confidence in a model for a certain
phenomenon is established, the number of experiments needed can be reduced
drastically to the level necessary for parameter identification. Furthermore, neural
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network approaches that to a certain extent mimic learning processes can be used to
reduce computational costs significantly by substituting complex simulations at one
or more levels of a multiscale model. Since they can easily incorporate additional
data as it becomes available from a variety of sources and adapt to them (via re-
training) they present a powerful tool for the integration of information from
mechanical, biological and other sources. Neural networks do not rely on any a-priori
defined rules but ‘‘discover’’ them and as such may aid in the development of potent
mechanobiological theories based on large amounts of diverse data, both experi-
mental and theoretical, that may be difficult to condense analytically.

The advances made have provided and continue to provide insight into many
aspects relevant for tissue engineering: Cellular models accounting for the
dynamic nature of the cytoskeleton and focal adhesions improve our understanding
of the cell’s interaction with its immediate surrounding. This includes measure-
ment tools so that these active models can help interpret experimental data. Models
of regenerative processes in vivo allow the investigation of environmental factors
on tissue differentiation processes. These frameworks help to uncouple individual
mechanisms, such as the contribution of tissue structure to bulk mechanical
properties, and test hypotheses related to these mechanisms that could not be tested
directly experimentally. Computational techniques and engineering approaches to
problem solving in general can benefit in particular processes such as scaffold
design, where a large number of coupled criteria have to be balanced in order to
achieve a desired product. Here, simulation techniques serve both purposes:
Investigation and understanding of the biophysical environment and its biological
consequences on the one hand, and, more traditionally yet not simpler, a robust
quantification to facilitate decisions on design parameters on the other. The
diversity of current modelling techniques reflects that of the length scales, ques-
tions, applications and challenges in the field of tissue engineering.

6.1 Outlook

Challenges in computational mechanobiology that offer opportunities for further
development are abundant. From a basic research perspective, models need to be
developed to advance our understanding of how cells and tissues perform in a
mechanically challenging environment as well as why certain regenerative
approaches work and others don’t. In order to be able to provide such insights
several challenges need to be addressed:

• Models should reflect individual aspects of a problem more accurately and
mechanistically to provide quantitative understanding, predictive ability and
allow the testing of hypotheses via e.g. numerical knock-out simulations.

• Models addressing problems in tissue engineering need to consider multiple
concepts, such as transport, electromechanical stimulation, effects of the
chemical environment and reactions occurring therein.
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• These mechanisms need to be coupled, i.e. thermodynamical considerations
(energy and mass exchange) affect growth and remodelling, which in turn alters
the mechanical properties of the tissue and might affect the environment in
which chemical reactions take place, etc.

• Time and length scales need to be bridged and knowledge from the individual
models effectively linked.

When viewed from a clinical perspective other considerations enter the agenda.
While in basic research the immediate goal is to gain knowledge, models are only
justified and necessary in a clinical environment where there is a measurable
patient benefit. Therefore, questions on whether a particular computational tool
can aid in making treatment decisions, plan surgical interventions or choose an
appropriate implant need to be answered under the pressure of health care budget
constraints. Another major challenge lies before the realisation of computer-
assisted patient specific regenerative medicine: Verification and validation. When
the welfare of human beings is affected by decisions based on computational
predictions, the underlying models will need to be rigorously tested and their
creation, validation and application officially regulated.

Finally, the commercial sector can contribute to both the clinical and academic
worlds. For example, one can envisage the development of adaptive bioreactors that
feature the online integration of predictive models for the assessment of otherwise
unknown state variables of the cultured tissue and the cells within it. Robustness, ease
of use and validation are some of the principal requirements. The challenges and
opportunities are huge and provide space for a large variety of modelling approaches
and their development towards routine applications. It seems equally important to
discover new approaches as it is to learn from established fields to avoid re-inventing
the wheel. The enthusiasm in exploring these new developments needs to be paired
with a critical assessment of their potential benefits.
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Mechanobiological Modelling
of Angiogenesis: Impact on Tissue
Engineering and Bone Regeneration

Esther Reina-Romo, Clara Valero, Carlos Borau, Rafael Rey,
Etelvina Javierre, María José Gómez-Benito, Jaime Domínguez
and José Manuel García-Aznar

Abstract Angiogenesis is essential for complex biological phenomena such as
tissue engineering and bone repair. The ability to heal in these processes strongly
depends on the ability of new blood vessels to grow. Capillary growth and its
impact on human health has been focus of intense research from an in vivo, in vitro
and in silico perspective. In fact, over the last decade many mathematical models
have been proposed to understand and simulate the vascular network. This review
addresses the role of the vascular network in well defined and controlled processes
such as wound healing or distraction osteogenesis and covers the connection
between vascularization and bone, starting with the biology of vascular ingrowth,
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moving through its impact on tissue engineering and bone regeneration, and
ending with repair. Furthermore, we also describe the most recent in-silico models
proposed to simulate the vascular network within bone constructs. Finally, discrete
as well as continuum approaches are analyzed from a computational perspective
and applied to three distinct phenomena: wound healing, distraction osteogenesis
and individual cell migration in 3D.

1 Introduction

Angiogenesis, i.e. the formation of new blood vessels from the existing vasculature
is essential for complex biological phenomena in healthy and diseased individuals,
including tissue reconstruction [53] and tumor growth [36]. In the case of tissue
reconstruction, the ability of bone defects (resulting from trauma, congenital
deficiency, infection or tumor resection) to heal depends on the ability of new blood
vessels to proliferate from surrounding vessels. Since bone defects represent a
medical and socioeconomical challenge [65] it is very important to understand the
role of the vascular system in bone regeneration. Therefore, particular attention is
paid to surgical techniques to bridge bone injuries. Different types of biomaterials,
internal plates and fixation devices are applied according to the reconstruction
interests but in all cases vascular supply is crucial. Within the field of tissue
engineering and in the case of large skeletal defects, capillary growth appears to be
particularly complex, possibly because of the slow rate of infiltration of blood
vessels into the scaffold. It makes the process insufficient to provide adequate
nutrients to the cells in the interior of large constructs, which results in peripheral
tissue formation and central scaffold necrosis [65, 83, 86]. In addition, the in vivo
studies on bioengineered tissue vascularization have not been performed until
recently and are focus of intense research activity nowadays. In contrast, the robust
nature of bone induction in fracture healing and distraction osteogenesis has made it
an important system to study the role of angiogenesis in bone regeneration [32, 56,
75]. Therefore this review addresses the role of the vascular network in these well
defined and controlled processes. It aims to cover the connection between vascu-
larization and bone, starting with the biology of vascular ingrowth, moving through
its impact on tissue engineering and bone regeneration, and ending with repair.
Furthermore, we will review the most recent in-silico models proposed to simulate
the vascular network within bone constructs. Mathematical as well as algorithmic
discrete approaches, which are implemented through continuous representations
and operational descriptions respectively, will be described.

2 Vascular Ingrowth

Blood vessels form from either de novo, via vasculogenesis or by sprouting or
splitting of existing blood vessels via angiogenesis. Angiogenesis may be cate-
gorized into angiogenic remodelling and sprouting [125]. In the former, an initial
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vascular network is modified through network enlargement or pruning. In the
latter, new capillaries form from existing vessels and are directed toward a vas-
cular tissue. Here we focus on the latter. In the case of tissue engineering, wound
healing and thrombosis, newly formed capillaries grow in a controlled manner and
stop growing once the pathological condition has been alleviated; this is, however
not the case for tumor-induced angiogenesis [39].

2.1 Biology of Vascular Ingrowth

Angiogenesis is a complex regulated process, in which endothelial cell (EC)
growth, migration and tube formation are regulated by pro and anti-angiogenic
factors, matrix degrading proteases and cell extracellular matrix interactions. It
includes several basic steps [38] (see Fig. 1):

• Activation of endothelial cells and vasodilatation of the parental vessel. Endo-
thelial cells are activated by angiogenic growth factors. This switches the
endothelial cells from the quiescent endothelial phenotype to an active mes-
enchymal phenotype, which secretes enzymes and growth factors and can
migrate and proliferate. The initial vasodilatation of parental vessels is
accompanied by the increase in permeability which is frequently driven by an
excess of vascular endothelial growth factor (VEGF), nitric oxide, or other
mediators.

• Local degradation of the basement membrane and surrounding extracellular
matrix of the vessel by proteases (matrix metalloproteinases and serine prote-
ases). The basement membrane coats the exterior of blood capillaries and is
believed to maintain endothelial stability, impermeability, and resistance against
the hydrostatic pressure of the blood flow within vessels [105]. Thus, the local

Fig. 1 Early events in sprouting angiogenesis (adapted from Bauer et al. [7])
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degradation not only provides room for the migrating endothelial cells but also
amplifies the angiogenic stimulus by releasing growth factors, including bFGF,
VEGF and IGF-1 which otherwise remain sequestered within the matrix [26].

• ECs proliferation and migration. Degradation of surrounding matrix involves
physical barriers to be dissolved allowing endothelial cells to migrate and
proliferate.
Endothelial cell migration responds to chemical signals through chemotaxis (the
directional migration along a gradient of soluble chemoattractants) as well as to
mechanical signals via haptotaxis (the directional migration along a gradient of
immobilized ligands) [69]. Chemotaxis, is driven by growth factors such as
VEGF and basic fibroblast growth factors (bFGF) (Fig. 1). Several additional
factors are implicated such as platelet derived growth factors. Haptotaxis is
associated with increased endothelial cell migration activated in response to
integrins binding to ECM component [64]. In fact, the presence of fibers
enhances the migration speed of ECs as the fibers provide integrin receptors
promoting mesenchymal motion of the tip cells [40].
By the proliferation process, ECs located initially behind the migrating tip cells
extend the sprouting blood vessel [43]. After the initial sprouts have extended
into the extracellular matrix, repeated branching of the tips can be observed.
Sprout tips approaching others may fuse and form loops in a process called
anastomosis. Anastomosis can be observed to occur either by sprout tips fusing
with other sprout tips thus arresting their migration, or by sprout tips fusing with
already established sprouts at some distance behind the tip.

• Generation of the capillary lumen and formation of tube-like structures. As
endothelial cell migrate into the extracellular matrix, they assemble into solid
cords, and subsequently acquire a lumen which will establish a network that
allows blood circulation. This is accomplished by either intracellular vacuolar
fusion or by arrangement of cells around a central lumen. Lumen diameter is
regulated by several factors such as VEGF, Ang1 and multiple integrins [26].

• Maturation. It incorporates the rebuilding of a basal lamina and the recruitment
of pericytes and vascular smooth muscle cells to stabilize the vessel walls [59].
Ang-1 expression may be involved in the vessel maturation of the newly formed
vasculature through the reassociation of ECs with supporting periendothelial
cells (PCs) [73].

Once new vessels have assembled, the endothelial cells become remarkably
resistant to exogenous factors and are quiescent, with survival measured in years.
Therefore ECs, which have an active role in angiogenesis, are assumed to occur in
three states: quiescent lining regular vessel walls, migrating cells located at the tip
of the outgrowing sprouts and proliferating ECs located at a small region behind
the migrating tip cell.

The regulation of angiogenesis is complex involving a combination of factors,
which include adequate compression forces, nutrients and growth factors, extra-
cellular matrix components and physiological modulators such as pH and oxygen
tension [76], which will be reviewed next.
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2.1.1 The Role of Hypoxia

It has been proved that hypoxia is the major initiator of both fetal and adult
angiogenesis [74] (Fig. 1). In fact, there is a close link between hypoxia and the
upregulation of proangiogenic factors, such as VEGF [110]. The transcription
factor responsible is named hypoxia inducible factor-1 (HIF-1) which activates
genes involved in anaerobic metabolism, angiogenesis and erythopoiesis. How-
ever, severe hypoxia, as is often noted in infected open wounds, cannot sustain the
growth of functional blood vessels [52, 87, 106].

2.1.2 Chemical Stimulation

Chemical stimulation of angiogenesis is performed by various angiogenic proteins,
including several angiogenic growth factors.

Vascular Endothelial Growth Factors

It is the most studied growth factor and the major regulator of neovascularization
under physiological and pathological conditions [8]. It was initially defined by its
ability to induce vascular leak and permeability, and thus promote EC migration
and proliferation [73, 125]. It is produced by numerous cell types, including
endothelial cells, macrophages, fibroblasts, smooth muscle cells, osteoblasts and
hypertrophic chondrocytes [9, 28, 63].

Numerous studies have shown that the expression of VEGF is tightly associated
with blood vessel invasion of hyaline cartilage, growth plate morphogenesis,
cartilage remodelling and bone repair [42, 95, 119, 128]. VEGF is expressed in
much the same temporal and spatial pattern in the fracture callus as that occurs
during long bone development [33, 46]. The human fracture hematoma, present
after injury but not during development, has potent angiogenic activity that
appears to be predominantly due to VEGF [117, 118].

Inhibition of VEGF activity disrupts repair of femoral fractures and cortical
bone defects in mice [119] and decreases blood flow and leads to non-unions in
rabbit radial fractures [24]. These findings support the idea that VEGF production
is the major mechanism by which angiogenesis and osteogenesis are tightly
coupled during bone repair [95, 119]. Given the importance of VEGF in normal
bone repair, treatment with exogenous VEGF is expected to promote angiogenesis.
In fact VEGF treatment increases bone blood flow in rabbit radial fractures [24]
and in rabbit tibiae during distraction osteogenesis [30].

In addition to contributing to vasculogenesis and angiogenesis during embry-
onic development and bone regeneration processes, VEGF is an essential factor in
angiogenesis-dependent diseases [16, 34]. For instance, VEGF is a key angiogenic
factor in tumors, which express it at high levels. Overexpression of VEGF can also
cause vascular disease in the retina of the eye and other parts of the body. Drugs
such as bevacizumab can inhibit VEGF and control or slow those diseases [122].
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Other Factors Contributing to Angiogenesis

There are many other factors that play a role in the reestablishment of vascular
supply to bones during the healing process such as the fibroblastic growth factors
(FGF). Basic FGF is a strong fibroblast mitogen. It is also a chemotactic factor for
EC and is highly angiogenic. In contrast to VEGF, it is not specific for EC. FGF
receptors are expressed in EC and in smooth muscle cells, fibroblasts, myoblasts
and tumor cells [6].

Thrombin, found in fracture hematoma, is inherently angiogenic through its
action on protease activated receptors (PAR). Thrombin has been shown in vivo
and in vitro to act as a chemotactic factor for endothelial cells and to increase the
production of avb3 integrin on the surface of these cells. This integrin facilitates
migration, attachment and survival of endothelial cells [121].

The bone morphogenetic proteins (BMP), known for their ability to promote
mesenchymal stem cell differentiation that leads to bone formation, also promote
angiogenesis. Deckers et al. [28] found that BMP2, BMP4 and BMP6 were capable
of simulating murine derived osteoblasts to secrete VEGF in culture and stimulated
angiogenesis in fetal mice bone explants. The action of BMPs on osteoblasts
establishes a positive feedback loop where the BMP-induced VEGF release causes
vessel ingrowth, leading to the delivery of osteogenic precursor cells on which
BMPs will act to further increase VEGF concentrations at the fracture sire.

The extracellular matrix is critical for angiogenesis, and should be viewed as a
dynamic player in the process. In addition to providing a site for storage of growth
factors and pro-enzymes, for release and activation, its components serve as
binding sites and targets for endothelial and mesenchymal cell-derived integrins
and growth factors [26]. It also plays an important role in cell migration. Fibers
such as collagen, laminin and fibrillin are distributed through the ECM occupying
roughly 30% of the ECM. These fibers form bundles that serve as guiding
structures for migrating cells [27].

2.1.3 Mechanical Stimulation

The effect of mechanical stimulation in angiogenesis has been widely studied in
distraction osteogenesis [17, 23, 32, 54, 55, 92, 126] and bone healing [51, 119]. In
a fixated fracture, the vascular network is rapidly reestablished and healing occurs
mainly by intramembranous ossification [33, 66]. Conversely in an unstable
mechanical environment the spreading capillaries are disrupted and the hypoxic
environment promotes the differentiation of chondrocytes that stabilize the fracture
by cartilage formation. In distraction osteogenesis the effect of tension activates
biologic processes of the interfragmentary connective tissue. This includes the
prolongation of angiogenesis with increased tissue oxygenation and the increased
fibroblast proliferation with intensification of biosynthetic activity (Fig. 2). In both
distraction osteogenesis and bone healing, lack of angiogenesis has been pointed
out as one of the main reasons for non-healing bone [32].
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2.2 Impact on Tissue Engineering and Regeneration

The majority of fractures heal well under standard conservative or surgical
therapy. However extended bone defects following trauma or cancer resection or
non-union of fractures may require more sophisticated treatment. In these cases,
bone grafting procedures, segmental bone transport, distraction osteogenesis or
biomaterials are applied for reconstruction [65]. In all these processes, the impact
of angiogenesis on bone regeneration is crucial. For instance, in the United States
5–10 % (250,000–500,000) of fractures go onto nonunion or delayed union [104].
Negative effects on the vascular system might be the mechanism whereby many
other risk factors delay or impair bone healing [48]. In distraction osteogenesis
many studies have suggested that blood supply has a significant influence on the
shape and mass of the resulting bone [3, 55]. If blood supply is inadequate to
support normal or increased mechanical loading, then the bone cannot respond
favorably, leading to atrophic or degenerative changes. By contrast, if blood
supply is adequate to support increased mechanical loading, the bone will dem-
onstrate compensatory hypertrophic changes. This has motivated efforts aimed at
better understanding the vasculature around fractures/osteotomies, as well as
advancing in the therapeutic measures that may improve these processes.

Regarding wound healing, chronic wounds represent a major public health
problem affecting 6.5 million people in the United States. Chronic wounds, such as
pressure or venous ulcers, are frequently suffered by patients with diabetes and
obesity. Treating chronic wounds costs an estimated US$25 billion each year and
is growing rapidly due to increasing health care costs, an aging population and a
rise in the incidence of diabetes and obesity worldwide [111]. Ischemia, which
does not fall into the category of chronic wound and is primarily caused by
peripheral artery diseases, also represents a major complicating factor in cutaneous
wound healing [124].

Fig. 2 Newly formed vessels
in the distraction regenerate,
electron micrograph x500
[57]
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In the field of tissue engineering, one of the outstanding challenges is to
accurately mimic tissues and to create an environment within the scaffold and its
associated cells and growth factors that promotes the regeneration of functional
tissues. Bone grafts are one of the most successful products on the market. In USA,
the number of bone graft procedures approximates to 500,000 per year. They
represent a worldwide market estimated at around $300 million for bone
replacement and repair and include autologous bone grafts, allogenic and xeno-
genic grafts, as well as synthetic bone materials [50]. Skin repair is also an
important field of the tissue engineering, especially in the case of extended third-
degree burns. Every year in the world millions of patients are disabled and require
hospitalization due to the burn injuries, among which more than 300,000 persons
die ultimately [13, 120]. So far three types of skin substitutes, i.e. epidermal
equivalents, dermal equivalents and composite equivalents, have been used in burn
treatment [96].

3 In-Silico Approaches

Angiogenesis modelling has gained increased interest over the last decades due to
a greater availability of experimental data as well as further developed compu-
tational capabilities. There are three principal approaches for the mathematical
modelling of vascular ingrowth: continuum models which face the problem from a
macroscopic point of view, at the cell density level; discrete models in which
mathematical rules are formulated at the mesoscopic or cellular scale and hybrid
models which combine both continuum and discrete overviews (see [4, 73, 94]
for a review).1

3.1 Continuum Models

Continuum models aim to describe the average behavior of cell populations with
continuum variables. Accordingly, capillary networks are described in terms of
endothelial cell densities. Populations of cells are usually represented in a mac-
roscopic point of view not preserving the identity and properties of individual cells
[84]. The main drawbacks of continuum models are that the individual movements
of the cells and capillary tips cannot be tracked, that they require more assump-
tions than discrete models, and that behaviors at the cell level cannot be predicted.
In contrast, these models are less computationally expensive and provide useful
insights into the ways in which different physical mechanisms, such as the strength

1 The authors apologize any related reference with the present work which remained uncited
along the text.
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of the chemotactic response or the rate of capillary tip formation influence
angiogenesis.

Models of the continuum type are usually derived from mass conservation
equations and chemical kinetics. This results in a system of nonlinear partial
differential equations, modelling macroscopic quantities such as cell density and
chemical concentrations. They have been extensively studied in tumor induced
angiogenesis and wound healing.

Tumour-induced angiogenesis has received a lot of attention since 1985, when
Balding and McElwain [5] proposed a simple one dimensional model to describe
the vascular network through the introduction of a chemotactic stimulus. There-
fore, they concentrated only on the chemotactic response of the ECs to angiogenic
factors. Later, models were extended to two dimensions and included the hapto-
tatic response of ECs to adhesive gradients, usually of fibronectin, as well as the
role of the inhibitors in the angiogenic process [2, 89]. Following Orme and
Chaplain [90], Levine et al. [67, 68] have developed highly complex biochemi-
cally-based models that account for specific angiogenic factors, interactions
between ECs, and cells such as pericytes and macrophages that are also involved
in angiogenesis. Whereas in these previous models, vascular remodelling has been
neglected, it has been considered in recent studies [1, 20, 71, 77, 78, 91, 114, 115].
The models of angiogenesis mentioned above do not account for the effect of
blood flow, which has stimulated the development of hybrid models.

Given the recognized biological similarities between tumour and wound
angiogenesis [18, 37], the models for tumor induced angiogenesis may also be
relevant to wound healing, wherein growth factors released at the wound site by
inflammatory cells perform analogous roles to the tumour angiogenesis factor [88].
There are several continuum mathematical models of wound healing which
incorporate the effect of angiogenesis [15, 35, 41, 88, 98, 100, 108, 124]. As in
tumour angiogenesis these models consist on a system of nonlinear partial dif-
ferential equations. Olsen et al. [88] and Gaffney et al. [41] proposed a simple
2-species model. The former aimed to investigate the role of the extracellular
matrix on the proliferative and migratory response of endothelial cells whilst the
latter described the passive motion of capillary sprouts following their leading tip
cell. In 1996, Pettet et al. [98, 100] developed two models of wound healing
angiogenesis where they incorporated the chemotactic response of endothelial
cells to angiogenic factors. Later, Byrne et al. [15] with a three species-model also
incorporated chemotaxis and compared their results with experimental data. More
recently, Schugart et al. [108] developed a seven species model of acute wound
healing angiogenesis, using a similar approach to Gaffney et al. [41] and recog-
nizing the role of tissue oxygenation in wound care. Xue et al. [124] developed an
8-variables model which involves the concentration of oxygen, PDGF and VEGF,
the densities of macrophages, fibroblasts, capillary tips and sprouts, and the density
and velocity of the ECM. Some models additionally incorporated the oxygen [35].

The angiogenic process involved during the formation of the gap vasculature
network during fracture healing has been less well studied. Geris et al. [44]
proposed a continuous mathematical model that describes healing in terms of
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densities of the most important cell types, generic growth factor families and
tissues. The process of angiogenesis is modelled through the spatiotemporal
evolution of an endothelial cell concentration and a vascular density. Shefelbine
et al. [112] proposed a fuzzy logic model to simulate fracture healing based on the
mechanoregulation theory proposed by Claes and Heigele [25] and the vascularity.
They developed fuzzy rules and considered a single variable representing the
vascularity. Using a similar model, Simon et al. [113] included blood perfusion as
a spatio-temporal state variable to simulate the revascularisation process. Chen
et al. [22] modified the set of fuzzy logic rules and simulated nutrition supply
instead of the vascularity.

3.2 Discrete Models

Discrete models aim to determine the system behavior at the cellular level, instead
of averages responses of continuum variables. This has the advantage of enabling
microscopic properties of the capillary network, such as vessel branching and
looping, to be captured. They are based on phenomenological descriptions of
single cells either by solving systems of differential equations at discrete locations
(i.e. points on a lattice) or by ‘‘if-then’’ computational algorithms [94]. There are
several different types of discrete models: cellular automata, agent-based, cellular
potts and cell force-based models.

3.2.1 Cellular Automata Models

Cellular automata (CA) models capture complex biological phenomena by
defining a series of simple rules that are easy to quickly compute and that can even
be parallelized [4]. Most cellular automata models reduce the simulation process
into a set of discrete states, discrete time cycles and space coordinates [4]. CA are
usually divided in three main categories: deterministic automata, lattice-gas
models and solidification models [31].

In the deterministic automata, the space is divided in a fixed lattice and each
lattice point has a state associated with it. The state at the next time step is only
function of the earlier states of the cell and its neighbors. Lattice gas models
consist of a discrete spatial grid in which particles, in contrast to the deterministic
automata, are driven by random events. Therefore they contain a stochastic ele-
ment in the sense that they can allow the computation of different outcomes across
different simulations. Solidification models are very similar to lattice ones except
that moving particles may be irreversibly bound at grid points, or cells may
undergo irreversible state transitions.

Within the field of tumour induced angiogenesis, Anderson and Chaplain [2]
derived a discrete model using a cellular automaton approach. In particular they
proposed a lattice based model in which the endothelial cell migration depends on
chemotactic and haptotactic probabilistic rules. An extension to three dimensions
is presented in Chaplain [19].
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Recently, Checa and Prendergast [21] have proposed a lattice-based
mechanobiological model for tissue differentiation and blood vessel growth to
determine the influence of cell seeding on vascular network development and
tissue growth inside a regular-structured bone scaffold under different loading
conditions. They combined the mechanoregulation theory proposed by Prendergast
et al. [101] with a stochastic model for cell migration and proliferation based on a
random walk theory [97].

3.2.2 Cellular Potts Models

The Glazier–Graner–Hogeweg model, also known as the cellular potts model
(CPM) is a discrete lattice Monte Carlo model developed by Glazier and Graner
and is based on an energy minimization principle [47]. Therefore, in these models
migration occurs in those directions that minimize a local energy function [82] and
the aggregation/interaction between cells is defined by cell–cell contact energies
[4]. CPM have been used to model vasculogenesis by Merks et al. [79–81] and
angiogenesis by Bauer et al. [7] and Merks et al. [81]. Bauer et al. [7] described
the first cell-based model of tumor-induced angiogenesis. At the cellular level, the
model uses the cellular Potts model and describes endothelial cell migration,
growth, division, cellular adhesion, and the evolving structure of the stroma.
Merks et al. [81] proposed a CPM that simulated both vasculogenesis and angi-
ogenesis with a single biophysical mechanism.

3.2.3 Agent-Based Models

In contrast to previous models, agent based models go beyond the lattice-based
space representation and aim to incorporate information of the shape and size of
the cells [84]. Stokes and Lauffenburger [116] have based their modelling of
angiogenesis on stochastic differential equations accounting for chemotaxis and
random motion with an agent based model (lattice-free). They were able to model
tip cell migration by imposing rules for branching and anastomosis. However,
other important features such as the interaction of cells and the ECM and the brush
border effect were not taken into account.

Wood et al. [123] developed an agent field model to simulate the angiogenic
vascular network formation. The model consists of an inhomogeneous population
Markov chain where transition probabilities vary according to the state of the gel
matrix field.

3.2.4 Cell Force-Based Models

These models normally use individual cells as basic units, each of which is
characterized by its location and orientation, its state of stress, and the active
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forces it can exert in response to the local micro-environment. Knowing this for
each cell, the movement of each single cell, and hence of one collection of cells
can be estimated through the force equilibrium equation. Normally, the effect of
inertia is ignored in this equation and two kind of forces are considered: interaction
forces and viscous drag forces. Two main interaction forces are considered,
coming from cell-matrix and cell–cell interactions. The viscous drag force is
generated from the cell movement through a viscous environment and is dependent
on the cell velocity of each cell. Therefore, establishing the force equilibrium the
velocity of each cell can be evaluated.

Using this approach, a mathematical model for cell movement in multicellular
systems has been developed by [93] to simulate in 3D cell movement during
aggregation and slug stage of Dictyostelium discoideum, embryogenesis, limb
formation and wound healing. The movement of individual cells in 3D considering
a more realistic cell-matrix interaction under the consideration of the dependency
on the receptor-ligand adhesivity has been simulated by Zaman et al. [127].

More recently, a cell force-based modelling framework for bone tissue engi-
neering applications has been presented [45]. In this study, cell–cell and cell–
environment interactions such as adhesion, repulsion and drag forces have been
considered to model cell aggregate behavior, although not angiogenesis.

Although in 2D, a more realistic mechanical behavior of the cell body has been
considered to model collective cell behaviour incorporating sub-cellular effects
with multiple viscoelastic elements [60].

Nevertheless, these approaches are really focused on modelling collective cell
migration and not angiogenesis. As far as we know, there are not previous works
that have simulated angiogenesis using this approach.

4 Examples of Application

Next, discrete as well as continuum approaches are presented which are analyzed
from a computational perspective and applied to three distinct phenomena: wound
healing, distraction osteogenesis and individual cell migration in 3D. The results
shown in these examples of application are preliminar results.

4.1 Continuum Models: Wound Healing

As it has been previously mentioned, a number of mathematical and numerical
angiogenesis models have been developed in the last few years. Angiogenesis is
present in the second stage of the wound healing process, the proliferative phase,
so it is very important to understand how every factor present in angiogenesis
affects the evolution of the wound.
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4.1.1 Mathematical Model

We propose an angiogenesis model that incorporates biochemical factors, con-
sisting of a number of coupled reaction-diffusion equations. The primary variables
of the model are the concentrations of oxygen ðu1Þ; macrophage-derived growth
factors -such as VEGF or others, henceforth MDGF- ðu2Þ; capillary density ðu3Þ
and fibroblasts ðnÞ: We have modified the model proposed by Javierre et al. [61],
based on the model of Maggelakis [72], in order to introduce the effect of fibro-
blasts in the process. The set of equations that describe the behavior of angio-
genesis is:

ou1

ot
¼ D1r2u1 þ k3;1u3 � k1;1u1 ð1Þ

ou2

ot
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where Q represents the function describing the production of MDGF when the
levels of oxygen are low,

Qðu1Þ ¼
1� u1

uh2
1

if u1\uh2
1 ;

0 otherwise:

(
ð5Þ

It is known that fibroblasts are responsible for ECM synthesis, and serve as an
indicator of ECM maturity. Hence, as a novelty from the previous model [61], we
have incorporated the fibroblasts equation (Eq. 4) in which fibroblast proliferation
is modelled with a logistic term with an oxygen dependent rate [108]. The values
of the (dimensionless) model parameters are included in Table 1.

Table 1 List of normalised model parameters

Parameter Dimensionless
value

Parameter Dimensionless
value

Parameter Dimensionless
value

D1 4:32 � 10�3 k3;1 0.864 k1;1 0.864
D2 0.0864 k1;2 2.592 k2;2 0.864
D3 4:32 � 10�3 k3;2 4.32 u3eq 1.0
Dn 2 � 10�2 kn;n 0.7488 rn 1.664

uh2
1

0.25 K 10.0 K1 2
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The computational domain consists of two different parts: the undamaged tissue
and the wound. The initial concentration of every species in the wound site is null.
The undamaged tissue is full of all the species except MDGF, which is not present.

We have solved the resulting problem using a finite element analysis. The
primary unknowns are interpolated from nodal values through shape functions and
the times derivatives are approximated with a trapezoidal method. The resulting
nonlinear system of equations is solved using a standard explicit method. This
numerical method is analogue to the one used in Javierre et al. [62] for wound
contraction alone. The interested reader is referred to [62] to find the details of the
implementation.

4.1.2 Numerical Results

A circular wound of radius 1 cm has been studied. We present the obtained results,
showing the evolution of the species concentration in the wound centre along time
(see Fig. 3).

We observe how the oxygen concentration regulates the rest of the variables.
When there is no oxygen in the centre of the wound the level of MDGF increases
rapidly, which causes the appearance of capillaries. When the capillary density
grows, more oxygen is supplied to the wound centre and the MDGF decreases. The
capillary density grows rapidly to the capillary density of undamaged tissue (ueq

3 )
when the oxygen begins to increase. Finally, it is clear from the results that oxygen
affects the fibroblasts concentration (see Fig. 4). When oxygen is not included in

Fig. 3 Evolution of the oxygen density (top left), MDGF density (top right), capillary density
(bottom left) and fibroblasts density (bottom right) in the centre of the wound
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the fibroblasts kinetics, the model predicts fibroblasts invasion into the wound
faster than reality, and hence wound healing rate is overestimated.

After a few days the concentrations of all the species are homogeneous in the
whole domain. Both, oxygen and capillary density reach a concentration of 1 (the
normalized density of undamaged dermis), while MDGF appears in the wound site
during the first days but then disappears. The fibroblasts concentration progress
more slowly, but finally reaches the fibroblast density corresponding to the
undamaged dermis.

The distribution of every species one day post-wounding is shown in Fig. 5.
Results show an elevated density of MDGF in the wound area, whereas the
densities of oxygen, capillaries and fibroblasts grow within the wound more
slowly. In fact, the advance of the so-called healing unit, with the capillaries
invading the wound in first place (i.e. earlier in time) and being followed by the
fibroblasts slightly later in time, is clearly visible.

4.2 Lattice-Based Discrete Models: Distraction Osteogenesis

Distraction osteogenesis is inherently a multi-scale process that involves coupled
phenomena that occur across different spatial and temporal scales. However, as far
as the authors know, this process has only been computationally investigated on a
macroscopic scale, from a continuum perspective [10, 11, 58, 102, 103]. Existing
continuum models consider as state variables the population of cells or tissue
distributions and predict their macroscopic evolution according to different

Fig. 4 Evolution of the fibroblasts density in the wound centre. Without the influence of oxygen
(continuous line) and under the oxygen effect (dashed line)
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mechanoregulation theories [49, 101]. To incorporate the cellular scale with a
more realistic approach, a lattice based formulation is being developed by the
authors and is explained next.

A two-dimensional lattice based model is simulated to predict the outcome of
the distraction osteogenesis process. At the macroscopic scale a poroelastic
analysis is performed to compute the mechanical stimulus within the distracted
gap. An axisymmetric finite element model of a sheep tibia has been established.
The macroscopic scale of the model includes the bone marrow, the cortical bone,
the periosteum, the nail and the distracted gap [14, 102]. The distracted gap, is
treated with a lattice-based approach and therefore each macrocopic element is
modelled at the cellular scale with a regular cartesian grid. The different cells
(chondrocytes, osteoblasts, mesenchymal stem cells, fibroblats and dead cells) are
constrained to move on this grid and their evolution is assumed to depend on
different migration, proliferation and differentiation rules [49, 102]. Cell migration
and proliferation were modelled as random-walk processes following the random

Fig. 5 Distribution of oxygen (top left), MDGF (top right), capillary (bottom left) and fibroblasts
(bottom right) in a quarter of the whole domain after one day
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walk model proposed by Pérez and Prendergast [97]. In addition the model
incorporates the vascular ingrowth in order to be able to capture the relationship
between bone formation and angiogenesis [21]. This capillary network is described
in terms of endothelial cell densities.

Figure 6 shows the evolution of four cell fates over the first 15 days of the
process of distraction: chondrocytes, osteoblasts, endothelial cells and mesen-
chymal stem cells (MSCs). It can be observed how this cell distribution varies
significantly. Initially, during the first days of the distraction procedure the gap is
gradually filled by MSCs that migrate from the marrow cavity, periosteum and
surrounding soft tissues to the interfragmentary gap. By day 10, osteoblasts could
be distinguished close to the old bone matrix. Osteoblasts differentiation is
assumed to be regulated by the vascular network. Figure 7 depicts the blood vessel

Fig. 6 Cell distribution prediction within the distracted gap during the first 15 days of the
process
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distribution at day 10 showing the key role it plays during osteogenesis. Finally, by
day 15, endothelial cells have progressed further and considerably amounts of
chondrocytes have started to differentiate (Fig. 6). Regarding the ossification
pattern during the first stage of the distraction procedure only intramembranous
ossification occurs.

This model considers the angiogenesis directly in the mathematical formulation
through a random-based approach. Previously, the authors considered this complex
process of vascular ingrowth through a diffusion equation, not modelling the
vascular invasion directly, but only its effect: the advance of the ossification front
[49, 102]. Therefore, this work represents an important step-forward in the mod-
elling of angiogenesis in bone regeneration and specifically in distraction
osteogenesis.

4.3 Cell Force-Based Discrete Models: Cell Migration in 3D

Cell migration is essential for tissue development in different physiological and
pathological conditions. Cell movement is guided by input signals from the sur-
roundings. The physical–chemical nature of the extracellular matrix (ECM)
medium and its binding with the transmembrane, allows cells to probe the
mechanical properties of their environment and react to it in an specific way. This
ability of cells to sense ECM flexibility or pre-strain is responsible for cell
behavior and its understanding is crucial. It has become clear in the last few years
that cells extend some lamellipodia and filopodia which attach to the substrate.
They then exert contractile forces in order to explore the properties of their
environment in a process called mechanosensing [29]. These active forces are
generated by the myosin motors and transmitted to the ECM by means of trans-
membrane proteins (integrins) in so-called focal adhesions.

Here the authors present a 3D migration model of a single cell, which is
regulated by a mechano-sensing mechanism (more details can be found in [12]).
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The main relevant components of the cell, the traction forces exerted and the major
phases in cell migration are taken into account. The model includes important
parameters such ECM stiffness and viscosity and the boundary conditions. With all
these, it is able to predict some features such as cell movement tendencies, traction
forces and cell speeds in several substrates with different stiffness and under
different constraints. The influence of the stiffness and topography of the (ECM)
has been recently investigated both computationally and experimentally [70, 85,
99, 107]. Some important experimental findings are that cells prefer to migrate to
the stiffer part of a substrate [70, 109]. Furthermore focal adhesions are more
stable and traction forces increase on stiffer substrates [70, 109]. The model
presented here reproduces these findings (see Fig. 8). For example, a case of an
elastic substrate with two different rigidities (E2 [ E1) is simulated. Note that both
the stiffer and the softer side, are constrained. Depending on the initial position of
the cell, it migrates in different directions according to the mechano-sensing
process described above. In general the cell tends to move toward the stiffer side
(E2) and never goes from the stiffer to the softer one. However, if the cell is
initially placed close enough to the softer side constraint, the cell senses it and
moves in that direction. If the cell reaches the constraint, it begins to move ran-
domly but does not deviate far from the boundary. This model appears to agree
with experimental data, and its parameters can be adjusted for several types of
cells and substrates, nevertheless, additional factors such as matrix-remodeling,
mechano-chemistry, cell–cell interactions or a complete focal adhesion model
must be introduced to improve the results and get closer to a more realistic
approach.

Fig. 8 Example of cell migration in a substrate with two different stiffness and boundary
conditions
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5 Discussion and Conclusions

Providing a functional angiogenesis is required for successful regeneration of
many tissues, but has yet to be achieved for critical sizes of the trauma. The ability
to build or manipulate the microenvironment is critically important for regulating
angiogenesis in order to successfully achieve in-vivo tissue regeneration. Tissue
engineering uses materials (scaffolds) in combination with other regulators to
control the microenvironment that cells sense and facilitate tissue regeneration in-
vivo. Achieving this goal requires an interdisciplinary effort combining cellular
and molecular biology, matrix engineering, biomechanics/mechanobiology, and
micro/nanofabrication.

The development of in-vitro and in-vivo models is the typical way of analyzing
and understanding the role of each factor in the final outcome of tissue regener-
ation. However, the control of these factors and the limitation of the information
obtained from these models clearly limit their use and this gives the opportunity to
other kind of models to make a contribution: computer or mathematical models.
Therefore, computer modelling is currently a potent tool to unravel and improve
the understanding of biological phenomena.

In this work, we have reviewed many computer models that focus on the mec-
hano-biological modelling of angiogenesis in tissue regeneration and specifically in
tissue engineering following different approaches: continuum and discrete. In
addition, the authors have shown recent contributions of their own work in this field:

• A wound healing simulation is developed under a continuum approach, clearly
showing that it is highly regulated by angiogenesis.

• Bone distraction is a biological process where angiogenesis plays a key role. In
this example, a lattice cell-based model is used to simulate time-evolution of
angiogenesis during distraction.

• Cell migration in 3D under different environment conditions is fundamental for
understanding many key fundamental processes in tissue engineering and par-
ticularly in angiogenesis. Here, a first approach using a cell force-based
approach is proposed able to incorporate mechanosensing phenomenon [29] in
the process of cell migration.
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Mathematical Modelling of Regeneration
of a Tissue-Engineered Trachea

Greg Lemon, John R. King and Paolo Macchiarini

Abstract One of the most promising recent achievements in the field of regen-
erative medicine was the first successful transplantation of a tissue-engineered
trachea (Macchiarini et al. The Lancet 372(9655), 2023–2030). This land-mark
operation has paved the way for developing a host of successful stem cell-based
therapies for treating disease, and the exciting possibility of the tissue engineering
of whole organs. It has also provided the opportunity for new directions in
mathematical and computational modelling for tissue engineering. By way of
describing an approach to modelling the regeneration of a tissue-engineered tra-
chea seeded with cells in situ this chapter will highlight some of the opportunities
and challenges involved in applying mathematical models to these new therapies.

1 Introduction

A significant medical breakthrough was made in 2008 with the first successful
implantation of a tissue-engineered windpipe1 which saved the life of a young
woman with end-stage tuberculosis. The operation, described in [47], utilised a
decellularised donor trachea (Fig. 1a) which was seeded ex vivo, using a special
bioreactor, with stem cell derived chondrocytes and epithelial cells (EPCs) taken
from the recipient. With the transplanted trachea in situ the seeded cells assembled
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to form a healthy functioning trachea, whereby the chondrocytes regenerated the
cartilage ring and the EPCs provided the lining of the airway (Fig. 1b). The
therapy has been further developed2 in the case of a young boy suffering from
congenital stenosis (abnormally narrow airway at birth) by seeding the donor
windpipe with autologously derived stem cells and EPCs in situ without the need
for seeding ex vivo. Improvements to the therapy are evolving rapidly, with the
most recent advance being the implantation of the first synthetic bio-engineered
trachea [P. Macchiarini, private communication].
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Fig. 1 Images of a a decellularised trachea, b the radial cross section of a healthy trachea, c an
axial cross-section of the trachea showing topical application of EPCs and MSCs, reepithelization
and infiltration of cells, and d a schematic diagram representing the cylindrical geometry of the
trachea, showing the position coordinates used in the mathematical model

2 BBC News, ‘‘Windpipe transplant success in UK child’’ Mar. 2010, http://news.-
bbc.co.uk/1/hi/8576493.stm
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With their ability to self-renew and differentiate into a variety of cell types, the
use of adult stem cells has been proposed as a treatment for a wide range of
different diseases [11], and their application to organ transplantation represents an
exciting development in the field of regenerative medicine [40]. Hence there are
valuable opportunities now arising to develop mathematical models for the
emerging field of stem cell-based therapies for tissue engineering. Indeed the main
part of this chapter concerns a description and analysis of a mathematical model
for tracheal regeneration using mesenchymal stem cells (MSCs). But what should
be the goals in developing a mathematical model of tracheal regeneration? Clearly
if a living trachea could be represented faithfully using a mathematical or com-
putational model i.e. an in silico trachea, virtual experiments could be performed
on the model to develop therapies without the expense and ethical concerns of
using live subjects. But is this realistic and if not what are the obstacles to
achieving this? How could a simplified mathematical model that omits much detail
of the biology be of any use for studying regeneration of a tissue-engineered
trachea? Some consideration will be given to such questions in this chapter, which
of course exemplify issues that arise much more generally in systems biology.

The main thrust of this chapter is to (i) present a possible approach to modelling
the regeneration of a tissue-engineered trachea in situ, in the course of which more
general modelling principles will be illustrated, and (ii) to use the model to gain
some insight into the possible causes of success or failure of the transplantation
therapy. Consideration is given to the implantation of a trachea with intra-oper-
ative seeding using different combinations of cells i.e. with or without EPCs
applied to the lumenal surface, and with or without MSCs applied to the outer
surface of the trachea (Fig. 1c).

In Sect. 2 of this chapter some description of tissue-engineered tracheal
transplantation therapies and the relevant biology is given. This motivates the
formulation of the mathematical model which is described in Sect. 3. The
numerical methods used to solve the model equations are given in Sect. 4, and in
Sect. 5 the solutions of the equations are described, representing the cases of
operations involving seeding with different combinations of EPCs and MSCs.
Discussion of the modelling approach used and the results, as well as suggestions
for possible future work, are given in Sect. 6

2 Biological Considerations

The first successful operation involving implantation of a tissue-engineered tra-
chea into a human is reported in [47], with further reviews and description of the
procedures given in [6, 7, 37]. These works form the basis of the following
description of the therapy and the associated biology given below, which is then
used in the design of the mathematical model in the following section. Due to the
enormous complexity of the tracheal regeneration process the following descrip-
tion represents only a brief and simplified summary.
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An important first step in the therapy is to decellularise the donor trachea. This
is done to prevent rejection by the host and has the potential advantage over
synthetic tracheal prostheses of presenting cells with the appropriate guidance
clues for growth and differentiation. Decellularisation removes all the cells from
the trachea while leaving the extra-cellular matrix (ECM) components largely
intact [36]. Then the donor trachea is seeded with correct types of cells from the
patient, crucially EPCs to regenerate the lining of the tracheal lumen and MSC-
derived chondrocytes to regenerate the cartilage ring [26]. Decellularised tracheas
implanted into laboratory animals without both cell types present have been shown
to fail [66]. Seeding of the trachea is performed so as to direct each type of cell
into the appropriate layer of the trachea. For the first tracheal operation this was
done ex vivo using a special bioreactor [4] to distribute the cells through the
trachea mechanically.

A different approach can be used whereby MSCs are applied to the exterior of
the scaffold in situ [54] along with appropriate growth factors [6]. This technique
aims to harness the reparative potential of MSCs, which have been shown to be
able to invade cartilage and differentiate into chondrocytes [62]. The contrast
between the two approaches is similar to that between ‘dynamic seeding’ and
‘static seeding’ of tissue engineering scaffolds. Static seeding, where cells are
applied to the exterior surface of the scaffold, can be problematic because of the
time it takes for cells to migrate through the scaffold. A mathematical modelling
study by our group of the differences between the two approaches is described in
[45]. In terms of revascularisation of the tissue-engineered trachea, where blood
vessels grow from surrounding tissue into the implant, such a delay could lead to
failure of the graft if the seeded cells react adversely to the hypoxic conditions
within the trachea [20]; mathematical modelling of the problem of vascularisation
of porous biomaterials by our group is described in [43].

The different types of cells that participate in the regeneration must be rapidly
directed to the correct layer within the tracheal cross section (Fig. 1b) and this
layering must be maintained indefinitely. A pertinent question is: to what extent
does morphogenesis during development relate to the process of regeneration? The
growth of some embryonic tissues are guided by global polarity signals so it is
interesting to speculate as to whether such clues persist in the adult trachea to
maintain its shape and structure. On the other hand, the layered structure of the
trachea and the presence of certain growth factors within the underlying ECM,
established during development, may serve as a template to guide the positioning
of cells during episodes of healing in the adult tissue. The mechanical environment
experienced by cells in situ will also serve as a guide for cell positioning: for
example EPCs favour a fluid-air interface [90], which makes them preferentially
grow to cover the lining of the tracheal lumen.

Pathological states can arise after implantation of the trachea, which are
characterised by fibrotic growth (excessive proliferation of fibroblasts and pro-
duction of ECM in the submucosa) and malacia (softening of the cartilage rings)
[10, 26], resulting in the initially normal structure of the donor trachea or graft to
be overrun and destroyed. The presence of both EPCs and MSCs appear to be
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necessary for successful regeneration [26], and if the epithelium is lost or damaged
inflammation and fibrosis can occur [49, 70]. Fibrosis is associated with epithelial-
mesenchymal transition (EMT) [15, 85] whereby EPCs differentiate into myofi-
broblasts, with tissue growth factor-b1 (TGF-b1) being the main switch [86]. TGF-
b1 also suppresses EPC proliferation [50].

Shortly after implantation, the trachea becomes inflamed due to immune cells
that invade the implant to remove pathogens and instigate healing. The migration
of monocytes into damaged tissues is initiated by cytokines released during the
degranulation of blood platelets. Once inside the wound, monocytes differentiate
into macrophages and secrete pro-inflammatory cytokines including TGF-b1 [5].
However EPCs attached to the lining of the tracheal lumen secrete interleuken-10
(IL-10) which inhibits macrophage activity [14], and its absence is associated with
fibrotic disease [13]. Indeed the loss of epithelium and excessive numbers of
macrophages are associated with fibrosis of tracheal allografts [25]. If inflamma-
tion persists for prolonged periods healthy cells may be destroyed by the action of
pro-inflammatory cytokines secreted by macrophages [55].

Macrophages play an important role in the repair of tissues by secreting growth
factors, including vascular endothelial growth factor (VEGF) and basic fibroblast
growth factor (bFGF): these stimulate the growth of blood vessels (angiogenesis)
in wounds [71] and secrete factors that induce migration of fibroblasts into
wounds [73].

However macrophages are known to play a central role in fibrotic disease [87,
88] by triggering excessive fibroblast proliferation and collagen production [61].
Indeed TGF-b1 secreted by macrophages stimulates secretion and remodelling of
ECM by fibroblasts, and is upregulated in fibrotic tissue [83] and under conditions
of airway stenosis [38]. Macrophages also produce the pro-inflammatory cytokine
TNF-a which is known to play a role in the loss of GAGs in diseases of cartilage
such as arthritis by causing apoptosis of chondrocytes [3] and inducing chondro-
cytes to degrade GAGs [84]. Resolution of inflammation requires the egress and
apoptosis of macrophages from tissue after healing. This can also involve the
conversion of the pro-inflammatory ‘classically-activated’ macrophage (CAM)
into an ‘alternatively-activated’ macrophage subtype (AAM) that can ameliorate
the effects of, and suppress, the pro-inflammatory subtype [41]. Pro-inflammatory
macrophage activity is reduced by anti-inflammatory cytokines, such as IL-10
which induces apoptosis of macrophages [8] and reduces their secretion of pro-
inflammatory cytokines including TNF-a [24].

In [66] it was shown that GAGs in the cartilage rings (which give the trachea
mechanical strength) were left intact after decellularisation but that residual
chondrocytes remained, possibly serving as progenitors of new chondrocytes. It is
also possible that biochemical clues remaining behind in the decellularised car-
tilage, or secreted by residual chondrocytes, guide cells during the regeneration
process. Interestingly, ECM degradation products can have mitotic and chemo-
tactic effects on progenitor cells [65]. Thus pro-inflammatory cells causing deg-
radation of proteoglycans within the cartilage [28] could be a mechanism by which
MSCs invade and regenerate the cartilage rings.
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Effectively harnessing the multipotent and self-renewal properties of stem cells
is crucial for their use in the regeneration and healing of tissue-engineered organs.
MSCs have the ability to differentiate into a variety of cells that constitute tracheal
tissue including chondrocytes [81], endothelial cells (ECs) [57], fibroblasts [23],
and EPCs [82]. MSCs contribute to the repair of diseased and damaged lung
tissues [76] also by their ability to suppress inflammation [75].

MSCs migrate to, and localise at, sites of inflammation due to their chemotactic
and proliferative response to pro-inflammatory cytokines such as TNF-a [60].
They can down-regulate the secretion of pro-inflammatory cytokines by macro-
phages [1], and are associated with the upregulation of anti-inflammatory cyto-
kines including IL-10, which may be secreted by MSCs directly [17] or by
macrophages that have been converted into their alternatively-activated form by
MSCs [93]. MSCs are recruited from the bone marrow of the host to the lung
tissue to bring about healing, and this is associated with increased levels of
granulocyte macrophage colony-stimulating factor (GM-CSF) and granulocyte
stimulating factor (G-CSF) [68]. The mechanisms by which MSCs are released
from the bone marrow and migrate through the body to damaged tissues are similar
to those of immune cells such as leukocytes [89]. GM-CSF and G-CSF are known
to be produced endogenously by macrophages, ECs and fibroblasts in wounds. The
exogenous application of these substances to the tissue-engineered trachea [6] can
further boost the recruitment of MSCs and aid the regeneration process. However
the numbers of endogenous MSCs arriving at the implant site may be small so
intra-operative application of exogenous MSCs is performed to aid regeneration.

In addition to applying stem cells to regenerate the trachea, a ‘cocktail’ of
growth factors and hormones are added to boost the healing process [6]. These
include the hormone erythropoietin (EPO) which is used to increase the numbers
of MSCs and stimulate angiogenesis [39]. EPO also dampens down inflammation
by down-regulating the production of cytokines by pro-inflammatory cells. EPO
prevents cell apoptosis [78], stimulates the secretion of angiogenic factors by
MSCs, and mobilizes endothelial progenitor cells from the bone marrow [32].

To enhance proliferation and differentiation of MSCs into chondrocytes, the
growth factor TGF-b (TGF-b1; 2; 3) [12] is applied to the tissue-engineered tra-
chea intraoperatively [6]. Chondrocytic differentiation of MSCs can be caused by
factors produced by chondrocytes themselves [34], which includes TGF-b1 pro-
duced by MSCs and MSC-derived chondrocytes [94]. Certain ECM components
have been shown to induce differentiation of MSCs into chondrocytes [22]
including hyaluronic acid and autologous synovial fluid [29]. A variety of other
intrinsic factors, such as hypoxic stress caused by the initial absence of a vascu-
lature, can also influence commitment.

Complete regeneration of the trachea requires the ingrowth of blood vessels to
supply nutrients and remove waste products. This process, angiogenesis, involves
a complex sequence of events commencing with the secretion of growth factors
such as VEGF and bFGF that induces chemotaxis of ECs and their assembly into
hollow tubes that join to form an interconnected network of vessels [2]. In a
normal healthy trachea blood vessels cover the outer surface and connect the
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submucosa to the host tissue through inter-cartilaginous zones which lie between
the cartilage rings (see Fig. 1c). Blood vessels cannot penetrate the rings because
of anti-angiogenesis factors present in the cartilage [31]. Hence the chondrocytes
must rely on the delivery of oxygen by passive diffusion through distances in the
order of mm. However if the hypoxic conditions are prolonged the cartilage can
degenerate due to cell necrosis and the migration of chondrocytes up oxygen
gradients [20]. The decellularisation process may leave behind angiogenic factors
in the trachea, such as bFGF, that stimulate angiogenesis [67]. Also ECs can be
preseeded into the tracheal implant to encourage revascularisation [92]. In the
tissue-engineered trachea this revascularisation occurs rapidly, with new blood
vessels forming inside the trachea 24 h after implantation [P. Macchiarini, private
communication].

The preceding description identifies the major roles for the different types of
cells, ECM components and cytokines that participate in regeneration of the tissue-
engineered trachea in-situ. This is used as the basis for formulating the mathe-
matical model in the following section.

3 Mathematical Model

The previous section illustrates how the tissue engineering of a trachea typifies
many of the challenges that arise in the mathematics of regenerative medicine,
such as describing cell division, signalling and differentiation within mixed cell-
type populations. The first decision to be made is to decide on which scale, e.g.
cell, tissue or organ, the model should operate—here the intermediate (tissue-
scale) approach is adopted.

This section begins with a summary of those mechanisms described in Sect. 2
that are included in the mathematical model of tracheal regeneration, and key
assumptions and simplifications that are made in the model formulation are set out.
This is followed in Sect. 3.2 by a description of the general methodology used to
construct the model. In Sect. 3.3 the mathematical model is set out in detail,
whereby equations appropriate for each of the species are given. The model is then
nondimensionalized in Sect. 3.4 with appropriate initial conditions given in
Sect. 3.5 and a discussion of the choice of parameter values provided in Sect. 3.6

3.1 Summary of Included Mechanisms

The complexity of tracheal regeneration poses significant challenges for modelling
the process in its entirety and a crucial element of a useful mechanistic model is
that it includes sufficient, but not too much, of the relevant details. For simplicity
the mathematical model presented in this chapter provides a simplified description
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of reepithelization, inflammation, and regeneration of the cartilage. Moreover,
consideration will not be given to revascularisation of the trachea.

In the model a fictitious surgical procedure is considered whereby a decellu-
larised trachea is grafted so as to replace the native trachea of the subject (either a
human or laboratory animal). This is immediately preceded by applying EPCs to
the lining of the tracheal lumen and MSCs being applied to the outer surface (see
Fig. 1c), but with no application of exogenous growth factors (TGF-b1 and G-CSF
are usually applied locally during the operation). The wound is then sealed and the
subject is allowed to recover without further medical intervention.

The mechanisms that are included in the model are depicted in Fig. 2 which
shows the species that interact within a small cylindrical segment of the trachea
(the dashed rectangles in Fig. 1c, d), and is divided into radial compartments
representing the epithelium, submucosa and cartilage ring. The arrows represent
migration of cells into the segment: EPCs axially across the surface of the lumen,
macrophages and fibroblasts axially into the submucosa, and MSCs radially by
being applied to the outer surface of the trachea during the operation. The con-
tribution of endogenous MSCs to the regeneration is assumed to be negligible. For
simplicity the migration of macrophages and fibroblasts into the segment is
assumed to be passive i.e. their arrival at the segment boundaries is not in response
to the presence of chemokines within.

Macrophages are assumed to enter the trachea in their (classically) activated
state but undergo apoptosis due to the presence of IL-10 which is produced by
EPCs (the AAM subtype is not included). Consistent with their anti-inflammatory
effect MSCs are also assumed to secrete IL-10. TGF-b1; secreted by macrophages,
suppresses the proliferation of EPCs (EMT is not considered in the present model).
The mutually antagonistic effects of TGF-b1 (pro inflammatory) and IL-10 (anti
inflammatory) are central to the mechanism of inflammation and its resolution, as
discussed further in Sect. 5 Fibroblasts migrate into the submucosa to maintain the
ECM, assumed to be composed mainly of collagen; however, the rate at which
fibroblasts secrete the collagen is assumed to be increased by TGF-b1: Hence if
inflammation persists, so there are high levels of TGF-b1; excess collagen will be
deposited, resulting in thickening of the submucosa. The rate of proliferation of
MSCs, and their rate of differentiation into chondrocytes, are assumed to be
increased by TGF-b1: The pro-inflammatory cytokine TNF-a; which is produced
by macrophages, is also assumed to stimulate proliferation of MSCs. The MSC-
derived chondrocytes are responsible for maintaining the GAGs in the cartilage but
in the presence of TNF-a they undergo apoptosis. The MSC-derived chondrocytes
are assumed to secrete TGF-b1; thereby creating a cycle of self-regeneration
through stimulating MSC proliferation.

The cytokines IL-10, TGF-b1 and TNF-a are allowed to freely diffuse through
the submucosal and cartilage regions. Once inside the trachea the macrophages,
fibroblasts and MSCs migrate randomly but no chemotactic effects on cell
migration by the cytokines is included in the model (see comments at the end of
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Sect. 3.2). MSCs are assumed to be able to migrate through both layers of the
trachea, whereas the fibroblasts and macrophages are confined to the submucosal
layer.

3.2 Modelling Framework

The model is constructed as a set of continuum reaction diffusion equations for
each of the species [51]. However, the need to describe stenosis of the implant
suggests the need for a moving boundary approach, so the reaction diffusion
equations will be considered to be on an evolving domain [19], whose boundary
must be calculated at the same time as the other unknowns. In such an approach
the derivation of the equation for the amount of a species, u; is applied in a
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Fig. 2 Diagram showing the network of relationships between the different species in the
mathematical model. Below the name of each species is the corresponding variable name in the
model. Large thick arrows represent inward migration of cells into the trachea, and differentiation
of MSCs into chondrocytes. The thin arrows represent activation (solid) or inhibition (dashed) of
one species by another. Red arrows represent interactions that are relevant to inflammation, blue
represents maintenance of ECM in the submucosa, green represents maintenance of ECM in the
cartilage
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reference frame that moves with the tissue with velocity v (Lagrangian frame of
reference) leading to

ou

ot
¼ �r � ðvuþ JuÞ þ f ðu; x; tÞ: ð1Þ

The quantity f in Eq. (1) is the local rate of change of mass of the species, which
for cells may result from division or differentiation from another cell type. The
quantity Ju is the flux of the species as it pertains to a stationary reference frame;
for a cell species an appropriate form for the flux is

Ju ¼ �Duruþ uvura: ð2Þ

The two terms on the right hand side of Eq. (2) respectively model diffusion and
chemotaxis in response to a generic chemoattractant with concentration a (see for
example [51, Chap. 9]). If u is a soluble chemical messenger or chemokine only
the first term is used.

The dilation term in (1) associated with ther � v describes the rate of expansion
of the bulk of the tissue to which a species is embedded, and is specified by
consideration of the dynamics of the extra cellular matrix (ECM) as follows.
Tissue in the submucosa comprises cells attached to a collagen (type I) mesh that
is actively secreted and degraded by fibroblasts. As collagen is secreted it rapidly
polymerises and expands to form a fibrous mesh. Because the collagen matrix
serves as a substrate for cell attachment, as the matrix expands it takes cells with it.
The cartilage ring on the other hand consists of collagen (type II) and GAGs
(chondroitin sulfate). The mechanical properties of the cartilage are dominated by
the GAGs which impart structural rigidity and compressive strength to the tissue.
If the GAGs are lost (malacia) there will be a loosening and expansion of the
cartilage which takes embedded cells. Such changes may be contributed to by the
loss of collagen II which imparts cohesiveness to the cartilage however for sim-
plicity only the effects of GAG degradation will be considered. The preceding
considerations motivates making the dilation of the submucosa and cartilage tissue
elements a scalar function of the net rate of secretion of ECM in such a way that
that the tissue domain can expand (stenosis) or contract (involution/atrophy).
Further details of how this is done are given in Sect. 3.3 A similar idea has been
used to model size increase of tissue engineering scaffolds in a bioreactor [56].

In a 3D domain the velocity, v, has three components and in general additional
assumptions have to be made to close the model. This could be done, for example,
by specifying the spatial distribution in the rate of expansion of the ECM. Since
the velocity of the matrix in the vicinity of a particular point in the domain r ¼ r0

relative to that point is dv ¼ ðrvÞjr0
� dr; the principal axes ofrv could be chosen

to reflect some preferred direction in the tissue. However, care needs to be taken
that such a choice is compatible with physical constraints imposed on the growth.
This issue can be avoided by considering a 1D geometry thereby requiring only
one component of v to be determined. The geometry of the trachea is highly
suggestive of the use of cylindrical polar coordinates (see Fig. 1d) and neglecting
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any dependence on h and z reduces the system to 1D with coordinate r: This
simplification means that the cylindrical shape of the trachea is imposed in the
model rather than arising from the emergent behaviour of the cells within it.

The present model is concerned with just one cylindrical segment of the tra-
chea, lying wholly within a single cartilage ring, and is lined internally with
epithelium and a sub-mucosal layer as shown in Fig. 1d. The segment does not
include the inter-cartilaginous zones. For simplicity, the muscular posterior wall
(see Fig. 1b) is considered to be part of the cartilage ring and not flattened, so the
tracheal segment can be assumed to be cylindrical. It is assumed that the tracheal
segment does not deform axially, and so the displacement of its top and bottom
edges are held fixed at z ¼ �h=2: Also the outer curved surface of the trachea, at
r ¼ Ro; is held fixed while the inner curved surface, at r ¼ Rl; and the boundary
between the cartilage and the submucosa, at r ¼ Rc; are free to move.

To model the exchange of cells between the trachea and the surrounding tissue,
the flux of cells into the domain is prescribed by some function, Iu; on the
boundary. Continuity of the flux of cells across the boundary implies Iu ¼ �n̂ � Ju

where n̂ is the outward pointing unit normal on the boundary hence from Eq. (2),
assuming n̂ � ra ¼ 0 (see below), the boundary conditions for the cells are

Dun̂ � ru ¼ Iu: ð3Þ

This boundary condition is also valid for the diffusible chemical species but with
Iu ¼ 0; thereby reducing to n̂ � ru ¼ 0 in those cases.

Because of the cylindrical symmetry Iu need only be specified on the tracheal
surface at r ¼ Rl and r ¼ Ro; indeed the flux of cells and growth factors is gen-
erally assumed to be zero there. However, a non-zero flux of cells entering the
tracheal segment at z ¼ �h=2 needs to be taken into account. This is done by
assuming negligible changes in the variables in the z direction i.e. u ¼ uðr; tÞ; v ¼
vðr; tÞr̂ and Ju ¼ Jrðr; tÞr̂þ Jzðr; tÞẑ; where r̂ and ẑ are unit vectors corresponding
to the coordinates r and z respectively. Integrating Eq. (1) from z ¼ �h=2 to
z ¼ þh=2 and dividing by h gives, in cylindrical polar coordinates,

ou

ot
¼ � 1

r

o

or
rðuvþ JrÞð Þ þ 2

h
Iuðr;�h=2; tÞ þ f ðu; r; tÞ; ð4Þ

where Iu is assumed to be the same on both boundaries. This way of reducing the
problem to 1D is tantamount to making the assumption that species mobility in the
axial direction is large compared to that in the radial direction. In cylindrical polar
coordinates the radial component of Eq. (2) is

Jr ¼ �Du
ou

or
þ uvu

oa

or
: ð5Þ

Although Iu specifies an influx of cells that may in real tissues have a strong
chemotactic causation, in the model chemotaxis of cells is neglected once they are
inside the tracheal segment hence vu ¼ 0:
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3.3 The Detailed Formulation

The modelling framework described in Sect. 3.2 is used below to set out the model
equations in full, whereby Eqs. (4) and (5) are used to formulate equations for each
of the cellular and chemical species together with appropriate boundary condi-
tions. For the sake of brevity only the salient features of the equation for each
species is described. A detailed guide to the techniques for modelling biochemical
reactions and tissue growth using reaction-diffusion equations can be found in
[51].

In what follows a variable of the form N� is used to denote a cell density while
C� denotes a concentration. Besides the parameters introduced in Sect. 3.2, a
parameter of the form b� appearing in an equation refers to a rate of cell division
or a rate of production of a chemical species whereas d� refers to a rate of cell
death or apoptosis, or a rate of chemical degradation. Parameters of the form K�
characterise the strength of the effect of one type of species on another.

Macrophages are assumed to be excluded from the cartilage ring, but enter and
migrate randomly within the submucosal region in their classically-activated form
while undergoing apoptosis at a rate which increases with increasing IL-10 con-
centration. The equation governing their density is, applying Eq. (4),

oNmac

ot
¼ 1

r

o

or
�rvNmac þ rDmac

oNmac

or

� �
þ 2

h
Imac � dmac 1þ C2

ilk

K2
mi

� �
Nmac; ð6Þ

for Rl� r�Rc: Macrophages cannot enter or leave the tracheal segment radially
hence the boundary conditions are, from Eq. (3),

oNmac

or
ðRl; tÞ ¼

oNmac

or
ðRc; tÞ ¼ 0: ð7Þ

Epithelial cells are assumed to remain attached to the basement membrane ECM.
The radial symmetry assumption implies that the surface density of EPCs on the
lumenal surface, Nepi; and the speed v ¼ vðRl; tÞ depend only on t and, because
cells cannot migrate radially, Jr ¼ 0: Hence Eq. (4) for the EPCs reduces to

dNepi

dt
¼ � vðRl; tÞ

Rl
Nepi þ

2
h

Iepi þ bepiNepiðN�epi 1� CtgfðRl; tÞ
Ket

� �
� NepiÞ: ð8Þ

The second term in the right-hand side of Eq. (8) models infiltration of EPCs that
migrate into the implant from where it is grafted to the patients own trachea. The
third term in the right-hand side of Eq. (8) models epithelial cell proliferation,
where N�epi is the surface density of EPCs at confluence i.e. the carrying capacity.
The effect of TGF-b1 is to suppress the proliferation of EPCs, thereby reducing
their maximum surface density.

MSCs. Consistent with their regenerative potential, MSCs can occupy both the
cartilage ring and the submucosal layer, and diffuse passively through both
regions. Their proliferation rate is increased by both TGF-b1 and TNF-a; and
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when they are inside the cartilage ring they differentiate into chondrocytes at a rate
that is stimulated by TGF-b1: The equation governing the density of MSCs is thus

oNmsc

ot
¼ 1

r

o

or
�rvNmsc þ rDmsc

oNmsc

or

� �

þ bmscNmscðN�msc

Ctgf

Kmt

þ Ctnf

Kmn

� �
� NmscÞ � kcmf ðrÞCtgfNmsc;

ð9Þ

for Rl� r�Ro: The function f ðrÞ in the third term on the right-hand side of Eq. (9)
is equal to 1 inside the cartilage and equal to zero inside the submucosa,

f ðrÞ ¼ 0 if Rl� r�RcðtÞ;
1 if RcðtÞ\r�Ro:

�
ð10Þ

The MSCs enter the trachea through the outer surface, at r ¼ Ro; by being applied
during implantation surgery. The boundary conditions on the MSCs are therefore,
from Eq. (3),

oNmsc

or
ðRl; tÞ ¼ 0; Dmsc

oNmsc

or
ðRo; tÞ ¼ ImscgðtÞ; ð11Þ

where gðtÞ specifies the time course of the infiltration, which is taken to be con-
stant for a duration Tinf :

gðtÞ ¼ 1 if 0� t� Tinf ;
0 if t [ Tinf :

�
ð12Þ

Fibroblasts enter the submucosa axially, migrate randomly within it and prolif-
erate according to a purely logistic growth law, hence Eq. (4) is for the fibroblasts

oNfib

ot
¼ 1

r

o

or
�rvNfib þ rDfib

oNfib

or

� �
þ 2

h
Ifib þ bfibNfibðN�fib � NfibÞ ð13Þ

for Rl� r�Rc: The numbers of fibroblasts is assumed not to be influenced by
macrophages or growth factors; fibrotic activity is attributed only to the quantity of
collagen they secrete (see ‘Fibroblasts’ below). Fibroblasts do not enter or leave
the submucosa radially hence the boundary conditions are

oNfib

or
ðRl; tÞ ¼

oNfib

or
ðRc; tÞ ¼ 0: ð14Þ

Chondrocytes are produced by the differentiation of MSCs. They are assumed to
proliferate up to a certain density and undergo apoptosis at a rate that is propor-
tional to the concentration of TNF-a: The equation governing the density of
chondrocytes, Nchn; is thus

Mathematical Modelling of Regeneration 417



oNchn

ot
¼ � 1

r

o

or
rvNchnð Þ þ bchnNchnðN�chn � NchnÞ þ kcmf ðrÞCtgfNmsc

� dchnCtnfNchn; ð15Þ

for Rc� r�Ro: Chondrocytes are assumed not to be able to migrate, hence there
is no diffusion term in Eq. (15) and no boundary conditions need be specified.

IL-10 is secreted inside the trachea by MSCs, where it diffuses and undergoes
degradation:

oCilk

ot
¼ 1

r

o

or
�rvCilk þ rDilk

oCilk

or

� �
þ bilmNmsc � dilkCilk; ð16Þ

for Rl� r�Ro: The boundary conditions stipulate that IL-10 is secreted into the
trachea by EPCs on the lumenal surface at a rate proportional to EPC density, but
does not diffuse out of the trachea at r ¼ Ro:

Dilk

oCilk

or
ðRl; tÞ ¼ �bilkNepi;

oCilk

ot
ðRo; tÞ ¼ 0: ð17Þ

TGF-b1 is produced by macrophages and MSC-derived chondrocytes and dif-
fuses through the domain while being degraded

oCtgf

ot
¼ 1

r

o

or
�rvCtgf þ rDtgf

oCtgf

or

� �

þ btchNchnðN�chn � NchnÞ þ btmNmac � dtgfCtgf ;

ð18Þ

for Rl� r�Ro: It is assumed that TGF-b1 is produced by the chondrocytes only
while they are proliferating i.e. until their numbers reach the carrying capacity,
hence the rate of production of TGF-b1 by these cells is assumed to be propor-
tional to the difference between the current density and the carrying capacity, N�chn:
Zero-flux boundary conditions are applied to the concentration of TGF-b1 at the
lumenal and outer surfaces:

oCtgf

or
ðRl; tÞ ¼

oCtgfðRo; tÞ
or

¼ 0: ð19Þ

TNF-a is released by macrophages at a rate that is decreased by IL-10, diffuses
through the trachea and is degraded. Hence the equation governing the concen-
tration of TNF-a is

oCtnf

ot
¼ 1

r

o

or
�rvCtnf þ rDtnf

oCtnf

or

� �
þ btnf

K2
ti

K2
ti þ C2

ilk

Nmac � dtnfCtnf ; ð20Þ

for Rl� r�Ro and with zero-flux boundary conditions at the edges of the domain:

oCtnf

or
ðRl; tÞ ¼

oCtnf

or
ðRo; tÞ ¼ 0: ð21Þ
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Collagen (type I) is secreted and degraded by fibroblasts within the submucosa
and, since it comprises large polymeric molecules, is assumed to have negligible
diffusivity. The rate of collagen secretion is assumed to be increased by TGF-b1:
The equation governing the density of collagen is therefore

oCcol

ot
¼ � 1

r

o

or
rvCcolð Þ þ ðbcol 1þ Ctgf

Kct

� �
� dcolCcolÞNfib; ð22Þ

for Rl� r�Rc: Although collagen (type II) is also secreted within the cartilage
ring by chondrocytes, this is not included in the model because thickening of the
cartilage region is attributed to the loss of GAGs [26] (see ‘ECM remodelling’
below).

GAGs are also assumed to have negligible diffusivity, and are produced and
degraded by chondrocytes. Also the GAGs are assumed to undergo proteolysis at a
constant rate independent of chondrocytes. The equation governing the concen-
tration of the GAGs is thus

oCgag

ot
¼ � 1

r

o

or
rvCgag

� �
þ ðbgch � dgchCgagÞNchn � dgagCgag; ð23Þ

for Rl� r�Rc:
ECM remodelling. Motivated by the discussion in Sect. 3.2 the dilation, r � v;

was formulated so as to be positive when there is a net increase in the collagen
concentration in the submucosa and negative when the there is a net decrease in
GAG concentration in the cartilage ring. This dependence is formulated in
cylindrical polar coordinates as

1
r

o

or
rvð Þ ¼H Avcðbcol 1þ Ctgf

Kct

� �
� dcolCcolÞNfib

� �

þH

 
�Avg

�
ðbgch � dgchCgagÞNchn � dgagCgag

�!
;

ð24Þ

for Rl� r�Ro: The function HðhÞ; which relates the net rate of ECM production
to the dilation, was chosen to be

HðhÞ ¼ h if h� 0;
0 if h\0 :

�
ð25Þ

This choice was made to ensure that the dilation does not become negative,
thereby making stenosis irreversible. Because collagen and GAGs do not occupy
the same points in space in the model, the first term in the right-hand side of
Eq. (24) will be zero in the cartilage and the second term will be zero in the
submucosa. The boundary condition on Eq. (24) is that the outer surface of the
trachea remains fixed:

vðRo; tÞ ¼ 0: ð26Þ
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Once Eq. (24) is solved to determine v at a given value of t the evolution of the
radii of the tracheal lumen and the cartilage ring is calculated using

dRl

dt
¼ vðRl; tÞ;

dRc

dt
¼ vðRc; tÞ; ð27Þ

with initial conditions, Rlð0Þ ¼ Rl;0 and Rcð0Þ ¼ Rc;0; which specify the initial
radii of tissue boundaries within the decellularised trachea.

3.4 Nondimensionalization

Nondimensionalization was performed to simplify the model by reducing the
number of parameters. The general approach used was to scale the variables so as
to make the maximum cell densities and chemical concentrations in the non-
dimensional model of the order unity, and where possible to scale the production
and proliferation rates to unity rather than rates of removal and degradation. To
this end the following set of substitutions were made:

t̂ ¼ t=s; r̂ ¼ r=L; v̂ ¼ sv=L;cR� ¼ R�=L; bN� ¼ N�=N��; bC� ¼ C�=C��

	
ð28Þ

where s is a convenient time scale over which tissue growth can be measured, and
L is a characteristic length scale. In Eq. (28) and in what follows the subscript �
denotes any of the subscripts for the species in the model. The following new
(dimensionless) parameters are introduced:

bR� ¼ R�=L; bD� ¼ D�s=L2; p ¼ N�msc=N�chn;
N�mac ¼ 2Imac=ðhdmacÞ; C�ilk ¼ bilmN�msc=dilk; C�tgf ¼ btmN�mac=dtgf ;
C�tnf ¼ btnfN�msc=dtnf ; C�col ¼ bcol=dcol; C�gag ¼ bgch=dgch;bbmsc ¼ bmscN�mscs; bbepi ¼ bepiN�epis; bbfib ¼ bfibN�fibs;bbchn ¼ bchnN�chns; bbtch ¼ btchðN�chnÞ

2s=C�tgf ;
bbile ¼ bileN�epis=ðLC�ilkÞ;bkcm ¼ kcmC�tgfs; bIepi ¼ Iepis=ðLN�epiÞ; bImsc ¼ Imscs=ðLN�mscÞ;bIfib ¼ Ifibs=ðLN�fibÞ; bdmac ¼ dmacs; bdchn ¼ dchnC�tgfs;bdilk ¼ dilks; bdtnf ¼ dtnfs; bdtgf ¼ dtgfs;bdcol ¼ dcolN�fibs; bdgch ¼ dgchN�chns; bdgag ¼ dgags;bKmi ¼ Kmi=C�ilk; bKct ¼ Kct=C�tgf ;
bKet ¼ Ket=C�tgf ;bKti ¼ Kti=C�tnf ;

bKmt ¼ Kmt=C�tgf ;
bKmn ¼ Kmt=C�tnf ;bAvc ¼ AvcC�col;

bAvg ¼ AvgC�gag;
bTinf ¼ Tinfs;bh ¼ h=L:

9>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>;
ð29Þ

whereby the equations become in dimensionless form, dropping the carets,
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oNmac

ot
¼ 1

r

o

or
�rvNmac þ rDmac

oNmac

or

� �
þ dmacð1� 1þ C2

ilk

K2
mi

� �
NmacÞ; ð30Þ

dNepi

dt
¼ � vðRl; tÞ

Rl
Nepi þ

2
h

Iepi þ bepiNepið1�
CtgfðRl; tÞ

Ket

� NepiÞ; ð31Þ

oNmsc

ot
¼ 1

r

o

or
�rvNmsc þ rDmsc

oNmsc

or

� �

þ bmscNmsc

Ctgf

Kmt

þ Ctnf

Kmn

� Nmsc

� �
� kcmf ðrÞCtgfNmsc;

ð32Þ

oNfib

ot
¼ 1

r

o

or
�rvNfib þ rDfib

oNfib

or

� �
þ 2

h
Ifib þ bfibNfibð1� NfibÞ; ð33Þ

oNchn

ot
¼ � 1

r

o

or
rvNchnð Þ þ bchnNchnð1� NchnÞ þ pkcmCtgfNmsc � dchnCtnfNchn;

ð34Þ

oCilk

ot
¼ 1

r

o

or
�rvCilk þ rDilk

oCilk

or

� �
þ dilkðNmac � CilkÞ; ð35Þ

oCtgf

ot
¼ 1

r

o

or
�rvCtgf þ rDtgf

oCtgf

or

� �
þ btchNchnð1� NchnÞ þ dtgfðNmac � CtgfÞ;

ð36Þ

oCtnf

ot
¼ 1

r

o

or
�rvCtnf þ rDtnf

oCtnf

or

� �
þ dtnf

K2
ti

Kti
2 þ C2

ilk

Nmac � Ctnf

� �
; ð37Þ

oCcol

ot
¼ � 1

r

o

or
rvCcolð Þ þ dcolð1þ

Ctgf

Kct

� CcolÞNfib; ð38Þ

oCgag

ot
¼ � 1

r

o

or
rvCgag

� �
þ dgchð1� CgagÞNchn � dgagCgag; ð39Þ

1
r

o

or
rvð Þ ¼H Avcdcolð1 þ

Ctgf

Kct

� CcolÞNfib

� �

þH
�
�Avg

�
dgchð1� CgagÞNchn � dgagCgag

��
;

ð40Þ

dRl

dt
¼ vðRl; tÞ;

dRc

dt
¼ vðRc; tÞ: ð41Þ

The boundary conditions are
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oNmac

or
ðRl; tÞ ¼ 0;

oNmac

or
ðRc; tÞ ¼ 0;

oNmsc

or
ðRl; tÞ ¼ 0;

oNmsc

or
ðRo; tÞ¼ ImscgðtÞ=Dmsc;

oNfib

or
ðRl; tÞ ¼ 0

oNfib

or
ðRc; tÞ ¼ 0;

oCilk

or
ðRl; tÞ ¼ �bileNepi=Dilk;

oCilk

ot
ðRo; tÞ ¼ 0;

oCtgf

or
ðRl; tÞ ¼ 0;

oCtgf

or
ðRo; tÞ ¼ 0;

oCtnf

or
ðRl; tÞ ¼ 0;

oCtnf

or
ðRo; tÞ ¼ 0;

vðRo; tÞ ¼ 0:

9>>>>>>>>>>=
>>>>>>>>>>;

ð42Þ

3.5 Initial Conditions

At t ¼ 0 the only cells occupying the trachea will be EPCs on the lumenal surface
(if the trachea has been seeded with EPCs during the operation or ex vivo). Note
that seeding with MSCs is modelled as an influx of cells for t� 0: The trachea is
assumed to initially have uniform distributions of collagen and GAGs represen-
tative of a healthy trachea. These are calculated by solving for the steady-state
concentrations of Eqs. (38) and (39) which assuming Ctgf ¼ 0 i.e. no inflamma-
tion, and neglecting the small rate of GAG degradation, are both equal to unity.
The initial conditions on the variables are therefore

Nmacðr; 0Þ ¼ 0; Nepið0Þ ¼ Nepi;0; Nmscðr; 0Þ ¼ 0; Nfibðr; 0Þ ¼ 0;
Nchnðr; 0Þ ¼ 0; Cilkðr; 0Þ ¼ 0; Ctgfðr; 0Þ ¼ 0; Ctnfðr; 0Þ ¼ 0;
Ccolðr; 0Þ ¼ 1; Cgagðr; 0Þ ¼ 1; Rlð0Þ ¼ Rl;0; Rcð0Þ ¼ Rc;0;

9=
; ð43Þ

where Nepi;0 ¼ 0 was used to model experiments without seeding with EPCs, and
Nepi;0 ¼ 1 used where EPCs are applied to the lumenal surface resulting in an
initially-confluent density of cells.

3.6 Parameter Values

A typical adult human trachea is approximately 20 mm in diameter, with the wall
being 3 mm thick consisting of 2.5 mm of cartilage and 0.5 mm of mucosa, and
each ring segment being 4 mm high [27]. Using L ¼ 1 mm as the characteristic
length scale these dimensions give the non-dimensional parameter values Rl;0 ¼
7; Rc;0 ¼ 7:5; Ro ¼ 10 and h ¼ 4:

An appropriate value for s; commensurate with the time scale over which
recovery of the patient proceeds, is 1 day. Hence to simulate topical application of
MSCs for 1 h during surgery a value of Tinf ¼ 0:05 was used.

Following [9] the diffusion coefficients of IL-10, TGF-b1 and TNF-a were

calculated using the formula D� ¼ 6:7� 10�10ðM�=180Þ�1=3 m2s�1 where M� is
the molecular weight. The values of the diffusion coefficients of the motile cells,
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Dmac;Dmsc and Dfib; were all taken to be equal to 1:6� 10�13 m2s�1 which is at the
lower end of the range of values quoted for the neutrophil motility within collagen
gels [58]. The degradation rates of the cytokines were estimated from published
data of their half-lives measured in vivo: the half-life of IL-10 is quoted as 2 hrs in
[63] giving dilk ¼ 8:3 day�1; the half-life of TGF-b1 as 100 min in [80] giving
dtgf ¼ 10 day�1; and the half-life of TNF-a as 70 min in [79] giving dtnf ¼
14 day�1: Applying the formulae listed in (44) the non-dimensional parameter
values are:

Dmac ¼ Dmsc ¼ Dfib ¼ 0:0138; Dilk ¼ 12:5; Dtgf ¼ Dtnf ¼ 11; dilk ¼ 8:3;
dtgf ¼ 10; dtnf ¼ 14; dmac ¼ 1; dchn ¼ 10; dcol ¼ dgch ¼ 0:1; dgag ¼ 0:01;
kcm ¼ 1; bepi ¼ bmsc ¼ bfib ¼ bchn ¼ bile ¼ btch ¼ 1; Imsc ¼ 0=0:01;
Iepi ¼ Ifib ¼ 0:01; Kmi ¼ 0:01; Ket ¼ 0:1; Kmn ¼ Kmt ¼ Kti ¼ Kct ¼ 1;
Avc ¼ 0:9; Avg ¼ 1:5; Tinf ¼ 0:05; Ro ¼ 10; h ¼ 4; p ¼ 1; Nepi;0 ¼ 0=1;
Rl0 ¼ 7:02; Rc0 ¼ 7:5 :

9>>>>>>=
>>>>>>;
ð44Þ

The parameter values that could not be obtained directly from published data were
estimated using a heuristic approach. For example based on typical cell division
rates of the order 1 day�1 the proliferation rate parameters for all cells i.e.
dmac; bmsc etc. were all taken to be unity. Because ECM has a slower turnover rate
than cells the ECM production/degradation rate parameters, dcol; dgch and dgag;

were taken to be 1-2 orders of magnitude smaller. Further, the rate of turnover of
cells inside the trachea was assumed to be dominated by cell proliferation, initiated
by a relatively small rate of cell infiltration, hence the values of the flux parameter,
I�; for all cells was set to 0.01. The parameter values Kmi ¼ 0:01 and Ket ¼ 0:1 in
the equations for the macrophages and EPCs were chosen to give strong bistable
behaviour in the submodel for inflammation arising from the interaction between
these two cell types. Similarly the value dchn ¼ 10 was chosen to strengthen the
deleterious effect of TNF-a on chondrogenesis. The parameter values Avc ¼ 0:9
and Avg ¼ 1:5 were selected to give realistic amounts of stenosis [26] at the end of
the simulations.

In the absence of further available information the values of the other param-
eters were set to unity. It must be emphasised that the parameter values listed in
Eq. (44) are tentative and further work is required to identify the values with more
precision.

4 Numerical Methods

The approach for solving Eqs. (30–43) numerically was to first split each variable
defined over the full radial extent of the trachea i.e. the MSCs, IL-10, TGF-b1 and
TNF-a; into two new variables defined exclusively within the submucosa and
cartilage. Then the transformations
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x ¼ r � RlðtÞ
RcðtÞ � RlðtÞ

; for Rl� r�Rc; ð45Þ

x ¼ r � Ro

RcðtÞ � Ro
; for Rc� r�Ro; ð46Þ

were used to map the moving intervals RlðtÞ� r�RcðtÞ and RcðtÞ� r�Ro to the
single fixed interval 0� x� 1: This made the equations amenable to the NAG
routine d03ph which solves two-point boundary value problems comprising
systems of parabolic-elliptic partial differential equations coupled to systems of
ODEs.

The substitution (45) transforms the non-dimensional version of Eqs. (4) and
(40), appropriate for the variables defined within the submucosa, into

ou

ot
¼ � 1

rðx; tÞ
o

ox

rðx; tÞ
Rc � Rl

�
uvþ Jr �

�
_Rl þ xð _Rc � _RlÞ

�
u
�� �

þ sðx; tÞu
Rc � Rl

þ 2
h

Iuðrðx; tÞ;�h=2; tÞ þ f ðu; rðx; tÞ; tÞ;
ð47Þ

1
rðx; tÞ

o

ox

rðx; tÞv
Rc � Rl

� �
¼H Avcdcolð1þ

Ctgf

Kct

� CcolÞNfib

� �
; ð48Þ

where,

Jr ¼ �
Du

Rc � Rl

ou

ox
; ð49Þ

rðx; tÞ ¼ Rl þ ðRc � RlÞx; ð50Þ

sðx; tÞ ¼ � _RlðRc � RlÞ � ð _Rc � _RlÞðRl þ 2ðRc � RlÞxÞ; ð51Þ

and the dots over the variables Rc and Rl represents the time derivative. Similar
equations hold for the variables defined within the cartilage (which are omitted
here for brevity). Continuity of the values of u and the flux of u were applied at
x ¼ 1 (the boundary corresponding to r ¼ Rc) to the variables defined in the
submucosa and cartilage for the same species.

The transformed equations corresponding to Eqs. (30) and (32–39) and the
ODEs (31) and (41) were solved numerically using the NAG routine d03ph. A
spatial domain with 40 grid points was used because it was found there was no
significant change in the solution values when a finer grid was employed. At each
time step v was approximated by solving Eq. (48), with the condition vðRoÞ ¼ 0;
as a matrix equation obtained using a first-order approximation for the derivative.

For the results of simulations shown in Fig. 4b the average chondrocyte density
and average GAG concentration were calculated using the formula

424 G. Lemon et al.



uavðtÞ ¼
2

Ro þ RcðtÞ

Z 1

0
rðx; tÞuðrðx; tÞ; tÞ dx; ð52Þ

which was evaluated at each time point in the simulations using Simpson’s rule.

5 Results

The model equations, defined by Eqs. (30–41) with boundary conditions given by
(42) and initial conditions by (43), were solved numerically using the methods
described in Sect. 4 with the parameter values listed in Sect. 3.6. To compare
different types of therapies, simulations were performed with or without the intra-
operative application of MSCs, and with or without preseeding of the tracheal
lining with EPCs. Simulations were carried out up to t ¼ 60 days, consistent with
typical post-operative recovery and monitoring time frames [26]. The main
objective is to compare how these different seeding strategies perform with regard
to minimising the amount of stenosis and regenerating the cartilage of the trachea,
since these are the major determinants of the long term viability of the implant.

Figure 3 shows how the densities of the cells and the concentrations of ECM
and cytokines at various times vary radially through the trachea, for the case of
application of MSCs only and without seeding of the lumenal surface with EPCs.
Spatial profiles are given at t ¼ 0 (curves with triangles), at t ¼ 5 days (curves
with crosses) and at t ¼ 60 days (curves with circles) after implantation of the
trachea. At t ¼ 0 there are no cells present inside the trachea, only collagen and
GAGs being present. By 5 days after implantation macrophages have fully infil-
trated the submucosa invoking inflammation by secreting large amounts of TGF-
b1 and TNF-a through the full radial cross section of the trachea. At this time the
concentration of IL-10 and the densities of MSCs and chondrocytes remain low.
However by t ¼ 60 days, MSCs have infiltrated right the way through the cartilage
ring, regenerating the chondrocytes, and have migrated into the submucosa where
they inhibit macrophage activity by secreting IL-10. This reduces the levels of
TGF-b1 and TNF-a thereby resolving the inflammation. The continued secretion
of small amounts of TGF-b1 and TNF-a by the small population of residual
macrophages supports the presence of a small number of MSCs at large times.

Figure 4a shows the time courses of the density of EPCs on the lumenal surface
for different seeding strategies. In the case where only MSCs are applied to the
trachea (see also Fig. 3) there are initially no EPCs present on the lumenal surface
but EPCs slowly infiltrate axially from the edges of the graft. However, EPC
proliferation is inhibited during the inflammation because of the high concentra-
tion of TGF-b1: Through the down regulation of TGF-b1 secretion once the MSCs
invade the submucosa, reepithelization of the trachea can occur, as indicated by
the solid curve in Fig. 4a. Without application of MSCs to the trachea the
epithelial lining fails to regenerate (dashed curve). In the case where EPCs
are preseeded onto the lumenal surface and MSCs are applied to the outer surface
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(dotted-dashed curve), the IL-10 secreted by the EPCs contributes to the
suppression of inflammation and the integrity of the epithelial layer remains intact
at large time.

In fact the amount of IL-10 secreted by the confluent epithelium is sufficient to
damp down inflammation in the model even without exogenous application of
MSCs. A small insult to the epithelium in this case will result in a brief transient
influx of macrophages analogous to a wound healing response. However results of
simulations shows that there is a threshold seeding density of EPCs (	 20 %
confluent) below which the amount of secreted IL-10 is insufficient to suppress
inflammation. This accords with experiments that show stenosis can be induced by
severely damaging the tracheal lining [53]. However the EPC seeding density
required to prevent inflammation occurring need not be very high as suggested by
observations of tissue-engineered trachea regeneration that show small islands of
mucosa forming 72 h after implantation [P. Macchiarini, private communication].
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Fig. 3 Spatial profiles of the densities and concentrations of the different species participating in
the regeneration of the trachea (note the use of the different vertical axes scalings). Results are
shown for seeding of the trachea with MSCs but without seeding with EPCs. Initially, at t ¼ 0;
there are no cells present inside the trachea (curves with triangles). At the intermediate time,
t ¼ 5 days (curves with crosses), cells have infiltrated and the trachea is in a state of
inflammation. By the final time, t ¼ 60 days (curves with circles), the inflammation has been
resolved. The vertical dotted lines and dashed lines indicate respectively the initial and final
radial positions of the lumenal surface and the inner radius of the cartilage ring

426 G. Lemon et al.



This threshold effect of the EPC seeding density is caused by a bistable
behaviour in the model resulting from the mutual inhibition between EPCs and
macrophages through the action of TGF-b1 and IL-10. Interestingly, Fig. 4a shows
a short transient downturn in EPC density after about t ¼ 30 days due to the
secretion of TGF-b1 by the proliferating chondrocytes. This demonstrates a dual
role for TGF-b1 in mediating a pro-inflammatory response in the submucosa but
enhancing regeneration of the cartilage through stimulating MSC proliferation and
differentiation into chondrocytes. This accords with results of in vitro studies that
show that the proximity of chondrocytes can suppress proliferation of EPCs [30].

The model demonstrates that inflammation within the submucosa will also be
detrimental to cartilage regeneration. Figure 4b shows the time course of the
average density of chondrocytes and GAGs in the cartilage ring for the cases
where MSCs are applied and the trachea is seeded, or not seeded, with EPCs. The
quantities shown were calculated using (52) with u substituted with Nchnor Cgag: In
the case where there is no preseeding with EPCs the plateauing of the chondrocyte
density is delayed and more degradation of GAGs occurs because the TNF-a
secreted by the macrophages induces apoptosis of the chondrocytes. If the
parameter values in the model are such that inflammation is too severe, e.g. an
excessive number of macrophages leading to high Ctnf levels, or the chondrocytes
are very sensitive to Ctnf i.e. dchn 
 10 in (15), chondrogenesis will be blocked
and the GAGs completely degraded.

Figure 5 depicts axial cross sections of the trachea showing how the radii of the
tracheal lumen and the inner surface of the cartilage ring vary with time for
the different seeding methods. Given in Table 1 are the corresponding values of
the degree of stenosis of the trachea, defined as the percentage decrease in lumenal
radius, 60 days after implantation i.e. ðRl;0 � Rlð60ÞÞ=Rl;0 � 100 %: In the cases
where MSCs are not applied to the trachea, shown in Fig. 5a and c, stenosis is
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Fig. 4 Graphs showing the time courses of a the density of epithelial cells lining the tracheal
lumen, and b the average density of chondrocytes and GAGs within the cartilage ring, calculated
using Eq. (52). Results are shown for different combinations of cell seeding: in the legend of each
graph a ‘+’ means the indicated cell type is used in seeding, a ‘-’ means that it is not. In b the
curves with circles indicates GAGs, those without circles are chondrocytes
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more severe ( [ 30 %) because no chondrogenesis occurs hence GAG degradation
proceeds unabated. In these cases the implant is unstable i.e. the lumenal radius
becomes progressively smaller without levelling out. However when MSCs are
applied, as depicted in Fig. 5b and d, the chondrocytes, which differentiate from
the MSCs, are able to maintain the cartilage and halt the degradation of the GAGs,
resulting in stable implants with smaller amounts of stenosis (\20 %). Where
there is no seeding of the trachea with EPCs, shown in Fig. 5 a and b, inflam-
mation occurs, resulting in thickening of the submucosa. In the case of (a) this
process is unstable i.e. the thickening is continual whereas in (b) once the
inflammation has been resolved with the aid of the MSCs the thickness of the
submucosa approaches a constant value. Similar observations were reported for
experiments of tissue-engineered tracheas implanted into pigs [26], where the
outcome was superior when the tracheas were preseeded with MSC-derived
chondrocytes (assuming these cells to contain residual MSCs) and the best results
were obtained when the tracheas were also preseeded with EPCs. The model
results also agree qualitatively agree with the results of experiments of decellu-
larised tracheas implanted into dogs [54] where it was shown that the intraoper-
ative application of MSCs or bone marrow aspirate reduced the amount of stenosis
and, in accordance with Fig. 4a, increased the rate of reepithelisation.

Stenosis in the model is a result of dilation of tissue elements arising from
excess secretion of collagen and degradation of GAGs. The increasing width of the
tissue domain causes a dilution of the cell and ECM densities (this dilution effect
appears explicitly as the second term on the right-hand side of (47), where sðx; tÞ is
negative when high rates of stenosis occur). In the submucosa this dilution locally
clears space in the tissue for new cells and ECM to be deposited. Depending on the
degree of inflammation this can bring about a positive feedback effect leading to
continual expansion of the domain. Dynamical stability analysis techniques can
reveal conditions on the parameter values for which this positive feedback arises.
In the simulations a key parameter controlling stability in the model was found to
be Avc; this being the constant of proportionality relating the rate of dilation of the
submucosa to the net rate of production of collagen. It was found that with all other
parameters held constant there was a threshold value of Avc below which the
dilution was too small to stimulate a sufficient rate of tissue growth to sustain the
positive feedback effect. An increase in the value of Avc above the threshold would
relate to aberrant morphological changes in the ECM which are associated with
fibrosis [18].

In living tissue in the absence of an epithelial lining, inflammation and stenosis
may also be brought about by residual immune cell activity resulting from con-
tamination and infection via the tracheal lumen [26]. Fibrotic growth may also be
contributed to by EPCs transforming into myofibroblasts as a result of EMT or by
differentiation of MSCs, effects that are not considered in the present model.
Indeed EMT may explain why the poorest outcomes reported in [26] were for
seeding with EPCs and without MSC-derived chondrocytes; chronic inflammation
may be causing the transformation of epithelial cells to those with a fibroblastic
phenotype that contributes to fibrosis.
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6 Discussion

This chapter describes the application of mathematical modelling techniques to the
study of regeneration of a tissue-engineered trachea in situ. A mathematical model
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Fig. 5 Graphs showing how the radial cross section of the trachea changes with time during
regeneration, for different cell seeding strategies. The grey region is the cartilage ring where the
lighter shading indicates the presence of GAGs and the darker shading reveals its absence. The
pink region below the cartilage is the submucosa. The dark red colouring indicates the presence
of epithelial cells. In the title of each graph a ‘+’ means the indicated cell type is used in seeding,
a ‘-’ means that it is not

Table 1 The final amounts of stenosis of the trachea for the results shown in Fig. 5, these being
the percentage decrease in the radius of the tracheal lumen over the 60 days simulation time i.e.
ðRl;0 � Rlð60ÞÞ=Rl;0 � 100 %: Results are shown for various seeding combinations: a ‘U’ means
the indicated cell type is used in the seeding, a ‘�’ means that it is not

Cell seeding Stenosis

EPCs MSCs (%)

� � 67
U � 33
� U 19
U U 11
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is presented, in the form of a set of coupled partial differential equations (PDEs), to
describe how the densities of the different types of cells and the concentrations of
ECM and cytokines vary in space and time through the trachea as regeneration
proceeds. The model results demonstrate that stenosis of the implant is minimised
when the lining of the lumen of the trachea is seeded with EPCs and MSCs are
applied to the external surface, as compared to when either or both of these cells
are excluded (see Fig. 5 and Table 1). This strategy works because the EPCs and
MSCs synergistically damp down the inflammation that causes excess secretion of
collagen in the submucosa resulting in stenosis, and the MSCs regenerate the
chondrocytes so as to maintain the GAGs in the cartilage thereby preventing
airway stenosis due to malacia.

The modelling results accord qualitatively with observed experimental out-
comes but in view of the many simplifying steps taken in the modelling, to what
extent does the model reflect the processes of tracheal regeneration as they occur
in living tissue? Some of the mechanisms crucial to the regeneration of the trachea,
particularly the revascularisation, have been excluded. Such an omission means
that the model cannot be used to provide a complete prognosis. Instead the model
is concerned with the processes of inflammation, particularly how inflammation in
the submucosa affects the regeneration of the cartilage and how chondrogenesis
and MSC infiltration affect inflammation in the submucosa. However the inflam-
matory cytokines included in the model (IL-10, TGF-b1 and TNF-a) are only a
few of those that form part of the highly complicated signalling network governing
inflammation of epithelial tissues.

As is typically the case with complex biological systems, there is an incomplete
knowledge of the biology underlying the mechanisms contributing to the regen-
eration process. This is particularly the case with understanding what factors
determine the differentiation fate of MSCs. Although an extensive knowledge has
been built up in recent years of the different chemical and mechanical signals that
guide MSC migration and their differentiation into chondrocytes, the complete
picture is still unclear. Yet such knowledge is key to harnessing effectively the
power of MSCs for regenerative medicine, and its absence is a barrier to devel-
oping effective mathematical models. The advantage of using donor trachea rather
than an artificial matrix is that the former is a more natural environment for
guiding the migration of the MSCs into the cartilage ring and for encouraging
them to differentiate into chondrocytes. This motivated the simplified approach
taken in the modelling whereby MSCs were assumed to differentiate directly into
chondrocytes within the cartilage but not within the submucosa. An extension of
the model could be to allow MSCs in the submucosa to differentiate into myofi-
broblasts where they could potentially have a pro-fibrotic effect [16, 72].

The complex and incomplete knowledge of the biology of tracheal regeneration
warranted extensive use of such simplifications to keep the number of equations
and parameters in the model to a tractable level. The guiding principle was to use
the smallest possible set of tissue components that could be assembled to form a
realistic model. This represents a top-down approach to the biomedical modelling
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rather than a more complete systems biology approach that would seek to include
as much information about cells and signalling pathways as possible.

A simple radial geometry was chosen to represent the trachea which simplified
the description of the transport of species axially. This allowed a 1D formulation to
be used thereby reducing the amount of computational effort required to solve the
model equations. If a less simplified geometry were used, for example if the
posterior wall were to be taken into account by solving the equations on a domain
comprising a 2D ring segment (see Fig. 1b), this would give a more realistic
description of how a real trachea changes shape under stenosis. However because
the model is purely local the mechanisms that give rise to stenosis do not depend
critically on the overall extent of the deformation of the trachea. Hence more
emphasis has been given in the modelling to the interactions between the different
types of cells and cytokines rather than to the details of the tracheal geometry.

For tractability many aspects of the biological mechanisms were given highly
simplified descriptions in the modelling. For example the complex processes of
homing and migration of macrophages, EPCs and fibroblasts into the trachea from
the host tissue was not modelled in detail. Instead their influx was assumed to
occur at a constant rate characterised by the parameters Imac; Iepi and Ifib: Also
consideration was not given to the complex mechanisms of interconversion of
TGF-b1 between an inactive form bound to the ECM and an active soluble form
diffusing throughout the domain [35] and only consideration was given to a small
number of specific effects of TGF-b1 on cells pertinent to its inflammatory role.
The ability to devise a model that is tractable numerically and analytically, but is
also realistic from a biologist’s perspective is a key skill of a mathematical
modeller.

Continuum modelling approaches to describe cell migration and proliferation
such as the reaction-diffusion formulation used in this chapter have been much
used in biomedical modelling applications; for other examples see [9, 69]. Such
formulations have the advantage over individual-based models of being relatively
economical to solve computationally. In some cases these models are also ana-
lytically tractable and so mathematical techniques can be used for analysing their
solutions. For example because of the mutually antagonistic effects of TGF-b1
(pro inflammatory) and IL-10 (anti inflammatory) in the model, a hysteresis effect
arises whereby steady states corresponding to inflamed tissue and healthy tissue
can occur for the same values of the model parameters but arise from the use of
different seeding conditions. Bifurcation and stability analysis of the equilibrium
solutions of the model could yield precise conditions on parameters and initial
seeding densities that gives rise to inflammation and stenosis, and in principle be
used to guide therapeutic strategies. Relating the bifurcation structure of the
solutions of a model to aberrant and normal states in real tissue is a useful concept
in biomedical modelling.

It is important to note that the continuum modelling approach adopted in this
chapter is essentially a phenomenological description of what is on the spatial
scale of individual cells a very complex process. For example, implicit in the
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diffusion term that models migration of MSCs within the cartilage [in the first term
of the right-hand side of Eq. (9)] is a process which involves proteolysis of GAGs
by the MSCs so as to clear a path for migration through the ECM [91]. The fact
that such mechanisms are not modelled in detail does not necessarily invalidate the
use of a continuum modelling approach, though the determination of parameter
values should come from in vivo measurements taken at the tissue scale e.g. the
thickness of the trachea wall, rather than at the scale of individual cells e.g.
motility coefficients derived from in vitro cell migration assays. Much current
research in mathematical biology concerns trying to develop continuum models
that sensibly link microscopic cell behaviour to macroscopic tissue growth char-
acteristics; however, at present this requires the use of unrealistically simple
models of individual cells.

The alternative is to model cells as discrete entities and perform simulations
involving large numbers of such cells, such as in the model used by our group to
study the growth of blood vessels into porous biomaterials [42]. The complexity of
cell migration within the fully 3D tracheal tissue geometry, especially when
consideration is also given to angiogenesis, suggests that the modelling of tracheal
regeneration would benefit from applying individual-based modelling techniques
to complement the PDE methods adopted here. Indeed the current trend in bio-
medical modelling, boosted by the increasing speed and power of computers, is
towards making progressively more detailed and sophisticated multiscale models
that can link sub-cellular processes to the outcomes at the level of a whole
organism [33]. The trend is in part motivated by the desire to create mathematical
and computational models that can represent real tissue faithfully enough to be
effective for the development of new drugs and therapies. This in silico revolution
[21] is spurred on by the establishment of modelling projects involving large
multi-disciplinary and cross-institutional collaborations between specialist
researchers [77]. Such projects make extensive use of systems biology approaches,
which allows models to be obtained formally from existing information contained
in databases. Mathematical and computational modelling for tracheal tissue
engineering could benefit from the use of such techniques and collaborations in the
future.

Although individual-based modelling approaches are appealing, continuum
models also have an important role to play in biomedical modelling because they
can allow a deeper understanding of the underlying dynamics of a system than is
possible by performing numerical simulations alone. The study of continuum
models also forms an important interdisciplinary link between traditional areas of
mathematics and biology, thereby stimulating research in both areas, and helps
scientists to relate similar phenomena in disparate fields. These motivations form a
core philosophy of mathematical biology. Alan Turing’s model for diffusion-dri-
ven instability [74] is compelling because it can explain biological pattern for-
mation in diverse areas including embryology and ecology. His genius established
general principles of what gives rise to patterning in tissues; identifying the precise
mechanisms in specific cases came later [48].
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To the extent that the mathematical model presented in this chapter does
encapsulate the main mechanisms guiding tracheal regeneration, a major difficulty
is how to determine the values of the model parameters as they pertain to real
tissue. Justification for the choice of some of the parameter values listed in (44)
was given but others were chosen on an ad hoc basis to demonstrate typical
characteristics of the model solutions. Further work needs to be done, using expert
knowledge and experimental measurements, to obtain more reliable values for the
parameters. If the amount of experimental data available is limited then this will
place restrictions on parameter identifiability for such complicated models [64]. In
any case, it may be impractical and unethical to obtain parameter values from
direct measurements of real tracheal tissue. An alternative is to use in vitro models
[52, 59]. Thus in the example of the need to determine the mobility of MSCs
within the cartilage, quantified by the parameter Dmsc in the model, new in vitro
experiments could be made of MSCs invading cartilage, the results of which could
have much more general significance to the understanding of cartilage regenera-
tion. Just as biology stimulates research in mathematics, the need to quantify key
elements in the mathematical model properly can motivate new and insightful
biological experiments.

A challenging aspect of developing mathematical models for use in tissue
engineering is the need to account for the mechanical stresses that occur within
growing tissues. This problem has stimulated previous work that our group has
carried out on modelling of tissue growth into porous biomaterials, that takes into
account the forces generated between cells and their surroundings [46], and the
forces acting on membranes of tissue that grows from host tissue into scaffolds
[44]. An interesting aspect of mathematical modelling of tracheal regeneration is
the need to link inflammation and changes in ECM to stenosis, this corresponding
to an increase in the size of the domain of the model. This was done in the present
case by formulating the model equations as a moving boundary problem, with the
dilation of tissue elements being related to the rate of ECM secretion and degra-
dation [see Sect. 3.2 and Eq. (24)]. This approach may have applicability to other
biological modelling problems, since the mechanisms that regulate the extent of
tissue boundaries in an organism are fundamental to the understanding of tissue
development and disease.

The work carried out by our group represents only a small step forward in
developing of mathematical modelling of tissue-engineered tracheal regeneration.
The model currently has limitations to its suitability for guiding the development
of therapies, and further work must be done to overcome these limitations. The
present model is better suited for generating hypotheses for how regeneration
works, identifying key processes that require further elucidation, and finding ways
forward towards developing more complex and realistic models. This chapter has
highlighted an important use for mathematical models: they can allow knowledge
of different biological mechanisms to be integrated within a single theoretical
framework, thereby allowing an understanding of how these mechanisms interact
within real tissue. Modelling results can yield interesting and unexpected phe-
nomena which can suggest possible explanations for experimental outcomes and
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can flag possible problems with proposed therapies. An example from the present
study is the deleterious effects that the TGF-b1 produced within the cartilage may
have on the epithelium (Fig. 4b). This result suggests not to use excessive amounts
of exogenous TGF-b1 in an attempt to boost the regeneration of the cartilage.
Also, to the extent that TNF-a is responsible for inhibiting chondrogenesis in the
trachea, this would suggest using drugs to specifically target the pathways involved
in the production of TNF-a:

To summarise, this chapter has demonstrated the potentially important role that
mathematical modelling has for tissue engineering of whole organs using stem
cells. As the knowledge of the biology underlying regenerative processes
improves, particularly with regards to stem cell biology, the effectiveness of
mathematical models should develop in parallel. The ultimate goal should be to
develop realistic mathematical and computational models that can accurately
predict the time course of regeneration and be useful for developing new therapies,
thereby contributing directly to improving the prognoses of patients. But even in
their nascent form, mathematical models have an important role to play in the
formulating of medical hypotheses and in contributing to the development of new
modelling approaches to biomedicine.
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