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On the Use of Stochastic Complexity in Spectral 
Analysis of Radial Velocity Data 
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Abstract. The periodogram and its variants have been extensively used in the past 
for estimating the power spectral density. In this book chapter, we consider the 
case when the measurements are not equidistantly spaced on the time-axis, and we 
focus on testing the significance of the periodogram peaks. Because it is known 
that the standard tests of hypothesis testing are not suitable for this problem, we 
propose the use of Stochastic Complexity (SC). The performance of SC is 
evaluated in comparison with the Bayesian Information Criterion (BIC), which 
has been employed in the previous literature to solve the same problem. The 
numerical experiments on radial velocity measurements demonstrate that SC 
compares favorably with BIC. 

Keywords: periodogram, Bayesian Information Criterion, Stochastic Complexity, 
radial velocity data, extrasolar planet. 

1   Introduction 

The history of using a periodogram for spectrum estimation can be traced back to 
1900 when it was introduced by Schuster [1]. A modified form of it, the so-called 
Lomb-Scargle periodogram [2,3], is considered to be more suitable for the case 
when the real-valued measurements are not equidistantly spaced on the time-axis. 
It is well-known that the two previously mentioned forms of the periodogram have 
limited resolution capabilities due to the width of the main beam of the spectral 
window. Additionally, spurious peaks can occur due to the sidelobes of the 
spectral window [1]. Various improvements have been proposed to limit the 
effects of these drawbacks. For example, in [4] was introduced Real-valued 
Iterative Adaptive Approach (RIAA) which can be interpreted as an iteratively 
weighted periodogram. For an overview of the existing methods, we refer to [5]. 

It is important to remark that, up to now, most of the research effort was 
focused on estimating the power spectral density, whereas the problem of testing 
the significance of the periodogram peaks was less investigated. In [4], it was 



2 V. Forsell and C.D. Giurcăneanu
 

noticed that the use of RIAA in combination with the Bayesian Information 
Criterion - BIC [6] does not produce good results. This is because the idealizing 
assumptions made in the derivation of BIC do not hold in practice. The solution 
adopted in [4] was to heuristically modify the expression of BIC. In [7], the 
method from [4] was further developed as follows: (i) instead of the real-valued 
algorithm (RIAA), its complex-valued variant (IAA) was employed; (ii) IAA 
estimates were refined by applying a relaxation maximum likelihood algorithm - 
RELAX [8]; (iii) the significance of the spectral peaks was tested with a carefully 
designed Generalized Likelihood Ratio Test (GLRT). Hence, the modified BIC 
was not employed albeit some heuristics were still involved. 

In this book chapter, we focus on the use of Stochastic Complexity (SC) for 
estimating the number of sinusoidal terms. Our choice is mainly determined by the 
fact that SC has already been proven to be successful in many practical 
applications. Some recent examples can be found in [9,10]. In the case of the 
problem addressed here, the major difficulty is the computation of SC [11]. It was 
already shown in [12] that, for sinusoidal regression models, the only practical 
approach is the one which evaluates SC with the method from [13]. The key point 
is that the penalty term within the SC formula involves the determinant of the 
Fisher Information Matrix (FIM). Depending on the considered assumptions, FIM 
can be given by three different formulas [12,14]. However, the irregular sampling 
pattern makes the problem more complicated than the one from [12,14], where the 
discussion was restricted to the case of uniformly sampled measurements. 

The interest for the spectral analysis of irregularly sampled data is not purely 
theoretical, but it is motivated by various applications from astronomy, seismology, 
paleoclimatology, genomics and laser Doppler velocimetry (see [5] for a 
comprehensive list of references). In the experimental part of this book chapter, we 
will focus on the analysis of radial velocity data.  

The rest of the book chapter is organized as follows. Section 2 is devoted to the 
motivation of the work. In Section 3, we present two methods for estimating the 
spectrum of non-uniformly sampled data. The first one corresponds to the Least 
Squares (LS) solution, while the second one is obtained by applying the RIAA 
algorithm. Section 4 describes the BIC and SC criteria. The settings for our 
experiments are outlined in Section 5. Then, in Section 6, we investigate the 
estimation capabilities of various methods by conducting experiments on radial 
velocity data. Section 7 concludes the work. 

2   Motivation of the Work 

One of the most active research areas in astrophysics concerns the detection of 
planets located outside the Solar System. For obvious reasons, they are called 
extrasolar planets, or shortly exoplanets. To gain more insight, we resort to some 
statistics which are available in [15]. 

In this context, we mention that, by March 2012, the astronomers have 
confirmed the detection of more than 750 exoplanets. However, the number of 
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discoveries has increased significantly during the recent years: In 2010, more than 
100 exoplanets have been discovered, whereas before 2006 no more than 50 
exoplanets were detected in the same year. 

Another interesting aspect is related to the detection methods. It seems that the 
most commonly employed technique is based on the analysis of the radial velocity 
data. The key idea is that an exoplanet orbiting a star could make the observed 
radial velocity of the star to oscillate within a certain range. Since the variations of 
the radial velocity cause Doppler shifts in the light emitted by the star, one might 
detect the exoplanet (or the exoplanets) revolving the star by analyzing the 
spectrum of the measured Doppler displacements.  

In theory, this was well-known as early as 1952 [16], but only the recent 
advances in spectrometer technology and observational techniques have allowed 
the astrophysicists to use the radial velocity data for discovering new exoplanets. 
In practical applications, there are some limitations, and this makes the radial 
velocity data to be measured at non-uniformly spaced time intervals.  

For the sake of concreteness, we will next consider the case of the three super-
Earths orbiting HD40307, and which have been discovered in 2008. They are 
more massive than the Earth, and this is why they are dubbed ``super-Earths´´. 
However, they are less massive than Uranus and Neptune, which are about 15 
Earth masses [17]. 

 
Example (Planetary System HD40307). The astronomers from the European 
Southern Observatory (ESO)  have used the High Accuracy Radial velocity Planet 
Searcher (HARPS) spectrograph which is attached to the La Silla telescope (in 
Chile) to observe the star HD40307 for about five years. The total number of the 
obtained measurements was 135. After discarding the observations deemed to be 
unreliable, a subset of 129 measurements recorded during about 878 days has been 
retained for further processing [17]. The retained measurements are publicly 
available in [18], and they are also plotted in Fig.1. Remark in Fig. 1 (a) the non-
uniform sampling pattern that limits the application of the customary spectral 
analysis methods [1].  We discuss in the following sections how this difficulty can 
be circumvented.  

3   Estimating the Power Spectral Density 

Assume that the real-valued measurements ), … , ) are available and they 
have been recorded at the moments , … , , which are not equidistantly spaced 
on the time-axis. Additionally, we have ∑ ) 0 . With the convention that 
the operator ·)  denotes transposition, we take the vector of observations to be   ) )  .  
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Fig. 1. Measurements for the planetary system HD40307: (a) The sampling pattern – the 
distance between two consecutive bars represents the sampling interval; (b) The radial 
velocity data after the mean value was subtracted from the measurements. 

We define a uniform grid on the frequency axis such that its step size is given by Δ . Let  denote the number of grid points needed to cover the frequency interval 0, . If for ∈  ,  denotes the largest integer less than or equal to , then /Δ . We will discuss later how Δ  and  can be selected. 
Let Δ  be an arbitrary point on the frequency grid defined above. 

Here, we discuss two different estimators for the power spectrum at frequency . 
The first one corresponds to the LS solution, while the second one is obtained by 
applying the RIAA algorithm. The presentation of the estimation procedures 
follows closely [4]. We need the supplementary notations: cos ) cos )  ,  sin ) sin )  ,  

.  

The LS solution finds the vector of linear parameters 

                                                    (1) 

minimizing  , where ·  denotes the Euclidean norm. Hence, we get 

                                           )  ,    (2) 

for which the corresponding power spectral estimate is given by  

                                               ) )  .   (3) 
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The estimate  from (2) is also used to initialize the RIAA algorithm. More 
precisely, it is re-denoted  to emphasize that it is the output of the RIAA 
iteration indexed by 0. Then, for each iteration indexed by 0,1,2, … , two 
computation steps are performed. First, the matrix  is calculated with formula: ∑  ,  
where  is a 2 2 diagonal matrix whose non-zero entries equal /2. 
Second, the improved estimates of the linear parameters are computed as follows:  ,  
where k ∈ 1, … , K . The iterative process is stopped when a certain convergence 
criterion is satisfied. Conventionally, the estimates obtained at convergence are 
denoted by . Similar to (3), the RIAA periodogram is given by ) )  , k ∈ 1, … , K  .   
To illustrate the performance of both LS and RIAA, we use the dataset recorded 
for the star HD40307. We will discuss how to select the significant peaks of the 
spectra estimated by the LS and RIAA methods in Section 4.  
 
Example (cont.). The velocity data from Fig. 1 (b) are used to compute the LS 

periodogram and the RIAA periodogram. In our settings,  , Δ  , 

and the number of iterations for the RIAA algorithm is 20. The estimated spectra 
are plotted in Fig. 2, where we have adopted the same convention as in the 
previous literature by changing the unit in the time domain from “day” to 
“second”. In Fig. 2, it is evident that RIAA is superior to LS, in the sense that  
 

 

Fig. 2. Spectral estimates for the planetary system HD40307 obtained by using the 
measurements plotted in Fig. 1 (b). The LS periodogram is presented in the left panel, while 
the RIAA periodogram is presented in the right panel. In both panels, the estimated spectra 
are represented with solid lines and the circles show the positions of the true frequencies.  
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RIAA separates better the dominant peaks from the spurious ones. Remark also 
that the dominant peaks are located in positions which almost coincide with the 
true frequencies that correspond to the orbital cycles of the three super-Earths, 
namely 4.3, 9.6 and 20.5 days.       

4   Testing the Significance of the Periodogram Peaks 

It was already pointed out in [4] that the standard tests of hypothesis testing are 
not suitable for this problem, and Stoica et al. proposed the following application 
of the BIC. Let ), … , ) denote the values taken by either the LS or the 
RIAA periodogram at the points of the frequency grid. For simplicity, we use the 
notation  instead of ) for all k ∈ 1, … , K . Additionally, we consider a 
permutation of the indexes such that the associated periodogram values are 
ordered decreasingly: 

) ) ) .  
For an arbitrary  M ∈ 1, … , K , the residual sum of squares has the expression: 

                                     ∑ ) )  ,    (4) 

where ) stands for the LS estimate ) or the RIAA estimate ). The 
definition above is extended also for 0 by taking . The 
optimum number of sinusoids ( ) is chosen as follows: arg min , , ,… ) , where ) ln ln  .  
In the classical formula of BIC, the value of  is five (see [19] and the references 
therein). However, some ad-hoc modifications were proposed in [4] such that  is 
one in the case when the parameters are estimated with the LS formula from (2). 
Moreover, it is recommended in [4] to choose 4 when the RIAA algorithm is 
applied.   

We propose to estimate the number of sinusoids by applying the SC criterion 
which was derived in [12] by relying on the results from [13]. To this end, we 
operate the following change of variables. If  and  are the linear parameters 
from (1), then we define: arctan ⁄ ) and cos⁄ . To solve 
the problem of phase ambiguity, we take ∈ , ) and 0. Hence, the 
parameters of the -th sine-wave are . 

The selection rule which we want to apply involves the determinant of the 
block-diagonal FIM (see [12] and the references therein): 

, ) ))
)) )  , where ) ) ,  
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 ) ),  ,  / 0 00 / 00 0 /  ,  

), ) 1/ ) 0 00 1/3 1/20 1/2 1  ,  
)  .  

In the equations above, the index  satisfies the double inequality 1 . 
More importantly, it is assumed that, besides the  sinusoidal components with 
frequencies ), … , ), the data  contain Gaussian noise whose variance is 
denoted by . Additionally, )  )/ 2 ) is the local signal-to-noise ratio 
for the -th sine-wave. 

The estimates for the entries of  can be obtained straightforwardly. Let  be 
the vector obtained by replacing the entries of  with their estimated values. It is 
worth mentioning that ̌ /  , where  has been defined in (4). Then 
SC is computed with the formula: ) ln ln , / ∑ ln  .  
Obviously, the optimum value of  is the one which minimizes the expression 
above. 

5   Settings for the Numerical Examples 

A common feature for all the datasets is the highly irregular sampling pattern, 
which poses troubles when one wants to choose the value of  in order to 
define the frequency grid. In the previous literature [4, 20], it is recommended to 
select  by relying on the properties of the spectral window ) |∑ exp )|  ,  
where j √ 1 . As the maximum value of , which equals , is reached for 0,  can be taken to be the smallest positive frequency  that satisfies 
the condition 2 ) . Because we observed experimentally that such an 
approach leads to values of  which are too large, we decided to choose 

.  
However, the estimation results obtained when  should be interpreted 

with caution.  In our experiments, we have considered datasets for which the 
existing knowledge guarantees that    is a reasonable choice. We have 
found at least one case when we noticed that it is more appropriate to choose a  
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larger value for . This was the 86-samples dataset measured for the 
HD41004 AB system [21]. We do not plan to discuss here the estimation results 
obtained with this dataset, because HD41004 AB is truly peculiar in the sense that 
it is a visual double system. Its analysis should be based on the extended set of 
measurements, and not on the original dataset of 86 samples (see for example 
[22]).     

Another important parameter of the tested algorithms is Δ . Typically, Δ  is 
chosen to be ten times smaller than 2π)/ ) [4]. Remark that the smaller is Δ , the larger is the computational burden, especially in the case of RIAA 
algorithm. By considering the values of the difference  for the 
measurements used in experiments, we have chosen Δ  to be 2π)/10 .  

We also mention that, in our experimental settings, the number of iterations for 
the RIAA algorithm equals 20. 

The obtained results are presented in Section 6. 

6   Experimental Results 

We illustrate the application of the algorithms described in the previous sections 
by using radial velocity measurements that are publicly available. Their complete 
description can be found in the astrophysics literature. Because of the limited 
typographic space, we do not provide details for each dataset, but the references 
where the interested reader can find the full information are indicated in Table 1. 
In each case, we outline in the same table the number of available measurements 
( ), as well as the difference (in days) between the last and the first sampling 
times ( ). 

Given that the number of observations for a dataset is , estimating the number 

of sinusoids reduces to selecting from the set 0,1, … , min 10,  the value 

which minimizes either the BIC or the SC criterion. Table 1 shows the estimation 
results and, for ease of comparison, the true number of sinusoids ( ). A complete 
analysis would require a careful consideration of the background knowledge from 
the astrophysics literature. However, we restrict the discussion to the performance 
of the tested algorithms.  

Notice that for 1, the use of the RIAA periodogram does not produce 
results which are superior to those obtained with the LS periodogram. This is not 
surprising because, in the case of a single sinusoidal signal in white Gaussian 
noise, the LS estimate coincides with the maximum likelihood estimate [4].  
It is also interesting to observe that the combination LS+BIC has a slight tendency 
to overestimate the number of sine-waves when 1. This suggests that the 
value of one which was empirically chosen for  is too small. On the contrary, 
LS+SC does not overestimate, but fails to detect the presence of the sinusoid for 
the dataset HD210277. 

When 2, the application of RIAA is clearly beneficial in the sense that  
is correctly estimated by SC and also by the two variants of BIC. The only 
exception is the overestimation produced for GI176 by RIAA+BIC when 4.  
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A similar behavior of RIAA+BIC can be observed also for HD40307 which, in 
our experiments, is the only dataset with M 3 . The results obtained for GI176 
and HD40307 show that, in some cases, the ad-hoc selection of 4 does not 
penalize enough.  

Recall that, in the previous sections, we have analyzed more carefully the case 
of the planetary system HD40307.  Because of the limited space, we cannot 
perform a similar analysis for all datasets, and we restrict our investigation to the 
accuracy of the frequencies estimated when the number of sine-waves is chosen 
correctly. The estimation errors are shown in Table 2 for all the cases considered 
in Table 1, with the exception of HD187123 for which there is a slight ambiguity 
concerning one of the two frequencies involved [23, 24]. The results presented in 
Table 2 confirm that the estimations are reasonably good. 

Table 1. Number of sine-waves estimated by BIC and SC when they are applied to the 
outcomes of the LS and RIAA algorithms. The column “Reference” points out the sources 
where the complete information on the datasets can be found. In each case,  is the sample 
size and  is the difference between the last and the first sampling times ( ). The 
estimated value of  is written in bold if it coincides with the true , underlined in the 
case of underestimation, and overlined in the case of overestimation. 

Estimated  

LS RIAA 

BIC SC BIC BIC SC 

Dataset References  Δ   
1 4  5 

HD195019 [25] 19 2239.9 1 1 1 1 1 1 

BD170063 [26] 26 1760.2 1 1 1 1 1 1 

HD23596 [27] 39 1856.9 1 1 1 1 1 1 

HD73267 [26] 39 1586.7 1 1 1 1 1 1 

HD50554 [27] 41 1951.7 1 1 1 1 1 1 

HD139357 [28] 49 1286.6 1 1 1 1 1 1 

HD145377 [26] 64 1106.1 1 1 1 1 1 1 

HD217014 [23] 153 3277.0 1 2 1 1 1 1 

HD192263 [29] 181 1237.7 1 1 1 2 1 1 

HD179949 [25] 17 2844.2 1 1 1 2 0 1 

HD117176 [23] 35 2625.9 1 2 1 1 0 1 
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Table 1. (continued) 

HD131664 [26] 41 1462.9 1 1 1 2 2 1 

42DRACONIS [28] 45 1208.9 1 1 1 3 1 3 

HD162020 [30] 46 842.8 1 1 1 2 2 2 

HD153950 [26] 49 1791.3 1 1 1 2 2 2 

HD80606b [31] 67 2805.2 1 1 1 2 2 2 

HD141937 [30] 81 881.7 1 1 1 5 5 4 

HD209458 [23] 187 1883.8 1 1 1 3 3 3 

HD210277 [25, 32] 21 2396.3 1 1 0 0 0 0 

HD106252 [27] 40 2242.8 1 2 1 0 0 0 

HD20868 [26] 48 1705.2 1 2 1 4 4 4 

HD190228 [27] 51 1945.7 1 2 1 2 2 2 

Gl176 [33] 57 1442.0 2 2 2 3 2 2 

HD45364 [34] 58 1582.8 2 2 1 2 2 2 

GJ674 [35] 32 824.8 2 1 1 2 2 2 

HD187123 [23, 24] 57 1801.1 2 1 1 2 2 2 

HD40307 [18] 129 877.7 3 3 3 4  3 3 

Table 2. Errors in estimating the frequencies when the number of sine-waves is correctly 
selected.  The true frequencies are calculated based on the orbital cycle values which are 
taken from the astrophysics literature. The symbol ``-´´ is used when the number of sine-
waves is either underestimated or overestimated. 

Error (Hz)

LS RIAA 

BIC SC BIC BIC SC 

Data Set
Orbital Cycles 

(Days) 
Frequency 

(Hz) 1 4 5 
HD195019 18.2008 0.0549 0.001 0.001 0.001 0.001 0.001 

BD170063 655.6 0.0015 0.001 0.001 0.001 0.001 0.001 

HD23596 1565 0.0006 0.001 0.001 0.001 0.001 0.001 
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Table 2. (continued) 

HD73267 1260 0.0008 0.001 0.001 0.001 0.001 0.001 

HD50554 1293 0.0008 0.001 0.001 0.001 0.001 0.001 

HD139357 1125.7 0.0009 0.001 0.001 0.001 0.001 0.001 

HD145377 103.95 0.0096 0.001 0.001 0.001 0.001 0.001 

HD217014 4.23077 0.2364 - 0.034 0.034 0.034 0.034 

HD192263 24.348 0.0411 
-

0.001
-

0.001 - 
-

0.001 
-

0.001 

HD179949 3.09250 0.3234 
-

0.296
-

0.296 - - 
-

0.296 

HD117176 116.689 0.0086 - 0.020 0.020 - 0.020 

HD131664 1951 0.0005 0.001 0.001 - - 0.001 

42DRACONIS 479.1 0.0021 
-

0.001
-

0.001 - 
-

0.001 - 

HD162020 8.428198 0.1186 0.001 0.001 - - - 

HD153950 499.4 0.0020 
-

0.001
-

0.001 - - - 

HD80606b 111.436 0.0090 0.020 0.020 - - - 

HD141937 653.22 0.0015 0.003 0.003 - - - 

HD209458 3.5246 0.2837 0.001 0.001 - - - 

HD210277 442.1 0.0023 0.050 - - - - 

HD106252 1600 0.0006 - 0.002 - - - 

HD20868 380.85 0.0026 - 0.010 - - - 

HD190228 1146 0.0009 - 0.001 - - - 

Gl176 40 0.0250 0.000 0.000 - 0.000 0.000 

8.7836 0.1138 0.001 0.001 - 0.001 0.001 

HD45364 342.85 0.0029 0.001 - 0.001 0.001 0.001 

226.93 0.0044 0.029 - 0.029 0.029 0.029 

GJ674 34.8467 0.0287 - - 0.001 0.001 0.001 

4.6938 0.2130 - - 
-

0.001
-

0.001 
-

0.001 

HD40307 20.46 0.0489 0.001 0.001 - 0.001 0.001 

9.620 0.1040 0.001 0.001 - 0.001 0.001 

4.3115 0.2319 0.001 0.001 - 0.001 0.001 
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7   Conclusion 

The experiments conducted on real life data have shown that SC is superior to 
BIC, especially because SC does not involve any empirical tuning of the penalty 
term. It remains to investigate more theoretically the capabilities of SC in solving 
the estimation problem which was addressed by this book chapter. 
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Abstract. The hybrid automata modelling framework for hybrid systems can de-
scribe a continuous time system receiving a switching control. A piecewise  
constant signal generator can also be described as a timed hybrid automaton. A 
special situation, frequent in automotive control, occurs when a continuous time 
system with intrinsic hybrid nature receives, in open loop, a switching input. The 
switching input has a determinant role, but the hybrid behaviour reflects also the 
structure of the controlled system. Starting from the classic formalism of  
autonomous and timed automata, this paper proposes the concept of hierarchy of 
two automata, as a model describing the interaction of a second order oscillating 
system with a switching signal generator. The hierarchy reflects the fundamental 
cause of oscillations.  

Keywords: hybrid automaton, differential equation, switched input, hybrid time 
set.  

1   Introduction 

Hybrid systems, combining event-driven with time driven dynamics, have emerged 
in the past two decades as an important and complex tool for both behaviour analy-
sis and design of systems in various areas, from the study of cell biology [1] to air 
craft management [2] and behavioural models [3]. 

Unlike the classic continuous systems, dominated by the differential equations 
formalism, there is no unique or central modelling framework describing hybrid 
systems. 

According to [4], modelling languages for hybrid systems have to be descriptive 
- i.e. to have a modelling capability -, composable - i.e. to allow building larger 
models consisting of simpler components - and abstractable - i.e. to allow design 
problems for composite models to be refined to design problems for individual 
components. Several modelling languages for hybrid systems have been developed 
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in the literature, which play more emphasis on different aspects, depending on the 
applications and problems they are designed to address. Examples are the mixed 
logic-dynamic (MLD) framework [5] for embedded control systems [6], the hybrid 
supervision approach [7], inspired from control systems or Hytech [8], dedicated 
mainly to verification tasks and inspired from computer science. 

Hybrid automata are a fairly rich general modelling tool, in terms of descriptive 
power and they appear in the literature in various forms [9], [10], [11], [12]. They 
represent dynamical systems that describe the evolution in time of the valuations of 
a set of discrete and continuous variables. The most frequently encountered hybrid 
automata models are autonomous, i.e. with no inputs and no outputs and therefore 
they are not suited for the study of composition and abstraction properties. 

However, depending on the research focus, some authors have proposed hybrid 
automata models that include the interaction with the external environment: ex-
amples are the model introduced, for specific control purposes, in [10], or the hy-
brid input-output automata in [13], which permits the description of closed loop 
control systems, with hybrid plant and hybrid controller. These models have a 
more descriptive power and they are more complex. 

Hybrid automata, as abstractions of systems based on phased operations, in-
volve both continuous “flows”, determined by local differential equations and dis-
crete “jumps” determined by a directed graph. The jumps are determined by the 
continuous state evolution leaving a specified region, which is associated, as state 
invariance domain, to the local differential law. Hence classic autonomous hybrid 
automata can capture either autonomous switched systems, or closed loop control 
systems with switching control law. 

A special situation occurs when an external switched signal is injected, in open 
loop, as control input of a continuous system, thus forcing the system to “jump”; 
in this case, the controlled system gets a hybrid nature due to the switching input, 
and the discrete transitions can be modelled by including a clock into the continu-
ous dynamics. A more complicated case arises when, additionally, the continuous 
system has itself an intrinsic hybrid nature, which “comes to life” at each switch-
ing of the input signal. This can arise, for example, when testing, with piecewise-
constant input signals, special classes of automotive systems, which already  
contain nonlinear switching components, like the clutch in the structure of an 
automobile power train [14]; the resulting model is a piecewise affine linear model 
[15], [16], [17] with piecewise-constant open loop inputs. In such a complex hy-
brid system, the difficulty comes from the fact that the “jumps” of the input signal 
differ from the “jumps” due to the intrinsic hybrid nature of the plant, but the first 
ones play a determinant role. 

For the description of this class of complex hybrid systems, this paper proposes 
a hierarchy of two hybrid autonomous automata, with a dominant, higher priority 
timed hybrid automaton [18], describing the dynamics of the input signal and in-
corporating a controlled, lower priority hybrid automaton, which represents the 
plant with intrinsic hybrid nature [19]. The model can be extended, for the case of 
continuous systems with intrinsic hybrid nature and vector-valued inputs, to a 
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multilevel hierarchy of hybrid incorporated automata, each one, except the last 
one, with an associated clock, managing the vector valued switching signal. This 
approach is different from the analysis presented in [20], which focuses on the 
bridge between hybrid automata and piecewise affine models, with emphasis on 
the model uncertainty associated to hybrid automata transitions. 

The paper is structured as follows. In section 2 a review of the hybrid automata 
models is presented. In section 3 is introduced the concept of hierarchy of two hy-
brid automata, composed of a second order system with piecewise constant input 
signal, followed by concluding remarks. 

2   The Hybrid Automata Model - A Review 

2.1   A Reminder of the Branicky Classification of Hybrid  
Systems 

In the classification proposed by Branicky [21], [22], the hybrid behaviour is born 
by adding discrete phenomena to continuous dynamics. Recall that a continuous 
system is usually modelled by an ordinary differential equation (ODE) 

))(()( txftx = , (1)

where Xtx ∈)(  is the state vector at time R∈t , nX R⊆  is the state space and 

TXXf →:  is a vector field. The existence and uniqueness of the solution are 

assumed. Traditionally, a solution of (1) is a differentiable function 
Xtt →ϕ ),(: 21  satisfying ))(()( tft ϕ=ϕ , ),( 21 ttt ∈∀ , and )(⋅ϕ  satisfies the 

initial condition 0x  at R∈0t  if 201 ttt <<  and 00 )( xt =ϕ  [23]. However, in 

ODE modelling physical systems dynamics one considers frequently solutions 
over closed finite intervals, XTt →ϕ ],[: 0 , 0>T , differentiable over ),( 0 Tt  

and right and left differentiable in 0t  and T, respectively [24]. 

In order to introduce the discrete phenomena, which drive to hybrid behaviour, 
the continuous dynamics is modelled by the ODE 

)(tx ξ= , 0≥t , (2)

where )(⋅x  is the continuous part of the hybrid state and the vector field )(⋅ξ  is 

assumed to depend on x, on the eventual continuous control u and on the discrete 
phenomena. 

The classification of Branicky considers four types of discrete phenomena: 
 

• autonomous switching, where the vector field ξ changes discontinuously, when 
the state x hits a boundary or enters a region in the state space; 

• autonomous jumps, where the state x changes discontinuously; 
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• controlled switching, where a control u switches the vector field ξ discontinu-
ously and 

• controlled jumps, where a control u changes the state x discontinuously. 
 
The first two situations occur, generally, when the state x hits a boundary or enters 
a region in the state space, in a free evolution. 

2.2   Autonomous Hybrid Automata - A Classic Example 

The definition below is presented, with slightly different notations and nuances, in 
[12], [4], [25] and [26]. The presentation is detailed for a clarity concerning the 
model introduced in next section. 
 
Definition 1. An autonomous hybrid automaton is a collection 

),,,,,,,( RGEDInitfXQH = , where 

• },,{ 21 qqQ =  is a set of discrete states; 

• nX R=  is a set of continuous states; 
• TXXQf →×⋅⋅ :),(  is a family of vector fields; 

• XQInit ×⊆  is a set of initial states; 

• XQD 2:)( →⋅  is a domain application; 

• QQE ×⊆  is a set of edges; 

• XEG 2:)( →⋅  is a guard condition; 

• XXER 2:),( →×⋅⋅  is a reset map. 

A state of H is XQxq ×∈),(  and X2  is the power set of X. Also, it is assumed 

that for all Qq ∈ , ),( ⋅qf  is Lipschitz continuous, for all Ee ∈ , ∅≠)(eG  and 

for all )(eGx ∈ , ∅≠),( xeR . The domain application is called also invariant, in 

the computer science literature. 
Autonomous hybrid automata define possible evolutions of their states ex-

pressed as hybrid trajectories. Starting from an initial value Initxq ∈),( 00 , the 

continuous state evolves according to the state equation ),( 0 xqfx = , 0)0( xx = , 

and the discrete state q remains constant at 0q , as long as )()( 0qDtx ∈ . If at 

some point the continuous state x reaches the guard XqqG ⊆),( 10  at some edge 

Eqq ∈),( 10 , a discrete transition can take place and the discrete state may change 

value to 1q . At the same time, the continuous state gets reset to some value 

XxqqR ⊆),,( 10 . After this discrete transition, continuous evolution resumes and 

the whole process is repeated. This is reflected as an execution of the autonomous 
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hybrid automaton, which is a hybrid trajectory obeying to restrictions imposed by 
the system, i.e. accepted by the system. This can be formalized as follows. 
 
Definition 2. A hybrid time set is a finite or infinite sequence of intervals 

N
kkI 0}{ ==τ , s.t. ],[ '

kkkI ττ=  for all k,  ],[ '
NNNI ττ= , if ∞<N  

or ),[ '
NNNI ττ=  if ∞=N , and 1

'
+τ=τ≤τ kkk , for all k. 

Hence '
kτ  and 1+τk , Nk < , correspond to the time instants just before and 

just after some instantaneous discrete transition of the hybrid system takes place, 

respectively. If '
kk τ=τ , then multiple transitions take place one after the other. 

Denote },,2,1{ N>=τ< , if ∞<N , and },2,1{ >=τ< , if ∞=N . The in-

teger variable >τ∈<k  plays the role of the logical time variable, which orders 
the transitions. 
 
Definition 3. A hybrid trajectory ),,( xqτ  consists of a hybrid time set 

N
kkI 0}{ ==τ  and two sequences of functions N

kkq 0)}({ =⋅=q  and N
kkx 0)}({ =⋅=x , 

QIq kk →⋅ :)(  and XIx kk →⋅ :)( . 

 
Definition 4. An execution of a hybrid automaton H is a hybrid trajectory 

),,( xqτ  satisfying the conditions: 

1. initial state: Initxq ∈ττ ))(),(( 0000 , 

2. discrete evolution: for all Nk \>τ∈< , Eqqe kkkkk ∈ττ= +++ ))(),(( 11
'

1 , 

)()( 1
'

+∈τ kkk eGx  and ))(,())( '
111 kkkkk xeRx τ∈τ +++  and 

3. continuous evolution: for all >τ∈<k  with '
kk τ<τ , 

• QIq kk →⋅ :)(  is constant over kI , i.e. )()( kkk qtq τ= , for all kIt ∈ ,  

• XIx kk →⋅ :)(  is the solution on kI  of the differential equation 

))(),(()( txqftx kkkk τ= τ , with initial condition )( kkx τ , and 

• for all ),[ '
kkt ττ∈ , ))(()( tqDt kk ∈x . 

For simplicity, it can be assumed that 00 =τ . In context, it is convenient to think 

the guard )(eG  as enabling a discrete transition Ee ∈  - the execution may take 

a discrete transition Ee ∈  from a state x as long as )(eGx ∈ - and one may think 

)(qD  as forcing discrete transitions - the execution must take a transition if the 

state is about to leave the domain [4]. Also, unlike continuous systems, an 
autonomous hybrid automaton can accept multiple executions from some initial 
state ))(),(( 0000 ττ xq , which is a feature of hybrid systems, related to nondeter-

minsm and uncertainty.  



20 V.E. Oltean, R. Dobrescu, and D. Popescu
 

Given an execution ),,( xqτ  of a hybrid automaton H, the discrete trajectory 

of H is  ),(,),(),( 1100 kkqqq τττ=ω  and, depending on N and on the struc-

ture of H, it may be finite, infinite, periodic. Also, given any τ∈kI  with 

'
kk τ<τ , )()( kkk xtx τ= θθτ+ τ d))(),((

t

kk
k

xqf , kIt ∈∀ . Hence, it is possible 

that )()( 1+τ≠τ kkkk xx , and the model captures also the case of continuous state 

jumps, as defined in the Branicky classification: for any >τ∈<k , the continuous 

state of H evolves as )(⋅kx , for all ),( '
kkt ττ∈  and at 1

'
+τ=τ= kkt  it instantly 

switches according to )()( 11
'

++ ττ kkkk xx  . 

It is convenient to represent hybrid automata as directed graphs ),( EQ , with 

the vertices of the graph corresponding to the discrete states and the set of edges 
E. Each vertex Qq ∈  has an associated set of continuous initial states 

}),(|{ InitxqXx ∈∈ , a vector field TXXqf →⋅ :),(  and a domain XqD ⊆)( . 

An edge Eqq ∈)',(  starts at Qq ∈  and ends at Qq ∈' . With each edge 

Eqq ∈)',(  is associated a guard, XqqG ⊆)',(  and a reset function 
XXqqR 2:),',( →⋅ . 

The example below, classic in the literature [25], [27], is simple but relevant. 

Example 1. The two tank system in Fig.1a consists of two tanks containing water. 
Both tanks are leaking at a constant rate. Water is added to the system at a con-
stant rate through a hose, which at any time moment is dedicated either to one tank 
or to the other. It is assumed that the hose can switch between tanks instantane-
ously. 1x  and 2x  denote the water level and 1v  and 2v  are the (constant) wa-

ter flows out of tank 1 and 2, respectively. w is the (constant) input flow. Assume 
that 11 )0( rx ≥ , 22 )0( rx > . The control task is to keep the water levels 1x  and 

2x  above the limits 1r  and 2r , respectively, by an adequate switching policy. A 

solution is to switch the inflow w to tank 1, whenever 11 rx ≤ , and to tank 2, 

whenever 22 rx ≤ . The hybrid autonomous automaton defining the control sys-

tem is represented in Fig.1b and is defined as follows: 

• },{ 21 qqQ =  the set of discrete states, inflow going left or right, respectively; 

• 2R=X  and the continuous state vector is Txxx ][ 21= ; 

• ,][),( 211
Tvvwxqf −−= Tvwvxqf ][),( 212 −−= ; 

• }}|{},{{ 2211
2

21 rxrxxqqInit >∧>∈×= R

}}|{}{{ 2211
2

1 rxrxxq >∧≥∈×∪ R }}|{}{{ 2211
2

2 rxrxxq ≥∧>∈×∪ R ; 

• }|{)( 22
2

1 rxxqD ≥∈= R , }|{)( 11
2

2 rxxqD ≥∈= R ; 

• )},(),,{( 1221 qqqqE = ; 
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• }|{),( 22
2

21 rxxqqG ≤∈= R , }|{),( 11
2

12 rxxqqG ≤∈= R ; 

• }{),,(),,( 1221 xxqqRxqqR == , i.e. the continuous state is unchanged by a 

discrete transition. 

A simulated evolution of the hybrid system is depicted in Fig.2. The hybrid time 

set is ]}5.3,3[],3,2[],2,0{[=τ  and the discrete evolution is 121 qqq=ωτ . 

3 Switching Inputs and Oscillating Systems - A Hierarchy  
of Two Automata 

The concept of hierarchy of two hybrid automata is introduced next through an 
example. 

3.1   The Components of the Hierarchy 

Consider a second order continuous system defined by 

uyyy =+ξ+  2 , )1,0(∈ξ , (3)

where R→Iu : , R⊆I , is a control signal. Consider also a choice if state vari-

ables yx =1 , yx =2  and the state vector Txxx ][ 21= . Denote 2
1 R=X  the 

state space, R⊆1U  the set of control values and R⊆1Y  the set of output val-

ues. The model (3) can be written in the form 

),( uxfx = , )(xgy = , (4)

with 111: TXUXf →× , Tuxxxuxf ]2;[),( 212 +ξ−−=  and 11: YXg → , 

1)( xxg = . For constant input values )0()( 1xutu ≠= , for any It ∈  - for exam-

ple generated as step functions - the output y in (3) and (4) oscillates around a sta-
tionary value utyt =∞→ )(lim .  
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Fig. 1. a) The water tank system; b) the associated hybrid automaton 
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Fig. 2. Simulated evolution of the two water tanks hybrid system in Fig. 1: discrete trajec-
tory (up) and continuous trajectory (down); 021 == rr , 5.021 == vv , 75.0=w , 

1)0( qq = , Tx ]10[)0( =   

This oscillating behaviour can be modelled by the hybrid automaton in Fig.3,  
denoted ),,,,,,,,( 1111111111 RGEDInitfUXQH = , with: 

 
• },{ 12111 qqQ =  the set of discrete states, 1x  below and above the stationary 

value u , respectively; 

• 2
1 R=X  as above with 121 ][ Xxxx T ∈= ; 

• }{1 R∈= uU , the set of constant input values; 

• TXUXQf →××⋅⋅⋅ 1111 :),,( , ),(),,(),,( 12111 uxfuxqfuxqf == ; 

• 1112111 },{ UXqqInit ××= ; 

• }|{)( 2
2

111 uxxqD ≤∈= R , }|{)( 2
2

121 uxxqD ≥∈= R ; 

• )},(),,{( 111212111 qqqqE = ; 

• }{),,(),,( 1112112111 xxqqRxqqR == , i.e. the continuous state is unchanged by 

a discrete transition and this is not represented in Fig. 3. 
 

Consider a generator of a the piecewise constant signal R→∞),0[:u , 









≥
<≤
<≤

=

23

212

11

,

,

0,

)(

ttu

tttu

ttu

tu , (5)

and assume that 01 =u , 22 =u , 13 =u , 101 =t , 302 =t .  
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The signal generator can be modelled as a hybrid automaton denoted 
),,,,,,,,,( 00000000000 RGEDInitgfUXQH =  (Fig. 4) with: 

 
• },,{ 0302010 qqqQ =  the set of discrete states, each one associated to a time in-

terval in (5); 
• R=0X , the state is 0Xxc ∈ ; 

• },,{ 3210 uuuU = , the set of constant output values; 

• 000 :),( TXXf →⋅⋅ ,  1),(),(),( 030020010 === ccc xqfxqfxqf ; 

• 000 : UQg → , ii uqg =)( 00 , 3:1=i , the output function ; 

• }{}{ 10010 uXqInit ××= ; 

• }|{)( 1010 txxqD cc ≤∈= R , }|{)( 12020 ttxxqD cc −≤∈= R ,

}|{)( 12030 ttxxqD cc −≥∈= R ; 

• )},(),,{( 030202010 qqqqE = ; 

• }{),( 102010 txxqqG cc >∈= |R , }{),( 1203020 ttxxqqG cc −>∈= |R ; 

• }0{),,(),,( 0302002010 == cc xqqRxqqR , i.e. after each transition the clock 

variable is reset. 
 

The system (3)-(4) with the input signal (5) evolves, from the origin for 5.0=ξ  

as in Fig.5 and for 25.0=ξ  as in Fig.6, respectively. Both simulation examples 

show that there are two distinct sequences of transitions:  
 
1. one sequence corresponds to the switching input signal (5);  
2. the other one corresponds to the internal oscillations of the second order  

system, with a frequency depending, between two consecutive switching  
inputs, not on the value of the input signal but on the damping parameter ξ .  
 

However, in the controlled system evolution, the switching of the input is the pri-
mal cause of the system oscillations, so there is a causal hierarchy: the hybrid 
automaton 0H  resides at a “higher level” compared to 1H . The problem is how 

to describe this hierarchy formally. 
 

 

Fig. 3. The hybrid automaton 1H , associated to the oscillating system (3)-(4) 
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Fig. 4. The hybrid automaton modelling the time-driven signal generator (5); for simplicity, 
the notation of the output function )(0 ⋅g  replaced with the symbol u of the continuous 

time input signal in (3)-(4) 

3.2   The Hierarchy 

Two modelling sub-problems arise in the description of the hierarchy: 1) how to 
describe the communication between 0H  and 1H ?; 2) how to specify the hybrid 

time set of the global hierarchical system ? An approach to the first sub-problem is 
discussed below.  

Denote )),(),(( 11 utxtqH  the hybrid automaton 1H  with a particular initiali-

zation 11 )),(),(( Initutxtq ∈  at some time instant R∈t . It is obvious that, in 

open loop, the information flows in a single direction, from the higher priority 
automaton 0H  to 1H , by a change of initial conditions imposed to the control 

value u, and this is the answer to the first modelling sub-problem. 
 

 
Fig. 5. Simulated execution with discrete evolution (up) and continuous evolution (down) 
of the hierarchical hybrid automaton 10 HH × : in (3)-(4), 5.0=ξ  and the simulation time 
is 50=T  
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Fig. 6. Simulated execution with discrete evolution (up) and continuous evolution (down) 
of the hierarchical hybrid automaton 10 HH × : in (3)-(4), 25.0=ξ  and the simulation 

time is 50=T  

To formalize this, consider firstly the hybrid time set associated to the  
automaton 0H , 

},,{ 0
2

0
1

0
0

0 III=τ , (6)

where 

]10,0[],[ 10
0
0 ≡= ttI , ]30,10[],[ 21

0
1 ≡= ttI , ),30[],[ 32

0
1 ∞≡= ttI . (7)

Consider the hierarchy composed of 0H  and 1H  as an object 

))(,,()( 1010 initHinitHHH =× , where: 

 
• 0H  is the hybrid automaton describing the signal generator (5), 

• 0110: UXQQinit ××→ , ))(),(),(( 0010 iiii qgttqq x , ,3:1=i  is the ini-

tialization function, associating the discrete higher level states to the initializa-
tion of the automaton 1H  and 

• )(1 initH  is the automaton 1H  with initial values specified by the function 

init. 
 

The states of 0H  become macro-states and within each macro-state the lower 

level automation 1H  evolves with an associated initialization. Denote 

1010 ),( QQqq ji ×∈  a discrete state of the hierarchical model )( 10 HH × . A 

graphical representation of )( 10 HH ×  is proposed in Fig. 7. 



26 V.E. Oltean, R. Dobrescu, and D. Popescu
 

 

Fig. 7. The hierarchical hybrid automaton )( 10 HH ×  modelling the system (3)-(4) with 
the time-driven input signal (5) 

3.3   Hybrid Time Set of the Hierarchical System 

In the sequel, as an introductory discussion concerning the second mentioned 
modeling sub-problem is proposed, based on intuitive simulation examples.  

Consider the hybrid time set associated to the automaton 1H , 

N
kkI 0

11 }{ ==τ , with ],[ '1
kkkI ττ= , (8)

and denote the hybrid time set of )( 10 HH ×  by 

10
0

1010 }{ ×
=

×× =τ N
iiI , with ],[ '10

iiiI ττ=× . (9)

To answer the second modelling sub-problem, compare firstly the evolutions de-
picted in Fig. 5 and in Fig. 6.  

In Fig.5, at 302 =t , in 0H  occurs a transition 0302 qq → , marked by an ar-

row, while 1H  is in the discrete state 12q . In consequence, the system 

)( 10 HH ×  will transit to a new discrete state, ),(),( 12031202 qqqq → . There-

fore, the current interval in (8), ],[ '
1 mm
mI ττ= , '

2 mm t τ<<τ  has to be split into 

two new intervals, ],[ 2tmτ  and ],[ '
2 mt τ , the logical time is incremented at 2t , 

1+mm , to keep track with the new transition and 110 +=× NN . Hence the 

hybrid time set of )( 10 HH ×  is obtained by transforming 1τ  in (8) according to: 

.}{]},{[]},{[}{}{ 1
2

'
22

1
0

110
0

11 +
+=

−
=

×
= ∪τ∪τ∪=τ=τ N

mkkmm
m
kk

N
kk IttII   (10)

This situation doesn’t occur in Fig. 6, where 110 τ=τ × . 
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Summing up, if for any }:0{ Nk ∈ , there is no it , }3:0{∈i , such that 
'
kik t τ<<τ , then 110 τ=τ × . Else, the transformation similar with (10) is applied. 

In both situations, the hybrid time set 0τ  in (6), associated to the higher hierar-

chical level, dominates the hybrid time set 1τ  in (8), associated to the lower hier-
archical level. This means that the transition moments in (8) depend on the damp-
ing factor ξ  and, if the control input switches when 1H  resides within a 

location, it forces 1H  to leave the location and to restart its evolution with the 

new assigned control value, i.e. to execute a controlled transition. Moreover, the 
switching of the input signal at 101 =t  and 302 =t  are “enabling” the oscilla-

tions and this causality motivates the hierarchical structure. 

4   Concluding Remarks 

The hybrid model, called hierarchical hybrid automaton, proposed in this paper is 
based on classic autonomous hybrid automata and timed hybrid automata models. 

The example of hierarchical hybrid automaton describes the behaviour of a 
second order system with piecewise constant input signal. The second order sys-
tem has an intrinsic hybrid nature, due to the oscillations around the stationary 
output value and can be modelled as an autonomous hybrid automaton. The 
switching input signal “injects” exogenous hybrid behaviour, modelled as a timed 
automaton with outputs. The composition of the two behaviours is analysed in 
what concerns two special aspects: the communication within the hybrid hierarchy 
and the structure of the hybrid time set.A situation similar to the one considered in 
the paper occurs in the analysis of automotive systems behaviour. For example, 
power-train models including the nonlinearities due to the clutch dynamics receive 
piecewise constant active torques as test inputs [17]. 

It is interesting to compare the example in Section 3 with the classic autono-
mous hybrid automaton in Section 2, where the plant is not intrinsically hybrid, so 
the entire hybrid behaviour is due only to the switching control input. Another dif-
ference concerns the fact that, while the system in the example in Section 3  
receives only open loop inputs, the example in Section 2 models a closed loop 
nonlinear control system. This emphasizes that the hierarchical model is different 
from the input-output automaton introduced in [13], centred on closed loop hybrid 
systems. 

One can think a hierarchy of timed automata as modelling a scheme of inputs 
with associated priorities; the order of the priorities might be represented by the 
hierarchical order. A research direction is the study of hybrid automata models of 
continuous systems with intrinsic hybrid nature composed with a multi-level  
hierarchy of timed automata. 
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Abstract. Texture classification and segmentation have been studied using various 
approaches. The mean Grey-Level Co-occurrence Matrix, introduced by the 
authors, gives statistical features relatively insensitive to rotation and translation. 
On the other hand, texture analysis based on fractals is an approach that correlates 
texture coarseness and fractal dimension. By combining the two types of features, 
the discrimination power increases. The paper introduces the notion of effective 
fractal dimension which is an adapting fractal dimension to classification of 
texture and is calculated by elimination of a constant zone which appears in all 
textured images. In the case of colour images, we proposed a classification method 
based on minimum distance between the vectors of the effective fractal dimension 
of the fundamental colour components. The experimental results to classify real 
land textured images validate that effective fractal dimension offers a grater 
discrimination of classes than typical fractal distance based on complete box 
counting algorithm.  

Keywords: texture, fractal dimension, box-counting algorithm, statistical features, 
image processing, texture classification. 

1   Introduction 

Textures in images, which are characterized by varying spatial intensity and 
colour of pixels, are useful in a variety of applications [1], [2], [3] like: 
classification of remotely sensed images, defect detection, medical image 
processing, robot/vehicle navigation, document processing, content-based image 
retrieval etc. Texture analysis has been an active research topic for more than four 
decades and has been studied by various approaches, most of which were used 
statistical methods [4], [5]: characteristics associable with grey level histogram, 
grey level image difference histogram, co-occurrence matrices and the features 
extracted from them, autocorrelation based features, power spectrum, edge density 
per unit of area etc. To develop precise techniques for analysis of textured images, 
both second order statistical features and fractal type features can be combined 
into a characteristic vector. 
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Many natural textured surfaces have a statistical quality of roughness and, 
sometimes, self-similarity at different scales. Pentland [6] demonstrated a 
correlation between texture coarseness and fractal dimension of a texture. For this 
reason, fractals were very useful in modelling texture properties in image 
processing and became popular for different applications of texture analysis. For 
example, the fractal dimension has been proven to be efficient in classifying 
natural textures [7].   

The most common algorithm to evaluate the fractal dimension is the box-
counting type [8]. It is one of the more widely used because it can be computed 
simply. For example, the classification method based on box counting algorithm 
implies a less calculus amount than the method based on the co-occurrence 
matrices. Box-counting analysis can be used to estimate the fractal dimensions of 
textured images with or without self-similarity.  

Kaplan [9] evaluates the effectiveness of other fractal type characteristics 
named Hurst parameters as features for texture classification and segmentation. 
Thus, the segmentation accuracy using generalized and standard Hurst features is 
evaluated on images of texture mosaics. Reference [10] presents an algorithm to 
estimate the Hurst exponent of fractals with arbitrary dimension, based on the 
high-dimensional generalized variance. More recently, Li [11] presents an 
efficient box-counting based method for the improvement of estimation accuracy 
of fractal dimension. A new model is proposed to assign the smallest number of 
boxes to cover the entire image at each selected scale as required, thereby yielding 
more accurate estimates. 

Because the fractal dimension is the most used fractal-type descriptor for 
texture analysis, the paper introduces and analyses some estimates of fractal 
dimensions for grey level and colour textures. Theoretical statements are validated 
by experimental results on real textured images. 

In many practical applications, it is assumed implicitly that texture analysis of 
images captured is invariant to translations, rotations or scaling [12]. Therefore 
features for texture classification, proposed bellow, will have such invariant (for 
example, the features extracted from the average co-occurrence matrix [13]). This 
paper introduces the notion of effective fractal dimension which is an adapting 
fractal dimension to classification of texture and is calculated by elimination of a 
constant zone which appears in all textured images. 

The work is organized as follows. Section 2 presents the most important 
features used in texture classification and thus segmentation: co-occurrence and 
fractal dimension type. Section 3 describes a more efficient method, based on box-
counting algorithm, to estimate fractal dimension in textured image case. Section 
4 reports some experimental results. Section 5 offers a brief conclusion. 

2   Statistic and Fractal Features in Texture Classification  
and Segmentation 

Texture segmentation and texture classification are two important problems that 
texture analysis research attempts to solve. Both require successive comparisons 
between the properties (features) of textured images. The classification process 
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can be used to segment images with different textured regions. Generally, the 
result is a coarse type of segmentation process. The segmentation fineness 
depends on the degree of partition of the initial images. If the degree of partition is 
too fine, then it is possible that the texture could disappear. Actually, for an 
application, a partition index is established taking into account the given image 
resolution and the texture fineness [13]. For example, the case study presented in 
[14] is related to a method of segmentation of the road image I1, based on multiple 
comparisons of the textured regions. In order to follow the road, the asphalt 
texture is considered as the reference texture for a classification process. The 
application goal is to identify the asphalt regions and to produce an asphalt 
localization matrix by recognition techniques. 

The most common statistical method for textured image analysis is based on 
features extracted from the Grey-Level Co-occurrence Matrix (GLCM), proposed 
by Haralick in 1973 [5]. Among these features, the most important are: contrast C, 
energy E, entropy Et, and homogeneity O. The contrast measures the coarseness 
of texture, because large values of contrast correspond to large local variation of 
the grey level. The entropy measures the degree of disorder or non-homogeneity. 
Large values of entropy correspond to uniform GLCM. The energy is a measure of 
homogeneity. The features implied in the classification process can differ from 
one application to another.  

In order to obtain GLCM-based features, relatively insensitive to rotation and 
translation, in [14] the authors introduce the notion of mean co-occurrence matrix. 
So, for each pixel we can consider (2d+1) × (2d+1) symmetric neighbourhoods, d 
= 1, 2, 3, . . . n. Inside each neighbourhood there are eight principal directions: 1, 
2, 3, 4, 5, 6, 7, 8 (corresponding to 0o, 45o,..., 315o) and we evaluate the co-
occurrence matrices Nd,k corresponding to the displacement d determined by the 
central point and the neighbourhood edge point in the k direction (k = 1, 2, ..., 8). 
For each neighbourhood type (d fixed), the mean co-occurrence matrix CMd (1) is 
calculated by averaging the eight co-occurrence matrices Nd,k (1):  

CMd = (Nd,1+Nd,2+Nd,3+Nd,4+Nd,5+Nd,6+Nd,7+Nd,8)/8,       d=1,2,...   (1)

Thus, for 3×3 neighbourhoods, d = 1, for 5×5 neighbourhoods, d = 2, and so on. 
The same features as in the normal case (without averaging and therefore 

depending on rotation and translation) can be extracted from the mean co-
occurrence matrix CMd: C, E, Et and O. Evidently, they depend on the 
displacement d. 

It can be easily observed that the addition of information about colour 
components increases the classification efficiency because the colour and 
statistical texture features have complementary roles. For colour texture 
classification, colour and texture features must be extracted separately and then 
combined in the Euclidian distance evaluation. The algorithms for the colour 
components (R, G, B or H, S, V) are the same as in the grey level case. 

In different applications for classification or segmentation, not all features have 
suitable discriminatory properties. Because texture has many different dimensions 
and characteristics there is not a single method of texture representation and 
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classification that is everywhere adequate. Therefore statistic different methods 
including grey level histograms and spatial autocorrelation functions and also 
fractal analysis techniques are often used. Although textures and fractals refer to 
different things, methods for determining characteristics of fractal can be applied 
to texture classification. 

Fractal description of textures is typically based on evaluation of fractal 
dimension and lacunarity to measure texture roughness and granularity. A multi-
resolution feature vector, based on Hurst coefficients derived from pyramidal 
images, can describes both texture roughness and granularity [15]. 

Because it is a quite simply method of calculation, the box-counting algorithm 
is the most frequently used technique to estimate the fractal dimension (FD) of an 
image. For the box counting basic algorithm, the image must be binary. The 
method consists in dividing the image successively in 4, 16, 64 etc. If (1/r) is the 
order of the dividing process on x and y axes (lattice of grid size r) and N(r) is the 
number of the same size squares covered by the object image (containing one or 
more pixels with value 1), then the box counting dimension D (2) is related to the 
number N(r) and the ratio r as follows [16]: 

( )
( )r

rN
D

r /1log

log
lim

0→
= . (2)

Usually, the fractal dimension (FD) can be obtained by plotting logN(r) for 
different values of log(1/r) and calculating the coefficient a (4) of the 
corresponding regression line (3) [17]: 

y = a x + b. (3)
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In the grey level (or monochrome) case, an average fractal dimension (AFD) is 
proposed [18]. The average is made on several fractal dimensions (5) calculated 
for binary edge-type images obtained from the original image for specified 
segmentation thresholds Tj, j = 1,2,...,k: 


=

=
k

ij
jFD

k
AFD

1 . (5)

Each threshold Tj corresponds to contour image CIj. For each image CIj, the fractal 
dimension FDj is calculated using the box-counting algorithm. Choice of 
thresholds for binarization is a delicate issue because they influence the average 
fractal dimension. Note that the graphs in Fig.1 represent the dependence between 
FD and threshold level j. Several ways (W1, W2, and W3) of choosing the 
binarization thresholds for the calculation of AFD are presented below [17]:  
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W1. All levels of monochrome image representation are taken into account (j 
between i and k, Fig. 1a).  

W2. Only grey levels with nonzero frequency in the histogram representation are 
taken into account (j between i and k, Fig. 1b). It is just an average size of the 
nonzero values of fractal dimensions. The resulting AFD is bigger than the case W1. 

W3. Only levels of grey which hold mostly original texture appearance are taken 
into account (j between i and k, Fig. 1c). It is only average of values of the plateau-
type region of the fractal dimension representation (almost constant values).   

Figure 2 shows the influence of threshold on the appearance of the texture 
edges: a) original image, b) contour image of a properly chosen threshold 
(possible in case W3), c) contour image of an incorrectly chosen threshold 
(possible in cases W1 and W2). 

The chain of primary image processing operations [13] that are necessary for 
evaluation of fractal dimension consists of:  

i) Edge detection by local median filter.  
For the special cross neighborhood (Fig.3) the relation which describes the 

function’s filter is the following (6): 

fi,j = Me {gi-1,j , gi,j-1 ,  gi,j , gi,j+1 , gi+1,j}, (6)

where gi,j is the gray level of the point (i,j) in the original image and fi,j is the filter 
output. So, the median filter does not affect the image with less than 3x3 pixels 
details. 
 

 

Fig. 1. Choice of threshold limits for j: i (minimum) and k (maximum) 

 
                            a)                      b)                      c) 

Fig. 2. Influence of the threshold on the appearance of texture 



36 D. Popescu, R. Dobrescu, and N. Angelescu
 

 
Fig. 3. Neighborhood for local median filter/ edge detection 

ii)  Conversion of monochromatic image (gray level) in binary image.      
Towards edge extraction, we propose a logical function based algorithm. First, 

the image from the median filter is gone over into binary form by a threshold 
comparison (7). The threshold T is determined by one way W1, W2 or W3 and the 
pixels of the binary image are noted by bi,j. Thus, 

Tfifb

andTfifb

jiji

jiji

=

≥=

,,

,,

,0

,,1
 . (7)

iii) Edge detection. 
The matrix representation of the binary image is analyzed in 3x3 

neighborhoods, like in the noise rejection case (Fig.3) in order to detect a “1” in 
the central position and at list a “0” in rest. The central point bi,j is replaced by 
resulting operator’s value ci,j. Adequate to the neighborhood form, for the edge 
detection algorithm, two logical function expressions are possible (7), (8): 

( )1,1,11,11,1,1,1,11,1,, +++−++−+−−−− +++++++⋅= jijijijijijijijijiji bbbbbbbbbc , (6)

( )jijijijijiji bbbbbc ,11,1,,1,, ++−− +++⋅= . (8)

The algorithm for calculating AFD, which was implemented in MATLAB, 
consists of the following steps: 
 

1. Reading and converting of the color image in 256 grey levels; 
2. Converting of the 256 grey levels image to a binary level image using a 

fixed threshold Tj; 
3. Extraction of the image contour using 3x3 neighborhoods; 
4. Computing of the fractal dimension FDj, from the contour image, applying 

the box-counting algorithm; 
5. Iteration of the steps 1-4, for j = 1,…,k; 
6. Determination of ADF from equation (5). 
 

For colour images, the process is to apply three times, for each colour component 
(R, G, B or H, S, V). The characteristics AFDR, AFDG and AFDB (or AFDH, AFDS 
and AFDV) are utilized as features in the texture classification process. 



Improvement of Statistical and Fractal Features for Texture Classification 37
 

3   Effective Fractal Dimension for Texture Description 

In the particular case of the fractal dimension evaluation by box counting 
algorithm applied to textured images, one can see that at the beginning of the 
algorithm, all the boxes contain points of the edges. This means that  
the corresponding values of the slope have the value 2. We propose to calculate 
the fractal dimension, named effective fractal dimension (EFD), similar to (4) by 
omitting the first points in the log-log representation (the points of the form (xi, 
2xi), i = 1, 2,…, m) which are present in all log-log representations of the classical 
box-counting algorithm, regardless of texture. 

The result is a modified box- counting algorithm [17], with fewer points in the 
log-log representation (n - m points). The coefficient aE (effective fractal 
dimension) of the corresponding regression line is given by (9) and obviously 
involves a smaller volume of calculation. Because the slope portions of maximum 
value (equal 2) have been removed, EFD is less than FD. Figure 4 illustrates the 
simply case corresponding to five points (O, A, B, C and D) in the log-log 
representation. FD is the slope of the regression line for the points O, A, B, C, D 
(slope OA equal to 2 and slopes OA, OB, OC, OD smaller than 2) and EFD is the 
slope of the regression line determined by A, B, C, D. We can see by inspecting 
Fig. 4 that EFD is smaller than FD. However, being strongly dependent on texture 
content, EFD has a discriminatory power higher than FD (16). 
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Fig. 4. Case illustrates EFD versus FD 

In order to exemplify the difference between EFD and FD [17], we can consider 
the log-log representation for image I4 (Fig.8). Let v the division vector (values of 
1/r) along the horizontal and the vertical coordinates, and w the corresponding 
vector of N(r) values (9): 
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v = [2    4     8   16      32     64      128       256       512] 

    w = [4  16   64  256 1024   4079  13621  30138  51816]. 
(9)

Italics represent the effective points, for which w < x2 or log2 w < 2log2 x. 
If:   

x = log2v, y = log2w, (10)

then: 

x = [0.301 0.602 0.903 1.202 1.505 1.806 2.107 2.408 2.709] 

y = [0.602 1.202 1.806 2.408 3.010 3.610 4.134 4.479 4.714]. 
(11)

Fractal dimension FD is calculated by equation (4), where n = 9, from x and y 
vectors, and the numerical result is FD = 1.781. The log-log diagram is presented 
in Fig. 5.a. 

For i = 1,2,3,4,5, one can observe that y(i) = 2x(i), i.e. the slope is 2. If we 
disregard these points, it is obtined two shorter set of points (12) x1 and y1, from 
which it is calculated  EFD. The new log-log diagram is presented in Fig.5.b. For 
EFD, the algorithm is (5), with n = 9 and m = 5. 

x1 = [1.806  2.107  2.408  2.709] 

y1 = [3.610  4.134  4.479  4.714]. 
(12)

The resulting distance EFD is less than FD:  EFD = 1.215. Also we can see by 
Fig.5 that EFD is smaller than FD. 

 

 

Fig. 5. a) Log-log diagram for FD; b) Log-log diagram for EFD 

4   Experimental Results  

The experimental results were obtained using an original software system 
developed by the authors in two integrated development environments: Visual 
C++ and Matlab. The interface is composed of three application forms available 
from the View menu: FrTex (used to extract statistical type texture features for the 
classification of textured images), Fractal (used to evaluate FD, AFD and EFD for 
textured images) and Fractal RGB (use to extract fractal type features of the 
colour components R, G and B and to classify the textures). The screen capture of 
the application Fractal RGB is presented in Fig. 6. 
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Fig. 6. Screen capture of the application (Fractal RGB) 

First we studied the influence of the threshold limits (W1, W2, and W3) on the 
calculation of fractal dimension. We considered three textured images I1, I2 and 
I3 (Fig. 7) and two ways of selecting binarization thresholds, W2 and W3. The 
resulting average fractal dimensions, AFD2 and AFD3 are presented in Table 1. 

 

 
Fig. 7. Textured images to study the efficiency of the elements of average in AFD 

Table 1. Results for AFD in cases W2 (AFD2) and W3 (AFD3) 

        
Image 

Ti ÷ Tk 

Nonzero fractal dimension 
AFD2 

 
Ti ÷ Tk 

Plateau area 
AFD3 

I1 7÷102 1,29 30÷70 1,35 

I2 14÷113 1,39 40÷60 1,54 

I3 11÷125 1,45 40÷80 1,71 
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AFD efficiency of separating classes of textures is observed by calculating the 
relative differences of fractal dimensions for images I1, I2 and I3 as shown below 
(13) – (18).  
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It can be seen that W3 is a more efficient way that W2 for choosing which FD 
values are averaged (relative differences (14), (16) and (18) are greater than 
relative differences (13), (15) and (17), respectively). 

With the purpose of showing the efficiency of EFD in colour texture 
classification, we considered the images and its contours in Fig.8: I4 - asphalt, I5 - 
grass, I6 – stone.  

Each analyzed image is decomposed in its fundamental colour: Red - R, Green 
- G, and Blue - B.  From these components we calculated the fractal dimension 
vectors [FD] (19) and [EFD] (20), where: 

[FD] = [FDR, FDG, FDB], (19)

[EFD] = [EFDR, EFDG, EFDB]. (20)

For each component, the algorithm is similar to the grey level case: (4) for FD and 
(8) for EFD. The experimental results are presented in Table 2.  

To evaluate the efficiency in texture discrimination, we calculated the 
following Euclidian distances: 

 
a) Between I1 and I2 for FD (Df (I1 , I2 )) and for EFD (Def (I1, I2 )) resulting: 

Df (I1 , I2 ) = 0,190,   Def (I1 , I2 ) = 0,295; 

b) Between I1 and I3 for FD (Df (I1, I3)) and for EFD (Def (I1, I3)), resulting: 

Df (I1 , I3 ) = 0,280,    Dif (I1 , I3 ) = 0,414. 
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Fig. 8. Test images for evaluating the efficiency of EFD in colour case 

Table 2. Fractal dimension and effective fractal dimension for colour components of the 
images I1, I2, I3 

Image Threshold 
(T) 

Fractal 
dimension 
FD 

Effective 
fractal 
dimension 
EFD 

I1 – R  160 1.781 1.215 
I1 – G 160 1.680 0.967 
I1 – B 160 1.674 0.956 
I2 – R  80 1.804 1.295 
I2 – G 80 1.745 1.369 
I2 – B 80 1.403 1.010 
I3 – R  120 1.614 1.175 
I3 – G 120 1.610 1.169 
I3 – B 120 1.608 1.172 

 
 
It can be observed that: 
 

- EFD is less than the corresponding FD,  
- The distances between two images with different textures are grater in the 

EFD case than in the FD case. Therefore, EFD offers a discriminatory 
power grater than FD. 
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5   Conclusions 

Starting from two types of features widely used in texture classification namely 
features based on co-occurrence matrices and fractal dimension, we developed 
similar features which are primarily independent of rotation and secondly more 
efficient. Average of fractal dimensions for significant binary thresholds (AFD3) 
and effective fractal dimension (EFD), which were introduced in this paper, both 
in the grey level case and also in the colour case, give good results in texture 
classification. We can observe that both improved fractal dimensions have a 
discriminatory power in texture classification greater than current fractal 
dimension, and they are easier to assess. The threshold assessment which is used 
for edge extraction constitutes a problem for the fractal dimension evaluation in 
the grey level image case. Our approach was primarily motivated by the 
requirement of simplicity in feature extraction and the underlying hardware. But, 
in spite of its computational efficiency, the regular partition scheme used by 
various box-counting methods intrinsically produces less accurate results than 
other methods. Therefore, we intend to extent the research to a novel multi-fractal 
estimation algorithm based on mathematical morphology to characterize the local 
scaling properties of textures. 
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Abstract. In this paper, a study is performed from the perspective of giving a 
methodology to analyze and predict the emergence of PIO (Pilot-Induced 
Oscillation) phenomenon. More precisely, a proper procedure of human pilot 
mathematical model synthesis in order to analyze PIO II type susceptibility of a 
VTOL-type aircraft, related with the presence of position and rate-limited 
actuator, is considered. The mathematical tools are those of LQG control synthesis 
and semi-global stability theory developed in recent works. 

Keywords: Pilot-Induced-Oscillation, Hess pilot mathematical model, position 
and rate-limited actuator, limit cycles, semi-global stabilization. 

1   Introduction 

“Pilot-Induced-Oscillation” (PIO) is a phenomenon usually due to adverse 
aircraft-pilot coupling during some tasks in which “tight closed loop control of the 
aircraft is required from the pilot, with the aircraft not responding to pilot 
commands as expected by the pilot himself” [1]. Predicting PIO is difficult and 
becomes even more difficult with the advent of new technologies such as active 
control and fly-by-wire flight control systems. According to common references 
(see, for example, [2]), PIOs are categorized depending essentially on the degree 
of nonlinearity in the event. In the category PIO II, quasi-linear oscillations result 
mainly from rate and/or position saturation of the actuator. 

Undoubtedly, to have at hand a mathematical model of pilot behavior is very 
important for deriving a PIO prognostic theory. A recent work [3] highlighted the 
main steps of deriving a complex model of human pilot, as developed by 
Davidson and Schmidt [4]. A numerical validation of the obtained model in terms 
of PIO I prognostic was performed upon the concrete case of a hovering VTOL-
type aircraft analyzed in the classical reports [5], [6], [7], [8]. 

The present paper retakes the problem of deriving the human pilot 
mathematical model from the perspective of approaching a PIO II prevention 
criterion. It is known (see [9]) that mathematical methodologies are more “rigid” 
than mathematical models. So, our intention, herein and in future works, is to treat 
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realistic presence of the position and rate saturations in the plant model, by 
adapting the semi-global stabilization theory for systems subject to input 
saturation [10]. The involved algorithm is easier to apply in the case of Hess’s 
LQG pilot mathematical model [4], [11], than in the case of Modified Optimal 
Control Model (MOCM) considered in [17], [11]. Indeed, in the approach of Hess, 
the pilot’s control task is simply the minimization of a standard quadratic 
performance index negotiating the pilot’s observations and the pilot’s commanded 
control, unlike MOCM in which a supplementary component – the pilot’s 
commanded control-rate – is added. 

This paper is organized as follows. Firstly, in Section 2, a proper model of the 
human pilot is presented, nearly following [4]. Then, in Section 3, the semi-global 
stabilization concept and a main result are shortly presented and, respectively, 
suited in order to evaluate a positive influence on the prevention of aircraft PIO II 
phenomenon in the presence of the realistic position and rate actuator saturations. 
In Section 4, some numerical simulations are presented. A conclusive Section 5 
underlines the interest of the proposed research orientation in the prominence of 
PIOs. 

2   Description of the Hess’s LQG Pilot Model Synthesis 

The aircraft dynamics is written in the form of well know invariant linear system, 
see [3] 

o y yx Ax B Ew y Cx D v y v= + δ +  = + δ + = +, :  (1)

There are some usual pilot models: optimal control model (OCM) [5], modified 
optimal control model (MOCM) [4], Hess’s LQG model, described in [17], [4], 
[11]. Herein will be used Hess’s LQG model, initially introduced as a structural 
model [12], composed of two blocks: the central nervous block and the 
neuromuscular block (Fig. 1). Both are of delay type: first is modeled by the 
transfer function 
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( τ  is the delay, pu  is the pilot’s delayed control input, cu  is the pilot’s 

commanded control) and the second is modeled by the lag block 
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Both the blocks are placed in Fig. 1 at the pilot’s output and methodologically will 
be considered as part of the plant dynamics. The two blocks, in state space form, 
are written so 

d d d d c d u d dx A x B u E v C x= + + δ =,  (4)
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The dynamics (1), (4) are then concatenated as extended plant dynamics 
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or, in matrix form 

1 0s s s s c s s s s s yx A x B u E w y C x y C x v= + + = = +, ,  (5´)

The approach of pilot modeling is based on the hypothesis that the pilot behaves 
“optimally” [5], more exactly, in the terms of the LQG paradigm, aims to 
minimize the index 

( ){ }TTEp y c cJ y Q y u ru∞= +  (6)

subject to pilot observations oy , with cost function weights 0yQ >  and 0r >  

[13]. The minimizing of the control law is obtained by application of LQG 
solution techniques to the augmented system. This leads to the full-state feedback 
relation 

1 T
c p s s su g x = r B Kx−= − −ˆ ˆ  (7)

where sx̂  is the estimate of the state sx  and K is the unique positive definite 

solution of the matrix Riccati equation 

T 1 T0 s s s sA K + KA +Q KB r B K−= −  (8)

with T
s y sQ = C Q C . The current estimate of the state is given by a Kalman filter 

( )
( ) T 1

s s s s c o

s s s s s s c y s y

x = A x +B u +F y y

A FC x +FC x +B u +Fv F = SC V−

− =

−

ˆ ˆ ˆ

ˆ ,


 (9)

The covariance matrix of the estimation error S  is the unique positive definite 
solution of the matrix Riccati equation 

T 1
10 T

s s s y sA S SA W SC V C S−= + + −  (10)

where the covariance matrix 1W  is a diagonal of covariance matrices 

( )1 diag uW W V= , . Consequently, the state space representation of the closed-loop 

system is given by  
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1

0

0

0

0

0 0
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ˆ

s s ps s s

yss s s p ss

s ys

pc s

A B gx wx E
= +

vxFC A B g FC Fx

C vy x

gu x

−       
       − −           
      

 = +      −      




 (11)

respectively 

cl cl cl cl cl cl yx = A x + E w, Y = C x v+   

s s p
cl

s s s p s

A B g
A

FC A B g FC

− 
=  

− −  
:  

00
00
ss

cl cl
p

CE
E C

gF

  =  =    −   
: , :  

(11′)

The pilot’s dynamics is represented by 

[ ]

0

0

0
0

ˆˆ

ˆ
,

s s p s ss

dd p dd

y s
d

d du

A B g FC x Fx
= + y +

xB g Ax

vF 0 x
C

E xv

− −      
      −         
    

δ =    
     




 (12)

or, in matrix form  

p p p p p p p px = A x + B y+ E v , = C xδ  (12′)

The next step of the synthesis, represented by the explicit determination of the 
matrices in (11), (12), supposes an optimization procedure for the selection of the 
tuning parameters: the noises covariance matrix nQ (see below) and r , in order 

to obtain the signal noise ratios 2 0 003
u

uV νσ = π× .  and 2 0 01
i i

y yV σ = π× . , 

which correspond to normalized control noise and normalized observation noise 
ratios assumed to be −25 dB and −20 dB, respectively [5]. It is worthy to note that 
covariance value P  of the state vector in (11), given by the Lyapunov equation  

T T 0cl cl cl n clA P PA E Q E+ + =  ( )2 2 2diag
i

n w u yQ = π× σ π× σ π×σ, ,  (13)

and the covariance of the vector [ ]TT
0 cY y u= , given by the Lyapunov 

equation 

T T
ycl cl vE YY C PC Q  = +   , ( )2diag

y i
v yQ = π×σ  0  (13′)

will be used in the scheme of fitting the Hess’s LQG type pilot model (see Section 4). 
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human mind as LQG controller 
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Fig. 1. Conceptual block diagram of the Hess human pilot dynamic model 

3   Adapting Semi-global Stabilization Theory for the System 
with Both Position and Rate Actuator Saturations 

A typical block diagram for the study of category PIO I-II is shown in Fig. 2. 
There, two basic nonlinearities, usual in flight control, are present: the position 
saturation pσ , related to control stick displacement limits (corresponding to flight 

control surface rotation limits) and the rate saturation rσ , mainly related to flow 

rate limits of the hydraulic servoactuator). In figure, specifically to the auto-
oscillation searching, 0r =  is the null reference. ( )pK s  is the mathematical 

model of the pilot, ( )y s  is the vector of displayed variables and δ  is the “ideal” 

signal elaborated by pilot, which will be realistically subjected to rate and position 
saturations 

( ) ( ) ( )
( ) ( )( )

1 1

:

p p p p p p p

p p p p

s C sI A B y C sI A E v

K s B y s E v

− −
δ = − + −

= +
 (14)

 

 

Fig. 2. Block diagram of the realistic system with position and rate saturation  
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see (12′). Thus, ( )p p rsδ = σ δ  is the effective applied control after being also 

exposed to the effect of rate limit rσ . The angular frequency Bω  is in 

connection with the time constant of the actuator, 1e Bτ = ω   

s B s Bδ + ω δ = ω δ  (15)

Actuator dynamics will be implicitly considered only if nonlinear synthesis. 

( )G s  is the model of aircraft as stated in (1) ( ) ( ) 1−= − +G s C sI A B D . In 

accordance with block diagram in Fig. 2, the system including the two saturation 
functions is  

( )( )
( )

:

rs r B rs

p rs

o y y

x Ax B Ew

y Cx D v y v

 δ = σ ω δ − δ

= + σ δ +

= + δ + = +



   (16)

Starting from [10], is easy to prove that the following family of controllers solves 
the problem of semi-global stabilization [14] as applied to the system (16)  

( ) ( )
( )

( ) ( )
( )

1

1 T 2 2

T 1 T

T 1
0

T 1
1

1

0

0

ˆ

, :

ˆ ˆ ˆ ,

d d d c d u

c s s B B rs

T
s s s s s y s

s s s s s s y

T
s s s y s

C sI A B u E v

u r B Kx

A K +KA +Q KB r B K Q C Q C

x A x F y C x F = SC V

A S SA W SC V C S

−

−

−

−

−

 δ = − +

  = − ω ε − ω ε − δ

= ε −  = ε

 = + −

= + + −


 (17)

Taking into account the presence of the noises in system, these controllers ensure 
only local stability. For conformity, usual hypotheses must work: 1) the 
stabilizability of the pair ( )s sA B, ; 2) all eigenvalues of sA are located in the 

closed left half plane; 3) the detectability of the pair ( )s sC A, . First two 

conditions define the so-called null controllabiliy [14]. For the nominal case 
2

Bε = ω , the saturation corrections are missing, the control (3), (2), (7) is 

recovered, but will result a pilot model depending on ε , therefore other than 
standard one. 

The solution (17) starts from the parameterization of the state weight matrix 

yQ  by a single parameter ( ]0, Bε ∈  γω , with a suitable 0γ >  

( )T 1 T
s s s sA K + KA KB r B K Q−− = − ε  (18)
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where ( ) ( )T
s y sQ = C Q Cε ε . The properties of the solution ( )K ε  are: 1) 

( )0lim 0K Kε→ = ε =: ; 2) there exists a constant 0α > , such that 

1 2 1 2
sK A K ≤ α/ / , with α  independent of ε . The property 2 can be easily 

proven, based on usual formulation in the literature ( )Q Iε = ε: . 

4   Numerical Simulations 

Let’s now consider the case of human pilot performing the hovering control of a 
VTOL-type aircraft [5], [6], [7], [8]. Briefly, the pilot’s task is to minimize 
longitudinal position errors while hovering in turbulent air. The approach in the 
cited references is that of ignoring in estimation/measurement of any information 
about control. In other words, the matrix D is taken as a null matrix. Our 
approach will be different. Specifically, the aircraft model and the displayed 
outputs will be modified so as to consider the state sδ , 0D ≠ and active displays 

[15], [18]. 
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0 1 0 0 0 0

0 0 1 0 0 0

i.e.0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 0 1
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h

c c

c
s

u
u

u
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x
q u y Cx Du

q
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0      

       0      
      = +  = +  0
      θ 0      θ            δ 

 (20)

The notations concern: gu − longitudinal component of the gust velocity [m/s]; 

u  − velocity perturbation hx along the x axis [m/s]; θ  − pitch attitude [rad]; 

q = θ  − pitch rate, rad/s; δ  − control stick input [m]; sδ  − actuator state 

variable [m]; uM  − speed stability parameter [rad/m/s]; qM  − pitch rate 

damping [1/sec]; Mδ  − control sensitivity [rad/sec2/m]; uX  − longitudinal drag 

parameter [1/sec]; g − gravitational constant, 9.81 [m/s2]; eτ − actuator time 

constant (0.05 sec); 
guω − white noise filter pole [rad/s]. The index (6) will be so 

recalculated 

{ }
( ){ }

( )
( )

T 2

T T T T 2

E

E 2

diag 0 1 400 0

diag 0 1 400 0 nominal case

c

p y c

y c y y c

y u

y

J y Q y u r

x C Q Cx u D Q Cx D Q D r u

Q

Q

∞

∞

= + =

+ + +

= ρ

=  −    

:

:

 (6′)

yQ is in accordance with [5], but with a new tuning parameter 
cuρ . Other 

synthesis parameters are: r = 1; 0.1sητ =  ; 0.15 sτ =  . Values for the rate 

saturation rσ  and position saturation of the actuator 

are 3 cm/s 3cm/sr− ≤ σ ≤ and 16 8 cm 16 8cmp− ≤ σ ≤. . , respectively.  

Table 1. Stability margins (dB, ◦) and vector margins (VM) versus the relaxation of the 
constraints in normalized signals ratios  

2 2/ , /y y u uV Vσ  σ  dB ◦ VM 

– 20dB, − 25dB nominal 5.77 27.6 0.4267 
    − 15dB, − 25dB  −6.7 25.6 0.4427 

− 25dB, − 25dB 3.91 22.1 0.3279 
− 20dB, − 20dB 6.35 31.1 0.4670 
− 20dB, − 30dB 5.52 25.7 0.4056 
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Fig. 3. Comparison between experimental and theoretical results, nominal case (11), 
0D =  

Table 2. Vector margin versus the tuning parameter 
cuρ  

 VM 

0.1
cuρ =   0.4357 

1
cuρ =  0.4407 

5
cuρ =  0.4597 

 
 

The scenario of numerical experiments consisted of the following steps: 1) the 
determination of Hess’s pilot model and comparison with results of the 
experimental programs described in [5], [6], [7], [8], in the “nominal” case 

0D =  ; 2) simulations of models in accordance with nonlinear blocks in Fig. 2; 3) 
the analysis of the open loop pilot-aircraft based on Robust Stability Analysis 
Criterion [16], which evaluates he minimum distance − the so-called vector 
margin (VM) − from the critical point ( 1 0,− ) to the Nyquist plot of the open loop 
pilot-aircraft transfer function.  

The analysis summarized in Tab 1 shows that a value of the normalized control 
noise of −20 dB, equal with that of the normalized observation noise ratio, gives 
better robustness than the reference values (−25 dB, −20 dB) [5]. 

Another approach to provide an increased robustness to the system is related to 
the insertion of the pilot’s commanded control between the displayed variables 
((20) and (6′)), see Table 2 and Fig. 4. Table 2 summarizes three cases in which 
the weighted control signal (flight control position) is displayed to the pilot.  

In this paper, the stability of the closed loop pilot-aircraft system in the 
presence of rate and position limited actuator was approached as following: a) 
deriving, first, a mathematical model for human pilot using as guide the lines from 
[4]; b) secondly, adding an antisaturation compensation based on semi-global 
stabilization theory [10]. 
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Fig. 4. Comparison between experimental and theoretical results 0D ≠  case, r = 1, first 
row in Table 2 
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b)  

Fig. 5. Comparison between experimental and theoretical results: a) Bε = ω  b) 20ε =   

 
 



Towards a PIO II Criterion: Improving the Pilot Modeling 55
 

Simulation results presented in Figures 6 a) and b) represent the response of the 
closed loop pilot-aircraft system to an initial condition. Figure 6 a) shows the 
response of the system without a correction component in the control, while in 
Figure 6 b) the correction is included in the LQG control law. This outcome 
demonstrates the effectivness of the algorithm (17) in supressing the oscilation. 
Thus, the algorithm (17) can be considered as a method to minimize the risk of the 
PIO advent. 
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                    a)                                         b) 

Fig. 6. Time histories of the measured variables, position and rate of the control stick, 

0 [0 m/s 2.1336 m/s 94.488 m 0 rad/s 0.0663 rad]=x  a) Bε = ω  a); 
b) 20ε =  
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5   Concluding Remark 

Generally speaking, many Regulations and criteria concerning the flying qualities 
specifications for conventional aircraft dynamics are available. In contrast, much 
less instructions, specifications and criteria are available in the issue of analyzing 
and predicting the emergence of PIO phenomen. There is a notable research 
direction about human pilot modeling, but not on modeling pilot’s compensation 
dynamics. Such a dynamic compensation of linear systems with both position and 
rate-limited actuators can be provided by the control law analyzed in this paper. In 
fact, the approach can be connected to some works [15], [18] proposing 
augmented information on process displayed to the human operator as an aid in 
the closed-loop control of high performance aircrafts. 
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Human Skin Detection Using Texture 
Information and Vector Processing  
Techniques by Neural Networks 
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Abstract. Starting with algorithms for face detection / recognition, algorithms for 
hand gesture analysis and ending with expert systems used in the medical field 
(dermatology), one of the most important stages is represented by the detection of 
the human skin. In this work a human skin recognition system is developed and 
tested. To obtain a high accuracy, our system uses information regarding the 
texture (obtained from GLCM) and color features obtained by using vector 
processing techniques and classic techniques. Our goal is to develop a system that 
has a detection rate greater than 98%. 

Keywords: skin recognition, skin detection, neural networks, vector processing, 
texture analysis. 

1   Introduction 

Human skin detection is an important step for the computer vision and graphic 
field, but also for other domains as the medical field.  An accurate recognition 
scheme can greatly enhance the performance of algorithms such as facial detection 
/ recognition and facial features localization / tracking. In the medical field, such 
as dermatology, human skin recognition is utilized in methods for computer 
assisted diagnosis of skin disorders. 

Many skin segmentation methods depend only on skin color information. Even 
if these methods have a high processing speed, they all present a big drawback: 
low accuracy. To use only the skin color in segmenting an image into “skin” / 
“non-skin” regions represents a vulnerable technique. The human skin color 
depends on many variables such as subject parameters (age / race / sex), body part, 
image parameters (lighting, camera position). All this variables lead to a high error 
rate. Although the different lighting conditions can be partially avoided by using 
the YCbCr color space, there are still many unanimated objects in the real world 
that have a chrominance in the range of the human skin. Thereby, those objects 
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will be wrongly classified as human skin. To avoid cases like the ones presented 
earlier, there were developed methods that combine skin color features with 
texture features, this way a higher accuracy was obtained. 

All of the existing methods don’t take into account the correlation that exists 
between the color components of an RGB color image. To extract the color 
features they treat each individual channel of the color image as a monochrome 
image. This way, the correlation that exists between the color components of 
natural images represented in a correlated color space, is disrupted.  

The purpose of this work is to use the vector processing techniques for 
extracting some of the color features of an image. Thus, a color image is treated as 
a vector field. Assuming a color image in the RGB space 2 3 :  p →  , each pixel 

  
TR G B

ij ij ij ijp p p p =   represents a three-component vector in a color space. 

1.1   State of the Art 

Most of the existing skin segmentation techniques classify each pixel of a color 
image into “skin” / “non-skin” categories only on the basis of pixel color 
information.  

K. Bhoyar and O. Kakde propose, in [1], the usage of a “feedforward” neural 
network. The designed neural network had 3 neurons in the input layer, 5 neurons 
in the hidden layer and 2 neurons in the output layer. The inputs of the neural 
network are the three color components of each pixel (RGB).The first neuron of 
the output layer represents the “skin” class and the second neuron the “non-skin” 
class. The best performance obatained by this clasifier was a 95% detection rate 
and a 3% false positive rate. 

Table 1. Performance of different skin detectors 

Method Detection

Rate 

False  

Positive Rate 

Bayes SPM (RGB)  

[Jones and Rehg 1999] 

80% 

90% 

8,5% 

14,2% 

Bayes SPM (RGB) [Brand and Mason 2000] 93,4% 19,8% 

Maximum Entropy Model in RGB [Jedynak et al. 2002] 80% 8% 

Gaussian Mixture models in RGB  

[Jones and Rehg 1999] 

80% 

90% 

9,5% 

15,5% 

Self Organizing Map in TS [Brown et al. 2001] 78% 32% 

Single Gaussian in CbCr [Lee and Yoo 2002] 90% 33,3% 

Elliptical boundary model in CIE-xy  

[Lee and Yoo 2002] 
90% 20,9% 

Thresholding of I axis in YIQ [Brand and Mason 2000] 94.7% 30.2% 

Gaussian Mixture in IQ [Lee and Yoo 2002] 90% 30% 
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A survey on pixel color based skin segmentation techniques is presented in [2]. 
The presented methods for image segmentation into “skin” / “non-skin” regions 
are: Bayes classifier, Kohinen neural networks (Self Organizing Map), single 
Gaussian skin distribution model, multiple Gaussian clusters. The detection rate of 
these methods is between 78% and 94.7% and the false positive rate 
ranging between 8.5% and 30.2%, as shown in (Table 1.). 

N.K. Al Abbadi, N.S. Dahir and Z.A. Alkareem propose the usage of both skin 
color features and texture features for the image segmentation into “skin” / “non-
skin” regions. The system designed by them has a detection rate of 96%. 

2   Feature Extraction 

The features vector is extracted by scanning the picture (pixel by pixel) with a 
square processing window (see Fig. 1). The scanning process is started from the 
top right corner. For each position of the processing window, we extract a features 
vector which contains information regarding the color and texture. 

 
 

 

Fig. 1. Image scanning process (features extraction using a sliding window) 

2.1 Color Features Extracted Using Vector Processing 
Techniques 

Assuming that the texture is a random process ( ( ) 3f x ∈ ), for a region R , 

containing N  pixels, several k  order statistical moments can be defined: 
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( ) 1
 

1
 ( )k

k
x R

m f x m
N ∈

= −  (2.2)

The main statistical moments used to characterize the color distribution are:  the 
first-order moment ( m mean color), the second-order moment (σ standard 
deviation), and the third-order moment (θ skewness of color). In this work we will 
be using only two statistical moments to characterize the color distribution: 
m mean color and σ standard deviation. 

1 1

1
 

M N
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Where M  and N are the image dimensions, ijp is the color pixel in the thi  row 

and thj column of the image. 

A color image, described in the RGB color space is composed of three color 
components (R – red, G – green, B – blue). Each color component can be regarded 
as a monochrome image. Traditional methods of extracting the k  order statistical 
moments often involve the application of the formulas previously defined on each 
color channel separately. Thus, resulting a separate value for each color 
component (R – red, G – green, B – blue): 

1 1

1
 

M N
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Where M  and N  are the image dimensions, c
ijp  is the value of the thc color 

component of the color pixel in the thi  row and thj  column of the image. 

However, such an approach, treating each color channel separately, disrupts the 
correlation that exists between the color components of natural images represented 
in a correlated color space, such as RGB. Each processing step is usually 
accompanied by certain inaccuracy, inaccuracy that leads to color artifacts. To 
diminish the probability of color artifacts, the two statistical moments used in this 
work to characterize the color distribution ( m mean color and  standard 
deviation); will be determined by using vector processing techniques. Vector 
processing techniques treat the color image as a vector field. Assuming a color 

image in the RGB space 2 3:p N N→ , each pixel  
TR G B

ij ij ij ijp p p p =     represents a 

three-component vector in a color space. The color image p  is a two-dimensional 

matrix of three components vectors. 
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Because each pixel is treated as three dimensional vectors, a distance between 
two vectors must be defined.  The most commonly used distance between two 

color vectors, 1 1 1 1

TR G Bp p p p =   and 2 2 2 2

TR G Bp p p p =   , is the generalized 

weighted Minkowski metric: 

( )
1

3

1 2 1 2 1 2
1

,  
LL

L k k k
k

d p p p p c p pξ
=

 = − = − 
 
  (2.7)

The non-negative scaling parameter c  is a measure of the overall discrimination 
power. The exponent L  defines the nature of the distance metric. The parameter 

kξ  measures the proportion of attention allocated to the dimensional component 

 k  and, therefore
3

1
1kk

ξ
=

= . The most popular metrics are obtained when  1L =  

(city-block distance),  2L =  (Euclidian distance) and  L = ∞  (chess-board 
distance). 

To determine the mean color of an image region, we will not be using the 
mathematical equation (2.5), but a three-dimensional median filter. Each output 
pixel of the filter represents the median value in the M by N by 3 neighborhood 
centered on the corresponding pixel. 

To determine the standard deviation, we are using the 2L  metric (Euclidian 

distance), as the distance between two vectors: 

( )
1

3 22

1
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ij ij c

c

p m p m
=

 − = − 
 
  (2.8)

Substituting (2.8) in (2.4), yields: 
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2.2   Color Features Extracted Using Classic Processing Techniques 

To characterize the color distribution in a non-vector way, we use the Shannon 
entropy for each color channel of the RGB triplet. Each color component will be 
treated separately as a monochrome image. For each of the three color planes (R G 
B), we are calculating the value of the Shannon entropy: 

( )
255

2
0

 *c i i
i

H p log p
=

= −  (2.11)
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Where ip  represents the probability of a pixel whose color component c  has the 

value [ ]0 255i ∈ … .  

2.3   Texture Features 

In the 1970’s Haralick et al. propose the usage of the gray level co-occurrence 
matrix (GLCM) as a method of texture characterization. 

For a defined region R  of the studied texture and for a given spatial 
displacement vector t , the components of the gray-level co-occurrence matrix are 

defined for all possible pairs of gray levels ( , )a b as:  

( ) ( )
( ) ( )

,  
,

   
t

x x t RxR
M a b Card

f x a and f x t b

 + ∈ =  
= + =  

 (2.12)

Where ( ),tM a b  represents the number of pixel pairs in the defined region R , 

separated by the spatial displacement vector t , who’s gray level values are equal 
to a  and respectively b . 

Because co-occurrence matrices are typically large and sparse, various metrics 
of the matrix are often taken to get a more useful set of features. In this work the 
following texture features are computed using the gray level co-occurrence matrix: 

 
Homogeneity: 

( )1 1
 ,

1 t
a bnz

O M a b
N a b

=
+ −  (2.13)

Contrast: 

( )2

,

1
,t

a bnz

C a b M a b
N

= −  (2.14)

Correlation:  

( )( ) ( ),1 a b t

a bnz a b

a m b m M a b
B

N σ σ
− −

=   (2.15) 

Where nzN  represents the number of non-zero elements in the co-occurrence 

matrix, am and bm are the mean values along the lines respectively the columns, 

aσ and bσ  represents the corresponding dispersions. 

In this work the spatial displacement vector t  will have two values: 
{(0,1), ( 1,0)}t = − . As a result we will extract six parameters (three for each value 

of the displacement vector t ). 
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3   The Proposed Algorithm 

The main stages of our proposed skin recognition algorithm are: 
 

• skin samples database creation; 
• neural network training; 
• image segmentation into “skin” / “non-skin” regions using the neural network.  

 
Segmentation of an image into two classes “skin” / “non-skin” requires the 
coverage of several steps. The first step is to extract the features vector for each 
pixel. Using the previously determined characteristics vectors for each pixel we 
determine, by using the neural network, the degree of belonging to the two classes 
“skin” and “non-skin”. Pixels with the degree of belonging to “skin” category 
over a preset threshold (in this work set at 0.5) are considered to be human skin, 
all others are considered to be non-skin pixels. 

 

 

Fig. 2. Proposed algorithm 

3.1   Skin Samples Database 

The database is composed by 942 human skin samples and by 1348 non-skin 
samples, with the minimum dimensions of 51 by 51 pixels. Resulting in more than 
two million pixels of “skin” and over three million pixels of “non-skin”. The 
samples were extracted manually from more than 400 color images. Samples of 
the database are shown in Fig. 3 and Fig. 4. 
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Fig. 3. Human skin samples 

 

 

 

 
Fig. 4. Non-human skin samples 

3.2   The Structure of the Neural Network  

To classify the pixels into the “skin” / “non-skin” classes, we use a “feed-
forward” multilayer perceptron, neural network. The proposed architecture of the 
neural network used in this work has three layers, as follows: 

• Input layer: consisting of 16 neurons; 
• Hidden layer: consisting of 60 neurons; 
• Output layer: consisting of 2 neurons. 

The activation function used is the tan sigmoid function for both the hidden layer 
and the output layer. This function satisfies the differentiability and monotonicity 
requirements imposed by the “back-propagation” training algorithm. 
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Fig. 5. Neuron activation function 

The input of the neural network is the feature vector containing 16 components 
for each image pixel. The feature vector is composed of: the pixel color in the YCbCr 
color space (3 values), the texture features defined in (2.13), (2.14) and (2.15) (6 
values), Shannon entropy (2.11) of each color component in the RGB color space (3 
values), standard deviation (2.10) (1 value) and mean color (3 values). 

The neural network classifier has two outputs, one for each of the two classes 
(“skin” / “non-skin”). The output of the neural network represents the degree of 
membership of the input vector to one of the two classes “skin” / “non-skin”. The 
value is between 0 (0%) and 1 (100%). 

The network is trained using the “back-propagation”   algorithm, Levenberg - 
Marquardt method. This algorithm minimizes the error between the desired output 
and the actual output. As performance criteria we use the mean square error (MSE). 

 

 

Fig. 6. Neural network structure 

4   Results 

The neural network was trained using “skin” and “non-skin” samples from the 
database. In total, 477.516 of “skin” pixels and more than 500.000 of “non-skin” 
pixels were used to train the neural network. The first output of the neural network is 
assumed to be 1 for “skin” input and the second output to be 1 for “non-skin” input. 
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The training data was divided into three subsets, as follows: 70% (the training 
set) were used for computing the gradient and updating the network weights and 
biases, 15% validation set and 15% test set. The error on the validation set is 
monitored during the training process. The validation error normally decreases 
during the training process, but when the neural network begins to over fit the date 
it begins to rise. 

Following the neural network training, we have obtained the confusion 
matrixes presented Fig. 7, Fig. 8, Fig. 9 and Fig. 10. A confusion matrix contains 
information about known class labels and predicted class labels. The ( ),i j  

element in the confusion matrix is the number of samples whose known class label 
is class i  and whose predicted class is j . The diagonal elements represent 

correctly classified inputs. 
 
 

 

Fig. 7. Training confusion matrix 

 

Fig. 8. Validation confusion matrix 

 

Fig. 9. Test confusion matrix 

 

Fig. 10. All confusion matrix 
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Analyzing the all confusion matrix (Fig. 10), we can observe that the following 
performances were achieved: 

 
• “skin” detection rate (output class number 1) 98.8%; 
• false negative rate 1.2%, this means that 1.2% of the “skin” pixels were 

misclassified as “non-skin”; 
• “non-skin” detection rate (output class number 2) 98.7%; 
• false positive rate 1.3% 
• overall performance: 

– detection rate 98,7%; 
– error rate 1,3%. 

Fig. 11 shows the neural networks error histogram. We can note that over 95% of 
the pixels have a membership error of less than or equal to 5%. 

 
 

 

Fig. 11. Training error histogram 

Fig. 12 shows the true positive rate (sensitivity) versus false positive rate (1 - 
specificity), also known as “Receiver Operating Characteristic” or ROC curve. 
We can note that curve is near the upper left corner or coordinate ( )0,1 of the ROC 

space, also known as the perfect classification point. This point represents 
100% sensitivity (no false negatives) and 100% specificity (no false positives). 

To test our system after training, we used 100 human “skin” samples and 100 
“non-skin” samples. The images were randomly chosen from the database and 
were not used in the training phase. We have obtained the following results.  

 



70 C.M. Dumitrescu and I. Dumitrache
 

 

Fig. 12. Receiver Operating Characteristic 

We assume that a sample is correctly classified if the average classification 
error of all the pixels that belong to the sample is less than or equal to 0.5 (50%). 
A pixel is correctly classified if the error to its membership class is less than or 
equal to 50%.  

 

 
Fig. 13. Error classification: “skin” samples 

Fig. 13 shows the classification error of 100 “skin” samples randomly chosen. 
We can note that from 100 samples, 99 are correctly classified.  
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Fig. 14. Error classification at pixel level: “skin” samples 

Fig. 14 represents the classification error at pixel level for pixels that belong to 
the “skin” class. There are a total of 152.061 “skin” pixels, of who 1.975 have a 
classification error higher than 0.5 (50%). This leads to a classification error (false 
negative rate), at pixel level, of 1.2%, which is similar to the one obtained in the 
training stage. 

 
 

 

Fig. 15. Error classification: “non-skin” samples 



72 C.M. Dumitrescu and I. Dumitrache
 

Fig. 15 shows the classification error of 100 randomly chosen “non-skin” 
samples. We can note that all of the samples were correctly classified. Their main 
error is less than 0.5 (50%). 

 

 

Fig. 16. Error classification at pixel level: “non-skin” samples 

The classification error at pixel level for “non-skin” samples is shown in Fig. 
16. Thus, from 147.573 “non-skin” samples, only 403 pixels have a membership 
error greater than 50%. Resulting in a classification error (false positive rate), at 
pixel level, of 0.273%. 

Fig. 17 shows 3 “skin” samples that are misclassified, as “non-skin”, by the 
neural network. 

 
 

   

Fig. 17.  “Skin” samples classified as “non-skin” 

A real example on a full image is shown in the figures below: 
 

• Fig. 18 represents the input color image; 
• Fig. 19 represents the output of the neural network; 
• Fig. 20 represents the image segmented into “skin” / “non-skin” with the 

threshold set at 0.5 (50%). 
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Fig. 18. Input image 

 

Fig. 19. Neural network output image 

 

Fig. 20. Segmented image 

In Fig. 21, Fig. 22 and Fig. 23 a worst case scenario is presented: 
 

• Fig. 21 contains a piece of furniture made of ecological skin; 
• Fig. 22 represents the output of the neural network; 
• Fig. 23 represents the image segmented into “skin” / “non-skin” with the 

threshold set at 0.5 (50%). 
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Fig. 21. Input image 

 

Fig. 22. Neural network output 

 

Fig. 23. Segmented image 

5   Conclusions 

Analyzing the previously presented results (Fig. 13, Fig. 14, Fig. 15 and Fig. 16) 
we can concur that the system presents a high rate of classification into “skin” / 
“non-skin” pixels classes. 

The “skin” detection rate obtained both during neural network training stage 
and during the random samples tests was above 98%. Thus, of 100 samples of 
human skin, only one was misclassified, all the other samples presented a 
membership class error below 25%. For the “non-skin” samples the membership 
class error was even lower, under 12%. 

We can observe that the “skin” samples that were falsely classified as “non-
skin”, shown in Fig. 17, are either taken under poor lighting conditions or they 
contain facial hair (beard, mustache). 

In the worst case scenario, when the system was tested on a piece of ecological 
skin (Fig. 21, Fig. 22 and Fig. 23), the false positive rate was 7.16%, 882 pixels 
out of 12.314 were misclassified as “skin”. 

The presented algorithm and system was designed for high accuracy, not for 
speed, so in the current form it cannot be used in real time applications. 
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The feature vector extraction time for Fig. 18, whose size is 700 by 400 pixels, 
was 230 second; and the time needed for the neural network to process the feature 
vector was 0.9 seconds.  

A performance enhancement regarding the processing speed, without reducing 
the accuracy of the system, can be achieved by using parallel computing on CUDA 
architectures. 
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Abstract. In this chapter, we investigate refinements to the structure selection 
method used in our recently developed minimum description length (MDL) 
method for interpreting clumps of nuclei in histological images. We start from the 
SNEF method, which fits elliptical shapes to the clump image based on the 
extracted contours and on the image gradient information. Introducing some 
variability in the parameters of the algorithm, we obtain a number of competing 
interpretations and we select the least redundant interpretation based on the MDL 
principle, where the description codelengths are evaluated by a simple 
implementable coding scheme. We investigate in this paper two ways for allowing 
additional variability in the basic SNEF method: first by utilizing a pre-processing 
stage of smoothing the original image using various degrees of smoothing and 
second by using re-scaling of the original image at various downsizing scales. 
Both transformations have the potential to hide artifacts and features of the 
original image that prevented the proper interpretation of the nuclei shapes, and 
we show experimentally that the set of candidate segmentations obtained will 
contain variants with better MDL values than the MDL of the initial SNEF 
segmentations. We compare the results of the automatic interpretation algorithm 
against the ground truth defined by annotations of human subjects. 

1   Introduction     

The analysis of hematoxylin and eosin (H&E) stained histological images is one 
of the most used basis for the diagnosis and staging of many types of cancers and 
it is of vital importance for a correct diagnosis and treatment. It is difficult to 
predict when entirely automatic diagnosis will be possible, but important steps 
were taken towards assisted diagnosis, where the pathologist is offered various 
options for enhancing, pre-processing, segmenting, and extracting features of 
interests from the H&E images [4]. 
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The final goal is to be able to create an automatic tool for tissue diagnosis (i.e. 
to automatically distinguish cancer versus benign tissues), or maybe a 
semiautomatic diagnosis where an expert guided system will suggest the diagnosis 
to the pathologist who will still keep the final word in deciding the diagnosis. This 
may reduce heavy workload that pathologist are exposed to, will increase the 
diagnostic accuracy and will reduce the interobserver or intraobserver variability 
when performing the diagnosis or the prediction of the patient prognosis. 

One of the most laborious and difficult tasks when analyzing H&E images is 
the segmentation of cell nuclei, which are normally seen as elongated shapes 
having bluish colour, while the surrounding parts of the tissue have various shades 
of pink. Separation of nuclei from H&E images based only on colour information 
is not reliable due to non-uniformity and non-homogeneity of the practical 
staining process, noise in the images, imperfect illumination conditions. For this 
reason, after thresholding based on colour and intensity information and after 
applying basic morphological operations to remove small objects, one gets 
contours of groups of nuclei, which are in general noisy and non-smooth and may 
enclose more than one nucleus. One of the major problems is that in the plane of 
the image we get projections of the objects from within a thin slice of tissue, 
which is however three-dimensional. Quite often, if the nuclei located in the three-
dimensional slide are dense enough, the image obtained by taking the projection to 
a plane will contain overlapping nuclei. In addition, malignant cells usually have 
nuclei of large size, and for adjacent cells, we will see in the H&E images nuclei 
that are touching each other. Consequently, apart from well-separated and 
delineated nuclei, we see in H&E images many clumps of nuclei. 

Among the features used by pathologists to describe nuclei in H&E images are 
the orientation of nuclei and the eccentricity of nuclei, under the implicit 
assumption that nuclei shape should be first approximated by an ellipse, whose 
major axis will establish the orientation, and the ratio of major axis over minor 
axis will represent the eccentricity. Therefore, interpretation of a clump of nuclei 
as a superposition of a few elliptic shapes will help providing the features 
necessary to pathologists for diagnosis. In case when the contours of the clumps 
are not noisy, the interpretation of the clump based on its contour is possible and 
was presented in [1, 8]. 

We presented in a recent paper [5] ways to interpret clumps of nuclei as 
superposition of ellipses based not only on the contour information, but also on 
additional information from the luminance image. We introduced in [6] a 
principled way to decide about the best interpretation among a number of possible 
interpretations, provided by human subjects or by an algorithm, based on the 
minimum description length (MDL) principle. The MDL principle is widely used 
for deciding the best structure of a model, when many such competing structures 
are available. For image segmentation this principle was used to successfully 
segment natural images in [7,9,10], while more recent papers discuss the usage of 
this principle in connection to sparse modeling, in the context of audio coding in 
[3], and more generally, in its asymptotic equivalent form, Bayesian information 
criterion (BIC), in [11]. 
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We present in this paper improvements to our previous tool for interpreting 
clumps of overlapping nuclei in H&E images and further analyze the effects of 
spatial image transforms on the precision of the segmentation. 

2   Evaluating the Performance of a Segmentation by Using 
Minimum Description Length     

The segmentation algorithm produces a number of  ellipses, each ellipse ℰ  
being described by its five parameters: center coordinates , ), major 
semiaxis , minor semiaxis , and angle  between the major axis and the 
horizontal coordinate axis, resulting in a parameter vector , , , , . For one ellipse, we denote ℰ  the set of points of the image grid 
contained inside the contour of the ellipse. The union of all points of the ellipses ΩF ℰE  defines the clump interior points, or foreground, and we simply 

define the background as the complementary set ΩB Ω\ΩF , where Ω is the set 
of pixels of the whole image.  

We propose an implementable (non-asymptotic) two-part code MDL, where the 
 luminance image  is encoded by transmitting first the information about 

ellipses, and then the luminance of all the pixels is transmitted, using different 
encoding parameters for the foreground and the background. 

The process of encoding in [6] starts with transmitting the number of ellipses, 
, followed by the  sets of quantized parameters ), … , ). The 

quantization of the parameter vector  is done elementwise, with uniform 
quantization using the same number of bits,  , for each element of the parameter 
vector  (in our experiments 7). The upper and lower bounds for each 
parameter are known to both encoder and decoder. This stage requires 1 5 ) 
bits. Then the average luminance value of the foreground ̂  (the average value of 
 over ΩF), is transmitted using 8 bits, followed by the average luminance 

value of the background, ̂ , transmitted with bits.  
Finally, for all pixels , ) of the image we transmit the residuals , ) ̂ , 

if , ) ∈ ΩF, and , ) ̂  if , ) ∈ ΩB. The residuals are integer values 
with sign, for which first a mapping to non-negative integers is performed, after 
which the non-negative integers are encoded using Golomb-Rice codes [13], with 
different parameter  and  for the foreground and background, respectively. 
The optimal parameters are transmitted as side information before starting the 
transmission of the residuals.  

We note that the largest part of the description length is formed by the 
residuals, and the prior transmission of ellipses has the potential of improving 
significantly the residual codelength since the ellipses are splitting the residuals 
into two distinct classes, foreground and background, having essentially different 
properties, each class being encoded using different Golomb-Rice code 
parameters. Hence, segmentation could be evaluated using its associated MDL  
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value, obtained by adding the costs of transmitting the parameters of the ellipses,  
the residuals, and the coding parameters. If another segmentation has a better 
MDL value, it means that the second segmentation makes the split into foreground 
and background in a better way, which translates into a more efficient 
representation of the image.  

Similar ideas for scoring segmentations based on MDL were used in [7,9,10] 
but their approach is different, first by being based on chain codes for contours of 
the regions (which will allow only representing outer contours and are not well 
suited to represent overlapping objects) and second by using asymptotic 
expressions for the parameter codelength. 

3   MDL Variability under Spatial Transformation     

3.1   Experimental Set-Up 

The experiments are realized using H&E images from a database of images 
collected from patients suspected of esophageal cancer of various grades (some of 
the patients were finally diagnosed as healthy based on the pathological analysis 
of the images). The type of tissue is Barrett’s epithelium from the esophagus. The 
same database was used in [6]. We noticed that apart of the isolated nuclei, which 
can be segmented very reliably, there are many clumps of nuclei, which are 
difficult to interpret. 

3.2   Down-Scaling 

One desirable feature of the segmentation algorithm is that it should work 
consistently and reasonably well over a wide range of sizes of images and we 
investigate here the sensitivity of the solution with respect to the size of the image, 
when the image is down-scaled by various scaling factors.  

Due to the changes introduced by the scaling transformation, we also expect 
some variability in the results of the segmentation. At some scales some features can 
be seen better than at other scales, and the segmentation algorithm will take different 
decisions and produce different segmentations when analyzing the different scaled 
versions of the same image. These different segmentations can be utilized either for 
selecting an winner, selected according to the best achieved MDL value, or they can 
be combined so that the consistent parts of the segmentations will be reinforced and 
the regions that are different are either combined into a new region, or they are 
evaluated as insignificant and discarded as spurious contours.  

A number of various strategies can be devised along these lines, but the goal of 
this paper is mainly to evaluate the type of variability present in the segmentation of 
the same image at various scales and to illustrate the results for some typical images.  
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Fig. 1. Scaling experiment with scales ∈ 0.9; 0.8; 0.7; 0.6; 0.5 : (Left) Boxplot of the 

relative MDL values , , MDL , )MDL , ). (Right) Boxplot for the relative time 

values 
, ), ), where , ) is the execution time of SNEF for image  and scale . The 

reference scale is 1. 

We make an experiment where we scale the original images by five scaling 
factors, ∈ 0.9; 0.8; 0.7; 0.6; 0.5 , so that the image dimensions are decreased 
up to 0.5 of the original dimensions. The interpolation filter used here is a bicubic 
spline filter, which uses 16 neighboring pixels in the original grid for finding the 
gray level in each new grid point [12]. 

As a side effect, the interpolation filter is also smoothing the image, so that part 
of the unwanted patterns in the original image are blurred, e.g. the chromatin 
texture is smoothed, and also some noise in the image is removed. On the other 
hand, the interpolation filtering may damage the true gradients relevant for the 
identification of nuclei edges. 

After the ellipse coordinates are found in the downscaled image we map the 
ellipse geometrical parameters back to the original size of the image, and compute 
the MDL for describing the original image based on the found ellipses. That will 
give a fair basis for comparing MDL values. 

We first define the relative MDL value for the segmentation of a given image  
at a scale  as the ratio , , MDL ,MDL ,  

 
between the MDL values for the segmentations obtained at scale  and at scale 1. Figure 1 shows boxplot representations of the relative MDL at various 
scales. In the right panel of Figure 1 are shown the relative execution times at 
various scales. At each scale value the distribution of the relative values obtained 
for the 24 images  is illustrated as follows: the median is a red line, the quartiles 
above and below the median are enclosed as full boxes, and black whiskers 
delimitate the range of the values not considered outliers, while outliers (when 
they exist) are shown as red crosses.  
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The median value of the relative MDL increases with the reduction of the 
image sizes, showing that a stronger scaling in average increases the MDL values. 
However, for some of the images the relative MDL values are subunitary, which 
correspond to better image representations and better segmentations.  

The execution times of the SNEF algorithm are decreasing with the size of the 
image faster than quadratically. In the panels of column three of Figure 3 (marked 
as column c), we show the results of SNEF algorithm for three scaling factors. For 
the first image the downscaling by 0.8 produced the correct results, while for 
the image in second row scaling by 1 or by 0.8 gave correct results. 

3.3   Smoothing with Various Support Sizes 

A second type of transformation of the original image in the spatial domain is 
smoothing, which has two main goals: reduce some of the non-desired patterns in 
the image (like the effects of chromatin non-homogeneity, which may lead to fake 
edges) and reduce the level of noise in the image. However smoothing may affect 
negatively the ability to detect the correct edges, which may become blurred. 

We use in our experiments Gaussian filtering, in which the image is convolved 
with the Gaussian kernel  , )  

having nonzero values only on the support , ) with , ∈ 1,0,1 . The 
normalization constant is 

∈ , ,∈ , ,  . 
We experiment with five standard deviations: ∈ 0.2; 0.4; 0.6; 0.8; 1.0 , which 
will have an increasing effect of smoothing.  

Figure 2 presents similar boxplots as for the scaling experiment, but now for 
the segmentations obtained with the SNEF algorithm starting from the smoothed 
images having various smoothing strength . The relative values for the MDL and 
the times are reported relative to the MDL and time obtained for the original 
image, for which we formally have  0. The benefits of smoothing are much 
better than those obtained by scaling. Almost in half of the cases the MDL of the 
smoothed images were better than the MDL of the original image, hinting that if 
time allows, one would better execute the segmentation algorithm twice, once 
starting from the original image and second time from a smoothed image with a 
smoothing factor 0.5, and then one can choose between the two results based 
on the MDL value of the two segmentations. In the panels of column four of 
Figure 3 we show the results of SNEF algorithm for three smoothing parameters. 
For the image in the first row the initial segmentation, of the image without 
smoothing, produced erroneously joining two nuclei (ellipses in yellow), while a 
too large smoothing factor produced again erroneous results (ellipses in cyan).  
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However, the moderate smoothing factor σ=0.4 produced correct results (ellipses 
in green). For the image in the second row, all smoothing parameters led to correct 
segmentations. 
 
 

   

Fig. 2. Smoothing experiment with smoothing parameters ∈ 0.2; 0.4; 0.6; 0.8; 1.0 : 

(Left) Boxplot of the relative MDL values 
MDL , )MDL , ) (Right) Boxplot for the relative time 

values 
, ), ), where , ) is the execution time of SNEF for image  and smoothing 

parameter . 

3.4   Constructing a Set of Ground Truth Ellipses 

We extracted a number of 24 images of clumps, which represent overlapping 
nuclei. In order to obtain ground truth ellipses for these images we asked five 
human subjects to draw ellipses overlaid over the colour H&E image, as much in 
line with the visual clues present in the image, so that each ellipse will correspond 
to one nucleus (only nuclei fully contained in the image were considered). We 
constructed a graphical interface in matlab, where each subject could draw ellipses 
and move them until they reach the convenient position. Each subject could 
specify number of different interpretations for each image, expressed as various 
collections of ellipses, and associate to each collection a degree of confidence. In 
the panels of column two of Figure 3 we show with thin red lines the ellipses 
drawn by all five subjects for the two original images. We processed these ellipses 
so that we group in clusters the ellipses corresponding to the same nucleus, and 
then averaged them to get the ellipses represented with thick cyan lines, which we 
consider in the rest of the paper as ground truth ellipses. During this process, we 
had to discard some of the collections (usually low confidence alternative 
interpretations given by some subjects), if a collection of ellipses cumulated only a 
degree of confidence smaller than a threshold. The ground truth images were 
validated by the expert pathologist. 
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Fig. 3. (a) Original Image. (b) Ellipse drawn by human subjects (thin red) and their 
averaged ellipses (bold cyan). (c) SNEF results after scaling by values of 1 (yellow), 0.8 
(magenta) and 0.6 (green). (d) SNEF results after lowpass Gaussian filtering with values of 
standard deviations of 0 (yellow), 0.4 (magenta), and 0.8 (green). 

3.5   The Conventional Dice Coefficients for Scoring  
a Segmentation against the Ground Truth Ellipses 

The SNEF algorithm was used to produce automatic segmentations. We measure 
degrees of similarity of the automatic segmentation with the ground truth 
produced by averaging the subject segmentation by two Dice coefficient [2] based 
similarity indexes. 

Consider two segmentations, one with the set ℰ ,…,   of  ellipses and 

the second with the set ℰ ,…,   of  ellipses. The first similarity index 

scores the matching of foreground (union of ellipses) between the two sets of 
ellipses, and we refer to this index as area similarity: 2 ℰ ℰℰ ℰ , 
where |Φ| denotes the cardinality of a set Φ. We notice that by this index, we 
evaluate the agreement between the overall foregrounds in the clumps, but we do 
not measure in any ways the particular split of the clump into ellipses. 

The second similarity index, ℰ, is more refined, by accounting for the pairwise 
agreement between corresponding ellipses, in two different interpretations. This 
similarity index is asymmetrical, depending on which collection of ellipses of the 
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two is chosen to be the basis of fitting, and we chose always as the first collection 
the one having the highest number of ellipses. To compute the index we first 
allocate each ellipse ℰ  from the first set to an ellipse from the second set ℰ ,…,  by choosing the ellipse ℰ ) having the largest intersection with ℰ . We compute pairwise similarities  

ℰ ,ℰ ) 2 ℰ ℰ )ℰ ℰ ) , 
and denote their average  

ℰ 1 ℰ ,ℰ ) . 
In Tables 1 and 2, we show the values of MDL and the two similarity indexes,  
and ℰ, for seven images and in the last row the average over 24 images. The 
results for the two images shown in Figure 3 are presented in the first two rows of 
the table. The most desirable situation will be when all considered performance 
criteria do agree, i.e. the supervised DICE area, , similarity indices will indicate 
the winner among the six segmentations of a particular image in agreement with 
the DICE ellipse, ℰ , and also in agreement with the lowest MDL criterion for the 
six segmentations. In Tables 1 and 2 one can see that this desirable agreement 
holds for most of the images, the best MDL value corresponds to the highest 
DICE similarity. For those images where the full agreement does not hold, the 
segmentation chosen by the smallest MDL value will be the second best (or third 
best) in the ranking of the supervised DICE indices.  

The agreement between the three performance indices is visualized in Figures 
4-5, where we present for all the 24 images the supervised similarity indices 
(represented as blue points) between the ground truth segmentation and the given 
segmentations (SNEF or human subjects). Hence, in Figures 4-5 there are four 
different plots, based on which similarity index ( or ℰ) is used, and on who has 
proposed the segmentation (the SNEF algorithm or the human subjects).  For 
SNEF algorithm, we have altogether 11 different segmentations induced by 
different scaling and smoothing experiments. Human subjects provided us 5 
different segmentations. In figures 4 and 5, we have marked by red circles the 
segmentation with the lowest obtained MDL value and correspondingly by black 
square the segmentation with the worst (highest) MDL value. Ideally, the 
segmentation chosen by the unsupervised MDL (which does not use a ground 
truth for its computation) should agree with the ranking given by the supervised  , which uses the ground truth for its evaluation. 

In Figure 4 we have presented the results using the similarity index  . On left 
plot in the Figure 4 are subject segmentations and on the right subjects’ 
segmentations. It can be seen (Figure 4, left) that the points with lowest MDL 
values are the same or close to the points having the highest area-wise similarity 
index  , especially for SNEF segmentations (Figure 4, left). This shows that 
SNEF combined with MDL criterion is finding the best area-wise segmentation 
among the proposed SNEF segmentations. In addition, the  values obtained by 
SNEF (Figure 4, left) are in most cases close to subjects' ones (Figure 4, right). 
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Table 1. The three performance criteria for evaluating various segmentations: relative 
MDL (rMDL) (smaller is better), similarity index  (larger is better), and similarity index ℰ (larger is better), in the image scaling experiment with scales ∈0.9; 0.8; 0.7; 0.6; 0.5 . Column 3 shows the average of the performance criteria over the 
five segmentations provided by the five different subjects. Columns 4 to 9 show the 
performance index of the segmentation obtained by SNEF algorithm over the scaled image. 
The images 1, 2, 4, and 6 show a complete agreement of the criteria in choosing the best 
scaling parameter. 

Subjects    Scaling        

Image Criterion Average 0.5 0.6 0.7 0.8 0.9 1 

rMDL 1.023 1.021 1.016 1.013 1.005 1.000 1.000 

1 Sℰ 0.926 0.584 0.793 0.822 0.878 0.907 0.857 

SA 0.960 0.882 0.929 0.918 0.938 0.946 0.945 

  rMDL 1.034 1.056 1.018 0.997 0.999 0.995 1.000 

2 Sℰ 0.940 0.688 0.668 0.835 0.831 0.842 0.820 

  SA 0.951 0.860 0.828 0.880 0.880 0.882 0.878 

rMDL 1.019 1.011 1.009 1.010 1.007 0.999 1.000 

3 Sℰ 0.709 0.687 0.698 0.693 0.715 0.872 0.884 

SA 0.867 0.897 0.882 0.885 0.887 0.917 0.932 

  rMDL 1.021 0.997 0.993 0.983 0.987 0.993 1.000 

4 Sℰ 0.851 0.547 0.531 0.723 0.705 0.506 0.484 

  SA 0.910 0.782 0.768 0.864 0.835 0.691 0.653 

rMDL 1.018 1.007 1.008 1.003 1.005 1.003 1.000 

5 Sℰ 0.915 0.778 0.869 0.892 0.886 0.814 0.917 

SA 0.943 0.924 0.922 0.928 0.928 0.932 0.942 

  rMDL 1.018 0.997 1.011 0.995 0.999 0.997 1.000 

6 Sℰ 0.939 0.884 0.779 0.917 0.870 0.761 0.749 

  SA 0.947 0.924 0.822 0.929 0.893 0.925 0.924 

rMDL 1.024 1.002 1.021 1.014 1.018 0.999 1.000 

7 Sℰ 0.923 0.865 0.819 0.834 0.830 0.909 0.919 

  SA 0.930 0.908 0.826 0.842 0.836 0.915 0.937 

Averages over 24 images  

rMDL 1.017 1.011 1.011 1.003 1.002 1.000 1.000 

Sℰ 0.901 0.688 0.733 0.834 0.830 0.866 0.839 

  SA 0.939 0.880 0.860 0.905 0.896 0.915 0.906 
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Table 2. The three performance criteria for the same set of images as in Table 1, for 
evaluating the segmentations in the image smoothing experiment. Columns 4 to 9 show the 
performance index of the segmentation obtained by SNEF algorithm over the smoothed 
image, for six smoothing parameters, ∈ 0; 0.2; 0.4; 0.6; 0.8; 1.0 . 

  Subjects  Gaussian filtering   

Image Criterion Average 0 0.2 0.4 0.6 0.8 1 

 rMDL 1.023 1.000 1.000 1.018 1.018 0.998 0.999 

1 Sℰ 0.926 0.857 0.857 0.819 0.841 0.901 0.892 

 SA 0.960 0.945 0.945 0.919 0.913 0.944 0.944 

  rMDL 1.034 1.000 1.000 1.002 0.998 1.000 1.079 

2 Sℰ 0.940 0.820 0.820 0.816 0.845 0.825 0.619 

  SA 0.951 0.878 0.878 0.868 0.886 0.873 0.730 

 rMDL 1.019 1.000 1.000 0.998 0.997 0.999 1.005 

3 Sℰ 0.709 0.884 0.884 0.884 0.872 0.850 0.724 

 SA 0.867 0.932 0.932 0.924 0.921 0.911 0.891 

  rMDL 1.021 1.000 1.000 0.995 0.993 0.992 0.968 

4 Sℰ 0.851 0.484 0.484 0.497 0.520 0.507 0.842 

  SA 0.910 0.653 0.653 0.675 0.687 0.696 0.905 

 rMDL 1.018 1.000 1.000 1.002 1.001 1.012 0.999 

5 Sℰ 0.915 0.917 0.917 0.921 0.908 0.769 0.904 

 SA 0.943 0.942 0.942 0.940 0.936 0.887 0.941 

  rMDL 1.018 1.000 1.000 1.000 0.998 0.997 1.010 

6 Sℰ 0.939 0.749 0.749 0.752 0.874 0.702 0.618 

  SA 0.947 0.924 0.924 0.924 0.905 0.919 0.794 

 rMDL 1.024 1.000 1.000 1.011 1.009 1.001 1.001 

7 Sℰ 0.923 0.919 0.919 0.855 0.865 0.908 0.896 

  SA 0.930 0.937 0.937 0.861 0.868 0.922 0.917 

Averages over 24 images      

 rMDL 1.017 1.000 1.000 0.999 0.999 0.999 1.000 

 Sℰ 0.901 0.839 0.839 0.858 0.869 0.839 0.849 

  SA 0.939 0.906 0.906 0.916 0.911 0.910 0.910 

 
 
The corresponding results for the other similarity index, the ellipse-wise 

similarity index ℰ, are presented in Figures 5, where larger differences are 
observed between the highest ℰ (highest blue point) and the ℰ corresponding to 
best MDL (red circles). This might imply that occasionally ellipse set ranked the 
best by the MDL does not agree with the segmentation ranked the best by ℰ. 
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Fig. 4. (Left) Supervised similarity index   (represented as blue points) between the 
ground truth segmentation and the eleven segmentations given by SNEF algorithm for 
different smoothing and scaling parameters, for each of the 24 files.  By red circle we mark 
the similarity index  of the segmentation having the lowest MDL value out of the 11 
segmentations for each file and by black square we mark the segmentation with the worst 
(highest) value. Ideally, the segmentation chosen by the unsupervised MDL (which does 
not use a ground truth for its computation) should agree with the ranking given by the 
supervised , which uses the ground truth for its evaluation. (Right) Similarly, the right 
plot also shows the ranking by MDL and by supervised similarity index  , except that for 
each file, instead of 11 SNEF segmentations we use the 5 different segmentations provided 
by the 5 subjects. The plot illustrates the variability among the segmentations provided by 
the subjects. 

  

Fig. 5. Plots comparing the best segmentation according to MDL with the ranking of the 
segmentations using the similarity index ℰ. The left and right plots correspond to the ones 
in Figure 4, where the similarity index  was used instead of ℰ.  

4   Conclusions 

We compared the segmentations obtained by the SNEF algorithm under various 
preprocessing applied to the original image, by using three criteria: MDL, 
similarity index , and similarity index ℰ . The first criterion, MDL, can be 
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computed in an unsupervised way, while the last two can be computed only in a 
supervised way, based on ground truth defined by human subjects. We noticed a 
good correlation between the best MDL and the best similarity indexes, showing 
that MDL can be integrated in the segmentation routines for performing a decision 
among various segmentations, produced e.g. by the same algorithm on various 
preprocessed versions of the image to be analyzed. 
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Abstract. Retinopathy of prematurity is a potentially blinding proliferative disease 
of the retinal vasculature that affects premature infants with low birth weights. 
This paper explores the possibility of applying fractal analysis to images of blood 
vessels in the human retinae with three types of retinopathy. Although the fractal 
analysis suggests that the retinal images with different grade of retinopathy are 
more complex than those without retinopathy, this technique cannot completely 
distinguish retinal vessels in a patient with inactive and active retinopathy. 
Furthermore, the fractal dimension of retinal images in children with diagnosed 
aggressive retinopathy is higher than the fractal dimensions of the same images 
after laser surgery. Our results lead to the conclusion that the blood vessels in the 
retinae with aggressive retinopathy are more complex, irregular in shape and have 
a higher degree of vessel aberration than those vessels with ‘typical’ retinopathy.  

Keywords: Blood vessel, Box-counting method, Fractal analysis, Human retina; 
Medical imaging, Retinal vasculature. 

1   Introduction 

A number of human disorders are associated with obliteration of preexisting blood 
vessels. Microvessel rarefaction often takes place in the hypertensive lung, in the 
myocardium of patients with chronic renal failure, and in the elderly [1]. 
Conversely, a failure to eliminate transient embryonic vasculature destined for 
regression may also lead to disease, as exemplified by persistent hyperplastic 
primary vitreous, a common congenital developmental anomaly of the eye in 
which hyaloid vessels fail to regress [2]. A striking example of a disease caused 
by vessel regression is retinopathy of prematurity (ROP). 
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ROP is a blindness-causing neovascularizing disease that affects premature 
infants treated with high concentrations of oxygen. ROP develops in two distinct 
stages [1]. First, the hyperoxic insult leads to obliteration of immature retinal 
vessels, thereby compromising retina perfusion. The second phase, initiated upon 
resumption of the breathing of normal air, is an adverse compensatory 
neovascularization response, mediated by ischemia-induced vascular endothelial 
growth factor (VEGF), in which formation of new vessels is excessive, new 
vessels are leaky, and the inner limiting membrane of the retina is breached, 
allowing vessel growth into the vitreous. The latter event may ultimately lead to 
retinal detachment and vision loss [3]. 

The landmark multicenter trial entitled Cryotherapy for ROP (CRYO-ROP) 
was critical for describing the natural progression of ROP. The study defined the 
"threshold" of the disease when ablation to the peripheral avascular retina should 
be performed [3,4]. The Early Treatment of Retinopathy study showed that 
treatment was beneficial for high-risk eyes that did not yet meet the CRYOROP 
criteria for threshold disease [5]. 

The trend toward early treatment of high-risk patients further emphasizes the 
importance for early detection of ROP, particularly of aggressive ROP. The condition 
was highlighted in the 2005 updated classification of ROP and is considered the most 
virulent form of the disorder [3,5]. Aggressive ROP occurs among the smallest of low-
birth-weight babies. It is characterized by its posterior location, prominence of plus 
disease, and the ill-defined nature of the retinopathy [3]. 

Aggressive ROP progresses rapidly into more severe forms of the disease and 
may not follow the classic stages of typical ROP [5]. The junction of vascular and 
avascular retina can be subtle and more easily overlooked during examinations. In 
addition, the neovascularization of aggressive ROP is less obvious due to its 
growth along the retinal surface, rather than into the vitreous cavity. 

This study explores the possibility of applying fractal analysis to images of blood 
vessels in the human retinae with different stages of the ROP. The aim of this study 
was to investigate the use of the fractal dimension as a parameter, which quantifies 
the complexity, shape and straightness of retinal blood vessels, and to explore 
whether these parameters were capable to distinguish retinal images with different 
ROP. In addition this study aimed to quantify the difference among retinal blood 
vessels in patients with aggressive ROP before and after laser surgery. 

2   Materials and Methods 

2.1   Patients and Image Acquisition 

On the basis of ocular findings, 43 infants were identified from a cohort of 71 
infants and with ROP in zone 1 (posterior pole) and included in this study. The 
characteristics recorded for each infant in this study included birth weight, 
gestational age at birth, gestational age at laser treatment and during the post laser 
treatment follow-up at one or two weeks [3]. Ocular fundus photography was 
performed as a part of ROP screening in all infants who had been hospitalized at 
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the Institute for Neonatology, Belgrade, Serbia during the period of March-June 
2010. The screening criteria included neonates with a gestational age of 36 weeks 
or younger or those weighing less than 2000 grams. 

During the screening examination, the RetCam3 (Clarity Medical Systems, CA, 
USA), equipped with 130° lens, was used to obtain colour images of the retina of 
both eyes. Pupillary dilation was achieved with two cycles of 0.5% cyclopentolate 
and 2.5% phenylephrine at 30 min intervals of instillation. RetCam 3 images were 
taken by the ophthalmologist. The goal of each imaging session was to obtain 
clearly focused images of all parts of the ocular fundus. The images were stored 
on the RetCam3 computer hard drive (Fig. 1A). 

 

 

Fig. 1. An example of image acquisition: RGB image recorded with RetCam 3 (A), 
halftone inverted image (B), binary image with (C) and without (D) artifacts 

Analyzing 106 RGB images, we have collected 84 images and initially set them 
into 2 major groups, according to the presence of the ROP. Furthermore, we have 
subdivided the second major group into 3 smaller subgroups, due to the stage of 
ROP development [3]. Our sample of images, classified according to the 
previously described scheme, consisted of 24 images in group I (control), 13 
images in group II (inactive ROP), 17 images in group III (active ROP) and 30 
images in group IV (aggressive ROP). Among 15 patients (i.e. 30 images) with 
aggressive ROP, in 8 patients laser treatment was performed [6]. For these patients 
the fundus images were taken during the laser treatment session but before surgery 
and one or two weeks post-treatment. 
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Digital RGB images of each retinae were further imported in Image J 
(www.rsb.info.nih.gov/ij). With three subroutines ‘Filter:Stylize:Halftone’  
(Fig. 1B), ‘Image:Adjustment:Treshold’ (Fig. 1C) and ‘’Image:Mode:Binary’ 
(Fig. 1D), all images were converted into binary images, where all remaining 
artifacts were digitally removed in previous step. 

2.2   Fractal Analysis 

All binary images were saved in three different formats, as binary, outline and 
skeletonized images [7], and subjected to fractal analysis, particularly to the box-
counting procedure [8,9]. When the box-counting method is applied to 2D images, 
the fractal dimension (i.e. the box dimension) depends on image presentation. 
While the box dimension of binary images presents their space-filling property, 
the same parameter calculated from outline and skeletonized images defines the 
irregularity in the shape of the image and the degree of vessel aberrations from 
straight lines [10,11], respectively. 

Box-counting method was incorporated into Image J, and for each image the 
box-counting dimension (D) was obtained. Briefly, this procedure “covers” the 
image with sets of squares [12,13]. Each set was described by the size of the 
square edge. The corresponding number of squares necessary to cover the image 
was presented as a function of the size of square edge. The box dimension was 
obtained as an absolute value of the (negative) slope of the log-log relationship 
between number of squares and the size of the square edge [14,15]. 

The box sizes for the box-counting method were taken from 21 to 2k pixel, 
where k is the value for which N is equal to unity. As for our material, the box 
sizes were from 2 (i.e. 0.6 μm) to 256 pixels (76.8 μm), 512 pixels (153.6 μm) or 
1024 pixels (307.2 μm), depending on the image size. In all cases (Fig. 2) the 
correlation coefficient (R) of the straight line, fitted through 9 (or 10) data points, 
was higher than 0.95, proving the existence of the linear relationship between the 
logarithm of the number of squares and the logarithm of the size of the square 
edge [14]. 

2.3   Statistical Analysis 

Statistical analysis of the calculated box dimension of the retinal images depends 
on whether the box dimension distribution is normal or not. In the case when the 
calculated box dimension follows a normal distribution, each group is described 
by the corresponding mean value and standard deviation (or standard error). 
Further analysis is performed according to the methods and tests of parametric 
statistics. Alternatively, when the calculated values do not follow a normal 
distribution, the groups are described by the medians, and value range, and further 
analysis proceeds according to non-parametric statistics laws. 
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Fig. 2. Log-log plot of relationship between N and r for the binary (A), outline (B) and 
skeletonized (C) image. The equation of log N against log r (where the box dimension is the 
negative value of the slope of the fitted line) along the determination coefficient (R2) is 
presented in upper part of each graph. 

It is known that testing whether the data is distributed normally is performed by 
a chi-square test if the studied population consists of a large number of samples 
(more than 50). If the sample is small then testing of the distribution character is 
based on the calculation of two statistical parameters: skewness (a3) and excess (e) 
of distribution. The interval of skewness and excess values, which define the 
normal distribution, is estimated when these two parameter are divided by the 
corresponding mean square errors (σ3and σ4). If the absolute value of the quotients 
a3/σ3 and e/σ4 is less than or equal to 2, then the data distribution is normal. 
Otherwise, the distribution in a sample (or population) has no characteristics of a 
normal distribution. For further explanation of this procedure, the reader is 
referred to [15]. 

3   Results 

Table 1 shows the values of the parameters used to assess the nature of the 
distribution of three box dimensions of retinal images in four groups of patients, as 
well as in patients before and after surgery. As the values of the quotients |a3/σ3| 
and |e/σ4| do not exceed the critical value, i.e., 2, the box dimension values in all 
cases are normally distributed. Therefore further statistical analysis of the results 
of the fractal analysis was performed according to parametric statistics laws.  
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Table 1. The values of the skewness (a3), excess (e) and corresponding mean square errors 
(σ3 and σ4) in distribution of three box dimensions (Dbin, Dout and Dskel) of retinal images 
for four group of patients, along with group of patients before (a) and after (b) the surgery  

Patients Parameters Dbin Dout Dskel 

I 

a3 -0.25 0.36 0.68 
e -0.74 -0.72 -0.49 

σ3 0.45 
σ4 0.80 

II 

a3 -0.32 0.28 0.30 
e -1.03 -1.61 -1.73 

σ3 0.57 
σ4 0.91 

III 

a3 -0.33 -0.27 0.26 
e -0.66 -1.34 -1.48 

σ3 0.52 
σ4 0.87 

IV 

a3 -0.22 0.22 0.24 
e -1.10 -1.07 -0.89 

σ3 0.41 
σ4 0.75 

a 

a3 -0.69 -0.59 -0.56 
e -0.82 -0.80 -0.90 

σ3 0.53 
σ4 0.88 

b 

a3 0.29 0.38 0.32 
e -1.29 -1.34 -1.37 

σ3 0.53 
σ4 0.88 

3.1   Patients with Different Grade of the ROP  

The central tendency and dispersion measure of the three box dimensions (Dbin, 
Dout and Dskel) in four groups of patients are shown in Tab. 2. As can be seen from 
this table, patients with aggressive retinopathy (group IV) have the highest means 
of all box dimensions. To investigate whether there are significant differences 
among these means, a one-way ANOVA was applied. The calculated F-value for 
all box dimensions was higher than the critical value for a level of confidence p < 
0.01 (Tab. 2). As the next step in the analysis, we used a t-test in order to assess 
how many pairs of means Dbin, Dout and Dskel were significantly different. 

This test points out that the means of the three box dimensions in group I were 
highly different than the same means of other groups (p < 0.001). As for the mean 
Dbin, all other pairs were significantly different: pair II-III ( p < 0.01), pair II-IV (p 
< 0.05) and pair III-IV (p < 0.001). When it comes to the mean Dout and Dskel 
similar results were obtained, a significant difference was found in two pairs: II-III 
(p < 0.01 for both box dimensions) and III-IV (p < 0.01 for Dout and p < 0.001 for 
Dskel). 
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Table 2. The values of three box dimensions (Dbin, Dout and Dskel) in four groups of patients: 
control (I), inactive retinopathy (II), active retinopathy (III) and aggressive retinopathy 
(IV). Each value is presented as the mean ± standard error. F is the tabulated value of the 
one-way ANOVA, while F0.05 and F0.01 are corresponding tabulated values.  

Patients Dbin Dout Dskel 
I 1.28 ± 0.01 1.25 ± 0.01 1.13 ± 0.01 
II 1.41 ± 0.01 1.371 ± 0.007 1.250 ± 0.007 
III 1.369 ± 0.007 1.337 ± 0.006 1.221 ± 0.007 
IV 1.45 ± 0.01 1.40 ± 0.01 1.27 ± 0.01 
F 47.26 50.38 46.18 

F0.05 2.76 
F0.01 4.13 

3.2   Aggressive ROP before and after the Surgery 

Table 3 shows means and standard errors of the three box dimensions before and 
after laser treatment. Appropriate statistical estimations are also shown in the same 
table. The mean box dimensions before treatment was significantly higher than the 
same values after treatment. These results suggest a decrease in all box 
dimensions after laser treatment. 

Table 3. The values of three box dimensions (Dbin, Dout and Dskel) in patients with 
aggressive retinopathy before (A) and after (B) the laser surgery. Each value is presented as 
the mean ± standard error. p is the significance level 

Patients A B p 
Dbin 1.47 ± 0.02 1.39 ± 0.02 < 0.001 
Dout 1.39 ± 0.02 1.32 ± 0.02 < 0.001 
Dskel 1.25 ± 0.03 1.18 ± 0.02 < 0.001 

4   Discussion 

4.1   Morphology of the ROP 

The system used for describing the findings of active ROP is entitled The 
International Classification of Retinopathy of Prematurity, or simply ICROP [16]. 
ICROP uses a number of parameters to describe the disease. They are location of 
the disease into zones (1, 2, and 3), the circumferential extent of the disease based 
on the clock hours (1-12), the severity of the disease (stage 1-5) and the presence 
or absence of "Plus Disease". Each aspect of the classification has a technical 
definition. This classification was used for the major clinical trials and was revised 
in 2005[17]. 
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The zones are centered on the optic nerve. Zone 1 is the posterior zone of the 
retina, defined as the circle with a radius extending from the optic nerve to double 
the distance to the macula. Zone 2 is an annulus with the inner border defined by 
zone 1 and the outer border defined by the radius determined as the distance from 
the optic nerve to the nasal ora serrata. Zone 3 is the residual temporal crescent of 
the retina [17]. 

The circumferential extent of the disease is described in segments as if the top 
of the eye were 12 on the face of a clock. For example one might report that there 
is stage 1 disease for zone 3 clock from 4 to 7 o'clock. The extent is a bit less 
important since the treatment indications from the Early Treatment for ROP [18]. 

The stages describe the ophthalmoscopic findings at the junction between the 
vascularized and avascular retina: stage 1 is a faint demarcation line, stage 2 is an 
elevated ridge, stage 3 is extraretinal fibrovascular tissue, stage 4 is sub-total 
retinal detachment and stage 5 is total retinal detachment. In addition, “Plus 
disease” may be present at any stage. It describes a significant level of vascular 
dilation and tortuosity observed at the posterior retinal vessels. This reflects the 
increase of blood flow through the retina [19]. 

4.2   Image Analysis of the Retinal Blood Vessel 

Analysis of the retinal vessel structure is of immense interest for the investigation 
of diseases that involve structural or functional changes in the vasculature. 
Changes in retinal vasculature, such as hemorrhages, angiogenesis, increases in 
vessel tortuosity, blockages and arteriolar-venular diameter ratios are important 
indicators of, for example, diabetic retinopathy, retinopathy of prematurity and 
cardiovascular risk [21,22]. 

There is a growing body of literature on the segmentation of blood vessels from 
retinal images [23-27]. The vast majority of the literature is based on physically 
inspired models of vessel appearance, and somewhat dependent on the imaging 
modality [28]. For example, in fluorescent angiography the vessels appear bright 
(hyperfluorescent), whereas in red-free imaging the vessels appear dark compared 
to the retinal bed. 

Vessel segmentation algorithms can be coarsely divided into two classes: those 
that are pixel operator based, and those that track vessels in a local region. The 
first class involve operators, such as morphological operators, that are applied 
globally to the whole image, whereas the second class, once it has a point on the 
vessel only needs to analyze the local region about the vessel to track the vessel 
through the image [29]. 

4.3   Fractal Analysis of Retinal Blood Vessels 

Fractal analysis is a set of mathematical techniques used to quantify complex 
structures. Namely, the fractal dimension of a structure expresses numerically the 
degree of geometrical complexity of that structure [8]. Quantitative analysis of the 
retinal images can be successfully made by applying the concept of fractal 
geometry, as the retinal blood vessels is known to have a complex and irregular 
structure. 
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To the best of our knowledge, box-counting analysis of the retinal blood vessels 
has not completely attracted researchers’ attention [6], contrary to other methods 
where the fractal analysis of retinal blood vessels has been studied extensively 
[276,298-321]. 

The global fractal dimension of the retinal vasculature has been studied for 
some time [332,343]. Several research groups have demonstrated that the normal 
retinal vasculature has fractal-like properties with a global dimension generally 
falling between 1.60 and 1.88 [20,24,298,354]. Our results suggest the opposite 
conclusion (see Tabs. 2 and 3). Reasons we identified for this include applying a 
different fractal method and/or an overall relative insensitivity to the finest level of 
branching in the segmenting method. 

This study explored the possibility of applying of the standard box-counting 
analysis to the images of blood vessels in the human retinae with different degrees 
of the ROP. The fractal dimension of retinal images in children with diagnosed 
ROP is higher than the fractal dimension of same images in children without ROP 
(Tab. 2). Moreover, our results indicate that the blood vessels in the retinae with 
aggressive ROP are more complex, irregular in shape and have a higher degree of 
vessel aberration than those vessels with ‘typical’ ROP (Tab. 2). We have not 
been able to discriminate the shape and the degree of vessel aberration between 
inactive and active ROP retinal vessels (see Subsection 3.1). In addition, our 
results indicate a difference in the morphology of blood vessels of aggressive ROP 
images before and after the surgery (Tab. 3). 

5   Conclusion 

The results shown in this study are encouraging. The fractal dimension has proved 
to be a useful parameter for quantifying the complexity, shape and degree of 
vessel aberration in retinal images of ROP, along with images of aggressive ROP 
before and after laser treatment. We strongly believe that this study can be 
considered as a good start for further investigation of the quantification of retinal 
images in patients with ROP. Such analysis of the blood vessels can lead to a more 
reliable interpretation of the disease in the retinae, disease progression and 
treatment effectiveness. 
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Abstract. This study deals with time series analysis of blood flow velocity in the 
lobar branches of the renal artery of the kidney graft undergoing deterioration of 
function owing to acute rejection, acute tubular necrosis, acute pyelonephritis or 
chronic rejection. Both classical and Doppler sonography of kidney graft are not 
specific nor sensitive enough to distinguish between those clinical entities. Results 
of this pilot study indicate that the Hurst exponent of the time series of blood flow 
velocity changes significantly in the clinical course of acute cellular rejection or 
acute tubular necrosis. The Hurst exponent undergoes a unique temporal evolution 
indicating the emergence of deterministic chaos during the severe alteration of 
blood flow in kidney graft. This evolution can be described by the exponential 
function. Therefore, kidney graft with the underlying complex dynamics can be 
defined as a dynamic system of the first order.  

Keywords: time series, fractal dimension, deterministic chaos, Hurst exponent, 
Doppler sonography, kidney, transplantation. 

1   Introduction 

Kidney transplantation is a method of choice in the treatment of patients with the 
end-stage renal disease. Indeed, survival after renal transplantation is significantly 
better than that of patients treated with dialysis [1]. Functionality of the graft may 
deteriorate, however, due to acute cellular rejection, acute tubular necrosis, 
pyelonephritis, urinary or vascular obstruction, immunosuppressive drug-induced 
nephrotoxicity, glucocorticoid-induced hyperglycemia or dehydration. It is 
important to differentiate between the causes of early graft dysfunction since some 
of them, e.g. cellular rejection can result in the loss of the organ. For example, 
kidney transplantation implies the necessity of suppression of the immune system. 
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Any infection may end-up under those circumstances in acute pyelonephritis in 
the graft or in life-threatening sepsis. Graft rejection, which is also accompanied 
by both fever and deterioration of renal function, may imitate acute pyelonephritis. 
Yet, treatment in both cases is different, i.e., antibiotics, antimycotic drugs, or 
antiviral drugs versus glucocorticoids or antibodies.  

By definition, acute pyelonephritis denotes segmental, ascending inflammation 
of renal pelvis with formation of abscesses within the renal parenchyma due to 
infection. It occurs as the result of obstruction or reflux nephropathy. The 
activation of the biochemical inflammatory cascade results in the increased size of 
the graft due to swelling; a clinical hallmark of acute pyelonephritis. Yet, 
angiograms show normal anatomy of the renal vessels. They sometimes show 
stretching of interlobular arterial branches and the cortical striations [2]. 
Autoregulation of blood flow can however be preserved for a longer time. No 
change in the peak systolic velocity should occur unless vasoconstriction changes 
significantly the diameter of blood vessels and cuts blood flow off.  

The clinical hallmark of acute rejection is an abrupt and significant decline in 
renal function. Graft rejection is driven by the circulating cytotoxic antibodies, 
activation of CD4+ lymphocytes and enhancement of IL-2 synthesis (reviewed in 
[3]). Although those events are different than the ones initiating pyelonephritis, 
they trigger the molecular response, which ends up in the activation of the same 
inflammatory cascade. The descending nature of the process results, however, in 
severe damage of both endothelium and interstitium. One of the earliest alterations 
is dilatation of the peritubular capillaries with mononuclear lymphoid cells. The 
endothelial cells swell and degenerate. This leads to renal ischemia. Infiltration of 
interstitium by lymphoid cells causes degeneration of tubular cells and results in 
swelling of the graft. It is worth to notice that glomerular changes in acute 
reversible rejection are not prominent. They are limited to swelling and 
hypertrophy of cells. The acute irreversible rejection is characterized by extensive 
fibrin thrombi in glomerular capillaries and their necrosis (reviewed in [4]). Due 
to the intraluminal thrombosis and necrosis blood flow can become turbulent. In 
addition, both the lower values of the peak systolic velocity and some significant 
changes in the autoregulation of blood flow can be expected. 

The causes of early graft dysfunction may overlap. Of course, that makes any 
diagnostic approach particularly challenging. Although both clinical entities are 
determined by some distinct pathological mechanisms, there are no specific 
clinical, biochemical or biophysical criteria known which would allow to 
differentiate in a reliable manner between both clinical situations. A search for 
such the criterion continues.  

Doppler sonography is one of the most frequently methods applied to 
appreciate both the kidney graft size and blood flow in and out of the graft. The 
superficial placement of a kidney graft in the iliac fossa makes sonographic 
imaging an attractive tool for the evaluation of this structure in a variety of 
pathological conditions. Most transplant patients with deteriorating renal function, 
as demonstrated by a rise in serum creatinine concentrations and/or decreased 
urine output, are referred for ultrasound evaluation as a first step towards a 
differential diagnosis. 
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This study has been undertaken to answer the following questions: 1. do time 
series obtained from a Doppler blood flow study possess fractal structure?, 2. how 
that structure changes during deterioration of renal function of the graft, 3. can one 
differentiate between the above-mentioned clinical entities on that basis?  

2   Methods and Patients 

2.1   Methods  

Blood flow in the lobar branches of the renal artery of the graft was evaluated by 
means of the color-mode Doppler ultrasonography (Sonoline G50, the ultrasound 
C 5-2, 3.5 MHz, Siemens, Germany or Pro Focus UltraView, transducer 8830, 3-6 
MHz, BK Medical, Denmark). The parameters, such as blood flow velocity (V), 
resistive index (RI), i.e., peak systolic velocity minus the end diastolic velocity 
divided by the peak systolic velocity, or pulsatile index (PI), i.e., a measure of the 
variability of blood velocity in a vessel, equal to the difference between the peak 
systolic and minimum diastolic velocities divided by the mean velocity during the 
cardiac cycle were recorded in the renal grafts of the patients with early graft 
dysfunction, chronic rejection or normal function. Blood flow was measured in a 
constant distance from the graft surface of about 2.5-3.0 cm. The time series 
obtained from those measurements have a total length of at least 100 impulses. 
Fractal analysis of the time series was performed using commercially available 
software (Benoit ver.1.3, TruSoft Int’l., Inc., USA). This software has been 
designed using the wavelet algorithm (see Appendix and [5] for the details).  

Visual recurrence analysis and calculation of the correlation dimension was 
performed using VRA software ver 4.9 by Eugene Kononov. Correlation 
dimension can be applied to distinguish between chaotic and random behaviour of 
time series. The algorithm constructs a function C(ε) that represents a probability 
that two arbitrary points on the orbit of the attractor of the chaotic process are 
closer than ε. The correlation dimension is given by a formula log(C) / log(ε) in 
the limit ε→0 , and N→∞. The correlation dimension is defined as the slope of the 
curve C(ε) versus ε. In other words, C(ε) is the correlation of the data set, or the 
probability that any two points in the set are separated by a distance ε. A non-
integer value of the correlation dimension indicates that the time series or dynamic 
process possesses most likely a fractal structure.    

Both the mean value of the RI and the PI were calculated from the ten 
randomly chosen waveforms of each time series (Microsoft Exel 2000, Microsoft, 
USA).  

Fitting of points and curves was performed using Sigma Plot version 10, Systat 
Software, USA. 

In addition, morphology of the renal transplant arterial waveforms were 
recorded. The shape of the waveforms was categorized into six types according to 
criteria published elsewhere [6], [7] as shown in Figure 1. 

The time interval between transplantation and sonography ranged from hours to 
years. Each patient was studied at least three times. The first measurement was 
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done on the day, in which acute symptoms or deterioration of renal function 
appeared. The additional measurements were performed during therapy to grasp 
any changes in blood flow. In particular, some additional blood flow 
measurements were performed every 24 hours in all cases of acute rejection in 
order to characterize dynamics of the process and its temporal evolution. Finally, 
blood flow was measured long after the end of treatment, when renal function had 
normalized and symptoms of early graft dysfunction had disappeared. The 
biochemical parameters such as leucocytes, creatinin, or CRP were measured by 
all patients at each Doppler sonography.  

 

Fig. 1. Representation of the waveforms seen during the Doppler sonography of kidney 
graft according to [ 6], [7]. The left column from the top shows the waveform type 1, 3, and 
5, respectively. The right column from the top shows the waveform type 2, 4, and 6.  The 
waveform type 1 is typical of the normal kidney graft. The waveform 6 represents reversed 
diastolic flow, and is frequently seen in acute cellular rejection.  

2.2   Patients 

All patients participating in this study underwent kidney transplantation between 
1996 to 2008 in the university transplantation centers in Halle, Erlangen or 
Munich and were treated in hospitals in Halle, Marktredwitz or Straubing, 
Germany.  

Five of them had acute cellular rejection (ACR) at the moment of examination. 
Acute rejection was first diagnosed clinically on the ground of the following 
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criteria: 1. negative urine or blood cultures, 2. mild inflammation as determined by 
the lower initial values of C-reactive protein (CRP < 50 mg/l), 3. significant 
deterioration of graft’s function, 4. rapid clinical response to treatment with 
immunosuppressive drugs,  glucocorticoids or antibodies. The diagnosis was 
confirmed histologically by biopsy. All five cases were classified as acute cellular 
rejection of the grade II according to the Banff classification [8].  

Five patients underwent chronic rejection (CR) with significant deterioration of 
graft’s function as measured by the increased creatinine values greater than 350 
µmol/l. Those patients responded relatively well to glucocorticoids with decline of 
creatinine concentrations to the average values about 150 µmol/l. In addition, the 
urine outcome improved. Neither had those patients acute symptoms, nor organ 
swelling typical of acute cellular rejection. No biopsy of the graft was performed. 

Four patients were classified as acute pyelonephritis (APN) on the ground of 
the following criteria: 1. bacterial infection confirmed by urine culture, 2. large 
initial concentrations of C-reactive protein (CRP > 100 mg/l), 3. rapid clinical 
response to antibiotics and recovery of graft’s function.  

One patient underwent acute tubular necrosis (ATN) due to the prolonged 
ischemia time during transplantation, i.e., about 17 hours from the removal of the 
kidney from the cadaver donor to the reperfusion after transplantation. However, 
no biopsy was performed in that case. 

One patient had high obstruction due to lymphocele, but no signs of rejection or 
pyelonephritis.  

A control group contained 10 patients with good, stable function of kidney graft 
with creatinine concentration up to 60 µmol/l. The grafts worked well. Urine 
excretion was from 2 liter up to 7 liter per day. There were no signs of 
inflammation in the graft at the moment of examination. 

3   Results 

3.1   Time Series Analysis of Blood Flow Velocity 

Table 1 summarizes results of time series analysis of blood flow in various clinical 
settings after kidney transplantation. 

As expected, the increased values of RI and PI are associated with significant 
alterations of blood flow through the kidney vessels, such as those ones in the 
course of both acute cellular rejection and acute tubular necrosis. Those clinical 
entities are characterized by a significant decrease of the mean velocity of blood 
flow as compared with a group of patients with the normal grafts. The similar 
effect can be seen in the case of acute pyelonephritis. However, the mean velocity 
of blood flow is not so severely reduced as in the case of acute cellular rejection. 
In the case of ureter obstruction, RI and PI remain increased, but velocity of blood 
flow is significantly increased (compare Table 1). Owing to a low number of cases 
no statistical comparison between those groups was performed.  
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Table 1. Temporal evolution of the mean values of fractal dimension D, the Hurst exponent 
H, blood flow velocity V (cm/s) with the standard deviation σ, resistive index RI and 
pulsatile index PI in different clinical settings of kidney graft, where ACR stands for acute 
cellular rejection, ATN denotes acute tubular necrosis, CR denotes chronic rejection, and 
APN denotes acute pyelonephritis, and GNF stands for a graft with normal function. 

Clinical  
entiety 

Day 0 Day 3 Day 5 Recovery 

ACR   

n=5 patients 

H=0.601 
D=1.399 
V=24.9 
σ=3.9 
RI=0.95 

      PI=2.08 

H=0.528 
D=1.472 
V=34.8 
σ=7.7 
RI=0.86 

      
PI=1.88 

H=0.276 
D=1.724 
V=21.3 
σ=0.95 
RI=1.02 

      
PI=2.11 

H=0.205 
D=1.795 
V=50.7 
σ=9.5 
RI=0.88 

      
PI=1.71 

 
ATN 

n=1 patient 
 

H=0.378 
D=1.622 
V=27.4 
σ=3.5 
RI=0.99 

      PI=1.91 

H=0.423 
D=1.577 
V=14.1 
σ=1.5 
RI=0.87 

      
PI=1.90 

H=0.521 
D=1.479 
V=19.4 
σ=3.2 
RI=0.94 

      
PI=1.79 

H=0.219 
D=1.781 
V=32.2 
σ=5.7 
RI=0.81 

      
PI=1.73 

 
CR 

n=5 patients 

H=0.176 
D=1.824 
V=23.8 
σ=2.5 
RI=0.71 
PI=1.81 

H=0.244 
D=1.756 
V=22.5 
σ=2.7 
RI=0.73 
PI=1.80 

H=0.277 
D=1.723 
V=28.3 
σ=3.0 
RI=0.73 
PI=1.78 

H=0.273 
D=1.727 
V=29.7 
σ=1.2 
RI=0.72 
PI=1.75 
 

APN 

n=4 patients 

H=0.404 
D=1.596 
V=36.1 
σ=5.8 
RI=0.87 
PI=2.10 

H=0.273 
D=1.727 
V=35.7 
σ=4.3 
RI=0.92 
PI=2.08 

H=0.278 
D=1.722 
V=36.9 
σ=5.1 
RI=0.88 
PI=1.91 

H=0.232 
D=1.768 
V=42.1 
σ=7.9 
RI=0.81 
PI=1.85 
 

  Obstruction 

n=1 patient 

H=0.408 
D=1.592 
V=93.7 
σ=21.7 
RI=0.85 
PI=1.97 

H=0.278 
D=1.722 
V=52.3 
σ=10.2 
RI=0.79 
PI=1.78 

H=0.265 
D=1.735 
V=54.2 
σ=6.7 
RI=0.72 
PI=1.73 

H=0.242 
D=1.758 
V=54.8 
σ=4.5 
RI=0.75 
PI=1.71 
 

GNF 

n=10 patients 

H=0.224 
D=1.776 
V=55.4 
σ=3.9 
RI=0.71 
PI=1.58 

H=0.213 
D=1.787 
V=57.3 
σ=4.2 
RI=0.69 
PI=1.67 

H=0.218 
D=1.782 
V=56.1 
σ=4.8 
RI=0.72 
PI=1.60 

H=0.216 
D=1.784 
V=56.7 
σ=3.7 
RI=0.73 
PI=1.62 
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Fig. 2. Evolution of the Hurst exponent in time (hrs) representing time series obtained from 
a patient with acute tubular necrosis (black circles) or from a patient with acute cellular 
rejection (white circles). The dash-dot line indicates the 95% confidence band for the fitting 
with the function of exponential decay f(t)=Ae-bt (R=0.963, A=0.714, b=0.007; normality 
test, K-S test, and constant variance test passed, Durbin-Watson statistic failed). The 
process reflected by black circles was fitted with exponential function f(t)=Aebt (R=0.987, 
A=0.315, b=0.004; normality test, Durbin-Watson statistic, K-S test, and constant variance 
test passed). 

Either grafts with normal function or grafts in the course of chronic rejection 
possess much lower mean values of RI and PI. However, the mean value of blood 
flow velocity in those two groups varies about two-fold as compared with the 
cases of acute cellular rejection or acute tubular necrosis. 

As shown in Table 1, a specific treatment of each clinical entity leads to some 
improvement of the mean values of the parameters eventually. The reaction to that 
treatment develops gradually as reflected by the temporal evolution of the fractal 
dimension or the Hurst exponent of the appropriate time series. In general, the mean 
values of the above parameters remain altered despite the succesful treatment and 
recovery of the satisfactory kidney function as compared with the mean values of 
the same parameters in the grafts with the normal function (see Table 1). 

Interestingly, the mean values of the Hurst exponent continue to increase 
during treatment in the case of acute tubular necrosis. On the contrary, the mean 
values of the Hurst exponent decrease quickly in the course of treatment in the 
case of acute rejection. Dynamics of both processes can be seen in the Figure 2. 
The appropriate points were fitted with a great accuracy with the exponential 
function reflecting exponential growth (black circles) and exponential decay 
(white circles) (see the details Fig. 2). 
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3.2 Temporal Evolution of the Hurst Exponent in Acute Tubular 
Necrosis or Acute Cellular Rejection 

Temporal evolution of the Hurst exponent in acute cellular rejection is 
significantly different than in acute tubular necrosis. It can be easily seen from the 
Figure 2 that those processes possess different dynamics. More specifically, those 
processes are described well by a family of the exponential functions. The 
appropriate fitting was done with very large values of the coefficient of nonlinear 
regression R > 0.95. Therefore, both processes can be classified as the processes 
of the first order, i.e., the processes with dynamics described by the differential 
equations of the first order. 

The correlation dimension is frequently used to distinguish between chaotic 
and random behaviour of time series. For the truly random signals, the correlation 
dimension graph will look like a 45-degree straight line, indicating that no matter 
how the noise is embeded, it will evenly fill the available space. Chaotic processes 
and the corresponding time series have a distinct spatial structure. Their 
correlation dimension will achieve a constant value at some point, as embedding 
dimension is increased. The values of the correlation dimension calculated for one 
of the patients with acute cellular rejection on day 0 and day 3 can be appreciated 
in the Figure 3.  
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Fig. 3. The values of the correlation dimension of the time series for the patient with acute 
cellular rejection on day 0 (dash-dot line) and day 3 (solid line). The values of the correlation 
dimension saturate in both cases in a manner typical for a chaotic process with a fractal 
structure. The values were calculated for the first minimum of the mutual information (AMI) 
equal 3 as calculated by the VRA software by Eugene Kononov, ver. 4.9. 
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3.3   Waveform Types and Their Frequency 

Table 1 summarizes frequency of waveforms seen during this study. The 
waveform Type 5, i.e., the waveform with high systolic peak was not seen at all 
during this study. The waveform Type 3 was seen only once in the course of 
pyelonephritis. The most frequently seen waveform was the waveform Type 1, 
i.e., the waveform with a gradual slope descent and continous forward flow in 
diastole. This waveform appeared not only in the grafts with normal function, but 
also in all cases of acute rejection or pyelonephritis as well as in acute tubular 
necrosis. This waveform appeared also in majority of grafts with chronic rejection. 
The waveforms Type 2, i.e., the waveform with an early diastolic notch, 
waveform Type 4, i.e., the waveform with a rapid fall off in flow at end diastole 
and normal flow in  early and mid diastole, and waveform Type 6, i.e., the 
waveform with reversed diastolic flow were seen in the cases of acute rejection 
with severe alterations of blood flow. Thus, there is no waveform typical 
exclusively for a given entity. 

4   Discussion 

4.1   Temporal Evolution of Both the Hurst Exponent and 
Fractal Dimension 

There are no typical values of the parameters, such as H, D, V, RI or PI, which 
would indicate unequivocally the nature of the hemodynamic alterations in the 
kidney graft. However, those parameters change the mean values if alterations of 
blood flow become more severe. As shown in Table 1, alterations of blood flow 
end up in a significant decrease of the mean blood flow velocity. The only 
parameter that increases significantly during acute cellular rejection or acute 
tubular necrosis is the Hurst exponent (compare Table 1). This exponent is not 
only increased during the acute phase of blood flow alterations associated with 
both entities, but also seems to possess a specific temporal evolution in each of 
those clinical situations (see Fig. 2).  

The low number of cases involved in that study does not allow more accurate 
definition of the mathematical model of those processes. It seems, however, that 
the observed evolution of the Hurst exponent can be described by the exponential 
function of time, and, therefore, the entire dynamic system represents a system of 
the first order, i.e., the system with dynamics described by the differential 
equation of the first order.  

Acute cellular rejection is a fast process. Cytotoxic lymphocytes need a few 
hours to infiltrate the kidney graft. This is associated with a significant 
deterioration of its function including alterations of blood flow. Dynamics of that 
rapid phase remains unknown, and has not been analyzed in details during this 
study. However, it is worth to notice that dynamics of acute cellular rejection in 
the course of treatment is represented by the function of exponential decay (see 
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Fig. 2). Treatment of cellular rejection relies upon elimination of cytotoxic 
lymphocytes from the kidney graft owing to apoptosis.  Since apoptosis of 
lymphocytes possesses the dynamics of exponential decay, it might be the 
underlying molecular cellular mechanism, which also determines the emergence 
of the observed dynamics of exponential decay in the evolution of the Hurst 
exponent.  

The evolution of the Hurst exponent during acute tubular necrosis varies from 
the above discussed evolution in the course of treatment of acute cellular rejection. 
Yet, it is also described by the exponential function, i.e., the two-parametric 
function of exponential growth. This difference may result from a different 
pathological mechanism underlying acute tubular necrosis. In the latter case, 
tubular epithelial cells undergo irreversible damage owing to ischemia. This 
process is not so rapid as lymphocyte infiltration of the kidney graft and resulting 
acute cellular rejection. Hence, we observe relatively slow exponential evolution 
of the Hurst exponent. Owing to the design of this pilot study, it was not possible 
to analyze in details evolution of the Hurst exponent in the phase of recovery of 
the kidney graft from acute tubular necrosis, which takes some longer time. 

The correlation dimension calculated by the VRA software for the patients with 
acute cellular rejection or with acute tubular necrosis supports the existence of the 
fractal structure in time series of blood flow in kidney graft. In addition, visual 
recurrence analysis enables graphical, qualitative evaluation of the structure of the 
corresponding time series, which varies significantly from the structure typical of 
the white noise or Brownian motion (data not shown).  

This report indicates some additional benefits of the Doppler method, which 
have not been previously noticed. First, time series analysis of a single parameter, 
such as velocity of blood flow in the kidney graft reveals the existence of fractal 
structure in those series. Second, the temporal evolution of the Hurst exponent 
indicates an ability of the graft to self-regulation of blood flow; an indicator of the 
healthy functional status of the grafted kidney. This aspect is particularly 
interesting because the kidney graft does not possess any innervations, and blood 
vessels can only react to the hormonal signals. Third, acute alteration of that 
regulation seems to lead to deterministic chaos in time series of blood flow in the 
cases of severe anatomic changes, such as those occurring in the course of acute 
cellular rejection or acute tubular necrosis. Those findings are in concert with the 
previous findings from the study of blood flow in human brain. It has been 
reported that cerebral blood flow reveals multifractal structure. This structure 
undergoes significant changes when autoregulation of blood flow fails, e.g., 
during migraine [9].  

4.2   Role of Ultrasonography in Evaluation of Kidney Graft 

Although sonography allows some evaluation of the anatomic conditions in the 
kidney graft as well as the intensity of the inflammatory process, it is impossible 
to differentiate on that basis between the various clinical entities leading to 
alterations of blood flow. More specifically, Doppler sonography can help to 
appreciate severity of the alterations of blood flow in kidney graft. The patient 
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must however spend a long time motionless in the same position during recording 
of Doppler signals. Hence, recording of time series in transplant patients is even 
more challenging and time consuming procedure. This approach can be used in 
the clinic to appreciate severity of alterations of blood flow occasionally rather 
than systematically.  

Results of this pilot study indicate that there are no specific waveforms, which 
would enable a correct diagnosis of the underlying pathological condition. Certain 
waveforms, such as the waveform Type 2 or the waveform Type 6 seem to be 
more specific for the conditions, in which severe alterations of blood flow occur. 
The larger clinical studies demonstrated findings similar to the findings of this 
study [7], [8]. Indeed, in severe acute rejection, the kidney transplant became more 
echogenic. Swelling was present, hypoechogenicity of the medullary pyramids 
was seen, the corticomedullary junction was indistinct, and the globular size of the 
kidney was also increased as in the case of acute pyelonephritis. The vascular 
resistance of the kidney was high as reflected by the mean value of RI and PI, and 
waveforms Type 6 with reversed diastolic flow were present.  

5   Conclusions 

Doppler sonography allows an accurate measurement of velocity of blood flow in 
a variety of clinical conditions in kidney graft. However, no specific waveforms 
corresponding to the particular clinical entity have been idenitified. Time series 
analysis of the velocity of blood flow reveals the existence of fractal structure in 
those series. This structure changes in the course of the severe alterations of blood 
flow in the graft, such as acute cellular rejection or acute tubular necrosis. The 
above outlined approach can be used to determine the severity of acute graft 
rejection or acute tubular necrosis. However, it is not appropriate for the 
differential diagnosis of pathological entities in the kidney graft. The accurate 
diagnosis can be made exclusively by a histological examination of the biopsy 
specimen obtained from the graft.  
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Appendix: The Hurst Exponent and the Wavelet Method  

The mathematical measure of self-affinity is the Hurst exponent, H.  This 
exponent between 0 and 1 determines the roughness of any curve with fractal 
structure, i.e., the larger H the smoother is the curve. In other words, the exponent 
serves as a measure of bias in fractional Brownian motion. It is related to fractal 
dimension D with a simple formula D=2 – H.  

Time series can be divided on that basis into three categories. The case H = 0.5 
characterizes the ordinary Brownian motion. That motion has independent 
deviations of values in time. There is no correlation between them. They create a 
so-called random walk. Deviation of the value of the Hurst exponent from 0.5 
denotes a fractional Brownian motion in the time series. 

For 0.5<H<1.0 deviations in the time series are persistent, i.e., x(t+1) tends to 
deviate from the mean the same way x(t) did, where t stands for scalar time; the 
probability that x(t+1) deviates from the mean in the same direction as x(t) 
increases as H approaches 1. There is a positive correlation between the 
consecutive deviations, i.e. increments or decrements in the time series. Such the 
time series reveals the existence of a long memory dynamic process behind, i.e., a 
process with a random component, where a past event has a decaying effect on 
future events [5]. Since Hurst exponent determines the rate of chaos, this value of 
the Hurst exponent denotes that dynamic system producing the given time series 
generates deterministic chaotic dynamics.  

For 0<H<0.5 deviations in the time series are anti-persistent, i.e., the 
probability that x(t+1) deviates from the mean in the opposite direction from x(t) 
increases as H approaches 0. There is a negative correlation between the 
increments of the consecutive values. The corresponding plot oscillates still with 
some regularity and order, which are totally missing in the first case of the random 
ordinary Brownian motion for H = 0.5 [10].      

Wavelet analysis is a tool for analyzing localized variations in power by 
decomposing a trace into time frequency space to determine both the dominant 
modes of variability and how those modes vary in time.  This method is 
appropriate for analysis of non-stationary traces, i.e. where the variance does not 
remain constant with increasing length of the data set.  Fractal properties are 
present where the wavelet power spectrum is a power law function of frequency.  
The Wavelet method is based on the property that Wavelet transforms of the self-
affine traces have self-affine properties. 
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Abstract. Advanced techniques like image based predictive control are embedded 
now in visual servoing applications. As it can be seen in literature, the main visual 
features used in the nonlinear predictive servoing architecture are point features. 
In order to increase performances of the visual servoing systems, a model predic-
tive controller based on image moments derived from point features is proposed in 
this paper. The new predictive control technique uses a local model based predic-
tor for image moments and a reference trajectory in order to ensure a robust beha-
vior. Based on the new predictive control strategy, a visual control architecture is 
designed and a simulator is developed. Simulation results are obtained for a visual 
sensor attached to a 6 d.o.f. robot manipulator in an eye-in-hand configuration. 
The results revealed high efficiency and robustness for the proposed approach. 

Keywords: Visual servoing, predictive control, nonlinear system, image  
moments. 

1   Introduction 

During the last decades the research on merged domains, like robotics and control 
theory, generated multiple interesting results [1-4]. Image based visual servoing 
(IBVS) is an important technique used for solving the complex problems of con-
trolling robot systems. An image based controller can be designed not only using a 
proportional control law, but also with advanced control techniques which imply 
the knowledge of an open-loop model of the visual servo control system. Predic-
tive control strategies for visual servo control have already been proposed. Thus, 
in [5], an ARIMAX multivariable model is used to implement a GPC controller 
for high speed visual servoing of a robot manipulator. In [6], an IBVS structure 
based on nonlinear model predictive control (NMPC) is proposed. The visual fea-
tures considered for this approach are point features while constraints regarding 
visibility and joint and torque limits are included. Another model of a visual servo 
system is given in [7] which employs a camera and a position controller with a  
robust disturbance observer in the joint space. In this way, each joint axis is de-
coupled and the inner velocity loop can be expressed in the frequency  
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region below the cut-off frequency of the robust disturbance observers as a di-
agonal transfer matrix. 

An interesting method of visual feedback control is obtained when image based 
visual servoing and NMPC are combined. In [8], a predictive control architecture 
which integrates the reference trajectory and the image prediction based on a local 
model is presented. Traditionally, NMPC visual servoing is designed using point 
features. The predicted values of the point features over a prediction horizon can 
be computed using two types of model. The first one is based on a nonlinear glob-
al model for the image prediction and the second one used a local model based on 
interaction matrix to predict the point features regarding the camera velocity [6, 
9]. Due to major disadvantages which emerge when using point features in visual 
servoing applications, image moments can be a solution [10]. For the first time, 
the authors proposed in 2010 an approach of NMPC visual servoing using image 
moments [11]. The proposed method proved to be more robust and stable as the 
ones which used point features.  

In the present paper, an extension of the NMPC architecture from [11] is devel-
oped. Taking into account directly the image moments and the hypothesis that the 
interaction matrix related to it has slow changes around the desired camera pose 
[12], an one step ahead predictor was designed. In order to obtain a prediction 
over a larger horizon a recursive technique is applied to the one step ahead image 
moments predicted predictor. For better performances of the predictive control, a 
reference trajectory of the visual features must be considered. Thus, a method of 
generating reference trajectory for image moments from paths derived for point 
features is presented. The proposed architecture was implemented, tested and vali-
dated using a simulator developed in Matlab. The simulation results revealed good 
performances and showed how the dynamic behavior of the image based predic-
tive controller is influenced by the reference trajectory. 

The paper is structured as follows: in Section 2, an analytical method of com-
puted interaction matrix related to image moments is presented. Section 3 is dedi-
cated to the image moments predictive control algorithm. The experimental results 
are presented in section 4 and the conclusions are detailed in the last section. 

2   Interaction Matrix Based on Image Moments 

If an object in the image is described by a discrete set of n  point features of 
coordinates ( , )x y , then image moments ijm  of order ( )i j+  are defined as: 

1

.
n

i j
ij k k

k

m x y
=

=  (1)

The coordinates of the gravity center 10

00
g

m
x

m
= , 01

00
g

m
y

m
= , with 00m a n= =  the 

object area, are used to compute the centered moments ijμ  of order ( )i j+   

given by: 
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( ) ( )
1

.
n i j

ij k g k g
k

x x y yμ
=

= − −  (2)

In visual servoing applications for eye-in-hand configuration, a set of image mo-
ments [ , , , , , ]T

m n n nf x y a τ ξ α=  derived from point features can be used to obtain 

an image-based control law [12]. The camera velocity [ , ]T
c v ω=v  is composed 

from linear velocities [ , , ]T
x y zv v v v=  and angular ones [ , , ]T

x y zω ω ω ω= . In 

order, to control the linear camera velocities, the following three components of 
image moments vector mf  can be considered [12]: 

*
*, , ,n n g n n g n

a
x a x y a y a Z

a
= = =  (3)

where *Z  represents the desired depth between the desired configuration of the 
point features and the camera and *a  is the desired object area. For a discrete ob-
ject, the area a  represents the number of points which describe the object and 
cannot be used as visual feature. Thus, in [12] is recommended to employ: 

20 02 .a μ μ= +  (4)

The image moments used to control the angular camera velocities ,x yω ω  and 

zω  are ,τ ξ  and α  defined by [12]: 

1 2 11

3 3 20 02

21
, , arctan ,

2
n n

n n

I I

I I

μτ ξ α
μ μ

 
= = =  − 

 (5) 

where: 

( ) ( )
( ) ( )
( ) ( )

2 2

1 50 32 14 05 23 41

2 2

2 50 32 14 05 23 41

2 2

3 50 32 14 05 23 41

2 2

2 3 2 3

10 5 10 5 .

n

n

n

I

I

I

μ μ μ μ μ μ

μ μ μ μ μ μ

μ μ μ μ μ μ

= + + + + +

= − − + − −

= − + + − +

 

 

(6) 

Having an object described by a set of point features, the link between the time 
variation of any point feature f  and the camera velocity is given by [13]: 

.f cf L= v  (7)

In (7) fL  is the interaction matrix having for one point ( , )x y=x  the  

expression: 
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2

2

1
0 (1 )

,
1

0 1

x
xy x y

Z ZL
y

y xy x
Z Z

 − − + 
=  
 − + − −  

x

 

(8) 

where Z  is the point depth. Similarly with (7), the time variation of the image 
moments vector mf  can be computed: 

.

.
mm f cf L= v

 
(9) 

Considering the centered image moments ijμ  as visual features, the time varia-

tion ijμ  is obtained through derivation of (2): 

1 1

1

( ) ( ) ( ) ( ) ( ) ( ).
n

i j i j
ij k g k g k g k g k g k g

k

i x x y y x x j x x y y y yμ − −

=

= − − − + − − −    
 

(10) 

If planar objects are considered 
1

Ax By C
Z

 = + + 
 

 [14] then the velocity of any 

object point ( , )k kx y  becomes: 

2

2

( ) ( ) (1 )

( ) ( ) (1 )
.k k k x k k k z k k x k y k z

k k k y k k k z k x k k y k z

x Ax By C v x Ax By C v x y x y

y Ax By C v y Ax By C v y x y x

ω ω ω
ω ω ω

= − + + + + + + − + +
= − + + + + + + +



 − −


 (11) 

Using (11) together with (10), the interaction matrix of the centered moments ijμ  

is obtained: 

; ; ; ; ; .
ij vx vy vz x y zLμ ω ω ωμ μ μ μ μ μ =    (12)

The analytical form of the parameters , , , , ,vx vy vz x y zω ω ωμ μ μ μ μ μ  is detailed in 

[14]. Based on (12), the interaction matrix related to the image moment features 
vector [ , , , , , ]T

m n n nf x y a τ ξ α=  can be computed using: 

11 12

21 11

31 32

1 0 0 (1 )

0 1 0 (1 )

0 0 1 0
.

0 0 0 0

0 0 0 0

0 0 0 1

m

n n n

n n n

f
x y

x y

x y

a e a e y

a e a e x

e e
L

ω ω

ω ω

ω ω

τ τ
ξ ξ
α α

− − + 
 − + − − 
 − −

=  
 
 
 

−  

 (13)

The analytical form of parameters from (13), 11 12 21 31 32, , , ,e e e e e , 

, , , , ,x y x y x yω ω ω ω ω ωτ τ ξ ξ α α  can be found in [12]. 
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3   Visual Predictive Control Based on Image Moments 

The design of the classical IBVS structures is based on a proportional controller in 
order to generate a visual servoing control law. Even if the classical proportional 
approach to IBVS has a straightforward implementation, its major drawbacks 
conducted to the development of advanced control techniques for visual servoing 
systems. Starting from the local model predictor proposed by the authors in [11], a 
new visual predictive strategy based on image moments is developed. Any predic-
tive control method is composed of three major components: a model based pre-
dictor, a reference trajectory and a cost function, each of these components will be 
detailed in the following. 

3.1   Visual Servoing Architecture 

The image moments based visual predictive control architecture proposed is pre-
sented in Fig. 1. In order to control a 6 d.o.f. robot manipulator with an eye-in-
hand camera configuration for grasping a fixed object, an image based predictive 
controller (IbPC) is considered. A reference trajectory is used to define the beha-
vior of controlled output predictions in going from the current features ( )pf k  to 

the desired features *
pf  considered as set point over the prediction horizon hp . 

The image moment features vector mf  is computed from the point features en-

semble using a transformation denoted   which implements equations (1) to 
(6). 

 

Reference 
trajectory 
generator 

pf ∗

VCMD Optimization
block 

Visual 
sensor 

Image 
moments 
predictor 

( | )e k i k+

* ( | )c k kv ( )c kv ( )pf k

IbPC

( | )mf k i k+

Constraints

+
_

( )mf k

 ( | )mw k i k+

  

  

Local model based predictor 

* ( | )c k i k+v

 ( | )pw k i k+  

 

Fig. 1. Image based visual servoing 

Having the image center coordinates 0 0( , )u v  and the intrinsic camera parame-

ter ( , )x yp p , the point feature ( , )x y=x  expressed in pixels is: 

0 0( , ) with , .i i
p i i i x i y

x y
f u v u p u v p v

Z Z
= = + = +  (14)

The manipulator is modeled as a Virtual Cartesian Motion Device (VCMD), 
which has as input the reference of camera velocity *

cv  and as output the camera 
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velocity cv . The camera velocity should be controlled in the camera coordinates 

to obtain a linear diagonal system of a 6 d.o.f. robot manipulator, thus: 

*( ) ( ) ( ).c cs G s s=v v  (15) 

One way to achieve a decoupled system is to employ a robust control strategy 
based on the joint space disturbance observer (DOB) [7] and thus, each joint axis 
is considered decoupled under the cut-off frequency of DOB. Assuming that the 
velocity controller is designed as a diagonal matrix { ,..., }v v vdiag k k=k , the fol-

lowing linear discrete model of the VCMD system is obtained: 

( ) ( )1 1
6( ) 1 ( ) ; ( ) , / v

v

k
G z z G s s G s I

s k
− −= − =

+
  (16)

where vk  is a proportional gain controller and   represents the z transform. The 

output of the VCMD, camera velocity cv , is sampled with the sampling period 

T , resulting ( )c kv  which is used as input in Visual Sensor block (Fig. 2) in or-

der to compute the new camera pose. 

(0)
c

bT

(0)

( )

( )

b

c

c
b

P

P k

T k

(0)bP

c pP f

Frame motion Homog2

Perspective

projection2

Initial

position

( )c kv

(0)

( )

( )

c
b

c
b

c

T

T k

kv

( )pf k

 

Fig. 2. Visual sensor 

Using screw velocity ( )c kv  and knowing the camera position related to the robot 

(0)b
cT , at each iteration, the 'Frame motion' block computes the new camera pose 

( )b
cT k  [15]. Assuming that, the starting object features position related to the ro-

bot base (0)bP  are known and using the camera pose stored in ( )b
cT k , the cur-

rent features coordinates ( )pf k  are obtained. 

3.2   Local Model Based Predictor 

Based on the assumption that the interaction matrix related to image moments has 
slow changes around the desired camera pose [12], a new local model based pre-
dictor was designed using directly the image moments features (Fig. 3). 
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( 1)mf k +
ZOH 

* ( )c kv  * ( )c sv  
( )c sv  ( )c kv  

T VCMD  

G(s) ( )mf kL

G(z-1) 

( )mf k

Visual sensor   

( )pf k
 

Fig. 3. Local model for image prediction 

Having ( )c kv  as output of the VCMD discrete time model, the discrete time 

relation between camera and image moments velocities is obtained by discretiza-
tion of (9) using Euler's method: 

( 1) ( ) ( ) ( ).
mm m f cf k f k TL k k+ = + v  (17)

In (17) ( )
mf

L k  is the interaction matrix related to a set of image moments mf  

derived from point features acquired at the current discrete time k  with a camera 
and an appropriate feature point detector. The one-step ahead prediction of the im-
age moments evolution, when the plant model is considered, can be computed us-
ing (17) and the discrete model (16) of the VCMD, resulting: 

1 *( 1 | ) ( ) ( ) ( ) ( | ),
mm m f cf k k f k TL k G z k k−+ = + v  (18) 

where the notation ( 1| )mf k k+  indicates that the prediction is computed at the 

discrete time k . 
For the design of an image moments based predictive controller, a multi step 

predictor is necessary. Shifting the one-step ahead prediction model (18) by recur-
sion, the next predictors over prediction horizon hp  are obtained: 

1 *

1 *

..........................................................

( 2 | ) ( 1| ) ( ) ( ) ( 1 | )

( | ) ( 1 |

........

...........................................

) ( ) ( ) ( 1 | )

.

m

m

m m f c

m m f c

f k k f k k TL k G z k k

f k i k f k i k TL k G z k i k

−

−

+ = + + +

+ = + − + + −

v

v

1 *

.....................

( | ) ( 1 | ) ( ) ( ) ( 1 | )

.

,
mm m f cf k hp k f k hp k TL k G z k hp k−+ = + − + + −v

 (19) 

and thus, the i -step ahead predictor ( | )mf k i k+  can be computed using: 

1
1 *

1

( | ) ( ) ( ) ( ) ( | ).
i

m m fm c
j

f k i k f k TL k G z k j k
−

−

=

+ = + + v  (20) 

The prediction is initiated with the image moments ( )mf k  derived from point 

features, at discrete time k , that are obtained from an acquired image with a suit-
able feature point detector. 
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3.3   Reference Trajectory Generator 

In predictive control theory, the reference trajectory usually starts at the current 
plant output and defines an ideal trajectory along which the plant output should go 
to the set point over prediction horizon and the dynamics of the closed loop. In 
this paper a reference trajectory for feature points is designed and transformed into 
a reference trajectory of image moments. Such a reference trajectory for visual 
servoing systems is presented in (Fig. 4). Beginning at the current discrete time k  
with the current image kI  having the point features ( )pf k , a reference trajectory 

is designed from the image sequences , 1,k iI i hp+ =  with point features 

( 1 | )pw k k+  in order to obtain *( | )p pw k hp k f+ = . The notation ( | )pw k i k+  

specifies that the reference trajectory depends on the initial conditions ( )pf k  at 

discrete time k . 

wp(k+1|k
)

wp(k+2|k) wp(k+ hp|k) = fp*

k k+1 

fp(k) 

( )mf k

wm(k+ hp|k)= fm* wm(k+ 2|k) wm(k+ 1|k)  

Prediction horizon 

 



 

Fig. 4. Reference trajectory over hp  

In the following, a method for deriving a reference trajectory at step k  using 
the path planning approach from [16] is detailed. Taking into account the collinea-
tion matrix G , representing the projective homography between the initial image 

kI  and the final image k hpI + , the homogeneous coordinates of the four point fea-

tures from the final image * * *, ,1
T

j j jf u v =  
  can be expressed with respect to the 

coordinates of points from the initial image ( ) ( ), ( ),1
T

j j jf k u k v k =  
 , resulting: 

* ( ), 1,4.j jf f k j= =G   (21)

In order to obtain a path between the current point features positions ( )pf k  at 

time 0t kT= =  and the desired one *
pf  at time ( ) hpt k hp T t= + = , it is neces-
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sary to build a sequence of collineation matrices that will be correlated with a time 
variation law. The sequence can be obtained using the parameter-dependent  
matrix: 

1( ) ( ) ,d dq q −=G KH K  (22)

where ( )q q σ=  is a monotonic function of the non dimensional time / hpt tσ =  

ranging from (0)q  at 0t kT= =  to (1)q  at ( ) hpt k hp T t= + = , K  is the ma-

trix of the intrinsic camera parameters and H  represents the Euclidean homogra-
phy with ( (0)) , ( (1))d dq q= =H I H H . 

For a smooth q  function a quintic-polynomial can be used: 

5 4 3 2 1
5 4 3 2 1 0( .)q a a a a a aσ σ σ σ σ σ= + + + + +  (23) 

The coefficients , 0,5ia i =  can be found as the solution of the following linear 

system: 

(0) 0; (0) ; (0) 0

( ) 1; ( ) 0; ( ) 0.hp hp hp

q q q

q t q t q t

ψ= = =
 = = =

 
   (24)

The tuning of the ψ  parameter will generate different behaviors of the time func-

tion q . The geometrical interpretation of ψ  is the tangent of the angle under 

which the time function q  starts. Thus, if the value of ψ  is increased then, a 

faster response for q  is obtained, this implies that ψ  is a parameter that will in-

fluence the dynamic of the resulting path. 
Starting from the initial conditions ( )pf k , the reference trajectory is generated: 

( | ) ( ) ( ), 1, , 1,4,p d jw k i k q f k i hp j+ = = =G   (25)

in order to obtain *( | )p pw k hp k f+ =  at the end of the prediction horizon. As in 

[16], a helicoidal shape of the reference trajectory will be considered. Using the 
transformation  , the point features reference trajectory ( | )pw k i k+  is con-

verted to image moments reference trajectory ( | )mw k i k+ , thus ensuring that 
*( | )m mw k hp k f+ = .  

3.4   Cost Function 

The general aim of the optimization block is to make predicted system outputs to 

converge for a desired reference trajectory ( | ), 1,mw k i k i hp+ = . For that the cost 

function J  is established, generally defined as a quadratic function of predicted 
control error and control. The error in image space over the prediction horizon hp  

is given by: 
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( | ) ( | ) ( | ), 1, .m me k i k f k i k w k i k i hp+ = + − + =  (26) 

The cost function is defined by: 

1
* *

1 0

1
( | ) ( | ) ( | ) ( | ),

2

hp hu
T T

c c
i i

J e k i k e k i k k i k k i k
−

= =

= + + + + + Q v Wv  (27) 

Q and W  denote positive definite, symmetric weighting matrices and hu  is the 
control horizon in (27). The main constraints are associated to the limits of the im-
age called the visibility constraint, ensuring that all the features are always visible: 

( ) ( ) ( )min min max max( ), ( ) , , , , 1, ,j ju k v k u v u v i m∈ =    (28)

Other constraints related to the robot and frequently used, are the torque con-
straints, the joint boundaries and camera velocity constraints. 

4   Simulation Results 

In this section, a simulator of the proposed visual control architecture was devel-
oped. A high number of experiments were conducted and the obtained results 
were analyzed. 

4.1   Visual Control Architecture 

The proposed predictive structure from Fig. 1 was implemented and a simulator 
was developed. This simulator illustrated in Fig. 5 was constructed starting from 
an existing toolbox proposed in [15]. From this existing Cervera's toolbox two ent-
ities were used: the Desired visual features and the Visual Sensor blocks and other 
two were developed: IbPC and VCMD. 
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Fig. 5. Predictive control architecture for visual servoing 

Planar objects are defined using points in Cartesian space. The blocks 'Initial 
position' and 'Desired configuration' are used to represent the start position (0)bP  

and the desired position *
bP  of the object. Considering the frames attached to the 
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robot base bF , to the camera cF  and to the object oF , the homogeneous matrices 
b

cT  and b
oT  between the frames cF  and bF  and, respectively oF  and bF  are 

given. Knowing the position of the desired points related to the robot *
bP  and the 

camera position related to the robot (0)b
cT , the points position *

cP , can be de-

tected relatively to the camera coordinate system cF  by using a homogeneous 

transformation implemented with 'Homog1' block. By a similar procedure, the ini-
tial position (0)bP , respectively the current positions of the points are transposed 

from bF  to cF  frames using 'Homog2' block, resulting the initial/current position 

of the object points in the camera frame. The image of the object described by 
points given in Cartesian space is built using 'Perspective projection' blocks  
(Fig. 5). 

The image moments selected to control a manipulator robot, 
[ , , , , , ]T

m n n nf x y a τ ξ α= , are derived from point features and are computed using 

'Current_moments' and 'Desired_moments' blocks. Image moments are calculated 
based on (1)-(6). The depth *Z , necessary for image moments computation, is 
given by the 'Depth extraction' block. For visualization of the object points in the 
image plane, the 'Camera view' block from Fig. 5 is employed. 

Using the desired image moments *
mf  and current ones ( )mf k , the interaction 

matrices *

mf
L  and ( )

mf
L k  are computed employing (13). For better performances 

of the predictor (19), the interaction matrix ( )
mf

L k  can be replaced 

by ( )*ˆ 1/ 2 ( )
m mk f fL L L k= + . The 'Reference trajectory' block implements the ap-

proach presented in Subsection 3.3 to generate the reference trajectory. The cost 
function (27) with the constraints (28) is minimized by 'Optimization block' using 
the Matlab function fmincon. 

4.2   Simulations 

The visual predictive control strategy based on image moments proposed in the 
present paper was implemented, tested and validated. Considering a planar object 
defined by 4 points in Cartesian space, the proposed control architecture from Fig. 
5 was implemented in Matlab, and the conducted experiments revealed. Consider-
ing a visual servoing task configuration (Fig. 6, 7), an image-based predictive con-
troller was designed in order to minimize the cost function defined by (27). 

Assuming that the prediction model contains the VCMD model which is de-
signed as a diagonal matrix with equal value, 160vk = , the sampling period T  

must be at least 
4

vk
. All the simulation results from this paper were done  
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considering 1[ ]T sec= . The intrinsic camera parameters 1000x yp p= =  were 

chosen. 
To evaluate the performances of the proposed image based predictive approach 

based on image moments and a reference trajectory, Matlab simulations were con-
ducted. The image plane feature points trajectory is depicted in (Fig. 7(a), 8(a), 
9(a)) with stars. The desired configuration is illustrated with red squares, while the 
starting configuration is represented with blue circles. For the prediction of the 
image moments with (19) derived from point features, the interaction matrix 

( )mf kL  of the current configuration is considered over a prediction horizon. The 

parameters of the predictive controller are set on 4hp =  and 1hu = . In order to 

ensure a better tracking of the desired reference trajectory the weighting matrixes 
1

6 , 1,ie i hp−= =Q I  and 6=W I  were chosen. The following experiments show 

how the distribution of the time function (24) will influence the dynamic behavior 
of the image based predictive controller. Each value chosen for the parameter ψ , 

which represent the slope under which the time function leaves the origin, gene-
rates a different distribution of the reference trajectory in the image plane (Fig. 6).  

(a)  (b) 

Fig. 6. Reference trajectory for : (a) 0ψ = ; (b) ( 4)tgψ π=  

In the first experiment the parameter ψ  is set on 0. The point features trajecto-

ry is depicted in (Fig. 7(a)) and the camera velocities are illustrated in (Fig. 7(b)). 
Increasing the values of ψ  ( )tan ( /12), tan ( / 4)ψ π ψ π= =  will result in a 

higher density of point features near the desired configuration. This will ensure a 
faster convergence of the predictive controller (Fig. 8(b), 9(b)). The results are al-
so transposed into the trajectory of the point features in the image plane (Fig. 8(a), 
9(a)). Analyzing the evolution of the camera velocities components (Fig. 7(b), 
8(b), 9(b)) it can be observed that a large value of the parameter ψ , will imply a 

faster convergence of the system. An important issue is that when increasing the 
parameter ψ , an increase over the control effort is obtained. Thus, it is necessary 

to establish a compromising value for the ψ  parameter in order to obtain good 

performances without great effort. 
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(a)  (b) 

Fig. 7. (a) Image plane feature points trajectory and (b) camera velocities when 0ψ =  

(a)  (b) 

Fig. 8. (a) Image plane feature points trajectory and (b) camera velocities when 
( 12)tgψ π=  

(a)  (b) 

Fig. 9. (a) Image plane feature points trajectory and (b) camera velocity when 
( 4)tgψ π=  

5   Conclusion 

In this paper a new image moments predictive control architecture applied to visu-
al servoing has been proposed. The image based predictive controller designed 
uses a local model based predictor for image moments and a reference trajectory 
generator. A new parameter was proposed and its main advantage is that it can be 
used to control the dynamics of the visual servoing system. This parameter is part 
of the reference trajectory and can be tunned as so the behavior of the considered 
system is modified according to a known time function. Based on the proposed ar-
chitecture, a simulator was constructed and simulations for a 6 d.o.f. with eye-in-
hand configuration were conducted. The simulation results showed how the  
dynamic behavior of the predictive controller is influenced by the distribution of 
the time function.  
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Abstract. Mobile robots often operate in domains that are incompletely known. 
This article addresses the goal-directed navigation problem in unknown terrain 
where a mobile robot has to move from its current configuration to given goal 
configuration. We will present tests performed with various implementations of 
graph search algorithms (A*, D*, focused D*) as path planners for a mobile robot, 
focusing on the inherent strong points and drawbacks of each implementation. 

Keywords: mobile robot, graph search, path planning, heuristic search, comparap-
tive tests. 

1   Introduction 

In a number of applications, the problem of determining the optimum path occurs. 
This applications range from finding the fastest path in a network, to determining 
the safest path for mobile vehicle or wandering on the surface of Mars. In this con-
text, we shall limit our scope to the case of finding paths in Euclidean  
two-dimensional space. Mobile robots often operate in domains that are only in-
completely known. This article presents the goal-directed navigation problem in 
unknown terrain where a mobile robot has to move from its current configuration 
to given goal configuration. Robotics researchers have investigated various navi-
gation strategies to solve it, including the well-known bug algorithms.  

The idea behind the approach is that the robot always plans a shortest path from 
its current coordinates to the goal coordinates under the assumption that unknown 
terrain is traversable. Moreover, the robot may use the initial information on the 
environment if available. If it observes obstacles as it follows this path, it inserts 
them into its map and then repeats the procedure, until it eventually reaches the 
goal configuration or it cannot find any traversable path. This navigation strategy 
is an example of sensor-based motion planning. According to Berg, if we model 
the navigation problem as a graph-traversal problem on an eight-connected grid 
with edges that are either traversable or un-traversable, it must terminate because 
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the robot either follows the planned path to the goal vertex or increases its knowl-
edge about the true edge costs, which can happen only once for each edge. To be 
specific, we shall look at the case of finding the optimum path for a mobile robot 
moving along a flat surface, the robot’s configurations in the configuration space 
being the graph’s nodes whereas the graph’s arcs represent the cost of moving 
from one configuration to another. 

Researchers have tried to come with new and better navigation technologies in 
the last years. With the development of path finding, several new classical routing 
algorithms have been introduced to generate better routing solution. For example, 
Eklund et al., use the Dijkstra algorithm as a path planner, one of the most famous 
routing algorithms, which evaluates the moving cost from one node to any other 
node and sets the shortest moving cost as the connecting cost of two nodes. 
Around the same period of time, Best-First-Search algorithm is also introduced in 
the researchers’ community.  

LaValle presents a solution for a path-planner a little different from the Dijkstra 
algorithm: the Best-First-search algorithm which has a different approach because 
it estimates the distance from current position to goal position, and it chooses the 
step that is closer to the goal position. The difficulty was growing with the new 
path finding situations so the old path finding algorithm had to be improved to 
meet the new introduced requirements. In the artificial intelligence comunity, 
around late 70’s, a new path finding algorithm was introduced and it was named 
the A* algorithm. The A* algorithm tries to combine the advantages offered by 
Dijkstra algorithm and Best-First-Search algorithm. 

This paper presents tests performed with various implementations of graph 
search algorithms (A*, D*, focused D*) as path planners for a mobile robot, fo-
cused on strong points and drawbacks of each search algorithm, from the point of 
view of the path planner’s efficiency. 

2   Path planners for Mobile Robots with Approximate Cell 
Decomposition 

2.1   General Graph Search 

The search process in a graph can be seen as applying a set of operators to the 
graph’s nodes until the goal node is found.  The process usually starts in the goal 
node and then moves to the successors of the node.  

The above procedure does not have any mention about the order in which the 
successors of a node should be selected for further explorations. The way a node, 
n, is selected for exploration, determines the overall behavior of the search algo-
rithm and resulting path to the goal. For example, if the nodes are selected for ex-
panding in the order in which they are generated, the search is performed in a 
“breadth-first” fashion. On the other hand, if the most recent generated successor 
is selected for expanding, then the algorithm performs a “depth-first” search. 
These types of search are not influenced by either the selection criteria of the suc-
cessors of a node or by the position of the goal node in the searched graph, as they 



Mobile Robot Navigation Using Graph Search Techniques 131
 

perform a blind search. To implement the navigation strategy, the robot needs to 
re-plan a shortest path from its current vertex to the goal vertex whenever it de-
tects that its current path is un-traversable. Brummitt and Stentz, suggested the ro-
bot could use conventional graph-search methods but this is inefficient since most 
edge costs do not change between re-planning episodes. 

From the planner’s point of view, beside the search strategy, the representation 
of the robot’s free space is of equal importance. Bonet and Geffner, showed that 
many methods for discretizing continuous terrain have been investigated in com-
puter science, all of which attempt to balance the inherent tradeoff between two 
conflicting criteria, namely the path planning runtime and the length of the result-
ing path. Visibility graphs contain the start vertex, the goal vertex and the corners 
of all blocked cells. The shortest paths on visibility graphs are also shortest paths 
in the continuous terrain but path planning is slow on large visibility graphs since 
the number of edges can be quadratic in the number of cells and the runtime com-
plexity of the search algorithm remains linear with the number of cells. On the 
other hand, Koening and Likhachev, showed that path planning is faster on grids 
than visibility graphs, since the number of edges is linear in the number of cells. 
However, paths formed by grid edges can be sub-optimal and unrealistic looking 
since the possible headings are artificially constrained. 

2.2   The A* Algorithm 

The A* algorithm was proposed by Nilson, refined by Buckland  and Goldberg et 
al., to name but a few. It uses a specific evaluation function that, it can be proven, 
minimizes the number of visited nodes during search. The algorithm returns the 
minimum cost path between the start node and the goal node. The evaluation func-

tion, f̂ , is defined in such a fashion so that its value, ( )f̂ n  , for any node, n, is 

an estimate of the minimum cost path passing through n. This estimate is com-
puted as a sum between an estimate of the minimum cost path from the start node 
to node n, and the estimate of the minimum cost path from node n to goal: 

                                   ( ) ( ) ( )f n g n h n= +  (1) 

It is necessary the evaluation function, f̂ , to be an estimate of the function f, so that, 

let ĝ be an estimate of g and ĥ be an estimate of h. The evaluation function is: 

                               ( ) ( ) ( )ˆ ˆˆf n g n h n= +  (2) 

The value of ( )ĝ n  can be easily computed by adding the arc costs on the path 

from the start node, s, to node n. Finding an expression for ( )ĥ n  is not an easy 

task. Information contained in the graph must be used along with the proper 
choice of metric for measuring distances. If ( )ĥ n  is an optimistic estimate of 
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h(n), ( ) ( )( )ĥ n h n≤ , then A* will find the minimum cost path and the algorithm 

is admissible (it always finds the minimum cost path from the start node to the 
goal node). 

2.3   The D* Algorithm 

If a planner is based on A*, the affected nodes and corresponding arcs must be 
updated in the graph that is used for storing the map, before the search and naviga-
tion process continues. The approach can be rather inefficient, especially when the 
information in the map does not reflect the reality or in the case when states 
change during the mobile robot navigation or when dealing with incomplete  
information. Such an approach is based on the following scenario: every time a 
discrepancy between the data in the map and the data provided by the sensors on-
board the mobile robot is found, the planner updates the map followed by a new 
planning process.  

The inefficiency of the approach is visible especially in the case when the robot 
is close to the goal state or when large portions of the map have to be recomputed. 
Stentz  has proposed a different approach: D* algorithm. D* starts from the fun-
damental ideas of A* and it can be used to find an optimal path in a graph. Graph 
nodes represent possible robot locations in the configuration space (states) whe-
reas the arcs represent the cost of moving from one state to another.  

Considering a start node and a goal node in the graph, let the robot current state 
be denoted by r. Every node, y, in the graph has a backpointer to its parent node, x, 
denoted by b(x)=y. Just like in the case of A* algorithm, when the search process 
is completed, the path is returned using sequences of backpointers from goal to 
start. The cost of moving the robot form one node, x, to another node, y, is c(x,y), a 
positive number.  

The D* algorithm uses an OPEN list to propagate arc cost changes and to store 
sub-optimal paths in the graph. Each node has also attached a tag: t(x)=NEW if the 
node has never been in the OPEN list before, t(x)=CLOSED if the node was re-
moved from the OPEN list and t(x)=OPEN if the node is currently in the OPEN list. 

For each visited node x, the algorithm maintains an estimate of the sum of the arc 
costs from x to goal given by the path cost function h(x). Given the proper condi-
tions, this estimate is equivalent to the minimal cost from node x to goal node.  

For each node x on the OPEN list (i.e., t(x)=OPEN), the key function, k(x), is 
defined to be equal to the minimum of h(x) before modification and all values as-
sumed by h(x) since node x was placed on the OPEN list. The key function classi-
fies a node x on the list into one of two types: a RAISE node if k(x)<h(x), and a 
LOWER node if k(x)=h(x).  

The algorithm uses RAISE nodes in the OPEN list to propagate information 
about path cost increases and LOWER nodes in the OPEN list to propagate infor-
mation about path cost reductions. Just like in the case of A* algorithm, the prop-
agation takes place through the repeated removal of nodes from the list. Each time 
a node is removed from the OPEN list, it is expanded to pass cost changes to its 
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neighbors. These neighbors are in turn placed on the OPEN list to continue the 
process. 

Nodes in the OPEN list are sorted by the key function. An important threshold 
in the functioning of the algorithm is the kmin parameter. It is defined as: 

                        
( ) ( )( )min| , minx t x OPEN k k x∀ = =  (3) 

Paths with cost less or equal with kmin are optimal, paths with costs greater that 
kmin, may not be optimal. The parameter kold is the value of kmin before the last 
node was extracted from the OPEN list.  

The aim is to construct, for each node, a sequence of optimal paths to goal. The 
algorithm consists of two functions: Modify-Cost and Process-State. The Modify-
Cost function has the role of changing the arc costs as the robot sensorial system 
discovers new information during the environment exploration and places the af-
fected nodes in the OPEN list. Function Process-State computes optimal paths to 
the goal.  

The robot starts following the sequence of backpointers to goal until either 
reaches the goal configuration or its sensors discover a discrepancy between the 
information in the map (arc cost changes in the graph do not match sensor mea-
surements) and the environment. In this last case, the function Modify-Cost is au-
tomatically called to correct the arc costs and place the affected nodes in the 
OPEN list 

2.4   Focussing the D* Algorithm 

The drawback of the D* algorithm is in the way it propagates cost changes. These 
changes are propagated to the affected states regardless of their importance to the 
robot navigation. The aim is to focus the search and the propagation of cost 
changes to those states that are likely to generate optimal paths to the goal.  

Similar to the case of A* algorithm, D* can also use a heuristic function for de-
creasing the number of expanded nodes and search focus. Let g(x,r) be the  
estimated path cost from robot position, r, to the node x. This function will be the 
focusing heuristic. Furthermore, a new function, f, the estimated robot path cost is 
defined as follows: 

                                   ( ) ( ) ( ), ,f x r h x g x r= +  (1) 

All the LOWER nodes in the OPEN list will be sorted using function f() as a sort 
key. Function f() is the estimated path cost from node r to node goal, passing 
through node x. Function f() will provide the optimum cost path from r to goal, 
passing through x, if g() is satisfying the monotonic restriction, due to the fact that 
h(x) is optimal when a LOWER node is extracted from the OPEN list. 

For RAISE nodes, the previous value of function h() defines a lower bound on 
the h() value of all the LOWER nodes that can be discovered. Thus, if the same 
focusing heuristic is used, the previous value of f() for the RAISE nodes defines a 
lower bound for the value of f() for all the LOWER nodes that can be discovered. 
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Thus, if the value of f() for the LOWER nodes in the OPEN list is larger than the 
previous value of f() for the RAISE nodes, it is useful to expand the RAISE nodes 
in order to discover more advantageous LOWER nodes.  

Using this work hypothesis, the RAISE nodes in the OPEN list should be sorted 
using the value of the function f(x,r) as a sort key, and to avoid infinite loops in 
the backpointers, ties in this key are to be sorted using the value of k().  

The process terminates when the lowest value of f() function for all the nodes in 
the OPEN list is grater or equal to the path cost, since further expanding will not 
be able to produce a LOWER node with a sufficiently small value of the cost 
function and located close enough to the current node to influence the search. Ac-
cording to Stentz, this termination is more drastic and abrupt than in the previous 
case (D* without the focusing heuristic).  

The major problem in using a focusing heuristic is that once an optimal path to 
the goal has been found, the robot starts following backpointers to the goal state 
and moves to another node and the problem is that the nodes in the OPEN list are 
sorted based on the value of the path cost computed for the old robot position and 
thus the nodes in the OPEN list have incorrect values for the functions f() and g(). 
One possible solution is to calculate these functions each time the robot moves or 
a node is inserted in the OPEN list. Empirical results of Berg, Hansen and Zhou, 
have shown that this is a major slow-down in the algorithm and the speed-up 
gained through focusing search is outrun by the slow-down introduced by the re-
calculation of f() and g(). 

It has been proven by Stentz, that is an advantage that usually the robot moves 
only a few nodes before a re-planning operation is necessary. Thus, the values of 
f() and g() functions are only slightly deviated. Assuming that a node x is placed in 
the OPEN list at the time the robot is in the configuration indicated by the node r0 
and the value of f() is f(x,r0). If the robot moves to another node, r1, f(x,r1) may 
be computed and the position of node x in the OPEN list may be adjusted. On the 
other hand, to avoid the computational cost, one may compute a lower bound on 
the value of f(x,r1): 

                              ( ) ( ) ( )1 0 1 0, , ,Lf x r f x r g r r ε= − −  (5) 

Function Lf  represents a lower bound on ( ), lf x r , since it assumes that the mo-

bile robot has moved in the direction of the node x, thus the cost of g(r1,r0) is sub-
tracted. The parameter ε is a positive constant.  

States are sorted on the OPEN list by a biased f( ) value, given by ( ),B if x r , 

where x is the node in the OPEN list and ir  is the robot’s state at the time x was 

inserted or adjusted on the OPEN list. Let { }0 1, ,... mr r r  be the sequence of nodes 

occupied by the robot when the nodes were inserted in the OPEN list. The value of 

( )Bf  is given by: 

                               0( , ) ( , ) ( , )i i iBf x r f x r d r r= +  (2) 



Mobile Robot Navigation Using Graph Search Techniques 135
 

where f() is the estimated robot path cost given by: 

                                 1( , ) ( ) ( , )i i if x r h x g r r −= +  (7) 

and d() is the accrued bias function given by: 

                 

0 1 0 2 1 1

0 0

( , ) ( , ) ( , ) ( , ) , 0

( , ) 0, 0
i i id r r g r r g r r g r r i

d r r i

ε−



= + + + + >
= =


 (3) 

The function g(x,y) is the focusing heuristic, representing the estimated path cost 
from a node y to a node x. The nodes in the OPEN list are sorted by increasing 

( )Bf  value, with ties in ( )Bf ordered by increasing f ( ), and ties in f( ) ordered 

by increasing k( ). Ties in k() are ordered arbitrarily. Thus, a vector of values
, ,Bf f k is stored with each node in the list. 

3   Experimental Results 

Several experiments were made, in both simulation and real life, using the Pio-
neer2 mobile robot, to determine the advantages and disadvantages of using A* 
and D*. 

 

Fig. 1. Path returned by A* algorithm 
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Fig. 2. Path returned by D* algorithm without focusing heuristic 

Fig. 1 presents a simulated environment having the configuration space similar 
to the obstacles distribution in the Robotic Research Lab at Technical University 
of Cluj-Napoca. Each cell in Fig. 1 represents a square area of 15 cm ×15 cm. The 
initial robot configuration is in the lower left corner (green square) whereas the 
goal configuration is in the upper right corner (red square). 

The path generated by the A* algorithm is also presented in Fig. 1. Distances 
between nodes were measured using the Manhattan metric, so that any neighbor-
ing node on a N, S, E or W direction is at a distance of 1 from the current node, 
whereas nodes on NW, NE, SW and SE direction are at a distance of 2 from the 
current node. 

Fig. 2 presents the path generated by the D* algorithm without the focusing 
heuristic, for the same environment configuration as in Fig. 1. Expanded nodes are 
presented in both Fig. 1 and Fig. 2; nodes depicted with a green rectangle are the 
nodes in the OPEN list (on the frontier of the area representing the set of expanded 
nodes) whereas the nodes on the optimal path are presented in dark blue. 

Fig.3 presents the path generated by the D* algorithm with the focusing heuris-
tic, for the same environment configuration as in Fig. 1 

By analyzing Fig. 1 to Fig. 3, several questions have to be answered: first, why 
the resulting path in the three cases is not identical? And second, what are the ben-
efits of using D* like algorithms, since, at a first glance, the A* seems to provide 
best results? 
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Fig. 3. Path returned by focussed D* algorithm 

 
 
 

 

Fig. 4. Example of A* planning 

 
(a)    (b) 

 
(c)    (d) 
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Fig. 5. Example of D* path planning 

The fact that both A* and focused D* are using a focusing heuristic, whereas 
D* is not using it must be kept in mind when analyzing the path length in the three 
situations (Fig. 1 to Fig. 3). Moreover, the distances are determined using the 
Manhattan metric, thus the results may appear different due to aliasing. The path 
cost (the sum of all arcs) is minimum in the three cases.  In addition, focused D* 
uses three keys to sort the nodes in the OPEN list, ties resulted by using the first 
sort criterion (value of fB) are solved by using the value of f whereas ties in this 
case are solved using the third sort key, that is the value of k. 

The second problem is that both A* and focused D* algorithms expand the 
same number of nodes (Fig. 1 and Fig. 3), whereas D* expands a larger number of 
nodes. We will analyze the situation when the information in the map is incom-
plete or the structure of the environment changes. Assume the robot is equipped 
with sensors capable of detecting the environment on a radius of 10 nodes around 
the mobile robot. The robot is supposed to traverse a corridor that has a door at the 
end. The robot has no information about the presence of the door. 

Fig. 4 presents an example of A* path planning: subfigure (a) presents the envi-
ronment as it is known by the planner, whereas subfigure (b) presents the real 
structure of the environment. Subfigure (c) presents the initial path plan (through 
the closed door) whereas subfigure d) presents the re-planned path, after the robot 
discovers the closed door. 

Fig.5. shows an example of D* path planning: subfigure (a) presents the envi-
ronment as it is known by the planner, whereas subfigure (b) presents the real 
structure of the environment. Subfigure (c) presents the initial path plan (through 
the closed door) whereas subfigure (d) present the re-planned path, after the robot 
discovers the closed door; nodes in red represent RAISE nodes, whereas nodes in 
yellow are LOWER nodes. 

 
a)    b) 

 
c)    d) 
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Experiments presented in Fig. 4 and in Fig. 5 shows the different way algo-
rithm A* and focused D* operate when facing the same problem. Both algo-
rithms plan an initial path through the closed door (subfigure (c) in both Fig. 4. 
and Fig. 5.) because, based on the initial information, this is an unobstructed 
path. Then the robot starts following backpointers to the goal configuration until 
the closed door enters the range of the mobile robot sensorial system. At this 
moment the planner based on A* updates the map and starts a new planning 
process having the start node the robot current position, whereas the goal node 
remains unchanged. 

On the other hand, the D* algorithm tries to repair the map (the affected portion 
of the map containing the initial path through the closed door). The number of ex-
panded cells is smaller than in the case of A* because the algorithm uses portions 
of mps that are unaffected by the cost changes. 

Fig. 6 presents a navigation of the Pioneer 2 mobile robot in a real-life envi-
ronment, having the same characteristics as the environment used for simulations. 
Even if the information stored in map is completely accurate (the algorithm is 
completely informed), cost changes in arcs are due to a series of external factors 
such as: localization errors, error in specifying the initial robot position, errors in 
the data provided by the sensorial system of the robot and last but not least, error 
of the robot’s odometric system. 

Several tests have been performed in order to determine the average running 
time between breadth-first search, Fast A* implementation, D* without focusing 
heuristic and focused D*. The tests were performed off-line on random gener-
ated maze-like maps, represented as eight-connected grid. The maps contain 
35% of blocked cells and have adjustable dimensions of 100×100 cells, 
1000×1000 cells and 10000×10000 cells (except for the breadth-first search 
which was inefficient and the memory requirement was too large for such a high 
number of cells).  

Table 1 presents the run-time results (in seconds) whereas Table 2 presents a 
comparison between the number of expanded cells for each complete planning-
replanning process. In addition to these tests, we present an real life experiment 
with the Pioneer2 mobile robot. The robot had to traverse a partially known envi-
ronment, having the same structure as presented in fig. 1. Additional information 
on the environment is provided by the robot sensorial system; however, localiza-
tion errors and sensor noise affect the map-matching of these data. Fig 6 presents 
the such an experiment where the mobile robot has detected an obstacle that was 
not in the map.  

The Open List in A* and D* is implemented as a balanced binary tree sorted on 
corresponding key values, with tie-breaking mechanism. This tie-breaking mecha-
nism results in the goal state being found on average earlier in the last f() value 
pass.  
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Fig. 6. Intermediate steps in navigation of Pioneer 2 mobile robot with Focused D* 

In addition to the standard Open/Closed Lists, marker arrays are used for ans-
wering (in constant time) whether a node is in the Open or Closed List.  

We use a “lazy-clearing” scheme to avoid having to clear the marker arrays at 
the beginning of each search. Each path finding search is assigned a unique (in-
creasing) id that is then used to label array entries relevant for the current search. 
The above optimizations provide an order of magnitude performance improve-
ment over a standard “textbook” A* implementation. All experiments were run on 
a 2.1 GHz PC under MS Windows XP. 
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Table 1. Comparison between running time of the breadth-first search, A*, D* and focused 
D* in planning and re-planning paths 

Dimension 
Breadth- 

First 
Fast A* D* 

Focused  
D* 

Planning 104 cells 35.2s 5.7 s 8.0 s 6.2 s 

Re-planning 104 cells 12.7s 3.0 s 2.1 s 1.3 s 

Planning 106 cells 178.9s 37.3 s 55.8 s 50.7 s 

Re-planning 106 cells 113.2s 28.2 s 10.1 s 7.6 s 

Planning 108 cells - 136.4 s 335.0 s 298.7 s 

Re-planning 108 cells - 126.8 s 87.4 s 54.3 s 

Table 2. Comparison between number of expanded cells 

Dimension Breadth-First Fast A* D* Focused D* 

104 cells 625982 9658 15352 1672 

106 cells 5569854 21566 36254 7625 

108 cells - 153694 279125 16369 

4   Conclusions 

Although specific to artificial intelligence, the A* and D* demonstrate their im-
pact on any applications requiring graph search, including mobile robotics. This is 
due to the fact that both A* and D* are generic algorithms, applicable to any op-
timum path problems.  

The A* algorithm is capable of producing optimum paths (lowest cost path) as 
long as the structure of the environment is completely known (arc costs do not 
change during robot traverse). In the case where discrepancies exist between the 
map and the structure of the environment, the efficiency of A* is limited, due to 
the necessary re-planning operation.  

These operations are time consuming since the algorithm is not capable of us-
ing information retrieved between searches or the costs of partially expanded 
nodes, thus any re-planning operation means another planning from with zero in-
formation from the previous search.  These deficiencies are eliminated by D*. As 
opposed to A*, D* can cope with arc cost changing during robot traverse. This be-
cause the algorithm is capable of using the partially expanded nodes and subse-
quent path costs leading to smaller wait time between re-planning operations.  

Like in the case of A*, D* can also use a heuristic to focus the search and prop-
agate the cost changes in graph.  
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Stability Analysis Software Platform Dedicated 
for a Hexapod Robot 
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Abstract. In this paper the authors present a software program to simulate hex-
apod robot stability in gravitational field for a certain configuration of legs using 
Matlab software package. The simulation software was created using geometrical 
modelling based on Denvait-Hartenberg algorithm and analyses the static stability 
of the robot in different stages of locomotion on horizontal surface for different 
leg configuration. The paper includes some experimental results related to the stat-
ic gravitational stability depending on the support polygon formed by the legs on 
the ground.  

Keywords: Matlab, gravitational stability, Denavit-Hartenberg representation, 
model, hexapod. 

1   Introduction 

Walking machines allow locomotion on rough and irregular surfaces with a high 
degree of softness [1]. This is why legged machines received increasing attention 
by the scientific community [2]. Current vehicles we are used to have wheels for 
locomotion. Wheeled vehicle can achieve high speed with a relative low control 
complexity but only on structured terrain. Since most of the earth’s land surface is 
inaccessible to regular vehicles there is a need for mobile robots that can handle 
difficult terrain.  

The conventional walking machine with three degrees of freedom for each leg 
has great flexibility during terrain motion [3]. An important drawback of legged 
machines is the complexity of the control required to achieve walking even in 
completely flat and horizontal surface in which much simpler wheeled machines 
work perfectly well [4]. This means that the use of legged machines is only justi-
fied if they can walk on irregular terrain with certain degree of confidence.  

Most popular hexapods can be grouped into two categories: rectangular (with 
two groups of three legs distributed symmetrically on the two sides) and hexago-
nal (round or hexagonal body with evenly distributed legs). 

The motion of legged robots can be divided into statically and dynamically sta-
ble. Static stability means that the robot is stable at all times during its gait cycle. 
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Dynamic stability means that the robot is only stable when it is moving. For 
legged robots, static stability demands that the robot has at least three legs on the 
ground at all times and the robot’s centre of mass is inside the support polygon, 
i.e. the convex polygon formed by the feet supporting the robot (Fig.1).  

On the left side four legs provide support and the centre of mass is located in-
side the support polygon so the robot is statically stable. On the middle the bottom 
left leg has been lifted, putting the centre of mass outside the support polygon 
which made the robot unstable. On the right side three legs provide support and 
the centre of mass is located on one side of the support polygon. This case is 
called critical stability.  

 

Statically stable Statically unstable Critically stable  

Fig. 1. Stability cases for a hexapod robot: statically stable, unstable cases and critically 
stability 

Some of the most important advantages of legged locomotion are [5]: 

• accommodation to uneven terrain 
• use of isolated footholds 
• providing active suspension 
• environmental effects of legged vehicles are less than wheeled or tracked 

vehicles 

Among disadvantages of legged locomotion we can enumerate: 

• artificial walking mechanisms are so far heavy due to large number of ac-
tuators 

• control of walking is very complex and so far walking vehicles are rather 
slow 

• bad payload-weight-to-mechanism-weight ratio compared to wheeled or 
tracked vehicles 

• appearance of an impact force with each step made. 

2   Hexapod Robot Model 

The legged locomotion on natural terrain presents a set of complex problems (foot 
placement, obstacle avoidance, load distribution, general stability) [6] that must be 
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taken into account both in mechanical construction of vehicles and in development 
of control strategies. One way to handle these issues is using models that mathe-
matically describe the different situations. Therefore modelling becomes a useful 
tool in understanding systems complexity and in testing and simulating different 
control approaches [7], [8]. 

 

Fig. 2. Hexapod robot structure 

The robot structure considered has 6 identical legs and each leg has 3 degree of 
freedom (RRR) (Fig. 2). All the relevant points have been put on the model as can 
be seen from figure 2: coordinates of the centre of mass of each leg Gi, i=1...6; leg 
numbering for easy understanding (1 to 6), coordinates of the centre of mass of the 
robot G, projection of the centre of mass into the support polygon G’, robot’s cen-
tre of symmetry with the attached frame OR(XR,YR,ZR), the global frame 
OG(XG,YG,ZG),  and direction of motion.  

The global frame is the frame that all other frames will be defined relative to. 
The global frame is rigidly attached to the lower left corner of the world so that 
the z-axis is vertical and the xy-plane is aligned with the floor surface.  

The origin of the robot coordinates is attached in the centre of symmetry with 
the z-axis pointing up, the x-axis pointing left and the y-axis pointing forward. 

2.1   Robot Leg 

The successful design of a legged robot depends to a large extent on the leg design 
chosen. Since all aspects of walking are ultimately governed by the physical limi-
tations of the leg, it is important to select a leg that will allow a maximum range of 
motion and that will not impose unnecessary constraints on the walking.  
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A three-revolute kinematical chain has been chosen for each leg mechanism in 
order to mimic the leg structure (Fig. 3). A direct geometrical model for each leg 
mechanism is formulated between the moving frame Oi(xi,yi,zi) of the leg base, 
where i=1…6, and the fixed frame OR(XR,YR,ZR).  

The coordinate frames for the robot legs are assigned as in fig. 3. The assign-
ment of link frames follows the Denavit- Hartenberg direct geometrical modelling 
algorithm. The robot leg is made of links and joints as noted in figure 3. The dif-
ferent links of the robot legs are called coxa, femur and tibia.   

The robot leg frame starts with link 0 which is the point on the robot where the 
leg is attached; link 1 is the coxa, link 2 is the femur and link 3 is the tibia. Legs 
are distributed symmetrically about an axis in the direction of motion (Y in this 
case). 

 

YG 

XG 

ZG 

Coxa joint 

q3 

q1 

q2 

x0 

y0

z0

x1z1 

z2 

x2

x3 

z3 

Coxa link

Femur joint

Femur link

Tibia joint

Tibia link

Leg base

 

Fig. 3. Model and coordinate frame for leg kinematics 

The general form for the transformation matrix from link i to link i-1 using De-
navit Hartengberg parameters is given in equation 1: 
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−
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 − =
 
 
 

 
   (1)

The transformation matrix is a series of transformations: 

• translate di along zi-1 axis, 
• rotate θi about zi-1 axis, 
• translate ai along xi-1 axis, 
• rotate αi about xi-1 axis. 
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The overall transformation is obtained as a product between five transformation 
matrixes: 

R

G G R

Obase coxa femur tibia base

O O O coxa femur tibia
T T T T T T=  

(2) 

The product of the last three matrixes determines the geometrical model of the leg: 

3 1 2 3
0 0 1 2T T T T=  (3) 

The centre of mass of each link is positioned relative to the link frame by a posi-
tion vector pi= [xi, yi, zi, 1] T. To find the position of the centre of mass of each 
link relative to leg frame, the coordinates pi are multiplied with the D-H transfor-
mation giving the centre of mass positions: 

0 1...3,
i

i
CoM i ip T p ==  (4) 

The position of centre of mass of the leg is calculated using the equations: 
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where: 
mli – mass of link i 
The position of robot’s centre of mass is calculated using the following  

equations: 

6 6 6
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where:  
3

1
L i li

i

m m
=

=     (7) 

mLi - mass of leg i 
Limitations for each joint are: 

• qcoxa  =[-pi/4,pi/4], 
• qfemur=[-pi/4,pi/2], 
• qtibia   =[0,3*pi/4]. 
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3   Simulation Platform 

The main purpose of this simulation platform is to show how the support polygon 
modifies when legs lose contact with ground and if the projection of the centre of 
mass is within the support polygon. 

The simulation program was made using MatLab GUIDE [9] (Graphic User In-
terface Design Environment).  

The developed software platform can be used to analyze what happens with the 
hexapod robot in gravitational field and also allows communication with the leg in 
the real world. 

The communication between the physical leg and Matlab environment is made 
using Arduino Duemilanove development board. 

The analysis of the hexapod robot in gravitational field can be group in two 
modes:  

• Free fall mode. In this mode the mechanical configuration of the legs is  
defined by their joints values, no additional move is allowed. 

• Transitory analysis. This mode is used to analysis what happens with the  
robot between two static regimes. 

Giving a set of values for legs joints yields a stationary mechanical configuration 
which generates a certain support polygon in relation with which we analyze the 
gravitational stability of the hexapod robot.  

For a certain configuration of legs, the robot is statically stable if the projection 
of the centre of mass is inside the support polygon; it is at stability limit if the  
projection of the centre of mass is on one side of the support polygon and it is 
statically unstable if the projection of the centre of mass is outside the support 
polygon. In this last case the robot is shifting gradually its support polygon by lift-
ing/touching the ground with its legs, due to gravity, until the condition for static 
stability is accomplished. 

The shape of the support polygon needed for minimum static stability is the  
triangle. 

3.1   Program Interface 

When the interface is launched the robot is first drawn in a stable configuration as 
shown in fig. 4. The interface is divided basically into 2 areas: in the upper left the 
robot is displayed (plotted) according to the values set by the user and in the upper 
right and bottom we can find the controls for the robot. The controls for the robot 
are structured mainly in 2 parts: joints control, position control. Joints control and 
position control consists of a list where the leg number it put on and a panel where 
the user can set the values for each joint or position.  

 



Stability Analysis Software Platform Dedicated for a Hexapod Robot 149
 

 

Fig. 4. Matlab robot platform interface 

The controls for each leg are encapsulated into a panel identified by leg num-
ber. Every slider has an editable textbox where the value is displayed and controls 
a certain link of the robot. If we use a slider the associated editable textbox value 
is updated and vice versa. Also the robot leg position is updated with the data from 
the slider or from the textbox. The controls for link length or mass affect all the 
legs because they are considered identical. 

The button label Leg Control from fig. 4 launches a second interface like in  
fig. 5. The second interface allows control of a single leg. This interface can be 
used both in offline mode or online mode.  

 

Fig. 5. The communication interface used to control the real leg using Matlab 
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The graphical representation of the robot also allows seeing the shape of the 
support polygon which is updated according to the legs on the ground.  The sup-
port polygon is drawn only if the distance from the tip of the leg to the ground is 
smaller than a threshold. This threshold is modifiable (but not present in the inter-
face) and was introduced as a way to compensate certain position errors that may 
occur due to real servomotors. The simulation program shows all the stages the 
robot goes through for a better understanding. For simplicity and better under-
standing of the robot stages the model is drawn in a simpler way. 

3.2   Leg Control 

The system proposed by the authors (Fig. 6) is similar with the system xPC-Target 
component of Matlab. Of course our system does not have its performance but it is 
a lot cheaper. The software that make possible the communication between Ardui-
no board and Matlab has been released with the last version of Matlab. Mathworks 
[10] has also developed support for Arduino in Simulink. A part of the communi-
cation software is uploaded on the Arduino board and plays the server role.  

There are two programs that can be uploaded on the board: 

• adiosrv.pde with which all the input and output of the board can be manipu-
lated. 

• motorsrv.pde designed exclusively for motor control via a motor shield. 

The major drawback of using the original motorsrv.pde was that this file was de-
veloped as support for a specific motor shield that can only control 2 servomotors. 
So we modify the file in a way that now allows using all 6 PWM channels  
available. 

The other part is a Matlab class (arduino.m) and plays the role of the client. 
Once the class is instantiated it makes possible sending commands over USB port. 

The direction of motion of the servo is automatically determined. If we set a ro-
tation with 900 and then a 300 rotation the servo will rotate 600 anticlockwise. 

USB 

Matlab

Arduino 
 
 AtMega328

P 
W
M Leg 

 

Fig. 6. Leg control diagram 
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3.3   Walking Algorithm 

During walking or running the leg move cyclically and in order to facilitate analy-
sis or control, the motion of the leg is often partitioned in two parts: 

• support phase or stance when the robot uses the leg to support and propel. 
• transfer phase or swing when the leg is moved from one foothold to the 

next. 

Leg joints  

Step length Leg lift Speed 

Parameters  

Walking control 

Stance  Swing 

Algorithm 

 

Fig. 7. Walking Algorithm 

The stance part of the walking algorithm is supposed to move the leg in a 
straight line. The swing part of the algorithm must lift the leg off the ground, 
move it back to the starting position and lower it down to the ground again. The 
walking algorithm is based on the kinematical model of the leg. Parameters intro-
duce in the algorithm (Fig. 7) are: 

• speed; define the speed of the leg tip, 
• step length; define the length of the step, 
• leg lift; this defines how high the leg is lifted when it’s in the swing-cycle. 

For a smooth straight motion, the swing time must be equal to the stance time for 
each leg. 

In the stance part of a step, the leg only moves in a straight line. At time t from 
the start of the step, the coordinates (x, y, z) for the trajectory will be: 

x=

y= *
2

leglength

steplength
t speed

z legheight

−

= −

 
  (8) 

In the swing part of the step, the leg first has to be lifted of the ground, and then 
moved back to where the next step is supposed to start and then lowered to the 
ground. To find out where in the swing-cycle the leg is at time t from the start of 
the cycle we first have to calculate the total length the leg has to travel: 
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(2 * ) *

_

leglift step length t
dist

sw ing cycle

−=    (9) 

One step consists of one stance cycle and one swing cycle but to maintain a 
smooth motion of the leg, it’s important that the swing cycle continues where the 
stance cycle ended, and that the swing cycle ends where the new stance cycle 
starts. This does not only hold for the position, but also for the speed and the di-
rection of the speed. 

3.4   Static Stability Condition 

The determination of static stability condition is resumed at finding if the projec-
tion of robot’s centre of mass is inside the support polygon. For this the authors 
used the following algorithm: 

• support phase or stance when the robot uses the leg to support and propel. 
• determine the convex polygon 
• determine the area of the convex polygon (A) 
• form the n triangle using 2 consecutive sides of the support polygon and the 

projection of centre of mass, G’, (e.g. ABG’, BCG’… etc.) 
• determine the areas of the n triangles formed (Ai) 
• if (ΣAi = A) then condition is true 

o else condition is false 

3.5   Simulation Algorithm for Stability Analysis 

The authors elaborated an algorithm in order to achieve the goal of analyzing the 
static stability of a hexapod robot in gravitational field. The algorithm is structured 
in 5 steps as following: 

• support phase or stance when the robot uses the leg to support and propel. 
• setting the joints values 
• determine the mechanical configuration 
• determine which legs are on the ground 
• evaluation of the static stability condition 
• while (condition of static stability = false) 

o determine the rotation line using the minimum distance from G’ to sup-
port polygon’s sides 

o rotate the robot about the line found 
o determine which legs are on the ground 
o evaluation of the static stability condition 

 
 



Stability Analysis Software Platform Dedicated for a Hexapod Robot 153
 

4   Experimental Results 

4.1   Free Fall Analysis 

The free fall analysis represents what happens with the robot left to fall on the 
ground from a height greater than the extension of the legs. Keeping in mind that 
the joints are locked by the values prescribed by the user, no extra movements are 
allowed (no active stability). The only force that acts upon the robot is the gravita-
tional force. For a given set of joint values the robot passes through many transi-
tory stages until it becomes statically stable (Fig. 8.a, b, and c). Legs that have 
contact with the ground determine the shape of the support polygon (triangle, 
quadrilateral, pentagon or hexagon). In order to know if the robot achieves static 
stability the projection of G (G’ for now on) must be inside the support polygon. 
To solve this problem the above algorithm is applied. 

As it can be seen in figure 8.a, when the robot falls the first legs that reach the 
ground are those nearest the ground. Also G’ is not inside the support polygon and 
the robot continuing its falling and rotates about the line determined by the leg 2 
and leg 3. The rotation line is determined by calculating the minimum distance 
from G’ to polygon’s sides. In this case the first leg closest to ground that will 
provide support is leg 5. 

In figure 8.b it can be seen that even in this configuration G’ is not inside the 
support polygon and the robot continues it’s falling and rotates about the line de-
termined by leg 2 and leg 5 until the first leg touches the ground, which in this 
case, is leg 4.  

In figure 8.c a new configuration is formed and if the algorithm described 
above it is applied, point G’ is inside the support polygon and the robot becomes 
statically stable and the falling stops. 

    

 

Fig. 8. Free fall analysis a. Phase one of falling, b. Phase two of falling, c.Phase three – 
statically stable 
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4.2   Transitory Analysis 

In this mode of analysis the robot passes between two static regimes. A static re-
gime is identified by the condition of stability. The user can alter a static regime 
using the controls for joint values. This analysis can also be interpreted as a con-
tinuation of free fall analysis case if the condition of stability has been met.  

At legs considered on the ground the tip will become rounded as can be seen in 
all figures. 

In figure 9.a the robot has static stability, the support polygon described by the 
legs on the ground is a quadrilateral and the projection of the centre of mass is in-
side the support polygon. 

Next, lifting leg 5 the support polygon changes its shape becoming a triangle. 
Using the algorithm described above, the projection of G is not inside the support 
polygon and the robot becomes statically unstable and starts falling (Fig. 9.b). 

Following the algorithm the next leg closest to the ground is leg number 4. In 
figure 9.c the projection of G is inside the newly support polygon, the robot stops 
falling and becomes statically stable. 

      

 

Fig. 9. Transitory analysis. a. Phase one: statically stable, b. Phase two of falling c. Phase 
three: statically stable 

4.3   Hardware Leg Control 

The algorithm for controlling the leg joints, including direct kinematics and in-
verse kinematics, was implemented in Matlab in order to analyze leg performance. 

The main errors occurred due to the fact that we can only send integer numbers 
for joint values. 
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Other errors occurred due to the fact that the joint are assembled using bolts 
and nuts. Normal usage of the robot causes the nuts and bolts to loosen causing a 
lot of clearance in the joints.  

The results of the tests can be view in the chart below. 

 

Fig. 10. Hardware leg control results 

5   Conclusion 

In this paper a simulation platform for legged mobile robots was presented, that al-
lows stability analysis and full control of the robot. 

Free fall analysis is useful for investigating what happens with the robot on un-
even terrain or for accidents that may happen due to lose of contact, slippery sur-
face, servomotor failure, power supply failure. 

Transitory analysis represents a more important case for locomotion, gait gen-
eration. When starting to develop a gait cycle we can have a big picture of what 
happens when the robot starts to move, how the support polygon changes and 
what actions (what leg should be actuated) must be applied to the robot in order to 
meet condition of stability. 

The interface was designed to be simple and intuitive and to offer the user a 
simple and efficient way to control every aspects of the robot (angles, masses, 
lengths). 

The two analyses made in this article represent the bases for next activities on 
static stability.   

The program can also be used for legged mobile robots with 4 or 8 legs using 
minor code modifications. 

In the future the program will be upgraded permitting additional controls and 
functions for stability analysis (including dynamic stability) on uneven ground and 
implementing collision detection algorithms. Also the results of these studies rep-
resent the bases for different strategies of locomotion on different terrains. The 
experimental results will become a standard for a real hexapod robot.  

The interface will be imbuing with additional walking algorithms and controls. 
Hardware leg control will be imbuing to better precision. 
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A Comparison of Adaptive Supervisory 
Switching Control Schemes for High 
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Abstract. Adaptive Supervisory Switching Control schemes work by introducing 
in the control scheme a supervisory unit which chooses, from a set of candidate 
controllers the one most suited for the current plant. There are two main classes of 
methods in this categoary. The first called Unfalsified Control Adaptive 
Supervisory Switching Control (UASSC) works by calculating for each candidate 
controller at discrete moments of time using the input/output data recorded up to 
that point a performance index and discarding from the candidate controller set 
those controllers which surpass a given threshold of this index. This process is 
called falsification. The second called Multi-Model Adaptive Switching 
Supervisory (MASSC), works by associating a dynamic nominal model with 
every candidate controller and comparing norms of sequences of estimation errors 
based on the various nominal models, as the candidate controller associated to the 
nominal model yielding the prediction norm of minimum magnitude is believed to 
be the most suitable one. Recently a new categories called Multi Model 
Unfalsifeid Adaptive Supervisory Swithing Control (MMUASSC) was introduced. 
The schemes belonging to this category combine the advantages of both 
Unfalsifeid and Multi-Model Control techniques. In this paper we review the 
theory behind the control techniques belonging to the first (UASSC) and third 
(MMUASSC) of the categories above and adapt it to the case of controlling a 
fighter aircraft. We also provide a case study, where we compare these control 
schemes on a simulated fighter aircraft. Equation Chapter 1 Section 1 

1   Introduction 

Adaptive Control was first introduced in the 1950’s in an attempt to alleviate some 
of the problems in controlling high speed fighter aircraft which often find 
themselves in conditions which are very hard to model due to their highly non-
linear nature, or high number of uncertainties. Despite initial success Adaptive 
Control soon showed many deficiencies which have confined it solely to research 
studies. However, recently, methods have been devised that might make Adaptive 
Control a reality. 
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Over the last two decades a lot of research has been put in Adaptive Switching 
Supervisory Control (ASSC) (see [1], [2], [3], and [4]). ASSC is in fact an 
adaptive variant of classical gain scheduling, turned, by the use of a supervisory 
logic based on plant input/output recorded data, from an open loop switching 
mechanism to a closed loop one. A typical ASSC is depicted in Figure 1. A data 
driven “high-level unit” S, called supervisor, controls each plant G belonging to 
the given set  of plant models by connecting an appropriate controller K from the 
set  of candidate controllers The supervisor decides if the currently switched-on 
controller works properly, and, in the negative case, it replaces it by another 
candidate controller. The scheduling task (when to substitute the acting controller) 
and the routing task (which controller to switch on) are carried out in real time by 
monitoring purely data-driven test functional [1]. The main current approaches to 
ASSC can be subdivided into two different groups: the first consists of the so 
called Multi-Model ASSC (MMASSC), wherein a dynamic nominal model is 
associated with every candidate controller, the second called Unfalsified ASSC 
(UASSC) [1], [4] wherein a switching logic that dispenses with the need for a-
priori knowledge of the dynamic model is used. Both these methods have their 
advantages and disadvantages. Which will be highlighted below.  

The main purpose of the current paper is to evaluate the performance provided 
by the Adaptive Supervisory Switching Control techniques in an adaptive control 
law for the stabilization of the short period dynamics of a fighter aircraft. In 
addition to UASSC and MMASSC another classes of techniques used in ASSC, 
called Multi-Model Unfalisified Adaptive Supervisory switching Control – 
MMUASSC, allowing the removal of the usual restrictive assumptions in the 
UASSC theory will be presented, extending thus the authors previous results 
presented in [5] The paper is organized as follows. In Section 2 the UASSC, 
MMASSC and MMUASSC methods as well as the modifications required for its 
implementation in aviation are summarized. Section 3 outlines a simulation 
example run using the ADMIRE aircraft model. In the final section of the paper 
some concluding remarks are presented together with intended future 
developments. 

 

 
Fig. 1. Adaptive Supervisory Switching Control scheme 
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2   Adaptive Supervisory Switching Control 

In this section a brief presentation of the three classes of methods used in Adaptive 
Supervisory Switching Control as have been developed so far will be given. As 
will be seen from the presentation, discarding all presumptions given by the name 
of the individual methods, the main difference between the three methods is in 
how one constructs the cost function by which the Supervisory Unit evaluates the 
suitability of each of the candidate controllers. Thus in Unfalsified Adaptive 
Supervisory Switching Control (UASSC) the cost function Ji for each candidate 
controller Ki is dependent on the input-output data and the expression describing 
the candidate controller: 

( ) ( ), ( , )i iUASSC
J f K u y= . 

In the case Multi-Model Adaptive Supervisory Switching Control (MMASSC) the 
cost function is a dependent on the expression which describes the model Mi 
associated to each controller Ki: 

( ) ( ), ( , )i iMMASSC
J f M u y= . 

While in Multi-Model Unfalsified Adaptive Supervisory Switching Control 
(MMUASSC) the cost function is built to take into account both the expresion of 
the controller and of the model associated to it: 

( ) ( ), , ( , )i i iMMUASSC
J f M K u y= . 

In the above equations (u,y) designates the vector containing the recorded inputs 
(u) and outputs (y) of the plant. 

2.1   Unfalsified Adaptive Supervisory Switching Control (UASSC) 

The main advantage of UASSC schemes as described by [4], is that they can 
select in finite time a final controller yielding a finite affine gain from the 
reference to the data, under the minimal conceivable requirement regarding  
the existence of a stabilizing candidate controller. This along with the fact that the 
plant does not need to be linear makes this schemes from the robustness point of 
view much better suited to aerospace applications then MASSC. Thus, the 
asymptotic stability properties of the latter are typically only guaranteed if the 
unknown plant is tightly approximated by at least one nominal model. However 
the main disadvantage of UASSC schemes used so far, as noted in [1] and [3], 
stems from the fact that they do not provide protection against the temporary 
insertion in the loop of destabilizing controllers, this leads to long transient times 
before the final stabilizing controller is switched on. In the examples provided in 
[4] where this method was introduced the supervisor needs about 70 seconds 
before finding the stabilizing controller, which wouldn’t be convenient when 
trying to stabilize the short period longitudinal dynamics of an aircraft. 

In the following some notations, preliminary results and main ideas of the 
UASSC concepts will be briefly presented (for more details, see [4], [3]). 
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Consider the following closed loop control system: 

( ) ( ) ( )
( ) ( ) ( )( )( )

y s G s u s

u s K s r s y s

=
= −

                                          

(1) 

where G(s) denotes the transfer function of the controlled plant, K(s) stands for the 
controller, r is the reference signal, u and y are the control variable and the system 
output respectively. Though UASSC methods can be used on non-linear plants, 
linearity will be assumed in throughout the paper for simplicity and also the later 
case study is conducted using robust controllers designed based on linearization of 
aircraft dynamics. 

It is assumed G belongs to a plant uncertainty set . The controller K belongs to 
a finite family  of linear time invariant (LTI) controllers.  

Definition 1. Given a signal x(t), t≥0 is said that ( ) ( ) [ ],  0,

0,  

x t t
x t

otherwiseτ
τ ∈

= 


represents a truncation of x(t) with the truncated norm ( )
1

2
2

0

x x t dt
τ

τ

 
=  
 
 . 

With the above definition the following slight generalization of input-output 
stability will be adopted throughout the paper [1], [3], [6] 

Definition 2. A dynamic system with the input r and the output y is called stable, 
or the stability is unfalsified by the data , ), if there exist α, β≥0 such that 

y rτ τα β≤ + ,∀ τ≥0 and for all r∈L2e, L2e denoting the space of all functions 

with finite energy on any finite interval. Otherwise if.
0 [ ] 0
sup

r

y

rτ

τ

τ τ≥ ≠
→ ∞ ., it is said 

that the stability of the system is falsified by the data ( , )u y  

The presence of the term β≥0 in the above definition is related to the situation 
where non-zero initial conditions, of the system, are taken into account. The next 
definition will be used in the following developments (see also [1], [3]) 

Definition 3. The adaptive control problem is feasible if, for every ∈ , there 
exists at least one controller K∈  such that the resulting system obtained by 
coupling K to G is stable and it accomplishes the performance objectives. 

The unfalsified adaptive control techniques are essentially based on the so-called 
fictitious reference signal and on an associated performance index which allows 
choosing appropriate controllers, K∈ , for which the problem is feasible [4] 
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Definition 4. Let the data ( , )u y  be the input and output measurements of a plant 

G over the time interval[0, ]τ . Then the fictitious reference signal Kr associated to 

a controller K∈  is the signal defined over [0, ]τ  that produces the same set of 

data ( , )u y  if K would be connected to G. 

Note that the above definition requires the invertibility of K in which case the 
fictitious reference signal is given by 1

Kr K u y−= + . This expression of Kr  reveals 

another major constraint for K, namely it must be minimum phase since otherwise 
the fictitious reference Kr  can be unbounded for t→∞. Some aspects concerning 

these constraints will be discussed below. 
The performance index ( , , , )J K u y τ is a positive defined function defined on 

+× × ×    where u and y are truncated on the interval [0, ].τ  It is defined 

according to the design specification of the controller K and it represents a 
measure of the performance provided by K on the time interval[0, ]τ . 

Definition 5. A controller K∈  is called falsified at the time τ with respect to a 
given cost level γ>0 by the data ( , )u y  measured on the time interval [0, ]τ  if

( , , , )  J K u y τ γ> . Otherwise the controller K is called unfalsified by the 

measurements ( , )u y  on [0, ]τ . 

According to the terminology used in [6] the set of all unfalsified controllers with 
the unfalsified cost level γ>0 at time t stands for the unfalsified controller set. 

The unfalsified adaptive controllers are not always safe, in the sense that some 
unfalsified destabilizing controllers inserted in the closed-loop can produce large 
signals for long intervals of time.  

Definition 6. Consider the reference signal r and the measured set of data ( , )u y  

obtained by a finite number of switches of controllers K∈ , mapping 
( )

( )

r t

y t

 
 
 

 to 

( )u t  and denote by tf  the final switching time and by Kf the final controller. Then 

the pair , ) is called cost-detectable if the following assertions are equivalent: a) ( , , , )fJ K u y τ is monotone increasing and bounded for τ→∞; b) The closed loop system in Figure 1 with Kf is unfalsified by the data 
( , )u y  when τ→∞. 

In [3], [4], [6] the following performance index is considered: 

( ) 2 2

2

2 2

1 2[0, ] [0, ]

2

[0, ]

*( ) *
, , ,  L t L t

L t

w y r w u
J K u y

r
τ

− +
=




 

(2) 
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Therefore the computation of the new fictitious reference v  does not require an 
invertibility condition; moreover when u and y are bounded, v  is bounded to, 
since U and V are stable. The performance index will be determined as in (2) 
replacing the fictitious reference signal r  by . 

 

 

 

Fig. 5. “Observer form” configuration 

Most literature on the subject of Unfalsified Control recommends using some 
form of parameterization to represent the candidate controller set. However the 
parameterizations given in [4] and [6], for example, are of simple controllers 
suitable for plants less complex then aircraft or for a limited envelope, as is the 
case in controlling a missile. To be representative for aerospace applications the 
candidate controller set would have to include some form of robust controllers, 
covering a large envelope, which have much higher complexity. The authors, 
therefore, chose, for the application considered in the next section, the following 
polytopic representation of the plant family : 

( ) ( ) ( ) ( ){ 1 1
1

,  1;  0,   1
n

n n i i
i

G s G s G s G s i nλ λ λ λ
=

= = +…+ = ≥ = … 


∶  

where ( ), 1, 2iG s i n= … are known transfer matrices corresponding to “n” nominal 

flight conditions. 
For each ) one determines via the mixed-sensitivity design method 

mentioned in the previous section, the controller ) ) ) where the 
coprime factors ) and ) are stable. Then the following parameterization of 
the controller set is defined: 

( ) ( )
1 1

, 1; 0
n n

i i i i
i i

K s K s Kλ λ λ
= =

 
= = = ≥ 
 

 ∶  

Based on the left coprime factorization of Ki(s), 1, …  one obtains: 

( ) ( ) ( )1 1 1 1
1 1 1 1 1

1 2

   
n n

i i i i i i
i i

K s V s U s V U V V U V Uλ λλ λ λ− − − −

= =

 = = + = 
 

 
     

(4) 

were the following notation has been introduced: . 1
1 1 1

2

  
n

i i i
i

V U VV Uλ λ λ −

=

+ . 

    U 

    V-1     G 
u 

y 
- 

v  
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From (4) it follows that the fictitious reference ̃ is in fact a function of λ and so 
is the performance index (2). Using the collected data set , ) on the interval 0,  one can determine the optimal unfalsified controller ) of form (4) with 

( )* , , ,argmin J K u yλ τ= , 

subjected to
1

1; 0
n

i i
i

λ λ
=

= ≥ . The stability of the coprime factors Vi and Ui, 1 …  ensures the cost-detectability property of the pair ( , )J  .  

This method allows for a large set of candidate controllers to be obtained by 
interpolating a limited number of pre-computed controllers. 

2.2   Multi-Model Adaptive Supervisory Switching Control 
(MMASSC) 

Multi Model Adaptive Supervisory Switching control (MMASSC) works by 
comparing norms of sequences of estimation errors based on the various nominal 
models, as the candidate controller associated to the nominal model yielding the 
prediction norm of minimum magnitude is believed to be the most suitable one. 
The main advantage is the fact that transient times before finding a stabilizing 
controller tend to be small. However this can be achieved only by using a very 
dense model distribution. If this condition is not enforced neither convergence to a 
final controller, nor boundness can be guaranteed. 

In the following section we will befrielly discuss MMASSC for the case of a 
class of discrete time controllers and models associated to them. For more details 
the reader is refered to [9]. 

We define a set of controllers as follows: 

( ) [ ]: ( ) ( ) ( ) ( ) , 1,i i iK R d u t S d r t y t h Nδ = − ∈ ∩     

where Si(d) and Ri(d) denote polynomials with strictly Schur greatest common 
divisor and Ri(d) monic. To each controller in the candidate controller set we 
associate the model for which it was designed: 

[ ]: ( ) ( ) ( ) ( ), 1,h h hM A d y t B d u t h Nδ= ∈ ∩  

Ai(d) and Bi(d), denote polynomials with strictly Schur greatest common divisor, d 
is the unit backward shift operator, Ai(1)=0, Ai(d) monic. In both of the above 
equations {0 2 }, ,1,t + +∈ = …  , input-increment ( ) ( ) ( 1)u t u t u tδ = − − ∈ , 

output ( )y t ∈ . 

The unit backward shift operator d in the above equations is equal to z-1. It is 
preferred that the transfer transform the expressions of the transfer functions from 
the usual z to the backward shift operator so as to pas from the frequency domain 
to the time domain and be able to use the input-output date which is recorded at 
discrete time intervals. 
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One can definee the plant output prediction at time t based on model Mh with 
input-output data collected when controller Kk is the loop as follows: 

( ) ( ) ( )ˆ ( , ) 1k h k h ky t h A d y t B u tδ= − +                                 (5) 

where ( )ky t  and ( )ku tδ  designated the input-output data collected when the „k”-

th controller is the loop and ˆ ( , )ky t h  represents the estimation of the output if  

 controller Kh would be in the loop, given input-output data collected with 
controller Kk in the loop. 

A prediction error based on Mh given the input – output data collected with the 
controlle Kk in the loop can now be defined:  

( ) ( ) ( ) ( ) ( )ˆ( , ) ,k k k h k h kt h y t y t h A d y t B u tε δ= − = −  (6) 

The mean square prediction error: 

               
2( / ) : [ ( , )]kp h k E t hε=               (7) 

where E denotes ensemble average, can be theoretically used to construct a cost 
function but usually a time-average evaluation of it is preferred. Such an 
evaluation is the actual cost function by which the supervisor functions: 

( ) 2
1

0

( / ) ( / ) 1 ( , )

( / ) 0
t t kJ h k h k t h

J h k

λπ λ ε− = + −


=
                        (8) 

where ( / )tJ h k  is the approximation of (7), and [ )0,1λ ∈  is according to the 

terminology from [9] a forgeting factor, { }1 : 1, 2,t Z∈ =   and t=0 is the moment 

at which the current controller became operational.  
Thus the controller considered optimal for the current conditions is the one 

minimazing the cost fuction ( / )tJ h k  from expresion (8): 

( ) arg min ( / )tk N
h k J h k

∈
=  

As is shown in detail in [9] MMASSC has problems associated with its use of 
models to estimate the suitability of each candidate controller. Namely in the case 
in which none of the models closely approximate the current plant the algorithm 
cannot return a suitable controller. 

2.3   Multi-Model Unfalsified Adaptive Supervisory Switching 
Control (MMUASSC) 

To alleviate the problems associated with both Multi-Model Adaptive Supervizory 
Switching Control and also the disadvantages of “classical unfalsified control”, in 
[1] a scheme called Multi Model Unfalsified Adaptive Switching Supervisory 
Control, that combines the advantages of both methods (low transient times for 
MASSC and asymptotic stability for UASSC), was proposed. 

In this section we will give a brief description of the differences between 
MMUASSC and UASSC. For further details on how the theory was developed 
and on its background we refer the reader to [1] and[9].  
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So far MMUASSC theory has been developed only for use with discrete time 
models and controllers. To simplify the notations, the single-input, single-output  
case will be considered in the following. We redefine the model/controller paring 
(Mi/Ki) from above as: 

( )
,     

( )
i

i
i

B d
M i N

A d
= ∈


 

( )
,     

( )
i

i
i

S d
K i N

R d
= ∈


 

( ) ( )
( ) ( )

( )

)( ( ) ( )
i

i

y t M d u t

u t K d r t y t

δ
δ

=
= −

 

Where {0 2 }, ,1,t + +∈ = …  , input-increment ( ) ( ) ( 1)u t u t u tδ = − − ∈ , output

( )y t ∈ , Ai(d) and Bi(d), denote polynomials with strictly Schur greatest common 

divisor, d is the unit backward shift operator, Ai(1)=0, Ai(d) monic, similarly Si(d) 
and Ri(d) denote polynomials with strictly Schur greatest common divisor and 
Ri(d) monic and r denotes the reference to be tracked. The controlled action is 
realized via shared state multi-controller implementations [10]. An example 
presented in [1] is given bellow. As a shared state one uses the vector: 

( )

( )

( )
( )

( )

1

1

:

t

t p

u t

t

u t p

δ
ξ

δ

− 
 
 
 −
 

− 
 =  
 −
 
 
 
 
  









 

where r y= − , { }, ,i ip max degS degR i N= ∈


thus the output of Ki at t is: 

( ) ( ) ( )1 1i i ip i ip ioK s s r r t s tξ = … − …− +    

with sij and rik,  i N∈


,  j 1 1p+ ∈ +


and  k p∈


 the coefficients of the polynomials 

Si(d) and Ri(d), respectively and ( )tξ  is the shared state vector.  As shown in [1] 

the uncertain plant 
( )

( )

B d
G

A d
= can be represented, as in Fig. 6 in a coprime factor 

perturbed form: 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( )
:

i i i

i ii

A d y t B d u t e t
P

e t A d y t B d u t

δ

δ

= +


= +
   

with ( ) ( ) ( ) ( ) ( ) ( ), i i i iA d A d A d B d B d B d= − = −  , and ei representing the 

equation error. One, finds the transfer matrix Hzei(d) from ei to
( )

( )

u t
z

y t

δ 
=  
 

:  

( ) ( ) ( ) ( )( )

( ) ( )

i

1

ze

1

( )

1
H d

1 ( )

( )

( )

( ) ( )

i

i i i

i

i i i

K d

Q d
M d C d A d

S d

R d

A d R d B d S d

− 
 
 = =

+

− 
 
 =

+

 

and Heiz(d) the transfer matrix from z to ei: 

( ) ( )
i

1
e z

1

( )
H d

( )i

B d
L d

A d

 
= =  

 




  

The following test functional derived from the stability condition 1i iQ L
∞ ∞

<  , 

given by the Small Gain Theorem,  can be used in these conditions: 
( ) t 1

iΛiJ t max −=  

( )t 1
i 0

0

0, 0 

Λ
, 

t

t
i
t
i

if z

t z
otherwise

z

−

 =
= 



                                           (9) 

with 0 0i izz z= −  , and ( ) ( )0 ( )i i iz t T d z t= , where Ti(d) coincides with the 

generalized system matrix of (G/Ki): 

( ) 1(1 )
1

i i
i i

GK K
T d GK

G
− − 

= +  − 
 

As further demonstrated in [1], this test functional ensures cost delectability (see 
Definition 6) of the system, a finite number of switches until a final controller is 
selected and that no destabilizing controllers will be inserted in the loop. 

ei
δu y

i
B

i
B

1
i
A-

i
A

 
Fig. 6. Coprime factor model error representation 
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To implement this cost function in a practical case a few artifices have to be 
made to ensure that the MMUASSC algorithm works with controllers that are not 
stable causally invertible, thus solving another problem of UASSC. The cost 
function is implementable in the following form: 

( ) ( )
0

i 0
t 1

i t

Λ t 1 , 0 t

 Λ | , i

t
J t

max elsewhere−

− ≤ ≤= 


 
where ( ){ }

0

t 1
i t i 0 Λ | max Λ τ , τ t , , t 1max − = = … − , and 

( )
0

0

0

1

2
i i 01

2 t
i

i t

t 1 t
i t

ζ (t) J ,   0 t t  

Λ t ζ |
,  elsewhere

z (z ζ ) |

−

−


≤ ≤

= 

 + −







  (10) 

where ( ) ( ) ( )( ) ( ) ( )( ) ( )i i i i i00 0
ζ t Q d L d z t Q d t= =   and iJ  is a constant 

depending on the magnitude of the mixed sensitivity of (Mi/Ki).  
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Fig. 7. Details of multi-model UASSC 

For more details on how these cost function was developed the reader is 
referred to [1]. 

3   Case Study 

For the case study the ADMIRE aircraft model, provided as freeware by the 
Swedish Research Administration, has been used.  

The aim of the case study is to compare UASSC and MUASSC in controlling 
the airplane short-period dynamics. Therefore only the equations containing the 
angle of attack and pitch rate were used. Also to simplify the study just one of  
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the control inputs was considered out of the three available for maneuvers in the 
longitudinal plane. Four schemes were considered: 

 

1) the first was a UASSC schemes with four candidate controllers in the 
candidate controller set 

2) the second was a UASSC scheme that extended de candidate controller 
set to 286 controllers by interpolation using the polytopic representation 
presented above. 

3) The third scheme was a MMASSC scheme using the four controllers 
with thier associated models 

4) The forthd scheme was a MMUASSC scheme, again using the four 
controllers with their associated models. 

First the controllers were designed each corresponding to a different modeled 
flight condition. The design was carried out on linearizations of the short period 
dynamics of the ADMIRE model, in the following for flight cases: 

• Flight Condition 1: Mach 0.4, altitude 4500m; 
• Flight Condition 2: Mach 0.6, altitude 1500m; 
• Flight Condition 3: Mach 0.85, altitude 5500m; 
• Flight Condition 4: Mach 0.9, altitude 2000m. 

The controllers for these flight conditions were designed in the Matlab software 
package using the Weighted Mixed Sensitivity Criteria. As weighting functions 
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The mixed sensitivity problem was slightly altered to require the following 
minimization 

1

2

W S

W GKS
γ

∞

 
≤ 

 
 

as such, and also because of the implementation of the modification from [3], 
the performance specification for the UASSC was changed from (2) to the 
following: 
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where w1 and w2 are the impulse responses of the weighting transfer functions 

1( )W s  and 2 ( )W s  used in the design of the four controllers 1 4(   )K K… , 

corresponding to the four flight conditions. Thus we impose on the falsification 
algorithm that only those controllers meeting the same design criterions as the  
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pre-designed controllers be unfalsified. The “*” symbol means convolution, v
represents the fictitious reference signal as defined by (3), y is the plant output 
signal, and u is the control signal.  

This translates into the following cost function. 
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where k is the dwell interval (the minimum time for which a controller is in the 
loop, and during which measurements of u and y are performed), j represents the 
index of the current dwell interval, 1w  is a vector containing the responses of  

the W1 transfer function to the inputs contained in the vector ( ),y v−  2w is a 

vector containing the responses of the W2 transfer function to the inputs contained 
in the vector y and v is the vector containing the fictitious reference signals 
calculated over the [0, ( 1) ]j k−  using (3). 

For the UASSC scheme with interpolation the cost function J is updated at the 
end of each interval equal to the dwell interval (in this case the value was 1 
second). The algorithm then switches-on the controller with the lowest value of J. 
For the polytopic representation in this scheme, a precision of one digit was 
considered for the λ coefficients. This yielded 286 candidate controllers.  
The possible values for the coefficients were stored in a vector which represented 
the set of candidate controllers, and were calculated in the initialization phase of 
the study. 

For the MMASSC and MMUASSC schemes the controllers and their 
associated models had to be discretized first, and connected in loop with the 
continuous time plant. The sampling time used was 0.01 seconds. The UASSC 
scheme without interpolation was run in the exact same conditions to obtain the 
best comparison of the relative performance of the three schemes. 

The case study was conducted in Matlab and Simulink: a plant obtained by 
liniarizing the Admire model was connected in a feedback-loop with a random 
candidate controller. The simulations were run for 40 seconds. The response of the 
closed loop system can be observed in figures 8 through 11, along with the 
reference. As can be seen all four schemes stabilize the plant quickly. However as 
can be seen the MMASSC scheme as anticipated has problems because none of 
the associated models closely approximates the actual plant. In figure 8, which 
shows the input/output of the UASSC scheme with interpolation, vertical black 
lines represent the moments at which the system switched. Figures 12, 13 and 14 
show which of the four controllers was in the loop for the UASSC scheme without 
interpolation, figure 12, for the MMASSC scheme, figure 13, respectively for the 
MMUASSC in figure 14. As can be seen all schemes switched the controller fast, 
but while the UASSC and MMUASSC schemes needed only one switching the 
MMASSC needed two. This further illustrates the better performance of switching 
algorithms based on Unfalsified theory. Of the two UASSC schemes the one using 
interpolation offered a better reference tracking, mostly because the controllers 
were continuous time.  
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Fig. 8. Response of the closed-loop system with the plant liniarized at Mach 0.75, altitude 
5500 and an angle of attack of 12 degrees. UASSC scheme with interpolation. Dwell 
interval 1 seconds. 

 

 
Fig. 9. Response of the closed-loop system with the plant liniarized at Mach 0.75, altitude 
5500 and an angle of attack of 12 degrees. UASSC scheme 
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Fig. 10. Response of the closed-loop system with the plant liniarized at Mach 0.75, altitude 
5500 and an angle of attack of 12 degrees. MMASSC scheme. 

 
 

 
Fig. 11. Response of the closed-loop system with the plant liniarized at Mach 0.75, altitude 
5500 and an angle of attack of 12 degrees. MMUASSC scheme. 
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Fig. 12. Active candidate controllers for the UASSC scheme 

 

 

Fig. 13. Active candidate controllers for the MMUASSC scheme 

We conducted tests with several plants, although for lack of space we 
introduced in this paper the results from a single one. It is worth mentioning here 
that in simulations ran with one of the models as plant, in several cases, the 
UASSC schemes failed to switch on the controller tuned to that model instead 
choosing another controller. MMUASSC on the other hand never failed to 
correctly identify the model and switch on the appropriate controller. This 
behavior of the UASSC schemes foreshadows the possibility of introducing a 
destabilizing controller in the loop as illustrated in [3]. 
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Fig. 14. Active candidate controllers for the MMUASSC scheme 

4   Conclusions 

All four of the methods tested in this paper worked well with the considered plant. 
Out of the three schemes, MMUASC offered the best performance and accuracy 
in identifying the appropriate controller. This coupled with its intrinsic protection 
against switching on a destabilizing controller makes this method the most 
promising of the three. 

Further research will be conducted by the authors to address the problems 
illustrated above. Namely the investigation of behavior in the multivariable case 
and also research in the possibility of implementing a form of controller 
interpolation for the MMUASSC scheme. 
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Abstract. Fractal analysis in the neurosciences has advanced over the past twenty 
years. The fractal dimension, besides its ability to discriminate among different 
cell types, can work as a reliable parameter in cell classification. A qualitative 
analysis of the morphology of neurons and glia cell types involves a detailed 
description of the structure and features of cells, and accordingly, their 
classification into defined classes and types. This paper outlines how fractal 
analysis can be used for further quantitative classification of these cell types using 
box-counting and multifractal analysis. 

Keywords: Box dimension, Cell classification, Human, Fractal analysis; 
Multifractal, Microglia, Aspinous, Neostriatum. 

1   Introduction 

Pattern analysis plays an important role in many fields of inquiry including 
neuroscience. One type of pattern analysis that has been used to investigate 
phenomena relevant to the neuroscientist is fractal analysis [1-3], which has 
proven especially valuable for investigating various cell types found within the 
spinal cord, brainstem, cerebellum, and cerebral hemispheres [1, 4-7]. In essence, 
fractal analysis of cellular morphology involves examining the scaling inherent in 
patterns or datasets extracted from digital images of cells, in order to assign a 
fractal dimension, a number that is a statistical index of complexity having no 
units [8-10]. If the scaling within the dataset from a cell is consistent, analogous to 
the ideal self-similarity of mathematical monofractals, it is appropriate to assign a 
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single, global fractal dimension to the dataset [8,11]; but if the scaling varies over 
the dataset it may be more appropriate to assess the pattern as a multifractal and 
determine a range of values [12,13]. Multifractal analysis has been applied in 
neuroscience, but the multifractality of biological images remains a rather 
contentious subject [2,3,4,14,15]. 

In this paper, we report the use of box-counting methods to investigate digital 
images of both neuronal cells from the adult human neostriatum and microglial 
cells from the human brain and spinal cord. Following statistical analysis of two 
box dimensions of cells from the neostriatum and multifractal properties of 
microglial cells, the significance of our results in terms of these cell classifications 
are also discussed. 

2   Materials 

2.1   Cells from the Human Putamen 

The material used in this study was collected during 2008 and 2009 by the Center 
for Forensic Medicine, Toxicology and Molecular Genetics at the Clinical Center 
of Vojvodina (Serbia). Ten male human brains were obtained from medico-legal 
forensic autopsies of adult bodies (ranging from 32 to 48 years of age), with no 
prior history of neurological diseases, or major liver, renal or cardiovascular 
dysfunctions. All material was collected with the approval of the Ethics 
Committee of the University of Novi Sad, Faculty of Medicine (Serbia) and the 
research was performed in accordance with the ethical standards defined by the 
1964 Declaration of Helsinki and all subsequent revisions. The experiments were 
undertaken with the understanding and written informed consents of the families 
of the deceased, whose anonymity was preserved. For detailed histological 
procedure the reader is referred to [16,17]. 

After analyzing the microscopic images of Golgi impregnated neurons of the 
putamen, we initially divided neurons into two major groups: the spiny and aspiny 
cells, according to the presence of spines. In our sample of 301 collected neurons, 
35.22% (106 cells) were aspiny cells. We classified our sample of cells, according 
to a previously described scheme, into three subgroups according to the number of 
primary dendrites, their branching order, length and course of dendrites and 
dendritic field density: into type 1, type 2 and type 3 (Fig. 1). Type 1 neurons were 
easily recognized by two to six primary dendrites which were extended and gave 
off a small number of side branches. From four to eighteen primary dendrites were 
abundantly branched close to the soma of type 2 neurons. They formed a relatively 
small, but very dense dendritic domain. From the body of type 3 neurons emerged 
three to eight relatively thick and short dendrites. Dendrites of type 3 neurons 
branched repeatedly close to the soma and formed a very small but, also, a very 
dense dendritic arbor. Our sample of aspiny cells consisted of 16 type 1 cells, 42 
type 2 cells and 48 type 3 cells. Their representative images are shown in Fig. 1. 
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Fig. 1. Representative images of three cell types in the human putamen: type 1, type 2 and 
type 3 cells 

2.2   Microglial Cells 

This part of the material consisted of published images from central nervous 
system slides of post-mortem human and rat tissue. Detailed explanation of the 
histology and staining procedures can be found in [18,19]. 

Microglia cells can be classified into three subclasses with respect to their 
activation stage associated with their role in the development, maintenance and 
pathology [11,20] of the central nervous system (Fig. 2). Cells from the first class 
are resting or ramified cells (Fig. 2A), which typically perform sentinel functions. 
The second class are bushy and hypertrophied or intermediate cells (Fig. 2B), 
which usually are in the incipient stages of responding to noxious stimuli or 
returning to a resting state, whilst the third class are activated cells (Fig. 2C), 
which are generally in the macrophage stage. 

2.3   Image Acquisition 

Each section of the adult human neostriatum was classified using the “Leica DC 
100” (Leica Microsystem Wetzlar GmbH), at a magnification of 400x and all 
impregnated neurons were recorded and transformed into digital images with the 
Digital Camera Systems software package (Leica Microsystem Wetzlar Ltd., 
Heerbrurg). Histological sections of each impregnated neuron were divided into 
twenty optical sections, and depending on the somal size and dendritic 
arborization, each nerve cell was represented by four to twenty focal planes [16]. 
The digital images of these focal planes were loaded into ImageJ (National 
Institute of Health, Bethesda, http://rsbweb.nih.gov/ij).  Using the ‘ZProject’ 
command they were projected onto an image stack along the axis perpendicular to 
the image plane. Finally, using appropriate subroutines of the same software, a 
binary, outline and skeletonized image of the neurons was obtained [16]. 
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Microglial cell images were converted to digital images by scanning the figures 
using a Microtek scanner and Adobe Photoshop LE (V5.0) [21]. Each cell was 
then converted to a greyscale image, the background subtracted using automatic 
filtering, and the resulting image converted to a binary contour. All necessary data 
was obtained using the public domain program ImageJ and the plug-in, FracLac 
2.0 (http://rsbweb.nih.gov/ij/plugins/fraclac/FLHelp/Introduction.htm) written in 
our laboratory for analyzing morphological complexity of biological cells [11]. 

 

Fig. 2. Silhouettes illustrating typical microglial morphologies: ramified (A), intermediate 
(B) and activated (C) cells 

2.4   Box-Count Analysis 

The global fractal dimensions of the digitized images were investigated after each 
image was subjected to the box-counting algorithm incorporated in the Image J 
software. When the box-counting method is applied to neuronal images, the fractal 
dimension (precisely, the box dimension, DB) depends on the image presentation. 
Box-counting is generally implemented within digital image analysis software to 
analyze binary (i.e., black and white) images. While the DB of the outline (cell 
contour) of cells defines the irregularity in the shape of the neurons [2], the same 
parameter for skeletonized representations of the neurons indicates the degree of 
dendritic aberrations from a straight lines, in essence their tortuosity [22]. 

Briefly, the box-counting method consists of covering an object with sets of 
squares. Each set is characterized by the size of the square’s edge, r. The number 
of squares N(r) necessary to cover the object is presented as a function of r. The 
DB is determined by the absolute value of the slope S of log N(r)/log r [23,24]. 

The method was initially performed on outlines of the neurons and the 
corresponding DB(out) calculated. Then, from the same binary image the cell body 
was removed digitally and the remaining dendritic tree skeletonized reducing the 
dendritic width to a single pixel. The skeletonized dendritic tree was processed by 
the same method, and the DB(skel) obtained [16]. The box sizes ranged from 21 to 2k 
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pixels, where k is the value for which N is equal to unity. In all cases the 
correlation coefficient of the straight line, fitted through 9 (or 10) data points and 
was higher than 0.95 [23,24]. 

2.5   Multifractal Analysis 

The theoretical basis of multifractality has been reviewed in depth by several 
authors [15,25-27], but here we present the essential calculations we used. The 
analysis was based on the box-counting data gathering technique described above, 
except the data analyzed were the “masses” (pixels) per square (i) rather than the 
number of squares (Nε) containing pixels at each size or scale, ε.  These masses 
were used to determine the probability at each box (Pi,ε) as the number of pixels in 
the box divided by the total number of pixels in the image, given by 
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Thus, similar to the DB, αi can be found from the slope of the logarithmic 
relationship between mass and scale. For monofractals, αi is consistent over the 
pattern and corresponds to the DB, but for multifractals αi varies over the pattern. 
Whether a pattern is monofractal or multifractal is generally not readily apparent 
in the pattern itself but can be seen in multifractal spectra that reflect variation in 
scaling [20]. In essence, these spectra address how mass behaves when the pattern 
is resolved into a series of ε-sized pieces and subjected to a series of distortions. 

The distortions are done using a range of arbitrary parameters, Q, applied to 
IQ,ε, which describes the pixel distribution inspected at some scale ε 
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Whereas this sum equals to one when Q is also equal to one, and Nε when Q is 
equal to zero, the sum of all Pi,ε after being raised to other values of Q is not so 
predictable and forms the basis of multifractal spectra. We used IQ,ε to determine a 
series of generalized dimensions (DQ) calculated over an arbitrary range of Qs. 
Formally, the generalized dimension is defined by 
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From eqs. (2) and (3), it can be seen that IQ,ε is proportional to ε raised to an 
exponent τ such that 
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offering an alternative from which to find DQ 

                                                 
( ) QDQ ⋅−= 1τ .              (6) 

We also used the f(α) multifractal spectrum [27]. The function f(α) is the fractal 
dimension of the set of boxes where α is some exponent that varies over the 
fractal. According to the method of Chhabra and Jensen [25], which is simpler to 
calculate than most methods, this multifractal spectrum is calculated using 
following 

                              QQQQf ταα −= )())((  and 
dq

d
Q Qτ

α =)( .                       (7) 

If a pattern scales uniformly, as in a typical monofractal, distorting the probability 
distribution reveals little change, but if a pattern scales non-uniformly, as with 
multifractals, distinct mathematical views emerge for both the DQ vs. Q and f(α) 
vs. α multifractal spectra. The function DQ vs. Q is usually either essentially 
unchanging or decreasing around Q = 0, where DQ=0 ≥ DQ=1 ≥ DQ=2. For non-
fractals and mono-fractals, DQ typically has low dispersion over Q, but for 
multifractals, DQ typically decreases with Q, sigmoidally around Q = 0. In 
contrast, f(α) vs. α multifractal spectra (see Fig. 3) are typically singly humped 
graphs that for monofractals (Fig. 3B) converge, but for multifractals (Fig. 3A) 
rise and fall more broadly. 

A practical consideration that affects box-counting multifractal data is how 
the distribution is determined. For distributions extrapolated from small 
samples, for instance, some monofractals yield diverging, ostensibly multifractal 
curves that vary with the size of the sampling unit and whether or not the edges 
of an image are included [28]. Even for distributions determined from entire 
images, how the image is partitioned matters, as the relative amounts of very 
small and very large probabilities change with each attempt to break an image 
into sample spaces [20]. To minimize such issues, we used sampling corrections 
built in to the software.  
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Fig. 3. Typical relation f(α) vs. α in multifractal spectra plotted for -7 < Q < 7; Henon map 
(A), 32 segment monofractal (B) 

3   Results 

3.1 Neurons 

The mean values of two DBs, as well as corresponding standard errors for three 
cell types (1, 2 and 3) of aspiny neurons were calculated, and shown in Tab. 1. As 
can be seen from this table, type 2 aspiny neurons have the largest mean values  
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for both the cell outlines or skeletons, as compared to the means of other types (1 
and 3), whereas type 1 has the smallest value when compared to type 2 and 3 
aspiny neurons. 

To investigate whether there were significant differences between the means of 
the three types of neurons with respect to whether the outline or skeletonised 
representation is analyzed, a one-way ANOVA was used. In both cases, the 
calculated F-value was larger than the critical value, at a significance level p < 
0.05 (Tab. 1) followed by the Schéffe test as a post hoc test [16]. This test pointed 
out significant differences for mean (DB)out between type 1 and 3 (p < 0.001) and 
type 2 and 3 (p < 0.01). As far as mean (DB)skel was concerned, we found 
significant differences between all three pairs: between type 1 and 2 (p < 0.001), 
between type 1 and 3 (p < 0.05) and between type 2 and 3 (p < 0.01).  

Table 1. The values of two box dimensions, (DB)out and (DB)skel, for three types of aspiny 
neurons in the human neostriatum. Each value is presented as mean ± standard error. The 
last two columns show results of the one-way ANOVA (F is calculated F-value for degrees 
of freedom 103 and 2, respectively, while F0.05 is tabulated F-value for degrees of freedom 
120 and 2, respectively). 

Cell type (DB)out (DB)skel 
1 1.26 ± 0.01 1.13 ± 0.01 
2 1.327 ± 0.008 1.205 ± 0.008 
3 1.285 ± 0.007 1.161 ± 0.008 

   
F 14.798 15.153 
F0.05 3.070 

3.2 Microglia 

For the multifractal analysis of microglia, 10% of the cells we investigated 
showed some sign of multifractal scaling. There was some variation attributable to 
the source of the cells (e.g., no microglia from rat hippocampus and only 2% from 
both human brain tumor and rat spinal cord scaled as multifractals, but 8% of 
microglia from elderly human brain tissue scaled as typical multifractals). There 
was also variation with activation state, where ramified cells scaled as 
multifractals significantly more than other types: in descending order of 
activation, 12% of ramified cells scaled as multifractals, 5% of hypertrophied, 3% 
of bushy, and 1% of reactive (4% of intermediate). 

The spectra for cells scaling as multifractals generally had flatter DQ vs. Q 
slopes and more peaked and converging f(α) spectra than typical multifractal 
spectra [20], where only half of the 10% scaled as typical multifractals and the 
resemblance to characteristic multifractal spectra varied. For instance, multifractal 
spectra obtained from a cell having one long process and one short, stout process 
is presented in Fig. 4. 
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Fig. 4. Multifractal spectra for a ramified microglia 

4   Discussion 

4.1   Neuronal Types in the Human Neostriatum 

The morphology of striatal neurons was extensively studied in the last century, 
recognizing a number of cell types in various mammals. As far as the neuronal 
morphology in the human neostriatum is concerned, subsequent authors identified 
five neuronal types [29,30], typically as a result of the qualitative analysis. 

Aspiny neurons of the human neostriatum were classified qualitatively into 
three groups. Braak and Braak [29] recognized them as large multipolar cells with 
extended dendrites, small to medium-sized and large aspiny cells, while Graveland 
et al. [30] classified them as small neurons with a variable dendritic morphology, 
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medium-sized and large aspiny neurons. Our type 1 neurons had the smallest 
dendritic aberrations and cell’s shape, compared to the same properties of two 
other types (Tab. 1). In contrast, the dendritic aberrations and the shape of the 
neuron, set type 2 cells into a quite different class of aspiny neurons. But, bearing 
in mind the dendritic aberrations only, type 3 cells can be recognized as a unique 
class of neurons. Nevertheless, further analysis, which covers more than two 
neuronal properties, will provide an appropriate link between present scheme of 
aspiny neurons with commonly used terms: large aspiny cells, aspiny cells with 
large soma and medium dendritic field and small aspiny cells [29-32]. 

4.2   Microglia 

Microglia are dynamic cells: their function at any point in time is strongly 
reflected in their ad hoc form. They range from highly branched cells to cells that 
have pulled in their processes and become swollen, amorphous, blob-like entities. 
The more highly branched a cell is at any point in time, the more likely it is to be 
in an alert but non-activated state [11]. Previous work has demonstrated that the 
DB is a useful metric for distinguishing morphological and functional differences 
in microglial activation states [11,21], which has important implications for 
determining the roles these cells play in normal development and pathology in the 
central nervous system. The work reported here assumed that multifractal analysis 
would detect fundamental relative patterns not disturbed by issues such as the size 
of the image, the origin of the microglia, or the intensity of staining. Whereas our 
previous work has indicated this to be the case for standard box-counting [11], 
owing to the small number of cells that scaled as multifractals in the present study, 
the relative importance of such features is difficult to determine and should be 
addressed in future studies. 

Our finding that the number of microglial cells scaling as multifractals is 
relatively small indicates that multifractal analysis does not distinguish 
morphological categories as sensitively as does the DB, however, other findings 
from this investigation indicate novel ways that multifractal analysis might be 
used to characterize microglia to supplement the power of the DB. One such 
finding was that significantly more ramified cells scaled as multifractals than cells 
in any other category. The ramified morphology usually signifies that microglia 
are maintaining a resting, sentinel function in the nervous system, but previous 
work has shown that subtle changes that cross boundaries between traditional 
morpohology-based categorization methods can represent important differences 
related to pathological state [20]. Multifractal scaling revealed by the method used 
here may reflect subtle or overt differences in parts of a cell (e.g., as when a single 
process remains in transition between states or perhaps is the only visible process).  

In general, a fractal dimension describes the change in detail with scale of a 
pattern extracted from a digital image-but what does this number mean for a living 
cell? Inasmuch as the most highly reactive microglia usually have lower 
complexities than resting cells, decreasing complexity is ostensibly associated 
with retracting processes as when microglia respond to activating stimuli. But 
microglial activation is an active, continuous process and our analysis only 
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captures specific points in this progression. Certainly, fine processes retract as 
cells change from resting, where the tendrils swell, and stouter ones extend in the 
course of a response to noxious stimuli. Moreover, depending on the paradigm, 
ruffles or fringes may appear as microglia become reactive. In general, fluctuating 
relative differences in complexity with increases in activation level are in 
accordance with other evidence that morphology depends on multifarious features 
(e.g., the age of the organism the microglia were found in, the type of brain tumor, 
or the distance of a microglia from a lesion). Indeed, our preliminary results 
suggest it may be especially fruitful to look at multifractal scaling of microglia in 
aging and chronic disease processes such as Alzheimer’s disease. In this regard, it 
would be interesting to clarify the nature of multifractal scaling in microglia, and 
pursue the potential for multifractal analysis to reveal cells in a transitional state 
having elements of more than one typical level of activation.  

5   Conclusion 

The results of the present paper emphasize the conclusion that fractal analysis has 
an important and growing place in neuroscience. Two fractal methods (traditional 
box-counting and multifractal analysis) proved useful for quantifying various 
features important to specific aspects of neural cell classification. Future studies 
should be undertaken to evaluate the potential of box-counting methods for 
morphometric analysis and classification of human neostriatal cells. In addition, 
our results entreat future investigators to clarify the nature of multifractal scaling 
in microglia and examine the potential for multifractal analysis to assist in 
quantitating and understanding the complex relationship between form and 
function in these morphologically and functionally dynamic cells. 
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Abstract. A comparison study was conducted between titan and cobalt alloy, 
shoulder prosthesis, with hydroxyapatite coating. We simulated the internal and 
external rotation of the shoulder in order to compare the deformation, equivalent 
strain and equivalent mechanical stress appeared for different types of prosthesis 
covering layers. The results show that the maximum mechanical solicitations ap-
pear in similar humeral positions and the minimal solicitations were obtained for 
cobalt alloy prosthesis with composite coatings. This study is innovative due to 
the fact that it considers all muscle groups involved in shoulder movement and we 
obtain a realistic estimate of the mechanical solicitations appeared into the hume-
rus, and gives an estimate of the optimal material to be used for prosthesis cement-
ing. Possible fracture risk can be determined and prevented in case a prosthesis is 
implanted. 

Keywords: Modeling, Finite element, Prosthesis, Shoulder, Collagen, Solicita-
tions. 

1   Introduction 

Orthopedic implants are intended to support forces and must thereby be firmly at-
tached to the rest of the skeleton [1]. Orthopedic implant devices are intended to 
restore the function of load-bearing joints which are subjected to high level of  
mechanical stresses, wear, and fatigue in the course of normal activity [2]. The 
implant is placed in the body either with an acrylic cement that gradually fails as 
regeneration of connecting bone tissue is proceeding, or without cement using an 
implant with an interface designed to provide the necessary attachment. However, 
a device fabricated from a single material usually cannot meet all physical re-
quirements for successful implantation and function. Therefore, implants and 
prostheses usually consist of composites and mixtures or alloys [3]. 

The problem of the prosthesis material to be used still remains open. There is a 
need for high bonding inorganic surfaces to organic ones, and the development of 
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materials durable and resistant to various types of mechanical solicitations. The 
prosthesis are usually built from biomaterials, which are synthetic or natural mate-
rials intended to function appropriately in a bio-environment. Titan are very often 
used in building shoulder prosthesis, because in comparison with other metallic 
biomaterials, titanium and titanium alloys are more biocompatible, more corrosion 
resistant, lighter, more durable, and possess a reasonable balance of high strength 
and low elastic modulus and but support cell attachment as well [4]. 

Cobalt alloys have been used as hip implants due to their appropriate mechani-
cal properties. However, they do not bond spontaneously to living bone. In order 
to improve bone bonding ability, the cobalt alloy implants can be coated with a 
layer of a bioactive material [5]. Cobalt-based alloys are quite resistant to fatigue 
and to cracking caused by corrosion, and they are not brittle, however, cobalt 
based alloys may fail because of fatigue fracture The superior fatigue and ultimate 
tensile strength of the wrought CoCrMo alloy makes it suitable for the applica-
tions which require long service without fracture or stress fatigue, as for prosthesis 
implantation.  

Efforts to increase bone in growth of cementless prostheses have led to the ap-
plication of hydroxyapatite (HA) coating. Hydroxyapatite is chemically similar to 
the mineral component of human bones and hard tissues.  It is able to support 
bone in-growth and osteointegration when used in orthopedic applications. More-
over, HAp coatings have the capacity to shorten the healing process of metal 
based implants. The use of hydroxyapatite (HA) has been advocated to provide 
rapid and reliable attachment of bone to metal implants [6]. 

Because of the difficulty of performing implant tests in vivo, mathematical 
models have been developed to carry out the structural analysis of implants before 
application on a patient. Accordingly, bone-implant scapulohumeral prosthesis 
could be designed and studied with computer simulations. To design highly dura-
ble prostheses one has to take into account the natural processes occurring in the 
bone. In most cases, these models consider that the bone is anisotropic even 
though the reality shows otherwise. This approximation is imposed due to the fact 
that there is no database containing the mechanical properties of the bone accord-
ing to the model topography [7]. 

Many physical or computer models of the scapulohumeral joint have been de-
veloped to improve understanding of its function. Some were developed to under-
stand and analyze muscle action developed during certain movements of the upper 
limb, others, based on the concept of deformable bodies, were proposed and used 
to calculate the distribution of bone stresses, [8]. Favre et al [9] reviewed some 
models of the shoulder movement. One method was to force the muscle to pass or 
replace the complex bony geometry with simpler shapes. By using muscle force 
estimation techniques, muscular action and joint reaction forces addressing issues 
in joint stability and muscular rehabilitation or muscle transfer, were simulated.  

Clavert et al, [10], made a 3D reconstruction of the humerus and the muscles 
involved in the movement used to display and map the distribution of stresses in 
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the major and minor humeral tubercles generated by muscle tendons in the rotator 
cuff muscles during abduction. Internal and external rotations of the shoulders 
were achieved by a displacement of the muscle active during the specific rotation 
(subscapularis for internal and infrapinatus for external rotation [11]. 

Most models concentrate on force estimation and stability of the glenohumeral 
joint; there are few models that measure the mechanical solicitation on the hume-
rus during the shoulder movement. It is important to determine the deformation, 
stress and strain into the humerus, in shoulder motion, by considering all muscle 
groups involved, in order to prevent possible fractures in case there is a prosthesis 
implanted. It is also important to determine the optimal material to be used in 
prosthesis construction. 

The purpose of this work was to develop a 3D digital model of prosthetic hu-
merus and the rotator cuff muscles, and to investigate shoulder movement effect 
on humerus and prosthesis. It was considered that for each movement, the muscles 
involved act with a specified force on the humerus along its insertion area. There 
were considered two types of prosthesis: one built from a Ti-6A1-4V alloy and the 
other from CoCrMo alloy. For each type of prosthesis there were simulated the in-
ternal and external rotation, for three types of biomaterials used to cover it, respec-
tively: hydroxyapatite layers, hydroxyapatite and collagen layers and composite 
material hydroxyapatite and collagen. We studied and compared the mechanical 
solicitation obtained for both types of prosthesis. The motivations were to assist in 
prosthesis development, to determine the regions where the bone fracture is  
more likely to appear and to determine which type of prosthesis coating is more 
preferable to be used. 

2   Finite Element Model 

It is well known that the bone is not an isotropic material; therefore the develop-
ment of a model is not an easy task. We can obtain a handy model of the humerus 
by 3D scan and digital reconstruction. By using the finite element modeling ap-
proach one can analyze the deformation, strain and stress appeared into the bone 
when external forces are applied. . Figure 1 shows the steps in achieving the finite 
element model of the humerus. A prosthesis developed by Solar [12] is used to 
analyze the mechanical behavior of the glenohumeral-prosthesis assembly.  

In order to achieve the bone-prosthesis interface and to establish a contact be-
tween the interior surface of the bone and the prosthesis, it is necessary to cut up 
the bone such that the prosthesis shape is respected. For an accurate analysis, con-
centricity and concurrency between the contact surfaces were established. The 
bone prosthesis interface along with its covering layers were imported in Ansys 
Workbench. Six contact surfaces between the assembly components were consi-
dered: prosthesis-bone, prosthesis-first covering layer, first covering layer – 
second covering layer, second covering layer-bone, prosthesis – prosthetic  
humeral layer and prosthesis-second covering layer.  
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Fig. 1. a) Humerus b) Resulting mesh c) 3D reconstructed model 

There were used two types of prosthesis: a Ti-6A1-4V alloy and a CoCrMo al-
loy prosthesis. For the titan alloy prosthesis were considered the following types 
of covering layers:  

Hydroxyapatite 2 mm covering layer;  
Hydroxyapatite 1 mm and Collagen 1 mm covering layers;  
Composite material Hydroxyapatite and Collagen 2 mm covering layers 
For the cobalt alloy prosthesis were considered the following types of covering 

layers:  
Hydroxyapatite 1 mm and Collagen 1 mm covering layers 
Composite material Hydroxyapatite and Collagen 2 mm covering layers 

3   Simulation 

We simulated two types of movement for the healthy and prosthetic shoulder: ex-
ternal and internal rotation. In order to simulate the muscle activity the insertion of 
each muscle was drawn on the finite element model of the humerus and humerus-
prosthesis assembly according to Gray Anatomy [13].  

The simulation performed using the following assumptions: 

The muscles involved in the external rotation are: Infraspinatus, Teres minor, 
Deltoidus and Supraspinatus. 

The muscles that participate in the internal rotation are: Subscapularis, Latissi-
mus Dorsi, Teres major, Pectoralis major, Deltoidus and Brahialis. 

In each insertion point on the humerus a force of 22N was applied.  
For each individual muscle, the force direction was chosen according to its in-

sertion angle on the humerus 
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4   Results 

Total deformation, equivalent strain and the equivalent mechanical stress are in-
vestigated and analyzed for both shoulder rotation movements, for all types of 
prosthesis. Due to the fact that in many cases, the mechanical solicitations appear 
in similar humeral positions, there are presented only the representative cases. 

4.1   External Rotation for the Prosthetic Shoulder 

Deformation, stress and strain distribution for the humerus-prosthesis assembly is 
presented in figures (2), (3) and (4). As illustrated (fig 2), the maximum deforma-
tion for all types of prosthesis appears in the central diaphysis and is closer to the 
distal epiphysis. No deformations appear in the prosthesis area. For all types of 
considered prosthesis, (fig 3) the strain is distributed along the humerus, and a 
maximum appears in the proximal epiphysis, on the prosthesis head. The maxi-
mum stress appears in the prosthesis head (fig 4), usually in the second covering 
layer.  

4.2   Internal Rotation for the Prosthetic Shoulder 

If the internal rotation is simulated for the prosthetic glenohumeral joint, figure 5 
shows that the total deformation appears close to the center of the diaphysis and de-
creases along the bone. The equivalent strain, (fig. 6 and 7), is not the same for all 
types of prosthesis. For the Ti-6A1-4V alloy prosthesis with: Hydroxyapatite 2 mm; 
composite material Hydroxyapatite and Collagen 2 mm covering layer and CoCrMo 
alloy with composite material Hydroxyapatite and Collagen 2 mm covering layer, 
the equivalent strain is distributed along the bone and reaches a maximum at the dis-
tal part of the epiphysis. For the Ti-6A1-4V alloy with: Hydroxyapatite and Colla-
gen 2 mm covering layers and CoCrMo alloy Hydroxyapatite and Collagen 2 mm 
covering layers, the equivalent strain appears in the proximal part of the humerus, at 
the junction with the prosthesis. The equivalent stress is distributed along the pros-
thesis and has a maximum in the distal part of the prosthesis (fig. 8).  

5   Discussion 

Analyzing the simulation results one could see that for the external rotation, max-
imum mechanical solicitations appeared in similar humeral positions. In terms of 
materials used for prosthesis construction, the lowest total value was obtained for 
cobalt alloy prosthesis with composite coatings composed of hydroxyapatite and 
collagen, and the highest value is obtained for the titanium prosthesis coated with 
hydroxyapatite 1 mm and collagen 1 mm (fig 9). The titan alloy prosthesis 
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Fig. 2. Total deformation during external rotation for all types of prostheses 

 

 

Fig. 3. Equivalent strain during external rotation for all types of prostheses 
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Fig. 4. Equivalent mechanical stress during external rotation for all types of prostheses 

 

 

Fig. 5. Total deformation during internal rotation for all types of prostheses 
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Fig. 6. Equivalent strain during internal rotation for: a Ti-6A1-4V alloy with: Hydroxyapa-
tite 2 mm; composite material Hydroxyapatite and Collagen 2 mm covering layer and 
CoCrMo alloy with composite material Hydroxyapatite and Collagen 2 mm covering layer 

 

Fig. 7. Equivalent strain during internal rotation for: a Ti-6A1-4V alloy with: Hydroxyapa-
tite and Collagen 2 mm covering layers and CoCrMo alloy Hydroxyapatite and Collagen 2 
mm covering layers 
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Fig. 8. Equivalent mechanical stress during external rotation for all types of prostheses 

with hydroxyapatite 2 mm covering layer, also has a big value compared to the 
other types of prosthesis used. The minimum equivalent strain was obtained for 
implants with titanium and cobalt composite coatings composed of hydroxyapatite 
and collagen, and the maximum values for the prostheses of titanium or cobalt al-
loy coated with hydroxyapatite 1 mm and collagen 1 mm (fig 10). By analyzing 
the results from figure (10), one can see that there were obtained very small nu-
merical values of the equivalent strain, for the titan alloy prosthesis with hydrox-
yapatite 2 mm covering layer. It can be seen that the difference between the values 
obtained for the prostheses of titanium or cobalt alloy coated with hydroxyapatite 
1 mm and collagen 1 mm and the other three types of prosthesis used is very large. 
Mechanical stress had its minimum for titan alloy prosthesis with hydroxyapatite 2 
mm coating and the maximum mechanical stress for the cobalt alloy prosthesis 
coated with hydroxyapatite 1 mm and collagen 1 mm (fig 11). It can be seen that 
the difference between the minimal and maximal value is large, and also the value 
of the strain for the   titan alloy prosthesis with hydroxyapatite 2 mm coating is 
much smaller than the values obtained for all the other prosthesis. 

If the internal rotation was simulated the maximum total deformation occurred 
in the diaphysis closer to the proximal epiphysis. The maximum equivalent strain 
was obtained in the distal part of the prosthesis at the junction between bone and 
prosthesis and distal epiphysis. The minimum total deformation for internal rota-
tion was obtained when we used cobalt alloy prosthesis with composite coatings 
composed of hydroxyapatite and collagen, and the maximum for titanium alloy 
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Fig. 9. Comparison between deformation values for external rotation 

 

Fig. 10. Comparison between equivalent strain values for external rotation 
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Fig. 11. Comparison between equivalent mechanical stress values for external rotation 

prosthesis coated with hydroxyapatite 1 mm and collagen 1 mm (fig. 12). By ana-
lyzing figure (12), one can see that the numerical values obtained for the deforma-
tion have similar range. Equivalent strain was minimum for cobalt alloy prosthesis 
with composite coating and maximum if we used titanium alloy prosthesis with 
hydroxyapatite 1 mm and collagen 1 mm covering layers (fig. 13). It can be seen 
that, similar to the external rotation case, the difference between the values ob-
tained for the prostheses of titanium or cobalt alloy coated with hydroxyapatite 1 
mm and collagen 1 mm and the other three types of prosthesis used is very large.  
The minimum mechanical stress was obtained when we used a titanium alloy 
prosthesis coated with hydroxyapatite 2 mm and a maximum for cobalt alloy pros-
thesis with composite covering layers (fig. 14). It can be seen that the numerical 
values are very large for the rest of prosthesis if we compare to the numerical val-
ues obtained for the titanium alloy prosthesis coated with hydroxyapatite 2 mm. 

Analyzing the data we can see that we obtain a maximum total deformation ti-
tanium alloy prosthesis coated with of hydroxyapatite 1 mm and collagen 1 mm, 
for both movements. For both rotational movements to obtain minimum values, 
cobalt alloy prosthesis with composite coatings, had to be used. One can say that 
in terms of total deformation it is preferable to use cobalt alloy prosthesis with 
composite coating. If we analyze the strain we can see that we obtain a maximum 
for titanium alloy prosthesis coated with of hydroxyapatite 1 mm and collagen 1 
mm for both movements and we obtain a minimum value for titanium alloy pros-
thesis with composite material coating. If we look at the values obtained for the 
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Fig. 12. Comparison between deformation values for internal rotation 

 

 

Fig. 13. Comparison between strain values for internal rotation 
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Fig. 14. Comparison between mechanical stress values for internal rotation 

mechanical stress it be seen that the maximum value obtained for the external ro-
tation is for the titanium alloy prosthesis with hydroxyapatite 1 mm coatings and 
cobalt 1mm and for the internal rotation for the cobalt alloy prosthesis with com-
posite covering layers. Minimum value for the stress is obtained for titanium alloy 
prosthesis with hydroxyapatite 2 mm coatings for external rotation. For the inter-
nal rotation we obtain a minimum using titanium alloy prosthesis with hydroxya-
patite 2 mm covering layers. By analyzing these data we can see that there are ma-
terials for which the deformation is minimal but the equivalent strain and stress 
are maximum. Although the mechanical stress gives us more data on fracture risk 
the total deformation and equivalent strain can not be ignored. It can be concluded 
that it is preferable to use cobalt alloy prosthesis with composite material coatings. 

6   Conclusions 

This study analyzed the load, stress and strain equivalent distribution for titan and 
cobalt alloy prosthesis covered with different types of biomaterials, during exter-
nal and internal rotation of the shoulder. 

3D models for the humerus, the prosthesis and the humerus-prosthesis assem-
bly were obtained and the external rotation and internal rotations were simulated.  

In order to simulate the muscle activity the insertion area of each muscle was 
drawn on the finite element model of the humerus and humerus-prosthesis. In each 
insertion point on the humerus a force of 22N was applied.  

The simulation results showed that for all the movements the maximum me-
chanical solicitation appeared in similar areas for all types of prosthesis used.  

Analyzing the data obtained it can be concluded that none of the materials used 
for the simulations did behave better than the rest materials, those who had low 
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strain and deformation, had higher values for mechanical stress, but none of the 
analyzed cases exceeded the maximum limits, which would destroy the materials. 
It can be concluded that it is preferable to use cemented cobalt alloy prosthesis 
with composite coatings. By considering this one has to take in consideration oth-
er properties of the material used: elasticity, yield stress, ductility, toughness, wear 
resistance, bonding to the bone. Also a real estimate of the muscle forces has to be 
obtained, by using EMG (electromyography) based methods [14]. 

Using this type of modeling one can study the material characteristics used to 
construct the prostheses and to perform complete analyses, due to the fact that 
there are other physical properties that can be studied. By incorporating the mus-
cle insertions into the model, the maximum humeral fracture risk can be deter-
mined, for all shoulder movements. Due to the fact that the prosthesis material can 
be changed, one can say that these models are versatile and can be further used to 
test cemented prosthesis, and different cement materials, in order to determine 
their biomechanical behavior.  

Although there are many models that analyze muscle action developed during 
certain movements; there are few models that measure the mechanical solicitation 
on the humerus during the shoulder movement. Only muscles inserted around the 
humeral rotator cuff are used in previous studies. This study is innovative due to 
the fact that it considers all muscle groups involved shoulder movement and it ob-
tains a realistic estimate of the mechanical solicitations appeared into the humerus 
for many types of material used to build the prosthesis. Possible fracture risk can 
be determined and prevented in case  a prosthesis is implanted. 
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Abstract. Research in human emotion has provided insight into how emotions 
influence human cognitive structures and processes, such as perception, memory 
management, planning and behavior. This information also provides new ideas to 
researchers in the fields of affective computing and artificial life about how emo-
tion simulation can be used in order to improve artificial agent behavior. This pa-
per describes an emotion-driven artificial agent architecture based on rule-based 
systems that not attempts to provide complex believable behavior and representa-
tion for virtual characters, as well as attempts to improve agent performance and 
effectiveness by mimicking human emotion mechanics such as motivation, atten-
tion narrowing and the effects of emotion on memory. To this end, our approach 
uses an inference engine, a truth maintenance system and emotion simulation to 
achieve reasoning, fast decision-making intelligent artificial characters. 

Keywords: affective computing, emotion simulation, agent architecture, artificial 
life, virtual character. 

1   Introduction 

The study of what is now called emotional intelligence has revealed yet another 
aspect of human intelligence. Emotions were shown to have great influence on 
many of human activities, including decision-making, planning, communication, 
and behavior. Emotion theories attribute several effects of emotions on cognitive, 
decision and team-working capabilities (such as directing/focusing attention, mo-
tivation, perception, behavior towards objects, events and other agents. This paper 
attempts to analyze some important aspects of emotions of human emotions and  
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model them in order to create more believable artificial characters and more  
effective agents and multi-agent systems. This paper mainly deals with the aspect 
of memory and emotional influences on memory, perception, and reasoning. 

Autonomous artificial entities are required to be able to exist in a complex envi-
ronment and respond to relevant changes in the environment, reason about the 
selection and application of operators and actions and be able to pursue and  
accomplish goals. This type of agent has applications in various fields, including 
character behavior in virtual environments, as used in e-learning applications and 
serious games. 

Emotion integration is necessary in such agents in order to generate com-
plex believable behavior. It has been shown that emotions influence human 
cognition, interaction, decision-making and memory management in a benefi-
cial and meaningful way. Several studies in the field of artificial intelligence 
have also been conducted [1, 2, 3] and have shown the necessity of emotion 
simulation in artificial intelligence, especially when human-computer interac-
tion is involved.  

This paper presents and artificial emotion simulation model and agent architec-
ture (section 2) that implements various human-inspired mechanics, such as emo-
tions (section 3.), knowledge indexing (4.2.) and attention narrowing and memory 
management (section 5.) in an effort to provide artificial characters in virtual envi-
ronments with believable behavior, as well as improve the functioning of artificial 
agent cognitive structures and procedures, improving agent performance, by mi-
micking human emotion mechanics such as motivation, attention narrowing and 
the effects of emotion on memory. 

2   Architecture 

The proposed agent architecture is presented in Fig. 1 with an expanded view of 
the inference engine in Fig. 2. 

Facts and rules are fed into the inference engine according to their associated 
emotion and its intensity, by way of knowledge indexing, as described in  
section 4. 

The inference engine uses two inference methods (forward and backward 
chaining) running in parallel and produce rule activations along with an associated 
emotion vector, which are added to an agenda and a plan respectively [4]. These 
are then merged into a conflict set and sorted according to associated emotion in-
tensity and then triggered. 

The trigger algorithm (Alg. 1) shows the steps taken when a rule instance is 
fired. 
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Fig. 1. System architecture 
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The architecture also uses a truth maintenance system [4] so that the agent 
maintains a consistent world view, each new inferred fact has a justification and 
we are able to propagate associated emotions up the inference chain (see  
section 4.1.). 

 

 

Fig. 2. Inference engine diagram 

This algorithm (Alg. 2) forms the core of our framework. This is where all 
other algorithms are called from, and performs one behavior cycle for the 
agent. 
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2.1   Backward Chaining Engine 

An agent needs to be able to accomplish its goals. Hierarchical goal decomposi-
tion is a powerful tool, allowing the agent to represent and solve complex prob-
lems. Backward chaining is a lazy inference method. It only does as much work as 
it has to. Backward chaining starts with a list of goals (or a hypothesis) and works 
backwards from the consequent to the antecedent to see if there is data available 
that will support any of these consequents. An inference engine using backward 
chaining would search the inference rules until it finds one which has a conse-
quent that matches a desired goal. A backward chaining inference engine is best at 
breaking down goals into subgoals. 

An important part of the agent's logic are the plan revision (Alg. 3) and plan 
pursuit (Alg. 4) algorithms. After all possible plan steps are added to the plan 
(which, as the event queue, uses a sorted insertion list), the most important among 
these (according to the associated emotion) is triggered and knowledge, events and 
the plan are then revised. 
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2.2   Forward Chaining 

Agents in a dynamic environment where multiple aspects of the world are current-
ly changing must be able to infer new knowledge about the world. Also, said 
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agents should also be able to act in uncertain conditions (conditions of uncertain 
knowledge). A forward chaining inference engine is used to infer knowledge 
about the world that is not strictly goal-related, and a truth maintenance system is 
used to handle conflicting knowledge and maintain a consistent set of beliefs 
about the world. 

The forward inference engine attempts to fire as many rule instances as it can 
(Alg. 5), subject to availability and algorithm parameter imposed restrictions. 

 

 
 

 

2.3   Conflict Set Resolution 

We are not proposing a specific mechanic that influences the decision making 
process, however, knowledge retrieval and event handling are influenced through 
attention narrowing and knowledge indexing, thereby determining rule order in 
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the agent’s agenda or plan. It should be clear that the agent adapts its behavior 
according to the dominant emotion and its context; for example, if its current state 
is fear, it will make efforts (introduce operators in the agenda or formulate plans, 
depending on the particularities of the agent) in order to eliminate the threat or get 
away from this situation. It will also make efforts in the future (if able) to avoid 
circumstances that led to the current state. Another example, if something causes 
the agent joy, the agent will be more likely to fire operators or formulate plans that 
lead to the joyous occurrence. 

3   Emotion Simulation 

Increased interest in emotions has revealed another aspect of human intelligence, 
showing that emotions have a major impact on the performance of many human 
tasks, including decision-making, planning, communication and behavior [5].  

We intend to use our emotion simulation model in order to achieve the same ef-
fects that emotions have on human cognition, in artificial agents: catalyst in brain 
activity, motivation, direct attention and behavior, establish importance of events 
around us, therefore we follow a human cognitive emotion theory. 

According to Lazarus [6], an emotion is a three-stage process: 

1. cognitive appraisal the subject assesses the event cognitively 
2. physiological change biological changes occur as a reaction to cogni-

tive appraisal (increased heart rate, adrenal response) 
3. action the individual feels the emotion and chooses how to react 

This is the model we will be using in our implementation in order to appraise 
events and apply operators: 

1. triggering event 
2. cognitive assessment of event and associated emotional state 
3. modify emotional state and physiological response (if any) 
4. an action or series of actions are inserted into the action queue 

We represent an emotion in a way similar to how primary colors combine, primary 
emotions could blend to form the full spectrum of human emotional experience. 
For example interpersonal anger and disgust could blend to form contempt. An 
emotion is encoded as a series of eight weights, one for each basic emotion cate-
gory of Plutchik's taxonomy (Fig. 3). 

Each weight represents the influence that emotion has on the current state [7]. 
The sum of emotion weights in our representation always equals one. The en-

forcement of this condition when certain emotions are modified by external stimu-
li allows gradual shifts from one dominant emotion to another, thereby avoiding 
sudden emotion changes (such as going from extreme anger (rage) to joy; the re-
normalization would increase joy and decrease anger in order to keep the sum of 
emotion weights equal to one; however, the dominant emotion would not become 
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Fig. 3. Plutchik’s wheel of emotions 

joy unless the stimulus was extremely powerful). The dominant (main) emotion is 
the emotion or combination of two adjacent emotions with the greatest weight / 
combined weights. Predisposition towards simple or complex emotions is left as 
the subject of future studies. For now, we will assume that characters / humans 
prefer simpler emotions as opposed to more complex ones. 

Initially the agent is in a neutral, indifferent state, called the baseline state, 
where all emotion weights are equal to each other and equal to 0.125 (1/8). This 
representation was chosen because it provides an emotional state to relate to and 
because it is simpler to compute the effects of events on the emotional state as 
opposed to a percentage approach where it is possible for the sum of percentages 
to be lower than 100%. Emotion intensity (either one of the eight basic emotions 
or one of the eight compound emotions shown in Fig. 3) is calculated relative to 
this baseline, using the following formula: 

 

where Er is the value of the weight that belongs to each basic emotion that contri-
butes to the emotion being evaluated minus the baseline weight, as modified by 
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internal and external events, based on the agent's preferences and expectations, as 
in the OCC model [1], nr is the number of relevant emotions and  φ is a normaliza-
tion factor that scales the result into the [0, 1] range. 

 

The emotion with the highest intensity according to the above formula is chosen 
as the dominant (main) emotional state. If no clear emotion is dominant (most 
weights are within ε of each other), the character is considered to be in the base-
line state. 

We also need a way of compositing emotions and computing the influence of 
one emotion on another (the resulting emotion). A weighted average works best: 

Compositing emotions according to factors φ1 and φ2: 

 

if we want both emotions to have the same influence, then φ1 = φ2: 

 

if we want one emotion e2 to have an influence θ < 1 on another emotion e1, 

 

Computing emotion similarity: 

 

The weight vector representation is very well suited to graphical representation, as 
we can have one graphical representation for each base emotion, and use the emo-
tion vector weights to interpolate them. This resulting representation may in turn 
be interpolated with animation sequences such as speaking or breathing. We may 
also vary activity levels by speeding up or slowing down the animation according 
to emotion intensity. The baseline state yields the agent’s base movement speed. 
This is increased or decreased according to emotion intensity [7]. 

4   Knowledge Representation 

The artificial agent will be able to learn about its environment (and other agents) 
through the emotions and emotion intensities associated to its knowledge items 
(facts and rules). 



Artificial Emotion Simulation Model and Agent Architecture: Extended 217
 

4.1   Ontology 

The agent's knowledge is organized in an inheritance-based hierarchical manner 
called an ontology. We are using an ontology because we want to be able to share 
common understanding of the structure of information among people or software 
agents and separate domain knowledge from operational knowledge. 

Learning about the environment, human users and other agents is key to provid-
ing believable behavior in artificial characters [3]. Each class and individual in the 
ontology has an associated emotion vector and intensity, which allows the agent to 
learn how to interact with a certain individual, as well as a class of individuals, as 
these associated emotions are propagated up the ontology hierarchy. 

The emotion e associated with an ontological class is 

 

or, if an individual's or a subclasses' emotion has been modified by an emotion 
vector e', we modify its superclasses 

 

where θ = 1 / nindividuals is used as the influence factor in the emotion composition 
formula. 

In this way, we can also take a look at the emotion associated with the top-level 
root node in the ontology Thing in order to get an idea of the agent's feelings about 
its environment / universe. 

Initially, a new individual's associated emotion will be 

 

4.2   Knowledge Indexing 

Emotions have a big impact on memory. Many studies have shown that the most 
vivid memories tend to be of emotionally charged events, which are recalled more 
often and with greater detail than neutral events. This can be linked to human evo-
lution, when survival depended on behavioral patterns developed through a 
process of trial and error that was reinforced through life and death decisions. 
Some theories state that this process of learning became embedded in what is 
known as instinct. 

A similar system may be used to decide the importance and relevance of events 
and knowledge and manage memory elements in artificial agents. This process is 
described in section 5. 
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5   Perception and Memory Management 

5.1   Perception 

It has been discovered in humans that an increase in arousal levels leads to atten-
tion narrowing [8]. Attention narrowing is a decrease in the range of stimuli from 
the environment that the subject is sensitive to, in other words, perception will be 
focused on more arousing events and details first and these will be processed 
sooner than non-arousing details and events [8]. This means that highly emotional 
events are more likely to be processed when attention is limited, leading experts to 
attest that emotional information is processed according to priority [9]. 

In fast-changing environments an agent may not have enough resources in or-
der to react to every event that occurs, therefore a way of prioritizing important / 
significant events. This may be achieved through attention narrowing. Events are 
stored into an event queue and sorted according to emotional arousal associated 
with the event, ensuring more important events are processed first. Emotion prefe-
rence is a domain-specific problem, for example fear (usually signaling danger) 
may be considered more important than disgust, and therefore should be processed 
with a higher priority. Events will be queued according to emotion intensity.  

 

 

5.2   Memory Management 

It has been determined that humans are more likely to remember bits of know-
ledge in similar emotional contexts that they learned or have used said knowledge 
in the past. In order to replicate this mechanic in artificial agents, we propose a 
system of indexing knowledge based on dominant emotion (including secondary 
emotions) and emotion intensity, similar to a hash-table, because there is a high 
probability for the same emotional context to be triggered in similar situations 
which may be solved by similar types of reasoning. 

We have devised a way of indexing facts and rules based on dominant emotion 
and emotion intensity similar to a hash-table. Both facts and rules have an associated 
emotion and intensity, which will be updated by a fraction of the agent's emotional 
state every time they are used to infer new data. At each new inference stage, possi-
ble activations are sorted according to the associated emotional intensity. 

The main differences between this model and other emotion simulation ap-
proaches are the perception and memory management mechanics that allow emo-
tions to indirectly influence the agent's decision and planning processes. Another 
difference from other approaches is that in this model, emotions serve a purpose, 
and are not merely a goal in and of themselves. 
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5.3   Learning 

Our model uses emotion intensity as the main means to learn by. Associated emo-
tion intensity weighs each element in the model (rules, facts) and reinforces some 
while supressing others, however, by using the similarity function to weigh ele-
ments instead of the emotion intensity itself, the elements being enforced / sup-
pressed change dynamically depending on the agent's emotion state. This means 
that knowledge relevant to the agent should be able to access knowledge more 
relevant to its state faster. 

We want the agent to adapt its behavior to a dynamic environment, so whenev-
er an event changes the agent's (emotional) state, we influence all inferences (and 
knowledge structures that took part in those inferences) so that their associated 
emotion matches a little bit more with the agent's current state, increasing the like-
lihood that and agent will trigger the same rules in similar emotional contexts. 

As shown in Fig. 4, the agent learns based on feedback from the environment and 
other agents. When the agent perceives an event, it assumes that it is a consequence 
of all rules triggered that turn, therefore the emotion associated with the perceived 
event influences all rule instances triggered that inference turn, which in turn influ-
ence the rule that created them, the goal that the rule helps achieve (if any) and all 
expressions part of the rule, by a different factor F for each influence type. 
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Fig. 4. Learning through emotion influence 

6   Conclusion 

One of the goals of this work is to demonstrate how emotions can affect agent 
attention focus, performance, learning, memory management and decision making 
and how the effects can vary according to the personality of the agent. Another is 
to provide a flexible and scalable emotion representation model that reproduces 
the effects of emotion observed in humans and that allows for a general dynamic 
approach to emotion in artificial agents.  

Another goal of this work is to develop an emotion simulation model and agent 
architecture that provides artificial characters in virtual environments with believ-
able behavior in order to enhance virtual environment experiences for human  
users. 

The final goal of this paper, as presented in this paper, is to use artificial emo-
tion simulation as motivation for agent behavior, as well as improve reasoning 
capabilities and memory management by simulating mechanics tied to emotions 
found in humans (see section 4.2.).  

The main contributions of this model are that emotion is not only tied to the 
agent's learning and reasoning process, but it is a key component, providing agents 
with the underlayer for the simulated emotion, making the reasoning process more 
akin to humans, achieving complex, believable behavior for virtual agents. Anoth-
er important contribution of this model is the improvement of agent performance 
and effectiveness through emotion simulation as it is currently believed emotions 
do in humans. 

7   Future Work 

There are at least two directions in which the model can be extended, both explor-
ing the multi-agent capabilities of the model. First of all, the model can be ex-
tended to be used as a trust and reputation model among agents, based on the eight 
emotions. Another direction for future research, still in the field of multi-agent 
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systems, would be to extend the model so that it supports the theory of reciprocal 
altruism (where an agent acts in a manner that temporarily reduces its fitness 
while increasing another agent's fitness, with the expectation that the other agent 
will act in a similar manner at a later time). 
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Abstract. This article treats the issue of remote monitoring and control of 
greenhouse environment through a distributed system that interconnects several 
subsystems. Thus, a wireless data acquisition subsystem, a fully automated 
subsystem made of PLCs and industrial communication networks and an irrigation 
subsystem consists of two water tanks, sensors and actuators are interconnected. 
According to data provided by sensors, the automatic control subsystem decides 
whether the irrigation cycle of plants should be performed. In this case, it provides 
corresponding commands to irrigation subsystem. Moreover, two graphical 
interfaces (eKo-View and eKo-GreenHouse) are added of the process and 
presented in detail in this paper. 

Keywords: remote monitoring, remote control system, PLCs and HMI 
communication. 

1   Introduction 

This study of greenhouse microclimate is intended to complete the process of 
irrigation to keep plants at the appropriate level of development. In our process 
cycle, the first phase is represented by the acquisition and primary processing of 
data collected from a wireless sensor network. Central equipment of the sensors 
network is the eKo-gateway, which collects data and runs a visual monitoring 
application of the ecological phenomena. Thus, there is a graphical interface that 
allows the management of parameters and sensors network configuration, called 
eKo-View interface. 

eKo-gateway equipment is connected via MPI (MultiPoint Interface) industrial 
communication bus with PLC S7-300 Simatic class, produced by Siemens®. This 
is the interconnection between first two subsystems: wireless sensors subsystem 
and automation control subsystem. The automation control subsystem includes 
multiple devices (PLCs S7-300 and LOGO!, OP 177B operator board for the local 
interface with the process parameters). These devices are connected together by 
different types of dedicated communication bus: Profinet, MPI, AS-I (Actuator 
and Sensor Interface) and I/O Link. In turn, the automation control subsystem 
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provides commands to the irrigation subsystem to perform proper watering plants. 
At this level, the actuators such as pomp and electro-valves are controlled. 

The distributed system can be managed remotely for monitoring and control via 
a second interface, named eKo-Greenhouse. This interface was implemented to 
create access to the process parameters, actuators, PLC S7-300, export data and 
log files of events. The two interfaces – eKo-View and eKo-Greenhouse – offer a 
series of highly useful capabilities that will be described in section 2. Also, in the 
next section will be detailed automation solution with all components of the three 
subsystems. The experimental results of the automated control system are 
presented in section 3. 

2   The Automation Solution 

For the purposes of an efficient implementation the chosen automation solution 
consists in three subsystems: the primary acquisition and processing of data is 
performed by a wireless sensors network manufactured by Crossbow® - The eKo 
Pro Series sensors network; the control tasks are performed by a network of 
programmable logic controllers and interface equipment manufactured by 
Siemens®. The final set of tasks, the irrigation itself is performed by a third 
subsystem. 

The eKo Pro Series wireless sensors network presents itself as a set of nodes 
(Fig. 1) that wirelessly transmit data collected from sensors attached to them to a 
radio base. From here, the data gets stored into a single board computer: the eKo-
gateway.   

 

Fig. 1. The wireless node atached to a plant 

This data acquisition subsystem is composed of 6 wireless nodes, one for each 
location with plants in the greenhouse. The eKo-node integrates an IRIS 
processor/radio board and antenna that are powered by rechargeable batteries and 
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a solar cell. The nodes themselves form a wireless mesh network that can be used 
to extend the range of coverage. By simply adding an additional eKo-node, it is 
easy to expand the coverage area. The nodes are pre-programmed and configured 
with XMesh low-power networking protocol, which provides plug-and-play 
network scalability for wireless sensor networks. 

An eKo-node has four ports to connect the sensors. The system contains a 
variety of sensors (Fig. 2) such as soil moisture and temperature, ambient 
temperature and humidity, leaf wetness, soil water content and solar radiation. 
This solution provides an efficient wireless system for monitoring and acquisition 
data from multiple locations. 

 

Fig. 2. The sensors of the eKo Pro wireless subsystem 

In Table 1 are listed all the ecological parameters that can be monitoring using 
existing sensors. It is specified for everyone the variation range of measured 
values, measurement units, and an acronym, which will be used further. 

Table 1. The ecological parameters of the sensors network 
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The base radio (Fig. 3a) is a fully integrated package that provides the 
connection between eKo-nodes and sensors and the eKo-gateway. The base radio 
integrates an IRIS processor/radio board, antenna and USB interface board which 
is pre-programmed with XMesh low-power networking protocol for 
communication with eKo-nodes. The USB interface is used for data transfer 
between the base radio and the eKo-View interface application running inside the 
eKo-gateway. 

The eKo-gateway (Fig. 3b) runs the Debian Linux operating system and comes 
preloaded with sensor network management and data visualization software 
packages, eKo-View and XServe. These programs are automatically started when 
the gateway is turned on.  

 

a) b) 

Fig. 3. The base radio (a) and the eKo-gateway (b) 

The data from each sensor is sampled every 15 minutes. The software located 
in the eKo-gateway then computes average values for every hour, day and month 
for long term statistics and stores this data into a SQLite database that can be 
exported for processing by third-party applications or simply for backup. 

The eKo-View application (Fig. 4) offers a familiar and intuitive web browser 
based interface for sensor network data visualization. In this interface is easy to 
start monitoring and data acquisition from anywhere in the world via a computer 
after the sensor network was configured. Through eKo-View interface, it is 
possible to setup and configure the wireless network to display only the data that 
are interested. The eKo-View web interface allows users to make various settings: 

- create user-defined map view of sensor nodes across overall network; 
- manage user-defined chart configurations; 
- create trend charts of multiple sensors across customized time spans; 
- view data real-time, which gives users the control needed to manage and 

maintain crop health; 
- view details of individual sensor data; 
- monitor performance of network and health of individual nodes; 
- set alert levels, run report and get notifications via SMS or email; 
- assign custom names to nodes and sensors. 
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Besides the default functionality presented, additional software was developed to 
allow the system to communicate the relevant data to the automation equipment: 
binaries for low level communication via the MPI interface (attached to an USB 
port of the eKo-gateway) and high level scripts for selecting and sending the data. 
Therefore, at the level of eKo-gateway equipment have been implemented many 
applications [1] such as a communication protocol to facilitate data transmission 
between the eKo-gateway and S7-300 PLC, and PHP scripts that represent the 
development base of the eKo-Greenhouse interface for remote monitoring and 
control the process parameters and systems devices. 

 

Fig. 4. The wireless sensor network and measured parameters 

The control functions of the distributed system reside in the PLC network. An 
overview of this subsystem can be observed in figure below (Fig. 5). 

The central unit in the control subsystem is the CPU315F-2DP/PN of the S7-
300 Programmable Logic Controller. Here all the data from the eKo Pro data 
acquisition subsystem is collected via the MPI network.  

Another industrial communications network used in the control subsystem is 
the Profinet / Industrial Ethernet network. It is used to accomplish two very 
important tasks: one is the programming of the CPU315F PLC and the other to 
transfer data between the CPU and the OP 177B HMI device. 
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Fig. 5. The control system communication 

Finally, the interactions with the next subsystem (the irrigations subsystem) are 
done with the help of a second PLC – a Siemens® LOGO! PLC – that receives its 
instructions directly from the CPU315F via a AS-Interface network. 

The two PLCs interact with the irrigations subsystem with basic I/O digital 
signals: the water levels in the two irrigation tanks are detected by digital sensors 
– low, middle and high level for each tank – that are connected directly to the 
CPU315F. Actuators – the three electro-valves and the pump – are controlled by 
the LOGO! PLC according to the instructions received from the CPU315F on the 
AS-interface network. 

The most important piece of software in this subsystem is the control software 
for the CPU315F PLC. This program computes the average values across all the 
sensors and makes decisions on which of the valves to open so that the humidity 
values stay within preset limits. Another function of this program is to detect 
abnormal conditions and defects in the system and take corrective measures. The 
last of the tasks performed by the central PLC is to log its own actions so that 
problems are detected and corrected by the human operator [3].  

The next important software resource is the program that runs on the OP177B 
touch panel. This allows the human operator to have a full view of the system and 
also to change important parameters in the system like the limits which trigger the 
opening of valves and the timings for the valves. 

To improve system performance, at the level of the control subsystem some 
measures of reliability are considered. From this point of view, the causes that 
produce system failure are eliminated.  
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3   The Application’s Results 

The three subsystems proposed above – data acquisition subsystem, control 
subsystem, and irrigation subsystem – together form the complete architecture of 
the process, illustrated in the figure 6. This architecture is based on the 
measurement and data acquisition, management of database, monitoring and data 
processing, and then the Master device (S7-300 PLC) take decisions to control the 
irrigation system by sending commands to actuators via Slave device (LOGO! 
PLC). 

In this architecture a webcam is used 24 hours a day for video monitoring of the 
process. For this task, another LOGO! PLC is used to control lighting enclosure. 
Thus, a lamp will be lit at night and goes off next morning. 

For the irrigation process two tanks of water are used. The first tank into the 
water flow circuit is a buffer tank (T1), which is fed directly from the mains water 
supply. The second tank (T2) is used for the irrigation process of plants. 

Before the first water tank a normal-open (NO) type electro-valve is installed to 
interrupt the general water supply in an emergency. Also, there is a manual tap 
with a mash water filter, which is used to retain impurities. Inside the buffer tank 
are mounted some elements such as a float switch for water supply, three sensors 
for detecting water level in the tank (“min”, “middle” and “max” levels), and a 
mini-submersible pump. Also, the second tank has three floating level sensors that 
determine the minimum, middle and maximum levels of water.  To fill the second 
tank with water the mini-pump is used. The irrigation process is performed 
because the second tank is located at a height of about 3 meters above the floor. 

The irrigation process begins when a normal-closed (NC) type electro-vane 
receives command to open.  This command is sent by the AS-Interface bus from 
S7-300 PLC to LOGO! PLC after the Master processes the sensors data. Water 
flows through the pipeline in a time set by user. At the end of the irrigation cycle, 
the electro-valve switches in the closed position again (default position). 

If an extreme condition determines an emergency state of the system, the NO 
type electro-valve is closed in order to stop the water supply and three LEDs  
are lit. 

The web interface to remotely control the automatic irrigation system was built 
using common web technologies: HTML (Hyper Text Markup Language), 
JavaScript, AJAX (Asynchronous JavaScript and XML), and PHP (PHP Hypertext 
Processor). This interface is protected. The access is done using a username and a 
password. Also, the web interface contains the image of process area provided by 
the webcam. Moreover, in the left side of the interface the last 10 events are 
precisely shown (date and hour). The remote control interface of the distributed 
system is presented in figure 7. The user has the possibility to observe and control 
the process parameters and system’s devices. 
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Fig. 7. The web interface for remote process control 

In this web interface the control panels are organised into 4 sections, each 
section containing a set of commands. The first section is shown in figure 8; it 
contains the commands of S7-300 PLC. 

 

Fig. 8. The S7-300 PLC commands 

The second section (Fig. 9) includes remote commands for manual control of 
actuators (two NC type electro-vanes and one pump) in irrigation process. 

 

Fig. 9. The commands for manual control of actuators 
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The third section (Fig. 10) allows user to view and set the application 
parameters. 

 

Fig. 10. The interface of application’s parameters 

The last section (Fig. 11) represents an easy modality to export data from the 
eKo-gateway in .csv type file. The data obtained in this section is useful for 
prediction algorithms [2] which consider data as input series. 

 

Fig. 11. The section for export data 

The system had a great influence over the evolution of the relevant parameter 
(soil moisture), as best observed in figure 12 that shows the evolution graph for 
the soil moisture as captured by the sensors planted near the root of the six 
monitored plants. 
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Fig. 12. The experimental results of the irrigation system 

4   Conclusions 

This paper addresses a very topical subject in the current issue of environment 
resources, distributed systems, data acquisition and data processing, process 
control etc. It is therefore submitted a comprehensive application that wants to be 
an efficient control system of the irrigation process in greenhouse environmental 
conditions. The implemented application provides a series of operations on 
process parameters. The first operation is acquisition of data using a wireless 
sensor network. Another important task is represented by the irrigation process 
control that is performed in two ways: locally of the process using HMI operator 
panel and remotely using a web interface that manage equipments and interested 
parameters’ values. All the characteristics of the efficient process control are 
based on modern equipments, which are current in automation field. Also, 
regarding the aspect of communication between devices, have been implemented 
and configured line buses and protocols current used in industry.  

The graph is provided by the original software found in the eKo-gateway. The 
first half represents the period of time in with the irrigation system was turned off. 
After switching the system on, the variation limits for the soil moisture were 
severely reduced, translating in better health and plants comfort, which is the 
purpose of the system, too. 

 



234 A. Dumitraşcu, D. Ştefănoiu, and J. Culiţă
 

References 

[1] Dumitrascu, A.: Contributions to industrial computer networks in process control. PhD 
thesis, p. 218. “Politehnica” University of Bucharest (2010) 

[2] Stefanoiu, D., Dumitrascu, A., Culita, J.: Monitoring and prediction system for ecological 
phenomena, research report, p.166, CNMP.UPB-P4.31050-2007.IV/DS.AD.JC-11.2010 
(2010) 

[3] Nitu, C., Dumitraşcu, A., Vînătoru, M.: Automatica, vol. 1, ch. 17. Editura Academiei 
Române, Bucureşti (2009) 



I. Dumitrache (Ed.): Adv. in Intelligent Control Systems & Computer Science, AISC 187, pp. 235–250. 
springerlink.com                                                        © Springer-Verlag Berlin Heidelberg 2013 

H∞ Control of an Induction Heating Inverter 

Tibor Szelitzky and Eva-Henrietta Dulf 

Technical University of Cluj-Napoca, Memorandumului str.28, 
400114 Cluj-Napoca, Romania 
{Tibor.Szelitzky,Eva.Dulf}@aut.utcluj.ro 

Abstract. The industry strongly relies on PI controllers for induction heating in-
verters due to their simple design. Because correct load parameter estimation is 
almost impossible and their effect over electrical variables is not negligible, as it is 
presented in the paper, it is necessary a variation tolerant control algorithm. The 
present work proposes such advanced algorithms, based on different augmented 
plant models and on H∞ design method. The paper also focuses on the practical 
approach of the controller implementation on an experimental pilot. The advan-
tages of the robust controller are justified by simulation results and experimental 
data, as compared to the classical PI controller solution. 

Keywords: induction heating, robust H∞ control, pilot plant, embedded control. 

1   Introduction 

Induction heaters are modern, economic and environment friendly equipments. The 
heated work-piece is placed in an inductor, which generates high intensity electro-
magnetic field inducing eddy currents. Through Joule-Lenz effect of these currents 
heat is generated directly in the working material. For a given inductor and work-
piece geometry, the heating profile strongly depends on the skin and proximity ef-
fects, which are influenced by the physical properties of the heated material [1]. 

For low power (<25kW) and high frequency (>10kHz) applications, inverters 
with series resonant load are preferred due to their simple design.  

The output inverter variables (load current, developed power, capacitor voltage 
or phase shifts) can be controlled through inverter supply voltage, or through driv-
ing strategies of the power transistors of inverters.  

For the present study the second approach was adopted, output variables being 
controlled by the inverter bridge, in order to avoid complex and expensive power 
supplies. 

The industrial applications strongly relies on PI controllers, for frequency con-
trolled inverters [2, 3, 4], and variable frequency PWM (Pulse Width Modulation) 
inverters [5].  

Although PI controller studies are very common, are also known methods 
based on Fuzzy controllers [6] or adaptive controllers [7]. They have small impact 
due to the high amount of calculus implied by these advanced control algorithms. 
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Fig. 1. Inverter block diagram 

The general scheme of the induction heater is exemplified in figure 1. The in-
verter uses a DC power supply. The inverter generates a variable frequency square 
wave, which supplies the load. The values of the resulted load current are acquired 
and delivered to the controller which drives the power transistors through a VCO 
(Voltage Controlled Oscillator) and proper transistor drivers. 

The present work conceives, design and implement a new version of a H∞ ro-
bust controller dedicated to the above described process. After a short introduc-
tion, the paper justifies the difficulty of correct load parameter estimation and  
emphasizes the effect upon electrical variable, highlighting the necessity of a vari-
ation tolerant control algorithm. Based on conventional models, using the first 
harmonic of Fourier expansion, the next section develops an “upgraded” model 
with uncertain parameters, enabling the robust controller synthesis. Based on the 
augmented plant model, on the weighting functions and on the mixed sensitivity 
algorithm, the H∞ controller is designed and implemented. This new controller 
will improve general performance of the heating equipment, compared to the 
usual, well-known controllers. Are emphasized the advantages of the H∞ control-
ler by comparing the simulation results with the experimental data of the laborato-
ry induction heating equipment. The last section of the paper presents concluding 
remarks. 

2   Load Parameter Estimation, and Their Influence on System 
Performance 

2.1   Parameter Effects on Electric Variables 

Inductor analytical design methods were developed in the first half of the XX cen-
tury and became most popular in the 1960-1970s. The procedure is based on the 
similarities between the inductor and high leakage transformers. The design me-
thod is based on the use of correction factors, which asks for a strong knowledge 
and experience of the design engineer. 
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The development of the actual computing power leads to newer and easier cir-
cuit parameter estimation methods. The current possibilities of existing numerical 
methods and of the computers hardware enable the development of some  
advanced algorithms, the most used for inductor modeling being [8]: 

- finite element method; 
- boundary element method; 
- mutual impedance method, etc. 

These methods can be used together or separately in order to model electromag-
netic fields and heat flow. Some dedicated programs for this kind of problems are: 
Ansoft’s MAXWELL, Consol, Flux, Elta and FEMM. For this study the open 
source FEMM-method (Finite Element Method in Magnetics) was used, which is 
dedicated to solve the steady-state electromagnetic and heat flow problems [9]. 

The major disadvantage of this approach relies in the appropriate mesh sizing. 
For this particular application, a dependency between mesh size and circuit  
impedance is shown in figure 2. 

 

 

Fig. 2. FEMM meshing and equivalent circuit impedance 

It can be observed a high variation of circuit parameters as function of mesh 
size, making difficult an accurate parameter estimation, which will make the con-
troller design more unreliability. To minimize the possibility of system instability 
while ensuring fast dynamics, robust control of induction heating systems is  
considered a viable solution. 

2.2   Parameter Effects on Load Current 

It is a general observation that, during the heating evolution, the load’s circuit pa-
rameters vary. These variations are generated by the changes with temperature of 
the work-piece physical parameters, with effect on the skin and proximity pheno-
mena. These parameter changes can affect current, power and phase shifts  
in the circuit. A secondary interdependency is established between the switching  
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frequency of the power supply and the load parameters. With the increase of the 
switching frequency the load’s equivalent resistance grows while its inductivity 
decreases in accord to the inverse relation between frequency and skin depth. This 
influence is relative weak, but must be considered in the case of frequency  
controlled inverters. 

 

 

                         a               b 

Fig. 3. Square wave duty ratio and switching frequency effects over load current for various 
loads 

Almost all dependencies listed above can be incorporated in one single varia-
ble: circuit quality factor, which make possible the study of current, power, vol-
tage and phase displacement evolutions. 

Figure 3 presents the effects of the duty ratio and of the switching frequency on 
load current for different values of the quality factor, the data being normalized. If 
quality factor fluctuations arise (due to new batch or unequal temperature distribu-
tion), inductor current variations can occur. These can be compensated by chang-
ing the main input variables: square wave duty cycle and switching frequency, 
since these variables are controllable through the inverter. The increase of duty ra-
tio increases the load current, while the frequency increase has a diminution effect. 
The circuit has a band pass filter characteristic, which implies electric variable at-
tenuation in each direction of frequency deviation from resonant frequency. For a 
given resonant frequency f0, by frequencies greater than 1.7*f0, the current  
variations with frequency are insignificant. For desired lower current values, a 
secondary control strategy is required. 

3   Inverter Modeling 

The series RLC circuit with a quality factor over two and powered by an AC 
source presents band-pass filter properties. Therefore, if the circuit is excited with  
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a rectangular signal (signal with a infinite harmonic spectrum), the effects located 
in the pass band will be more pronounced than the effects of harmonics outside 
this band. Hence for model construction purposes the rectangular voltage power 
supply with variable frequency and duty cycle can be replaced by a sinusoidal  
voltage source with variable amplitude and frequency. 

A demonstrative example is given in Figure 4. The series RLC circuit was ex-
cited using a rectangular wave and the first (sinusoidal) harmonic. Measuring the 
load current, acceptable differences can be observed for the two excitation cases. 
If load quality factor is further increased, the differences between the effects of the 
two excitations will decrease. This property maintains as far as the rectangular 
signal’s frequency and band pass of the filter (load) coincide or are close to each 
other [10]. Based on this observation, several models have been deduced. The 
most flexible [11] and most convenient will be used to augment with uncertainties 
enabling the design of robust controllers.  

 

 

Fig. 4. Differences between square wave and sinusoidal wave excitation 

For easier manipulation, the variable duty cycle rectangular signal is centered be-
fore Fourier decomposition to accomplish the anti-symmetry property, which 
enables the approximation of the original signal only through sine functions of form: 
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Considering the load current and the capacitor voltage: 
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the matrix form of the model is: 
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Choosing the system variables as: 
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and the system output variable the load current, defined as:  
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and taking into account the possible disturbances for all variables, results the fol-
lowing linearized system: 
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Since the paper is focused on frequency controlled inverter, the matrixes B1 and 
B2, which are useful in PAM (Pulse Amplitude Modulation) and PWM (Pulse 
Width Modulation) control, respectively, are neglected. 
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To compute the system parameters in the static operational point, the Cramer 
rule can be applied as: 

3SOP B
A

1
x ⋅=   (8)

The linearization point is commonly chosen based on general usage of the equip-
ment. Mathematically, for higher accuracy of the model over a wider range of 
switching frequencies and duty factors, it is recommended to set the linearization 
point for a duty factor of 25% and the switching frequency in the range  
(1.02-1.06*f0). 

4   Robust Control 

The rapid development of computers in the last decades led the introduction of 
new concepts in system engineering. In the modern automation, are considered 
models which approximate the plant, but are taken into account also the differenc-
es between the model and the real plant. These models have to be simple to  
facilitate the analysis and controller design, but complex enough to include all 
plant behavior. [12] The differences between the mathematical model and the 
process are called "modeling errors" or "uncertainties" [13]. The presence of un-
certainty is imminent, resulting from voluntary or accidental neglect of high fre-
quency dynamics and un-modeled nonlinearities, from parameter variations and 
component tolerances, etc [14]. 

The aim of the robust control synthesis is to design a fixed structure controller 
which ensures stability and acceptable performances in the presence of disturbances 
and noise for the nominal system but also for the system family in the considered 
range of uncertainties. The easiest method to ensure this is to take into account the 
"size" of system family signals, which is represented by the norm of signals. 

The norms are defined in Hilbert space, and if the system is linear and the out-
put signals are bounded, the norms represent gains, amplifications [15]: 
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Figure 5 represents the infinity norm of a frequency controlled inverter with RLC 
load, considering as output variable the load current. The maxima of this norm, 
indifferent of batch temperature, are obtained at the resonant frequency, where the 
circuit amplification is maxim. The maximum of the infinity norm is (1.032e-3) at 
the melting point of the work piece for a switching frequency of ~7.4kHz, while 
the minimum is obtained at room temperature at 15 kHz. The separate group of 
values from the right side of figure represents the system norms without work-
piece where the maximum (4.129-3) was obtained at 6.9 kHz, and the minimum at 
15 kHz. 
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Fig. 5. Infinity norm of the uncontrolled system 

4.1   Robust Controller Synthesis 

Robust control was firstly developed for the defense industry, mainly for airplane 
and rocket guidance. These systems vary their flight characteristics and dynamics 
with the change of weight (cargo), altitude, speed etc. The controllers minimize 
the norm of the closed loop system, minimization which takes into consideration 
the system uncertainties. To design the controller, the uncertainties have to be in-
troduced in the model in order to form the augmented plant model. 

In the case frequency controlled inverters with load current as output variable 
the nominal model is based on equation 7 and is presented as block diagram in 
figure 6. The character X denotes all auxiliary parameters which depend by the 
working (linearization) point. For the augmented model the number of uncertain-
ties can rise up to 9, depending on the model complexity: three variable parame-
ters (L, R and ω) and six parameters depending on operation point, located in  
matrixes B and C of equation 7. [16] 

To keep system order as low as possible, three different cases will be studied: 
 
- system with two uncertainties: L and R 
- system with three uncertainties: L, R and ω 
- system with all nine uncertainties: L, R, ω and six linearization uncertainties. 

 
The easiest way to introduce the uncertainties is by replacing the concerned para-
meters with upper LFT in uncertainty, figure 7. 
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Fig. 6. Inverter block diagram 

 

 

Fig. 7. Introduction of parameters with uncertainties 

Two different uncertainty representations were used (additive and multiplicative) 
in each case in order to compare the performances of the controlled plants. The 
structures of these additive and multiplicative uncertainties are presented in figure 8. 
 

 

Fig. 8. Additive and multiplicative uncertainties 

Depending on the used modeling approach, the uncertainty matrixes from  
figure 7 are the following: 
 
- For additive uncertainties: 
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- For multiplicative uncertainties: 
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The augmented model of the process in all cases takes the standard form used in 
robust control: 
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Two weighting functions are chosen (Wp and Wu) to represent the frequency cha-
racteristics of some external (output) disturbance d and performance requirement 
(including consideration of control-effort constraint) level, which modify the mi-
nimization problems to [17]: 
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This approach is known in the literature as mixed sensitivity problem or S-KS 
problem. The performance weighing function is defined as a low pass filter ampli-
fying the low frequency errors, while, Wu, the control signal weighting function, is 
defined as a high pass filter, ensuring the control signal limits.  
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The controller design follows the algorithm described in [14]: 
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2. Solve the two Riccati equations 
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3. Construct the feedback and the observer gain matrixes 
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4. Compute 2121 Ĉ,Ĉ,B̂,B̂,Â,Z  
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5. Build the central controller 
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For each of the six cases (two uncertainty representation for each considered 
case), the weighting functions parameter are selected in accord to Table 1.  

Table 1. Weighting function parameters 

Nr of uncer-
tainties 

Type of uncer-
tainties 

Kp Tp Ku Tu 

2 Additive 8536.59 7.44 0.002 0.002 
2 Multiplicative 4146.34 24.39 0.003 0.010 
3 Additive 51219.5 5.61 0.000 0.009 
3 Multiplicative 975.61 28.54 0.001 0.000 
9 Additive 4512.19 91.46 0.007 0.439 
9 Multiplicative 1524.390 280.488 0.001 1.000 

 
 
The resulting structure of the H∞ controllers is 
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with the parameters presented in Table 2. 
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Table 2. Controller parameters 

Nr of 
un-
cert. 

Type 
of un-
cert. 

Numerator 

  b5 b4 b3 b2 b1 b0 
2 Ad. -30.05 127.3 -229.3 219.32 -111.4 24.06 
2 Mult. -215.70 477.2 -396.5 169.14 -38.329 3.700 
3 Ad. -19.594 92.4 -176.59 170.61 -83.412 16.505 
3 Mult. -7.495 -4.235 2.953 3.197 0.988 0.106 
9 Ad. -0.828 3.915 -7.492 7.253 -3.553 0.705 
9 Mult. -0.543 -0.209 0.349 0.304 0.089 0.009 
  Denominator 
 Ad. a6 a5 a4 a3 a2 a1 a0 

2 Ad. 1 -4.32 7.890 -7.63 3.906 -0.85 0.000 

2 Mult. 1 -2.23 1.870 -0.8 0.180 -0.02 0.000 
3 Ad. 1 -5.376 12.15 -14.8 10.22 -3.80 0.596 
3 Mult. 1 0.288 -0.68 -0.49 -0.11 -0.001 0.002 
9 Ad. 1 -5.71 13.69 -17.6 12.89 -5.06 0.836 
9 Mult. 1 -0.61 -1.03 0.083 0.396 0.147 0.017 

5   Simulations and Experimental Results 

In order to test each designed controllers, an experimental low power prototype 
induction heating inverter was built, figure 9. The block diagram of the control 
loop is presented in figure 10. 
 
 

 

Fig. 9.The experimental plant 
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For this particular application the two BSM75GB120DN2 modules mounted in 
an H bridge connection is fed from a 30V DC power supply. Each power transistors 
is driven by a UCC37321, which receives the signals through two optocouplers. 

 
 

 

Fig. 10. The block diagram of the control loop 

The two optocoupler approach was selected to ensure safe operations by requir-
ing two signals (enable and gate signals) to open a transistor, minimizing the acci-
dental short circuits. Prior to galvanic separations, a delay and signal shaper circuit 
was designed, which ensure the safe transition between open and blocked state of 
the power transistors. The pulse generator receives the driving signals from a 
4046N’s VCO (Voltage Controlled Oscillator) part, which obtains the control sig-
nals from a PIC32MX440F512H through an IO (Input Output) board. This inter-
face converts the digital signals provided by the microcontroller through an R-2R 
ladder, and passes through a series of op-amps for convenient VCO control. The 
load circuit consists of three elements: matching transformer, capacitor and the in-
ductor. The capacitor is mounted in series with the matching transformer, which 
has a 16:1 transformation ratio. The inductor is a three turn solenoid with an inter-
nal diameter of 60mm. The work piece is a 40mm iron rod inserted in the middle 
of the coil. In series with the primary winding, a current transformer is mounted, 
with a transformation ratio of 5:1. The feedback is fed to an AD736 RMS-DC 
converter, which output is introduced - after a few mathematical operations - in 
the analog to digital converters of the microcontroller. The mathematical  
operations are required due to AD736’s negative output and the microcontroller’s 
analog to digital converter low input range (0-3.3V). 

The designed robust controllers are tested using Matlab® simulations. In figure 
11.a are presented the step response of the closed loop system using the aug-
mented models with nominal values and of the closed loop with PI controller and 
classical model, while in figure 11.b are presented the same step responses in 
worst case. It can be observed that in nominal case the PI controller is even better 
than the robust controller, but in the worst case simulation the robust controller 
remains stable, the performances depending on the used uncertainty model, while 
the system with PI controller became unstable. 
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Fig. 11. Step response of the closed loop using augmented models with nominal values (a) 
and in worst case (b) 

The same good performances of PI and robust controllers can be observed from 
figure 12 in the nominal case with the experimental plant.  
 

  
a   b 

Fig. 12. Experimental step response of the closed loop using robust (a) and PI (b) controller 
with nominal parameters 

Figure 13 presents the experimental worst case scenario. The experimental re-
sult obtained with the best robust controller is plotted in figure 13.a, highlighting 
the same stability as in simulation results. 
 
 

  
a    b 

Fig. 13. Experimental step response of the closed loop using robust (a) and PI (b) controller 
in worst case 
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The output using PI controller has an oscillatory characteristic, due to electric 
protection equipment, figure 13.b. Without these safety features the output would 
be unstable, as in the simulation result. 

6   Conclusions 

In the literature are detailed different PI controller designs for the frequency con-
trolled induction heating inverters with good results. Advanced control strategies 
are studied only in a few article and presented as control structures with difficult 
implementation possibilities. The present work proposed to overcome this gap and 
to design a series of robust H∞ controller, based on augmented models with dif-
ferent complexity and two type of uncertainty (additive and multiplicative). The 
validation of the controllers is done using Matlab® simulations. The realized pilot 
scale experiments prove the viability of the proposed advanced control and ask for 
future research in the domain. 

Acknowledgement. The authors are grateful to eng. Peter Bela for his support and contri-
bution in the experimental part of the present work.  
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Abstract. Energy consumption is a major issue nowadays. The importance of fo-
recasting energy consumption from end-user to power system operator becomes 
more obvious than ever. The consumption in the residential sector represents a 
significant percentage in the total electricity demand in Europe and all over the 
world and it is expected to grow.  So, the prediction of energy consumption be-
comes a key component in the management (e.g. power flow) of the electrical 
grid. This paper presents different methods for prediction of energy consumption 
of electrical appliances used in dwellings. A stochastic approach is used since fo-
recasting the consumption for a single appliance is more difficult that predicting 
the overall consumption. Different basic predictors are presented and a stochastic 
predictor is proposed and tested according to a prediction precision criterion. The 
enhancement of forecast precision is done by segmentation and aggregation of da-
ta. Several experiments are conducted for different appliances in the house and the 
results are discussed.  

Keywords: energy consumption, stochastic process, energy forecast, smart home.  

1   Introduction 

Energy consumption is a major issue nowadays. The biggest concern of power sys-
tem operators is to maintain the balance between generation and load. Power grids 
today are controlling generation to match load at any particular time. If until now in 
peak demand periods the equilibrium was kept by cutting loads, the development of 
communication and technology gives the possibility of controlling the energy de-
mand also. The load-following strategy becomes more difficult as more renewable 
generation is added to the grid. Intermittent renewable energy sources like wind and 
solar generation can’t be scheduled and can’t be predicted with certainty. So, in the 
last decade, the concept of demand dispatch gains importance all around the world. 
Demand dispatch is the capability to aggregate and precisely control (or dispatch) 
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individual loads on command. Unlike traditional demand response, demand dispatch 
is active and deployed at all the time, not just at peak times, [1]. 

The importance of forecasting energy consumption from end-user to power 
system operator becomes more obvious than ever. The control system used by the 
electrical grid operator has always had a forecast function for the demand at a 
large scale. But with the involvement of the demand side resources and taking into 
account the consumers comfort, the prediction has to be done at a smaller scale 
(e.g. electricity provider). 

It was noticed that in terms of energy consumption, the residential sector repre-
sents an important part of the total electricity demand. In this context, a proper 
prediction of energy demand in dwellings sector is very important. A bottom-up 
approach [2] can be used: first, the prediction is done for each appliance in a 
home, then the forecast will be made for the total energy consumed in a home and, 
finally, a prediction can be made regarding the households supplied by a certain 
energy provider. It is more difficult to predict the consumption of each appliance  
that the overall consumption,  but there can be a great save of energy when 
considering a dynamic demand side management. The energy savings depend on 
the type of appliance: some can be shut down, some can be postponed and some 
cannot be changed, [3].   

The purpose of this paper is to predict the energy consumption in houses for the 
next 24 hours, as the energy price in the day-ahead market is set for each hourly 
interval with one day in advance. The prediction of the next day energy consump-
tion for different services in a house is an important part of a home automation 
system as seen in [3]. [4] presents a household energy control system with three 
layers: anticipative layer, reactive layer and device layer. The anticipative layer is 
mainly concerned with the predictions of energy consumption.  

Several papers propose methods for energy prediction, but few of them consid-
er the energy consumption at a house scale and even less papers are regarding the 
forecast for some electrical devices in dwellings. In [5] a short term energy predic-
tion at house level is done using with support vector machines. In [6] the forecast 
for some residential consumers is done for 24 hours or a week using neural net-
works, but still at house level. A prediction based on Bayesian Networks for a sin-
gle appliance in dwellings is considered in [7]. An enriched learning algorithm 
which proposes a general way to take expert knowledge into account is shown in 
[8]. Although some conclusions can be drown from this papers concerning the 
forecast of energy consumption for different appliances, a more general method 
has to be found. 

This paper presents a stochastic method which predicts the consumption for 
electrical services in dwellings. Since the learning period is critical for the fore-
cast, the best historical data interval is searched also. The method was tested for 
all the appliances for which data was available. 
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2   Energy Consumption in Smart Grids 

This paragraph presents the smart grid and smart home concepts in order to better 
understand the importance of energy prediction for appliances in dwellings.  

2.1   Smart Grid  

The concept of smart grid appeared as an answer to the new power system chal-
lenges. Better control systems which include advanced protection functions [9], 
new measurement systems, improved communication and modern technology 
have to be proposed. Smart grid integrates the use of sensors, communications, 
computational ability and control in order to enhance the overall functionality of 
the electric power system, [10]. Smart grid initiatives seek to improve operations, 
maintenance and planning using modern technology in order to better manage 
energy use and costs, [11]. Many governments sustain modern networks in the 
global context of energy saving and environment issues. United States Department 
of Energy have defined the functions required for smart grids in [12]: the ability to 
heal itself; to motivate consumers to actively participate in operations of the grid, 
to resist attack, to provide higher power quality, to accommodate all generation 
and storage options, to enable electricity markets to flourish, to manage more effi-
ciently the assets and costs. Figure 1 depicts the important components of the 
smart grid, [13]. 

SMART GRID

ENERGY
MARKET

INFORMATION
TECHNOLOGY

DISTRIBUTED
ENERGY SOURCES

INTEGRATION

GRID SECURITY

INTELLIGENT
COMMUNICATION

 

Fig. 1. The smart grid components 

Considering the fact that energy resources are limited, there are many policies 
for energy saving on European and world scale. A good method to limit or change 
the energy consumption habits is the energy price. The energy market is a power-
ful instrument that sets the prices between the energy producers and energy sup-
pliers and consumers (C1…C4), figure 2. It has an important role in the power 
system nowadays, but it is a complex bidding rules mechanism which sometimes 
is difficult to follow. The energy market is divided into different categories, but  
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the Day Ahead Market or Spot Market is of great interest. This type of energy mar-
ket involves bidding the energy consumption of the next day. It is a very complex 
mechanism, which requires a very good knowledge of the demand for the power 
suppliers. The participation in the day ahead energy market imposes a dynamic 
energy management (hour by hour changes in the energy production/consumption 
ratio).  

 
 
 

Thermal Power
Plant

Hydro Power
Plant

Nuclear Power
Plant

Renewable
sources Plants

ENERGY MARKET

POWER SUPPLIERS

C1 C2 C3 C4

 

Fig. 2. Energy market in the power system 

2.2   Smart Home 

Smart homes are buildings equipped with a home automation system (HAS) able 
to optimize the energy management in a dwelling. A home automation system 
basically consists of household appliances linked via a communication network al-
lowing interactions for control purposes. Thanks to this network, a load manage-
ment mechanism can be carried out taking into account the users preferences.  
This system consists of a set of appliances fitted with micro-controllers able to 
communicate two-way via standard protocols.  

The home automation system should be able to take the best decisions in order 
to meet the energy consumption needs of the consumers in an economical manner. 
Energy management problem can be formulated as scheduling problem where 
energy is considered as a resource shared by appliances, and device energy de-
mands considered as tasks. [3] presents a three-layer household energy control 
system capable both to satisfy the maximum available electrical energy constraint 
and to maximize user satisfaction criteria. The proposed architecture contains: an 
equipment layer, a protection layer and an anticipation layer. The equipment layer, 
composed by existing control systems, is responsible of adjusting equipment con-
trols in order to reach given set points in spite of perturbations. The protection 
layer is responsible of decision making in case of violation of predefined  
constraints dealing either with energy or with comfort. The anticipation layer is 
responsible of managing predicted events dealing with electric sources or with 
electric loads in order to avoid the use of protection layer. 
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Fig. 3. Architecture of a power manager 

2.3   Challenges for Energy Providers - Importance of Energy 
Prediction 

Energy providers/retailers have the difficult task of dealing directly with the end-
users and the electricity market. They have to take decisions in real time for a reli-
able and profitable operation of the grid (no congestions or load shedding). One 
method of getting the consumers controlled at all times is by changing the tariffs 
during the day.  Figure 4 shows the interactions between the power retailers,  
consumers - smart homes and the energy market in the spirit of cost control. 
 

 

Smart HomePOWER RETAILER

1. Estimate Energy Price

2. Get Load Needs (Time period, Energy price)

2.1. Adjust consumption to get
 the best compromise price/comfort

2.2. Computed energy consumption

2.2.1 Estimate global energy demand

2.2.2 Buy energy (Quantity, Time period)

2.2.2.1 Provides energy (Quantity, Energy price)

3. Inform (Time period, Energy prices)

Energy Market

 

Fig. 4. Interactions power retailer - smart home - energy market 
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Considering the actions between the actors of the energy market at the load 
supply level, it is obvious the importance of load prediction in the smart homes.  
If dwellings are equipped with home automation systems capable of taking  
decisions, the estimation of energy demand will be easier. The prediction function 
of the HAS must give accurate forecast for the appliances in the house in order to 
build a reliable model and estimation on a larger scale. 

3   Load Forecasting 

Load forecasting occupies a central position in terms of planning and operation of 
electric utilities. Load forecasts are extremely important for energy suppliers, 
Transport System Operators (TSOs), financial institutions, and other participants 
in electric energy generation, transmission, distribution, and markets,13. This sec-
tion presents a classification for load forecasting and the challenges of energy  
prediction for electrical appliances in dwellings. 

3.1   Classification of Load Forecasting  

When considering the time period of forecast a classification into three categories 
can be done: short-term forecasts which are usually from one hour to one day, 
medium forecasts which are usually from one day to a year, and long-term fore-
casts which are longer than a year. The forecasts for different time horizons are 
important for different operations within a utility company. 

A review and categorization of electric load forecasting techniques is presented 
in [14-15]. There are explained several methods for energy forecasting, but none 
of them concerns a single appliance in a home. This paper tries to find a method to 
predict energy consumption for each device in a dwelling. 

3.2   Issues Concerning Energy Forecast in Dwellings 

Predicting the energy consumption in the housing sector is a difficult task because 
it varies a lot, depending on season, weather conditions and user behaviour. In the 
context of the home automation system, the forecast for each electrical equipment 
has to be done.  

The energy consumption of electrical devices varies a lot during a year or even 
smaller periods of time. It is difficult to find similarities in terms of consumption 
between intervals of time. In order to find patterns to help with predicting energy 
consumption, the Euclidian distances are computed between each 2 days of the 
evaluated period data. Several equipments in houses were tested, but figure 5 
shows the differences for the freezer in house 2000949. Some additional  
knowledge has to be produced for a proper forecast. 
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Fig. 5. Euclidian Distances between energy consumption values – freezer house 2000949 

4   Forecasting Energy Consumption of Services in Dwellings  

As seen in previous section, predicting the exact value of consumed energy is dif-
ficult, so the aim of this paper is predicting whether one service will consume en-
ergy or not during each hour of the next 24 hours. 

The predictor performance is based on recorded data, which concern the energy 
consumption of appliances in 100 households in France during a full year. The 
used database comes from Residential Monitoring to Decrease Energy Use and 
Carbon Emissions in Europe (REMODECE), which is a European database on 
residential consumption. This database stores the characterization of residential 
electricity consumption by end-user and by country. The information for each 
house is recorded each 10 minutes and concerns the energy consumption for the 
appliances and also the weather conditions (temperature, wind strength, wind  
direction, humidity). 

4.1   Computing the Prediction Precision  

Before designing a predictor, it is important to set up a method for assessing the 
performance of a predictor because it clarifies the objectives. For computing the 
precision of a predictor, test data are first to be considered. Because of the predic-
tions required by an anticipative energy management system, the test data are the 
hourly energy consumption for an appliance over a full year. Figure 6 shows a set 
of test data. 
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Fig. 6. Historical data for the energy consumption - non-halogen lighting in house 2000905 

In order to evaluate the performance of predictors, some concepts have to be 
defined.  

Let h be the current hour and e(h) be a binary value which is equal to 0 if the 
considered appliance is actually consuming energy during the hour h and 1 other-
wise. Let pa(h) be a prediction provided by the predictor a, which is equal to 1 if 
the considered appliance is predicted as consuming power during the hour h and 0 
otherwise. The precision of the predictor is then expressed by: 

( )24

1

25 ( ) ( , 24 )
( )

275
a

a
i

i e h i p h h i
hπ

=

− + − + +
=    (1)

Any predictor a relies on an historical sliding time window of n hours used to pre-
dict the d+1 predictions. It can be denoted:  ah-n→h. The number n has to be ad-
justed because if it is too large, seasonal phenomena may disappear, and if it is too 
short, data set will not be sufficient to yield a precise prediction. 

The proposed algorithm for assessing a predictor a involves the following steps: 

1. Set the time window dimension to n hours within the period for which the  
historical data was registered where n goes from 24 to 364*24; 

2. Compute the predictions for the data corresponding to the historical sliding 
time window; 

3. Compute the predictor precision πa(h) based on the “next day” data for all  
possible hours h and compute an average precision for the predictor. 

4.2   Prediction with Basic Predictors  

Since the information regarding the energy consumption is very dependent on user 
behavior, a stochastic approach will be tried. Two trivial predictors are tested: one 
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that considers that the service will consume all the time in the future and one 
which considers the service will never consume. 

4.2.1   The “Will Always Consume” Predictor  

This type of predictor involves considering that the appliance will consume energy 
permanently. The prediction is computed based on a set of test data and refers to 
the probability of the service to consume energy. The prediction pa(h,h+24) is ex-
pressed: 

{ }( , 24) 1,    1,2,..., 24ap h h h+ = =       (2)

Figure 7 shows the prediction precision ( )a hπ  for each time window of the test 

data considered in days (the prediction precision for a sliding window of 1 day, 2 
days… etc.). This curve was obtained using the previously presented algorithm for 
assessing the predictor. 

4.2.2   The “Will Never Consume” Predictor 

This predictor assumes the service will not consume at all in the next day. The 
prediction is computed based on a set of test data and refers to the probability of 
the service not to consume). The prediction pa(h,h+24) is computed: 

{ }( , 24) 0,    1,2,..., 24ap h h h+ = =        (3)

It can be denoted that the value of precision for this predictor is the complement of 
the “will always consume” predictor precision. Figure 8 shows the prediction pre-
cision for each time window of the test data considered in days for this predictor. 
Best precision is reached for a historical interval of aproximately100 days. 
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Fig. 7. Prediction precision assuming the
service will consume continuously 

 
Fig. 8. Prediction probability assuming the 
service will never consume 

4.3   The Proposed Predictor 

An inhabitant in the house interacts with various electrical devices as part of his 
routine activities. Thus, energy consumption can be modeled as a stochastic 
process. 
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In this context, the proposed predictor specifies the probability of the appliance 
to consume on an hourly base. We consider the following prediction formula: 

1
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{ }, 1,2,...,24h =  
(4)

Where n(h) is the considered number of hours h in the test period, n1(h,h+24) is 
the number of times the service did consume during hour h of the historical data 
and pa,t is a set threshold. Figure 9 shows the prediction precision of the proposed 
predictor related to the basic predictors in the previous subsections. 
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Fig. 9. Prediction precision using the proposed predictor 

4.4   Enhancing the Forecast Precision  

In order to increase the precision, some similarities between data are considered 
and clustering methods are applied.  

4.4.1   Segmentation of Data 

While mining the available data, some pattern of recurrence is searched in order to im-
prove the prediction. A temporal segmentation can be used to introduce knowledge in 
the predictor, for instance, the use of the oven may be different for rainy Saturdays. 
The segmentation of data can be made considering different aspects such as the sea-
son, month, period of the day (day/night), type of day (weekday / weekend). The ob-
jective of this operation is to reduce the average dispersion in order to improve the 
prediction. After the segmentation is done, we will merge the segments that are similar 
using a clustering algorithm in order to gather the non-meaningful segments. 

A temporal segmentation, that considers each day of the week as a partition 
was done. For each segment, the hourly predictions are made considering the pro-
posed predictor. A k-Means clustering algorithm is applied in order to group the 
similar consumption days. 
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The K-Means algorithm assumes a fixed number of clusters, specified in ad-
vance. Each cluster is defined by its cluster center and clustering proceeds by as-
signing each of the input data to the cluster with the closest centre. The grouping 
is done by minimizing the sum of squares of distances between data and the 
corresponding cluster centroid. This algorithm is based on the euclidean distance: 

2

1

( , ) ( )
n

i i
i

ED X Y x y
=

= −                   
(5)

Where X,Y are vectors, n is the vector length and xi,yi are their components. 
The center of each cluster is then re-estimated as the centroid of the points  

assigned to it. The process is then iterated until a convergence criterion is  
accomplished,  EDt is a set threshold: 

( , ) tED X Y ED≤       
(6)

4.4.2   The Prediction Precision after Clustering 

After applying the iterative k-Means algorithm, two clusters are obtained. In the 
presented case, cluster C1 groups week days data and cluster C2 gathers Saturday 
and Sunday data. After the clusters are obtained, the initial data corresponding to 
the energy consumption is divided into 2 sets according to the number of clusters 
and the considered segments. The prediction precision is computed for the pro-
posed predictor for each of the clusters. Figure 10 a and b show the prediction 
precision for the new test data. The blue curve represents the precision for the 
proposed predictor and the other two are the curves for the basic predictors. 

Figures 9 and 10 a, b present the prediction precision in 3 situations: for initial 
energy consumption data, for merged segments in cluster C1 data and for merged 
segments in cluster C2 data. When comparing the obtained curves for the pro-
posed predictor, the precision of the predictor increases after the clustering is 
done. This proves that the segmentation of data and then the merging of similar 
partitions is a good method for increasing the prediction performance.  
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Fig. 10. Prediction precision comparison for the three predictors – clustered data 
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5   Experiments and Discussion  

This section presents the results for different electrical appliances in the house 
when the proposed predictor is used in comparison with the basic predictors “will 
never consume” and “will consume continuously”. There are several services 
which were tested, but this paper will show the results for appliances representa-
tive for their class: the fridge, as it consumes all the time, the boiler, as its  
consumption can be delayed and the lighting, as it has a regular usage in a house. 

The prediction precision is computed as explained in subsection 4.1 for a slid-
ing time window between 1 and 364 days, covering all the historical data availa-
ble. The tests show that the prediction acts in a special manner depending on the 
type of the electrical appliance, [16].  

The prediction precision with the proposed predictor for the refrigerator (fig. 
13) is lower than the precision assuming permanent consumption for time win-
dows higher than 2 days. This implies that the prediction for the fridge should be 
done considering a short period of historical data (e. g. two weeks) in order to get 
a high precision. This conclusion was expected since the energy consumption for 
this appliance is dependent on the season, so a short period of time is significant 
for prediction.  

The performance of prediction for the overall lighting consumption (figures 11) 
is higher than the performance of the basic predictors for the entire recorded data 
interval. For the gas boiler (figure 12), a good precision is obtained for almost all 
the considered periods of historical data.  

As a general observation, the maximum value for prediction accuracy is ob-
tained for a short period of historical data – almost in all studied cases the best 
precision was reached for one day of recorded data. Using this result will decrease 
the computation time since the learning time is short. 
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Fig. 12. Prediction precision of lighting con-
sumption in house 2000910 
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Fig. 13. Prediction precision of the refrigerator consumption in house 2000949 

6   Conclusions 

Predicting the energy consumption in dwellings is an essential part in the power 
management of the grid, as the consumption in the residential sector represents a 
significant percentage in the total electricity demand. The development of the 
smart grid is not possible without a good prediction of energy consumption. The 
trend nowadays is to get the prediction of energy consumption not only at house 
level, but at household appliance level. 

The prediction of energy consumption in housing is very dependent on inhabi-
tants’ behavior, so a stochastic method for prediction has been presented in this 
paper. The paper discusses about how to evaluate the precision of a predictor in 
the day+1 power management context. Different basic predictors are presented 
and tested for the available historical data. A relevant predictor is presented.  

Segmentation of data is done considering the patterns in energy consumption. 
Also, the historical data is divided according to the results of the k-means cluster-
ing algorithm. After testing the predictor on the new clustered data, the precision 
of the predictor improves.  

Further work involves testing the proposed predictor for all the appliances in a 
house in order to decide the proper way for prediction at the equipment level. 
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Abstract. This paper presents a modelling and new composite recursive model 
free controller for trajectory tracking and disturbance compensation for the 
Anaerobic Digestion Process of cattle dung. The used model is on the basis of a 
fifth-order continuous anaerobic digestion model. And the proposed controller 
comprises a recursive model free controller based stabilization component and a 
time delay control based compensation component with recursive calculation 
structure which does not require any knowledge of the model parameters. 
Computer simulation examples illustrate the performance and robustness of the 
proposed approach. 

Keywords: Anaerobic digestion, composed recursive controller, piecewise 
continuous systems, recursive model free controller. 

1   Introduction 

Environmental problems (ex. air and water pollution) and energy shortage are 
nowadays recognized worldwide issues. Several possibilities are available to treat 
these difficulties, from nowadays different treatment ways, biological processes are 
surely among the most used, sustainable and efficient systems. Anaerobic digestion 
(AD) which is a biotechnological process is widely used in life sciences, wastewater 
treatment and a promising method for solving energy shortage and ecological 
protection problems in agriculture and agro-industry [1]. In such kind of processes 
usually carried out in Continuously Stirred Tank bio-Reactors (CSTR), the organic 
matter is de-polluted by microorganisms into biogas (mainly methane CH4 and 
carbon dioxide CO2) and compost in the absence of oxygen [2], [3]. 

AD is a very unstable process with regard to the bioreactor operation. This is due 
to the complicated interactions between different microbial species, as well as to the 
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complex organic matter transformations affected by a variety of environmental 
factors [31]. In this context, mathematical models and sophisticated control 
algorithms are powerful tools for investigations and optimisation of the AD [19], 
[20], [32], [33], [34], [35]. 

Various control algorithms such as feed rate feedback stabilization method [5], 
methane-maximized-production optimal method [6], linear parameterizations 
based adaptive control [7]-[9] or nonlinear PI set-point regulation control [10] 
have been developed for control of this complex and strongly nonlinear process. 
For the plant limiting available information, different estimators or observers such 
as neural network model based method [11], [12] or Takagi-Sugeno fuzzy 
Observer [13] have been integrated with the control algorithms for plant 
coefficients estimation or state observation. Despite a long history practical 
experience [14] and decades of academic study [15]-[18], the control of these 
biological AD process seems still open. Many mathematical models of these 
processes in CSTR are known of nonlinear ordinary differential equations with a 
great number of coefficients that are hard to be estimated [2], [19], [20]. And a 
limited number of indexes characterizing the process are measurable online. Quite 
often one obtains only local solutions and it is impossible to validate the model in 
a large domain of experimental conditions [2]. 

In this paper a Composed Recursive Model Free Controller (CRMFC) is 
proposed for controlling a nonlinear five-order AD process and to study its 
performance by simulations taking into account a realistic stochastic environment 
of the process. The proposed control uses only the output measurement - the 
methane outflow rate, and is composed of a Recursive Model Free Controller 
(RMFC) based stabilization sub-control and a Time Delay Controller (TDC) based 
compensation sub-control. 

The referred RMFC is developed by using hybrid systems called Piecewise 
Continuous Systems (PCS) which are characterized by autonomous switchings 
and controlled impulses [21]. Thus, based on PCS theory, a Piecewise Continuous 
Controller (PCC) was firstly developed, enabling sampled trajectory tracking of 
linear systems by undertaking a continuous time state feedback or a delayed and 
sampled output feedback. Then for an improved tracking performance, a Derived 
PCC (DPCC) with shorter sampling period close to zero was derived in [22]. PCS 
can be equally used in designing a piecewise continuous observer for visual servo 
control of non-minimum phase mechanical systems [23], [24]. 

The used TDC which is firstly proposed in [25]-[26] and then developed in [27] 
employs past observations of the system output response and control inputs to 
directly compensate the controlled plant unknown dynamics and disturbances. 

The paper is organized as follows. Section 2 describes the used AD 
experimental platform description, experimental data studies and mathematical 
model used to represent the dynamics of the AD bio-process. This is followed, in 
Section 3, by the development of the composed recursive model free controller by 
using only the system output measurement. Then, numerical results are discussed 
in Section 4 and finally some concluding remarks are given in section 5.  
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2   Experimental Platform Description and Mathematical 
Modelling 

2.1   Experimental Platform 

Experimental studies of AD of cattle dung have been performed during the start-
up of a pilot anaerobic plant (with full volume of the bioreactor of 100 m3) at 
mesophilic temperature (34 °C). The scheme of this pilot plant with a system for 
monitoring and control is shown on Fig. 1. 
 

 
Fig. 1. Scheme of the pilot plant with a system for monitoring and control (1 - bioreactor 
(BR); 2 - gasholder; 3 - reservoir for digestate, 4 - vessel for substrate; 5 - controller 
Beckhoff; 6 - personal computer; 7, 9 - drives; 8, 10 - pumps; 11, 12 - stop valves; 13, 14, 
15 - sensors for t0, flow rate of biogas (Q), contents of CH4 and CO2 in the biogas). 

The pilot anaerobic BR has been started and operated in continuous mode with 
different values of the dilution rate (D) and of the concentration of dry matter in 
the influent (Sin). Some experimental data from a very particular experiment with 
pulse-wise changes of D for different values of Sin (described in Table 1), are 
presented on Fig. 2 (with Q the daily biogas flow rate per 1 dm3 of the working 
volume of the BR) and Fig. 3. 

From Fig. 2 one may conclude that the community of microorganisms in the 
BR reacts immediately on pulse-wise changes of the control input (D) and 
different values of the concentration of dry matter in the influent (Sin). From the 
evaluations of CH4 and CO2 concentrations in the biogas, presented on Fig. 3, one 
may conclude that the ratio CH4/CO2 in the biogas for the above described 
experiment is practically not sensible to pulse changes of the control input (D) and 
different values of the concentration of dry matter in the influent (Sin). 
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Table 1. Experiment change conditions for inputs of D and Sin 

Time day D day -1 Sin g/dm3 

0 0.01 69 
1 Pulse1=0.025 69 
9 Pulse2=0.02 69 
16 Pulse3=0.0225 86 
30 Pulse4=0.025 40 

 
 

 

Fig. 2. Specific daily biogas flow rate evaluation during the experiment described in Table 1 

 

 

Fig. 3. Evaluations of CH4 and CO2 in the biogas during the experiment described in Table 1 
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2.2   Mathematical Modelling of the Process 

AD processes can be divided in four main stages: 
 
- hydrolysis of undissolved high-molecular weight compounds (proteins, sugars, 

fats) to soluble low-molecular weight compounds (monosugars, aminoacids, 
long - chain fatty acids, glycerol); 

- acidogenesis – fermentation of low-molecular weight compounds from the 
previous stage to VFA (propionate, butirate, acetate), hydrogen and carbon 
dioxide; 

- acetogenesis – transformation of VFA to acetate, hydrogen and carbon 
dioxide; 

- methanogenesis mediated by acetoclastic methanogens (converting acetate to 
methane and carbon dioxide) and hydrogenotrophic methanogens (producing 
methane from hydrogen and carbon dioxide). 

The key metabolites for methanogenesis – hydrogen, carbon dioxide and acetate, 
could be utilized as carbon sources not only from methanogenic Archae but also 
from other microorganisms. For example, hydrogen and carbon dioxide are used 
from homoacetogenic bacteria for acetate synthesis; alternatively, the acetate can be 
transformed to methane via syntrophic acetate oxidation [33]. The syntrophic acetate 
oxidation is a two-stage process mediated by two different phylogenetic microbial 
groups, living in syntrophic consortia: acetate oxidizing Eubacteria which convert 
acetate to carbon dioxide and hydrogen, and hydrogenotrophic methanogenic 
Archae which use carbon dioxide and hydrogen for  methane production. Including 
this phenomenon in an AD model explains some process failures and restarts [36]. 
ADM1 [33] is the most complex and powerful AD model. However, such kind of 
models are very complex for control algorithm design. That is why model-free 
control algorithms are preferable in practice. 

On the basis of the above-presented experimental investigations and according 
to the relatively simple three-stage biochemical scheme of the AD, the following 
5th  order Barth-Hill nonlinear model with one control input is further used for 
simulation purposes: 

0
1 0 0p in

dS
bX S DY S DS

dt
= − + −  (1)

1
1 1( )

dX
D X

dt
μ= −  (2)

1
11 1 1 0 1

dS
k X bX S DS

dt
μ= − + −  (3)

2
2 2( )

dX
D X

dt
μ= −  (4)
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dt
μ μ= − + −  (5)

2 2gQ Y Xμ=  (6)
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1, 2.mi i
i

si i

S
i

k S

μμ = =
+

 (7)

In this mass balance model, equation (1) describes the hydrolysis in a very simple 
way, where the first term reflects the hydrolysis of the diluted organics by 
acidogenic bacteria, the second term - the influent flow rate of liquid with 
concentration of the diluted organics Sin, g/dm3 (presenting a sum of a constant 
component Sio and a disturbance w(t)) and the third one - the effluent flow rate of 
liquid. Equation (2) describes the growth and changes of the acidogenic bacteria 
(with concentration X1, g/dm3), consuming the appropriate substrate (with 
concentration S1, g/dm3). The mass balance for this substrate is described by (3), 
where the first term reflects the consumption by the acidogenic bacteria, the 
second term - the substrate S0, g/dm3, formed as a result of the hydrolysis, the third 
and the last one - the substrate S1, g/dm3, in the effluent flow rate of liquid. 
Equation (4) describes the growth and changes of the methane producing 
(methanogenic) bacteria (with concentration X2, g/dm3), consuming acetate (with 
concentration S2, g/dm3). The mass balance equation for acetate in (5) has three 
terms in his right side. The first one reflects the consumption of acetate by the 
methanogenic bacteria, the second one - the acetate formed as a result of the 
activity of acidogenic bacteria, and the third one -the acetate in the effluent liquid.  

The algebraic equation (6) describes the formation of biogas with flow rate Q 
(dm3gas/dm3 medium/day) measurable with error (measurement noise) v(t). The 
relations (7) present the specific growth rate of the acidogenic bacteria μ1, day-1, 
and the specific growth rate of the methanogenic bacteria μ2, day-1, both of Monod 
type. b, Yp, k1, k2, Yb, Yg, μm1, μm2, ks1, ks2 are coefficients. D, day-1, is the dilution 
rate - the control input. 

3   Composed Recursive Model Free Controller Design 

3.1   Controller Design 

In this section a new model free controller is proposed to solve the nonlinear AD 
control problem. The proposed controller is defined as  

1( ) ( ( ) ( ))s cD t G D t D t−= +  (8)
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where Ds(t) is a stabilization sub-controller, Dc(t) is a sub-controller for 
compensation of unknown system nonlinearities and G ∈  R+ is an imposed 
constant. Both Ds(t) and Dc(t) are determined using recursive calculation loops. 
Since the model parameter informations are not needed, the proposed controller is 
called Composed Recursive Model Free Controller (CRMFC). The CRMFC 
realization diagram is given in Fig. 4. As shown in Fig. 4, the stabilization control 
component Ds(t) is computed by 

( ) ( ) ( ) ( ) ( )t e t e t t tλ ξ λ= +  (9)

( ) ( )u t tγλ=  (10)

where λ(t) ∈  R is the stabilization sub-controller state, e(t) = Qr(t)−Q(t) is the 
output trajectory tracking error with Qr(t) ∈  R the desired output flow rate, Cc 
∈  R+ is the sub-controller output gain and ξ(t) is the sub-controller tracking 

 

 
Fig. 4. Composed Recursive Model Free Controller 

coefficient. To realize e(t) → 0, the value of ξ(t) is tuned as 

( )2( ) exp ( ) ( ) (2 )Tt e t e tξ σ= −  (11)

with 0 1σ< ≤ .  
The compensation sub-control Dc(t) is determined by using time delay 

estimation techniques [25]-[27] as 

*( ) ( ) ( )c rD t Q t P t= −  (12)
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where *( ) ( )P t P t ε= −  is an estimate of  

( ) ( , ) ( ( , ) ) ( )P t f x t g x t G D t= + −  (13)

and f(x,t) and g(x,t) are defined from the derivative equation of (6) which is 
written under the following form: 

( , ) ( , ) ( )
dQ

f x t g x t D t
dt

= +  (14)

For ε → 0 one has 

*( ) ( ) ( ) ( ) ( )P t P t P t GD t Q tε ε ε≅ = − = − − − . (15)

3.2   Stability Analysis 

It can be shown that the nonlinear closed-loop system (1) - (6) and (8) is input-to-
state stable [28] and ensure the tracking of desired output trajectory. We have: 
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 *( ) ( ) ( )sD t P t P t= − + −  

(16)

Since *

0
lim( ( ) ( )) 0P t P t
ε →

− → , the following approximation of ( )e t  is valid:  

( ) ( ).se t D t≅ −  (17)

In turn, Ds(t) can be approximated as [29] 

22
( ) ( ).

( )
c

s
C

D t e t
e t

σ≅  (18)

Replacing (18) into (17), one gets 

22
( ) ( ).

( )
cC

e t e t
e t

σ≅ −  (19)

which is stable. 
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4   Numerical Results 

The previously refereed model parameters values are: b = 3, Yp = 0.144, Si0 = 40 
g/dm3, μm1 = 0.4 day -1, ks1 = 1.9 g/dm3, k1 = 6.67; μm2 = 0.25 day -1, ks2 = 0.37 
g/dm3, Yb = 5; k2 = 4.17, Yg = 3.1. The fundamental sampling time in the simulator 
of Matlab/Simulink is selected as 0.01 day. And the desired piecewise continuous 
output trajectory reference Qr has the following time profile, dm3/day: 0.29 - up to 
day 100; 0.80 - day 100 to 150; 0.29 - day 150 to 250.  

The model initial conditions are chosen to be S0(0) = 10, X1(0) = 0.36, S1(0) = 
S2(0) = 0.18 and X2(0) = 15.66 g/dm3 according to [30]. The parameters of the 
proposed controller are Cc = 3, σ = 0.12, G = 1 and ε = 0.01 day – a value chosen 
to be equal to simulator sampling time. 

The additive measurement noise v(t) is considered as zero-mean Gaussian 
white noise with a sample time of 1 day and with realistically chosen covariance 
parameter values corresponding to average relative error of 5%. The additive 
disturbance w(t) of Si0 is considered of two components: first, a zero-mean 
Gaussian white noise with the same sample time and with realistically chosen 
covariance parameter values corresponding to average relative error of 20%; 
second, a step-wise parameter disturbance of 20%Si0 at simulation day 140 and of 
-20%Si0 at day 170. The two disturbances v(t) and w(t) are shown on Fig. 5 and 
Fig. 6. 

The simulation of the CRMFC performance is shown on Fig. 7, under the 
above chosen great value relative parameter errors and the step-wise disturbance. 
It can be concluded that the proposed control demonstrating robust performance in 
output reference tracking. The corresponding control action D is on Fig. 8 which 
shows in a zoom interval. The proposed controller has a very simple structure, 
moreover because of the used time unit is day, this type of controller can be 
implemented easily with nowadays actuators and embedded computer 
technologies. Under the proposed controller, the system states are illustrated in 
Fig. 9 – Fig. 13 which are stable. 

 
Fig. 5. Realistic disturbances v(t) for the simulation test 
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Fig. 6. Realistic disturbances w(t) for the simulation test 

 

Fig. 7. Output regulation under CRMFC with different noises 

 
Fig. 8. CRMFC input signal in zoom for clear illustration 
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Fig. 9. Substrate S0 evolution 

 

Fig. 10. Acidogenic bacteria concentration X1 evolution 

 

Fig. 11. Substrate S1 evolution 
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Fig. 12. Methanogenic bacteria concentration X2 evolution 

 

Fig. 13. Substrate S2 evolution 

5   Conclusions 

A composite recursive model-free controller with a recursive model free controller 
based stabilization component and a time delay control based compensation 
component with a recursive calculation structure has been proposed for a 
experimental AD process based five-order nonlinear system. The proposed 
controller which does not require any knowledge of the model parameters is 
robust due to its adaptive mechanism and exhibits excellent performance in 
tracking a multi-step-wise reference trajectory under stochastic and step-wise 
disturbances of the inlet substrate concentration and measurement noise in the 
methane outflow rate. The proposed controller is planned to be implemented and 
mastered further on the referred real-time anaerobic digestion process. 
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Abstract. The continuous expansion of distributed hydrological models applied 
on different geographical regions in order to solve and predict water resource 
problems raised multiple issues related to the model calibration and execution 
processes.  The calibration process was performed on SWAT (Soil and Water 
Assessment Tool) hydrological model that could be used to predict the impact of 
land management practices on water, sediment and agricultural chemical yields in 
complex watersheds. This paper presents methods, algorithms, data access issues 
and human-computer interaction techniques used in developing a Web application 
for the Grid based SWAT model execution and calibration, called gSWAT. The 
SWAT model calibration process is time consuming (e.g. in some situations its 
execution could reach hours or even days in length). The Grid is the platform that 
integrates the gSWAT application, due to its parallel and distributed 
characteristics, offering high computation and storage capabilities in response to 
the calibration process requirements. 

Keywords: Grid infrastructure, SWAT model, calibration, performance gain. 

1   Introduction 

The prediction of natural phenomena is based on complex models that process 
large volumes of data in order to obtain accurate results. In most cases a single 
simulation of such a process is not enough, and the prediction has to be repeated 
several times. Better predictions require a large number of simulations, which 
increases the computation power needed to process all this data. 

This paper highlights the gSWAT application that allows the calibration and 
execution of the SWAT hydrological model over the Black Sea Catchment. For 
such a large watershed (over 2 million square kilometers) the processes involved 
in the SWAT model calibration had to be performed over a powerful, distributed 
and scalable infrastructure, the Grid infrastructure in this case. 
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There is a different meaning between the concepts of SWAT calibration and 
execution. The first one is used to estimate the model parameters values in order 
to represent as accurate as possible the geographical watershed that this model is 
referring to. In order to increase this accuracy, multiple simulations of the same 
model are used, until a specific objective function is satisfied. The SWAT 
execution applies only on calibrated models and represents the basis in generating 
prediction scenarios. The calibration phase represents the most intensive 
computation process, and that is the main reason why this paper strongly focuses 
on its description and implementation within the gSWAT application. 

In order to produce better predictions regarding water resources problems, the 
SWAT model has to be calibrated first. The calibration process tries to best 
estimate model parameters values related to measured values for the same set of 
parameters. In other words starting from a given numerical interval, new random 
values must be generated, in such way that they are as close as possible to the 
measured values [2]. 

The entire hydrological model could be executed on different Grid nodes. The 
calibration process is time consuming, in some cases it take 500 or even more 
executions of the same model, called iterations. So, what the Grid infrastructure offers, 
is the possibility to run these 500 iterations in parallel (e.g.: use 5 Grid nodes for the 
entire calibration process, where each node handles 100 iterations). At the end, when 
all nodes finished their execution, a specialized tool collects the results and regroups 
them as a single resource. The process of monitoring and execution such a large 
number of tasks requires a high performance scheduling algorithm [1] that allows 
parallel and distributed executions over the Grid infrastructure. 

SWAT is a hydrological model that operates on a daily time step and it is used for 
predicting the water resources, sediment, and chemical yields in a specific watershed. 
It could be applied on small, medium or large watersheds. For example it is currently 
used to perform macro-scale assessments for the Mississippi River basin [3]. 

The gSWAT application brings in new features related to SWAT calibration 
and execution processes. First of all, the usage of Grid infrastructure as a platform 
for distributed and parallel executions significantly reduces the total execution 
time. Implementing the gSWAT as a Web application [4] is another important 
step, because it allows the users an easy access to the application functionality 
regardless of their location. The new human-computer interaction techniques of 
the gSWAT application, guides the user through the actions that he performs and 
offers an advanced recover from error support mechanism. 

The following sections describe these aspects in a detailed manner, including 
both technical and theoretical solutions. One important issue regards the graphical 
user interface. That is why the most important human-computer interaction 
techniques for the gSWAT application are also described in this paper. 

2   Related Works 

There are several models that have similar functionality with SWAT. The most 
important ones are HSPF (Hydrological Simulation Program - FORTRAN) and 
SHETRAN (Système Hydrologique Européen). The first one could be described 
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as a software application that can simulate the hydrological and associated water 
quality processes on pervious and impervious land surfaces [5].  

The second one [6] is used for modeling coupled surface and subsurface water 
flow in river basins. The processing results could be visualized using animated 
graphical computer displays. SHETRAN could be easily used in the analysis of 
environmental impacts: land erosion, pollution, climate change or in surface-water 
and ground-water resources studies. 

One of the main goals of the gSWAT application is related to the assessment of 
the sustainability and vulnerability in the Black Sea Catchment. Calibrating the 
SWAT model becomes an important problem when applying the model on such 
large watersheds. In these cases the calibration time could take days to complete, 
even on the finest standalone machines. There are a few solutions that could be 
used to overcome this problem. 

The first one is to execute the calibration process on a single-core machine. 
Important progress was already established in this direction through the SWAT-
CUP (SWAT Calibration and Uncertainty Procedures) application. SWAT-CUP is 
a software tool designed to calibrate the SWAT model, based on some input 
parameters. This tool also provides complex capabilities regarding the analysis of 
the calibrated outputs (e.g.: organize data in charts). In 2008 a second version was 
released [7]. This solution is useful when the SWAT model is used for small 
watersheds. 

The second solution extends the SWAT-CUP application to work on multi-core 
machines. This significantly reduces the total execution time for the calibration 
process, but still could not be applied on large watersheds (e.g. Black Sea 
Catchment), only on small and medium ones. 

The last two solutions implies the usage of large distributed infrastructures such 
as Grid and Cloud computing. Both platforms offer high computation and storage 
capabilities. The main difference between them is that the Grid could be used free 
of charge as long as the user has valid Grid certificates, emitted by a competent 
CA (Certificate Authority). Meantime, using the Cloud infrastructure users have to 
pay for each time they use its services. With proper configuration [8], the Grid 
infrastructure could provide significant speed up, regarding the calibration and 
execution of the SWAT hydrological model. The Experimental results section 
details all these aspects. 

Even though the SWAT-CUP application is used for several years to perform 
the SWAT model calibration process, the gSWAT tool brings in new features, 
such as: significantly reduces the total calibration time, offers high storage and 
computing capabilities due to the Grid infrastructure, supports multi-calibration 
processes, it is built as a Web application, offers interactive support for result 
management, etc. Calibration and execution results of the SWAT model could be 
analyzed and visualized over interactive maps, using different image processing 
algorithms [9] in order to correctly classify the land management practices on 
water, sediment or agricultural chemical yields. All of these features will be 
described in the following sections. 
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3   gSWAT System Related Architecture 

This section describes the general system related architecture (Fig. 1) and the 
phases involved in the calibration process of the SWAT model over the Grid 
infrastructure. 

The Web Portal represents the top architectural level and consists of several 
environmental applications: gSWAT, Bashyt [10], GreenLand [11], eGLE [12], 
etc. All these applications enrolled within the portal share the same users’ 
credentials, by using the single sign on (SSO) mechanism. This means that the 
user is able to access the functionality of all these applications with a single 
generic account. Besides this fact, the applications also offer the possibility of 
independent user authentication, regardless of the previous mentioned one.  

Fig. 1. gSWAT system related architecture 
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The client side (or the graphical interface) is built as a Web application using 
the Adobe Flex latest technology. The analysis and the visualization of the SWAT 
model based scenarios are possible through the Bashyt platform. A scenario 
represents the output result of the SWAT model execution based on an already 
calibrated model. Different scenarios could be implemented, for simulating or 
predicting hydrological phenomena (e.g. water-use sustainability, floods, 
improving irrigation systems, etc). 

The Bashyt platform allows the user to visualize the SWAT model execution 
output (called scenario) as an animated 2D map that displays all the watersheds 
stations along with some essential characteristics. Scaling and translating the map 
using mouse events is also possible within the framework of this platform.  

The input data, the external dependencies, the execution workflow structure are 
defined in this stage, based on the user requests, and sent to the Grid infrastructure 
through GANGA [13] and Diane [14] tools. The Diane application analyzes the 
calibration process complexity and allocates the number of Grid workers that are 
going to be used in the execution phase. After that, all data are sent to these nodes, 
and executed in a parallel manner.  

The monitoring component implemented within the GANGA tool offers 
important feedback about the calibration processes running on the Grid 
infrastructure. This feedback could then be displayed to the user in the gSWAT 
graphical interface in terms of: total execution time described as an animated 
progress bar, Grid process status (Schedule, Submitted, Waiting, Running, 
Completed), execution details in the form of a system log (contains all internal 
processing message and error), etc. 

The Grid infrastructure offers high storage and parallel computation capabilities 
[15] in order to successfully calibrate and execute the SWAT hydrological model 
for different geographical watersheds. Because the output of these processes could 
reach a few Gb in size, a standalone machine becomes inefficient. The SE 
(Storage Element) nodes inside the Grid offer storage support for large volumes of 
data. Accessing these resources requires valid Grid certificates, emitted by a 
competent CA (Certificate Authority). The data transfer between SE nodes and 
Grid applications is based on the GSIFTP (Grid Security FTP) protocol. The SRM 
(Storage Resource Manager) manages all SE nodes inside the Grid infrastructure, 
and offers support for error and trial recovery mechanisms, minimizes data 
replication, allocates a specific SE that has enough memory space to support the 
entire Grid process output, etc. The calibration time could also be reduced by 
using efficient scheduling algorithms [16]. 

After the model is calibrated the user could create scenarios based on the 
outputs of the calibrated SWAT model. The scenarios could be created through 
the gSWAT execution component. When this process ends, the results are sent to 
BASHYT platform. This is useful for specialists to create their own scenarios 
(e.g.: predicting the water-use sustainability) that could analyze and visualize them 
over an interactive map that displays in an animated manner the prediction results. 
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4   Data Model and Algorithms 

This section points out the problems that arise when storing and accessing data 
used in the SWAT calibration and execution processes. Also some practical 
solutions are identified related to these problems, solutions that are included into 
the gSWAT development steps. 

4.1   Data Management 

When the SWAT model is applied on large watersheds its size reaches hundreds 
of mega bytes or even gigabytes of information. Storing these inputs on a single 
computer machine is impossible. Because gSWAT application is based on the 
Grid infrastructure, the Grid storage capabilities could be used to solve this 
problem. There are multiple SE (Storage Element) nodes inside the Grid 
infrastructure where these data could be placed. 

Storing the data into SE nodes [17] is possible only for authorized users that 
identify themselves by using Grid certificates. These certificates are created by a 
CA (Certificate Authority) organization on user request. In other words, the users 
could not access data inside the Grid infrastructure without these valid certificates. 

The Web portal supports multiple user categories. Some of them have the 
possibility to execute and analyze data, and others have only the possibility to 
visualize data in a user friendly manner. The first type of users must be Grid 
certificate possessors, because they need to access and manage data according to 
their needs. The other ones do not have a direct access to data, but they do 
visualize and download these information. So, another problem arises: how to 
access Grid data from outside the Grid infrastructure? To solve this kind of 
problem new Web and Grid services must be implemented in such a way that the 
user is not aware of the backhand mechanism of data access. 

4.2   SWAT Model Structure 

The input for the gSWAT application is represented by the TxtInOut folder that 
contain a large number of files (tens of thousands) that store daily information 
about vegetation, weather, soil and land management practices occurring in the 
watershed.  

The entire basin where the SWAT model applies could be divided into sub-
basins, and each sub-basin is composed of several HRU (Hydrological Response 
Units). The TxtInOut folder contains information about all the sub-basins, 
organized in text files.  

For each sub-basin the user could specify the operations that are going to be 
performed (e.g.: add a certain quantity of pesticides, enlarge the percentage of 
nutrients for the third sub-basin, etc). All these operation are stored into the 
management file (.mgt extension) that is unique for each HRU. 
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When calibrating the SWAT model, the user can choose the algorithm that will 
be used in this process. Currently the gSWAT application is based on a single 
calibration algorithm, called SUFI2 (Sequential Uncertainty Fitting). 

The gSWAT application allows the user to edit the TxtInOut files through the 
editor component. The files have a default structure that could be modified by the 
user according to his needs. The output of the gSWAT application provides useful 
information about the calibration of the SWAT model. This information could be 
visualized as text (Best_Slim.Sf2, Best_Par.Sf2, etc) or as interactive charts 
(95ppu.sf2 file). 

4.3   Calibration Algorithms 

Generally speaking, the calibration process represents the act of adjusting the 
accuracy of the measured parameter through different measurement techniques 
[18]. The manual adjustment is a subjective process of comparing the observed 
values with the ones obtained during a simulation of the calibration process. This 
scenario is time consuming, because of the large number of hydrological 
parameters that need to be adjusted. Instead, the development of a semi-automated 
process is taken into account as one of the gSWAT main features. 

Depending on the algorithms used in this process, the calibration results will be 
different. So, choosing the correct algorithm is a difficult task, and in most cases 
performed by a domain field specialist. The following paragraphs describe the 
most important methods used in calibrating the SWAT hydrological model. 

SUFI2 (Sequential Uncertainty Fitting) can perform uncertainty analysis and 
calibrate the model based on a set of parameters. Also, it significantly reduces the 
process duration related to other algorithms. The p-factor represents the 
percentage of measured data by the 95% prediction uncertainty; its values are 
being stored in 95ppu.sf2 output file. The p-factor is obtained through Latin 
hypercube sampling. The R-factor could also be used to measure the strength of 
the uncertainty analysis in the calibration process. 

Basically, the calibration process repeats until an objective function is satisfied. 
The SUFI2 algorithm handles multiple objective functions such as: root means 
square error, Chi square, Nasch-Sutcliffe, R2 and bR2. Choosing the right one [19] 
is closely related to the domain field specialist experience.  

For example the bR2 function allows accounting for the discrepancy in the 
magnitude of two signals as well as their dynamics. R is computed based on a 
Residual sum of squares between measured and observed parameters, b is the 
slope of the regression line between measured and randomly generated values and 
φ  is the objective function (1). 
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GLUE (Generalized Likelihood Uncertainty Estimation) allows the possibility to 
have non-uniqueness parameters values during the calibration process. When 
applying the SWAT model on large watersheds there is the possibility to not be 
able to generate unique random values in all situations. This is the main 
assumption used in GLUE algorithm. In this case the objective function is easier 
to compute by using a technique based on the estimation of the weights or 
probabilities associated with different parameter sets [20]. 

ParaSol (Parameter Solution) is another algorithm that allows SWAT model 
parameters uncertainty analysis. Like all the other methods, this algorithm must 
satisfy a general objective function in order to complete the calibration process. In 
this case the objective function is computed based on model outputs and 
observation time series. Then it aggregates this objective function using a global 
optimization criterion (GOC). At every simulation rerun, the computed value is 
stored and then a minimization of this function is performed using the Shuffle 
Complex (SCE-UA) method [21]. 

These are the most known calibration methods that could be used for the 
SWAT model. The idea that a regular user, with no insights about these 
algorithms, could prepare the SWAT model parameters for calibration has no 
realistic output. This is the main reason why the gSWAT strongly encourage the 
calibration process to be performed only by the specialized user category. 
Meanwhile, the other types of users may visualize and download the results of the 
prediction process. 

 
 
 

Fig. 2. SWAT calibration process overview 
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4.4   SWAT Model Calibration Phases 

Each calibration process consists of multiple iterations, executed until a 
calibration criterion is satisfied (Fig. 2). A single iteration consists in multiple 
simulations, in some cases this number increases to a few hundreds. At the 
iteration level there are three main phases of execution: pre-processing, actual 
execution of data and the post-processing phase. The following paragraphs shortly 
describe all these internal processes. 

4.4.1   The Pre-processing Phase 

It is worth to mention that a numerical value interval is attached to each SWAT 
input parameter. Taking this into account, one iteration takes a discrete random 
value for each parameter, from the corresponding interval, and performs the 
calibration algorithm. For better accuracy, the iteration process should include 
multiple simulations, in order to cover all the values inside these intervals. 
Generally speaking this number is limited to 500 simulations per each calibration 
process. 

4.4.2   The Execution Phase 

This represents the most time consuming step of the entire SWAT model 
calibration process. That is the may reason why it requires the parallel execution 
support of the Grid infrastructure. In other words, based on the process complexity 
a different number of Grid workers are allocated for this process by using the 
Diane master node. 

All the data are initially transferred from the application server to the Grid 
nodes, using the GANGA scripts. These scripts represent the linkage between the 
gLite middleware and the gSWAT application. After all the project dependencies 
are successfully generated at the client side level, they are transferred to the Grid 
workers in order to be processed. Depending on the number of simulations chosen 
by the user a different number of worker nodes will be involved in this execution 
process. 

4.4.3   The Post-processing Phase 

Just like the pre-processing phase, it takes place on the gSWAT application server 
after all the Grid workers finish their execution. A collection mechanism generates 
the final calibration output, based on all the intermediate results given by these 
Grid workers. An interesting aspect is that initially all these results are stored 
inside SE nodes. When the user makes a request for this result it is archived and 
sent to the application server and from here to the graphical user interface. 

The gSWAT platform offers a significant speed up regarding the total SWAT 
model calibration time, by using the Grid infrastructure. Another important aspect 
of this platform is represented by the analysis and visualization features of the 
output calibration process (Fig. 3). 
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5   gSWAT Graphical User Interface 

The gSWAT is a Web based application that allows users the possibility to 
perform the SWAT model calibration through a simple but powerful graphical 
user interface. It is a client-server application that uses the latest Adobe Flex 
technology on the client side and java based Web services. 

Because it handles multiple user categories, each gSWAT operation must 
match the user needs, but in the same time they have to be easy to put into 
practice. When calibrating the SWAT model by using the SUFI2 algorithm, the 
gSWAT application generates a specific structure for the input and output files. 
These files could be easily modified by the user through the editor component that 
allows independent management of each file. 

The output results of the SWAT model calibration processes consists of several 
data files that contain values of the calibrated parameters. One of these files is 
extremely important because it could be displayed to the user as an interactive 
chart (Fig. 3). As can be seen parameters values are displayed to the user in all the 
chart’s inflexion points. 

The chart from Fig. 3 highlights the SWAT calibration result (Best estimation 
item) and the observed values for the same set of model parameters (Observed 
item). Also an uncertainty analysis could be performed based on this kind of data 
representation. 

The x axis of the chart represents the monthly time period used in the 
calibration process, whereas the y axis contains the value representation for the 
same parameters set. For better analysis the time period could be compressed or 
expanded by using the horizontal slider attached to this chart. 

Fig. 3. SWAT calibration output analysis and visualization 
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6   Experimental Results 

Two kinds of experiments were conducted in order to prove the Grid infrastructure 
efficiency over single and multi-core standalone machines. It is worth to mention 
that the second experiment highlights the Grid scalable nature regarding the 
number of users that perform simultaneous SWAT calibration processes. The RO-
09-UTCN site, within the envirogrids.vo.eu-egee.org VO (Virtual Organization) 
was used for both experiments. It contains 1024 CPUs and 13TB of storage space. 

The first experiment was performed based on a medium scale SWAT 
hydrological model (around 40000 input files) that represents the Danube 
watershed. The objective of these measurements is to highlight the Grid 
processing power over standalone machines. The hardware resources for this 
experiment were represented by a desktop computer with 2xQuad core processor 
at 2.13Ghz and 4 GB of RAM, along with the Grid infrastructure. The number of 
simulations started from 1 up to 100. It is worth saying that each calibration 
process is executed on multiple Grid worker nodes. The Grid process submission 
using GANGA and Diane tools do not allow the possibility to specify what kind of 
hardware resources to use on execution phase. This way a random group of 
available Grid workers are selected, with different hardware capabilities. 

In the case of Grid execution, the simulations were divided into multiple groups 
(each such group consists of 10 simulations). The Grid execution was performed 
in parallel at group level, and sequentially for all the iterations inside each group. 

After all the inputs were specified, the experiment began. An average of seven 
minutes execution time per simulation was obtained on the standalone machine. 
The Grid execution performs faster on large number of simulations, and slower in 
other cases (Fig. 4).  

 

 

Fig. 4. Grid efficiency over standalone execution 
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In the conducted experiment the critical inflexion point for the Grid execution 
is around 2.5 simulations. The Grid calibration process consists of several phases, 
highlighted in Table 1, and the total execution time is dependent on all of these 
intermediate steps. Using less the 2.5 simulation decreases the Grid performance; 
because the time needed to perform the steps 1, 2, 3, and 5 significantly interfere 
in the total Grid calibration time. 

It is well known that the Grid becomes efficient for large volume of data 
processing. Taking this into account, the execution gain between Grid nodes and 
standalone machines is representative for larger number of simulations. 

The second experiment highlights the scalable nature of the Grid infrastructure. 
Several measurements were conducted, with different number of users, starting 
from 1 up to 7. In order to increase the experiment’s complexity, the simulation 
number was varying for each user. Constants values of 50, 250, and 500 
simulations were used in the SWAT calibration process. 

Table 1. Grid execution phases involved in a SWAT calibration process 

No. Phase Description 

1 Process 
decomposition 

The entire SWAT calibration process is decomposed 
into multiple atomic tasks that are going to be 
executed as different processes over Grid worker 
nodes. 

2 Workers 
allocation 

Depending on the calibration process complexity a 
specific number of Grid nodes will be allocated for 
this execution 

3 Task submission 

The action of sending all the inputs and the external 
dependencies to that worker. Because the SWAT 
hydrological model is already stored inside Grid, on 
the SE nodes, this time is less relevant that in the 
case of transferring data from the application server 

4 Execution 
The actual execution process, as described in the 
previous sections 

5 Output generation 

Generates the final calibration result, based on all 
intermediate outputs generated by the Grid parallel 
executions 

 
Fig. 5 introduces some small fluctuations regarding the total calibration time 

for each simulation. Mainly, this difference occurs due to the fact that it is almost 
impossible to maintain the same execution context for each experiment: network 
traffic, access to the same memory space, Grid workers load, etc. 
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The main objective of this experiment is to highlight the fact that the average 
Grid execution time for a simulation remains constant, regardless of the Grid 
usage intensity degree. 

 
 

 

7   Conclusions 

This paper describes the calibration and execution processes of the SWAT 
hydrological model, based on the gSWAT platform. The Grid infrastructure is one 
of the distributed platforms that provide a significant performance gain when 
calibrating the SWAT model. The communication mechanisms between the 
architectural modules of the gSWAT platform were also highlighted throughout 
this paper. The experimental results validate the methods and algorithms used in 
the calibration process, by pointing out the Grid infrastructure efficiency, 
flexibility and scalability. 
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Abstract. The paper presents the necessity of using modern information 
technology in water resource management and the current situation of watershed 
science and management. The advantages of using composite applications, related 
to the importance of the water resource management systems are outlined. The 
architecture of Hydro NETWORK portal, developed by the team, and the database 
and reporting services are further presented. The paper presents the integration in 
the portal of two other applications for analysis of mutual influence of surface 
water and groundwater in river basins.  

Keywords: Hydroinformatics, water management systems, composite applications. 

1   Introduction 

It is increasingly recognized that water as an absolutely vital resource, and at times 
as a major hazard, poses critical challenges for people in the 21st century. Uses of 
water include agricultural, industrial, household, recreational and environmental 
activities, and require fresh water. Awareness of the global importance of 
preserving water for ecosystem services has only recently emerged as, during the 
20th century, more than half the world’s wetlands have been lost along with their 
valuable environmental services. There are well-known, substantial concerns that 
peoples’ uses of water may significantly alter water-quantity and -quality 
processes in water-cycle systems at the local and regional scales. Addressing these 
concerns requires a substantially better understanding of the linkages and feedback 
between the various systems than presently is available. The traditional pillars of 
the natural systems scientific studies are observation (plus experiment), theory, 
and analysis (plus computation). Modern information and communication 
technology capabilities now allow us to address a new class of problems around 
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the organization of data and information leading to knowledge extraction. The 
digital revolution is changing radically the way we conduct our science, as well as 
affecting all facets of society, and it can be argued that informatics became the 
fourth pillar of the scientific method. Informatics is the science and engineering 
that occupies the gap between information and communication technology 
systems and cyberinfrastructure, and use of digital data, information, and related 
services for research and knowledge generation [5]. The concept is, however, not 
new and it has predecessors in the water sciences. 

At the beginning of the 90’s, the rapid process of electronic encapsulation of 
information and knowledge in hydroscience led to the European concept of 
hydroinformatics (http://ncl.ac.uk/hydroinformatics). Independent from these 
developments, the U.S. National Science Foundation began in 2002 to reorganize 
the manner in which it supports computational infrastructure in science and 
engineering and introduced for this purpose the general concept of 
cyberinfrastructure (CI). CI is defined as “… grids of computational centres, some 
with computing power second to none; comprehensive libraries of digital objects 
including programs and literature; multidisciplinary, well-curated federated 
collections of scientific data; thousands of online instruments and vast sensor arrays; 
convenient software toolkits for resource discovery, modelling, and interactive 
visualization; and the ability to collaborate with physically distributed teams of 
people using all of these capabilities” (cise.nsf.gov/sci/reports/atkins.pdf).  

Recent advances in high-performance computing, communication technologies, 
GIS-based tools along with innovative statistical, data-driven models, and 
knowledge discovery models, can characterize the physical-biochemical habitat 
with increased spatial resolution over large-scale areas [3]. Collectively, these 
advancements lead to an “information-centric” approach for watershed 
investigation and management that capitalizes on observations and their 
interpretation [2]. 

2   Current Developments 

2.1   Hydroinformatics  

Integrated water resources management (IWRM) is a systematic process for the 
sustainable development, allocation and monitoring of water resource use in the 
context of social, economic and environmental objectives (EU Directive 60/2000). 
It contrasts with the sectored approach that applies in many countries. When 
responsibility for drinking water rests with one agency, for example for irrigation 
water or for the environment, lack of cross-sector linkages leads to uncoordinated 
water resource development and management, resulting in conflict, waste and 
unsustainable systems. Integrated management means that all the different uses of 
water resources are considered together. Water allocations and management 
decisions consider the effects of each use on the others. They are able to take 
account of overall social and economic goals, including the achievement of 
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sustainable development. This also means ensuring coherent policy making related 
to all sectors. The basic IWRM concept has been extended to incorporate 
participatory decision-making so that different user groups (communities, 
environmentalists) can influence strategies for water resource development and 
management. Management is used in its broadest sense. It emphasizes that the 
focus is not only on development of water resources but also to the consciously 
managing of water development in a way that ensures long term sustainable use 
for future generations. 

Common features of the watershed science and management information 
systems include [5]: 

 
- implemented at the natural landscape unit scale (e.g., basin or wathershed)  
- consideration of all water cycle fluxes: vertical (precipitation, surface water, 

evapotranspiration, groundwater) and horizontal (runoff-stream) and their 
interactions with ecological and socio-economical aspects 

- extensive datasets obtained through monitoring, modelling, and post-
processing 

- multilevel (scientist, managers, education, training, outreach, general public), 
multi-task (quantitative, qualitative) analysis and visualization 

- near-real time operation of the investigative/management platforms 
(monitoring, interfacing with simulators, process prediction)  

- tools for knowledge discovery (mining, data-driven modelling), 
dissemination, collaboration/participation 

- feed-back loops for observatory/monitoring operations, quality control, and 
application of adaptive strategies (decision-making process, systems control) 
 

Water communities make great strides on clarifying frameworks, terminology, and 
developing conceptual models for cyberifrastructure-based environmental 
observatories. It is agreed that their primary role is to enable hypothesis testing at 
full scale and verify pilot-study findings through observations at larges scales in 
comparable settings. Observatories enable cross-disciplinary process discovery 
and understanding through observation, simulation, analysis, and knowledge 
synthesis. They contain experimental facilities (smaller-scale controllable 
instrumented catchments) that are strategically implemented within the 
observatory using nested or gradient design [8]. The former design connects 
progressively larger order watersheds within the observatory to facilitate scaling 
studies. The second design connects a set of sites that isolate, at the greatest extent 
possible, gradients of individual environmental variables or simply leverage 
existing infrastructure. Simulation models are used to understand processes, to 
support the observatory design, and predict process aggregation at larger scales 
using various scaling theories. Critical cyberinfrastructure is needed to enable 
communication, storage and analysis of the knowledge that is acquired from the 
deployed sensing systems and other available data sources, as well as modelling, 
collaboration, and knowledge networking support. 
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Fig. 1. Components of a water-centric observations system 

The Cyber-observatories aim at integrating tools and methods in one place such 
that the conversion of the data in information and subsequently in knowledge 
takes place seamlessly using customized workflows (see Figure 2) [5]. 

 

 

Fig. 2. The data-to-knowledge transformation process taking place in the information 
system (adapted from Fletcher, 2006) 

While providing a detailed technical architecture for a cyberinfrastructure-
instrumented environmental obser-vatory is challenging, attempts are made in 
Figure 1 to provide an overall conceptual architecture [4]. The conceptual 
framework, still evolving, usefully indicates key cyberinfrastructure elements for 
the system. Efficient observatory designs are based on open services-oriented 
architecture that loosely couples self-contained services communicating with each 
other, and that can be called upon from multiple clients in a standard fashion. This 
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architecture facilitates automation of time-consuming activities, allowing 
scientists and engineers to spend more time interpreting and developing insights 
from data. Additional benefits associated with the services-oriented architecture 
include: scalability, security, easier monitoring, standards-reliance, 
interoperability across a range of resources, and plug-and-play interfaces. 

Central to the observatory engineered system is the digital watershed (DW) 
concept. DW is a comprehensive characterization of ecohydrologic systems that 
use integrated data and simulations models to facilitate study of multi-scale, multi-
process dynamics of watersheds (Maidment, 2006). The DW digital description 
covers both the natural environment and the man-made constructed infrastructure 
(e.g., dams, water abstraction and discharge systems). It includes time series 
objects, channel objects, spatially-distributed data layers, etc. A key component of 
the DW is the data model (DM), which is a permanent information infrastructure 
that directly links water-flow and environmental processes over large domains and 
multiple scales. DM applies to any type of waterbody, i.e., watershed, lake, 
estuary, coastal area. It digitally describes watershed features including GIS data 
(terrain, stream network, soils, land cover, geology), hydrologic observation data 
(streamflow, groundwater levels), weather and climate data (precipitation, air 
temperature, relative humidity) collected locally, by remote sensing or produced 
by weather and climate models, upland and in-stream water quality data (pollutant 
types and levels, habitat characteristics), and socio-economical data within the 
boundaries of the waterbody. Access to 3rd party and locally acquired multi-
disciplinary data is made available through web services. Historical data and 
recent observational information are stored in a relational database structure so as 
to be communicated via web-portals to geographically remote users. 

Modelling and analysis included in the DW entail process conceptualization 
and methodologies for mapping process input to output. They create a unifying 
framework for the synthesis of field information, improvement of sampling 
strategies, testing of hypotheses, and identification of optimal management 
strategies for complex systems that minimize cost (including environmental 
degradation) and maximize the performance of a water body through feedback 
loops. Conventional model-based simulation approaches make use of a sequential 
process, based on difficult data collection and preparation, periodic and 
disconnected simulations, followed by further disconnected post-processed 
visualization and analyses. This approach increases cost through poor use of 
human and computer resources, loss of information, and excessive offline 
operations that increase the time lag between questions and answers. This 
fragmented approach forces individuals to think inside the box by using highly 
simplified models over small geographic areas, and results in a significant gap 
between what is possible and practical, and between basic research and the 
practice of modelling/visualization. Customized metaworkflows allow to link 
heterogeneous workflows (set of operations that can be executed in order to 
automatically pass the data from one operation in the sequence to the next) and 
software tools (often created by different users using multiple software 
technologies) into user-friendly interactive systems where the data-simulation 
model fusion takes place in real time. 
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The cyber-collaboratory (CYC) is essentially a web portal that allows sharing 
of resources, models, data and ideas by scientists, managers and any other 
interested stakeholders in virtual organizations. The observed and computed 
informations are stored in a digital library (DL), which is a basic database that 
contains historical and new data preserved for further analysis, fusion, 
visualization, added-value processing, and dissemination. The library indexes 
disparate sources of data, models and information using standardized metadata 
description of each source. Successful implementation of processed/synthesized 
data requires rigorous validation and documentation of the quality/uncertainty of 
the stored data and information. Virtual environments enable to employ dynamic 
visualization of the stored data in which interactive intervention is possible and 
encouraged, with heavy dependence on geographic information systems and 
translation through multiple space/time scales. 

2.2   Composite Applications  

Water-related processes are very diverse, still they interfere and influence each 
other. Systems were developed for many of these processes, however, due to the 
complexity of these individual systems on the one hand, and the technological 
limitations and heterogeneous processing of the information systems, on the other 
hand, these systems work mostly independent. 

The need to use and combine heterogeneous applications under a common 
framework, led to the definition of composite applications concept. Composite 
application is a relatively new term in computer sciences, it expresses a 
perspective of software engineering that defines an application built by combining 
multiple existing functions into a new application. Composite applications can be 
built using any technology or architecture [3]. A composite application consists of 
functionality drawn from several different sources. The components may be 
individual selected functions from within other applications, or entire systems 
whose outputs have been packaged as business functions, modules, or web 
services [10]. 

The concept reflects the influence of the globalization tendency applied to the 
information technology sector. Large scale business applications are now 
developed by a large number of individuals, over a long period of time and on a 
variety of platforms, using different technologies. Even more complex business 
applications that provide some flexibility are only good at automating series of 
processes but these often are bridged by individuals using third party data transfer 
functionalities or even basic copy-paste procedures. This slows down the entire 
mechanism severely and grinds productivity to a complete halt in the absence of 
the human factor. Moreover, some applications become necessary after the initial 
components have been built and since most of existing software is monolithic and 
offers poor integration or interoperability features, stitching the components 
together to make a single entity becomes almost impossible. As such, the usual 
approach to this problem was to rewrite the components from scratch and then 
create a new monolithic, integration challenged piece of software [2]. 
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This is why we often see basically the same features ported across different 
platforms under various brand names. Another problem is that software 
developers have been relentless to even take this into consideration because they 
usually create functionalities that offer an acceptable level of security, integrity 
and are closed source (for evident economic purposes). Moreover, since no 
official specifications have ever been compiled that offer an acceptable, cross 
platform technology standard, working with this in mind only complicates 
application structure needlessly. 

Under these circumstances, Composite Applications represent the right 
approach for the development of medium and large IT - systems. Composite 
applications help companies, to deal with heterogeneous IT structures and to 
ensure stable system operation. Appropriate practice and procedure models are 
used, besides the actual techniques and tools for the development of the systems. 

3   System Architecture  

The development of a Water Resource Management System, a web portal based 
on composite application, requires several phases: the identification of business 
processes and data flows, the system modeling, the system and software 
architecture design, implementation and testing. 

 

 

Fig. 3. Composite Application Architecture 

During the modeling phase and system and software architecture design phase, 
an important target is the definition of services and interfaces, which allows a step 
by step development of the system. The architecture of the portal developed by the 
team, named Hydro NETWORK, is presented in fig. 3. 

Such a framework can be used to wrap existing systems, using SOA adapters 
for exposing their functionality as web services, in this way, making them remote-
accessible and specific water resources management systems, like Water 
Management Information System (WISKI), WaterWare or Hydstra, to the SOA 
messaging transport layer or other locally developed applications. 
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In the development of the composite application for water resources 
management, after establishing the system architecture and choosing the 
implementation technologies, the next step was the design of the graphic user 
interface of the Hydro Network portal. The first service that was developed, 
accessible through the portal, is the service for monitoring river basins. The river 
basin or catchment is the geographical area where from a fluvial system, 
consisting of a river and its tributaries, gathers its waters. Through its 
characteristics, the river basin strongly influences the hydrologic processes and 
phenomena. That’s why it represents a reference unit of great importance for 
hydrological studies. 

 
 

 

Fig. 4. Tree representation of a river, its tributaries, and their characteristics 

 

 

Fig. 5. Comparison of river flows 
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The hydrological sciences define with great accuracy the characteristics of 
almost all types of waters, still the information available about the Romanian 
rivers is not easy to obtain from public sources, and even less is available on the 
internet. The developed application is based on data from the Cadastral Atlas of 
Romanian Waters, which contains a detailed description of river parameters and 
historical records of the river data. 

The description of the river basin is represented in a tree type, which allows the 
identification of tributary level (figure 4). Based on the existing records, the 
application allows six levels of tributaries. For each of them, hydrographical data 
are stored. 

The application allows visualization of primary data and of a large variety of 
reports. The reporting tools enables representation both in table form and as charts 
or diagrams (figure 5). 

4   Technologies  

The application was developed using Microsoft Visual Studio 2010 Professional, 
an integrated environment that simplifies the creation, debugging and 
implementation of software, in particular of services. The .NET Framework 4 was 
used for the development and operation of next-generation applications and XML 
Web services, while Windows Communication Foundation (WCF) was used for 
building service oriented applications. By using WCF, data can be transmitted 
from an „endpoint” to another, through asynchronous messages. An endpoint 
service can be part of a continuous service hosted by IIS, or it may be a service 
hosted in an application. An endpoint can be a client of a service that requests data 
from a service endpoint. Messages can be simple characters or words, sent as 
XML, or streams of binary data. 

.NET Language-Integrated Query (LINQ) was chosen as it allows a holistic 
approach to the data sources that adds query facilities for general use in . NET 
Framework [6]. They apply to all sources of information, not just to relational 
databases or XML data. .NET Language-Integrated Query defines a set of 
standard query operators that allow cross transaction, filtering, and search 
operations to be expressed in a declarative manner, in any programming language 
based on .Net. For the data base implementation, Microsoft SQL Server 2008 R2 
was used [6]. Microsoft SQL Server 2008 R2 Reporting Services and Microsoft 
SQL Server Reporting Services Report Builder 3.0 offered a complete platform, 
server based, designed to support a wide variety of reporting requirements that 
enable organizations to provide relevant information where needed across the 
enterprise. [10] 

For the data layer, data sources are diverse. Historical data have to be converted 
from spreadsheet files, database files, or require even manual input, while more 
recent and real-time data require 3S technologies. 3S Technology is an organic 
whole consisting of GPS, RS and GIS. It is an important support technology to 
obtain, store and manage, renew, analyze and apply spatial data, as most of data 
referred by the water resources information are spatial data related to the 
geographical position [4]. 
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Fig. 6. Database structure for reporting services 

The data model for the reporting application is presented in figure 6. The tables 
of AppWS database contain characteristics of rivers and of hydrometric stations. 

The reporting services create two additional databases, ReportServer$CIPROS 
and ReportServer$CIPROSTempDB. 

ReportServer$CIPROS is a SQL Server database that stores simple and linked 
reports, shared data sources, templates, logfiles for reports and security settings for 
the reports. ReportServer$CIPROSTempDB is a temporary database for the report 
server database that stores date about sessions and runtime, reports saved in the 
cache memory and intermediate tables. 

5   The References Section 

Surface waters are classified into stagnant water (seas and oceans, lakes, etc.) and 
running waters (streams - rivers). Groundwater arise from precipitation that 
infiltrates into the soil, or from water infiltration from river or lake beds. 

It is known that between surface water and groundwater is a very close 
connection. In general, the rivers feeding the aquifers in mountain areas receive 
water from underground in lowland areas (fig. 7) [1]. Due to this strong 
interdependence, any change in flow regime and surface levels may lead to 
changes in groundwater levels and vice versa. 
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Fig. 7. Mutual influence of groundwater and river flow  

For the study of the mutual influence of groundwater and river flow, the 
proposed composite application integrates two services that model the two water 
types - surface waters and stagnant waters. There already exist applications that 
model the two processes, but the composite application will allow us to research 
their mutual interference. 

GMS software (Groundwater Modelling System) is used for modelling the 
groundwater and its characteristics. The results will be used both independent and 
in another application that computes surface water characteristics. The combined 
use of both applications will generate the behavioural model of the aquifer, 
influenced by the surface water. For the aquifer computation, a finite element 
method is used. 

The river basin is divided in sectors. The computation is based on a balance 
equation, some parameters being considered constant for a sector and a time 
interval [7]. The two applications communicate on database level. Based on the 
results, even though the model is still a simplified one, some conclusions can be 
derived. Using input variables that express the environmental changes for the two 
applications described above, predictions about the water level can be made. 
Based on these results, appropriate decisions can be taken. 

6   Conclusions 

The development of integrated water management systems must cover a large 
variety of natural phenomena that interfere with human action. Hydroinformatics 
is an area that just targets responsible use of the Earth's most precious resources - 
water, by implementing the knowledge acquired over time about water use, in 
high quality software applications. This can be realised using the advantages of 
composite applications framework. The presented Hydro NETWORK is far from 
being a complete solution. It is a core that will be extended through additional 
services. The progress requires development of more accurate theoretical models, 
as well as input of geo-hydrological data. 
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Abstract. Data centers energy efficiency has become an issue given the rising of 
energy prices and the increase of Web applications, which are hosted, mainly in 
data centers. In order to understand the opportunities for improving data center 
energy efficiency, it is necessary to determinate the real energy requirements for 
one computer application. This article will examine the power chain starting from 
the facility level and ending at the processor level. In this paper a data center  
energy model is proffered along with two important indicators that address energy 
efficiency: the first one is addressing Facility Efficiency and the second one is ad-
dressing IT Efficiency. The energy model is taking into account a global overview 
of the data center (power distribution units, cooling system and the IT system). 
The aim of the research is to find effective solutions to make data center reduce 
power consumption while keeping the desired quality of service or service level 
agreement.  

Keywords: data center, energy efficiency, energy management, efficiency indica-
tors, simulation and modeling. 

1   Introduction 

Data centers are mission-critical components of large companies and frequently cost 
hundreds of millions of dollars to build. Yet few persons understand the true cost of 
managing and operating such facilities. It is estimated that the total data center ener-
gy consumption as a percentage of total US energy consumption has doubled be-
tween 2000 and 2007 and is set to double yet again by 2012 [1]. The high utility 
costs of such an increase is reason enough to address power consumption. 

About five years ago, the need to define and measure energy efficiency was rec-
ognized and it became obvious that the increasing amount of energy necessary to 
power and to cool the IT facilities is also a potential threat to business profitability. 
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Information technology operations are a crucial aspect of most organizational 
operations. One of the main concerns is business continuity. Companies rely on 
their information systems to run their operations. It is necessary to provide a relia-
ble infrastructure for IT (information technology) operations, in order to minimize 
any chance of disruption. A data center contains primarily electronic equipment 
used for data processing (servers), data storage, communications (network  
equipment), specialized power conversion and backup equipment. 

2   Data Center Power Chain 

Data centers use a significant amount of energy to supply three key components: 
IT equipment, cooling and power delivery. The energy required can be better un-
derstood by examining the power used for each level. 

The main power supply entering data centers is used for lights, cooling system 
and security fire protection. Then electricity is converted from AC to low-voltage 
DC power in the Power Distribution Unit (PDU). The low-voltage DC power is 
used by the server’s internal components, such as: the central processing unit 
(CPU), memory, disk drives, chipset and fans. 

The first step in prioritizing energy saving opportunities is to gain a solid un-
derstanding of data center energy consumption. In a data center there are a lot of 
components that consume power. The visible components that consume power 
are: the racks, the servers, the network cables and the power cables. But what it is 
not visible are the CPUs running programs and the constant flow of information in 
and out. From [2], Figure 1 that outlines a typical data center energy consumption 
ratio can be depicted. This is a power analysis of a typical highly available dual-
power path data center with N+1 CRAC units, operating at a typical load of 30% 
of design capacity. 

 

Fig. 1. Power consumption in a typical da-
ta center 

 

Datacenter

Input

Service

Non-IT equipment
Natural 

environment

IT equipment

Power

Renewable 
energy

Electric
energy

Input data

Utility 
Feed

Heat

Output 
according 
to the user 
satisfaction

Reused 
energy

Output

Fig. 2. Data Center Model 

In Figure 2, an energy repartition in a typical data center it is proposed. A data 
center is divided into IT equipment such as servers and non-IT equipment such as 
air-conditioning. Energy is required as input data into the data center and an out-
put, that has to cope with the customer satisfaction, is obtained. The final energy is 
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composed of the grid energy and renewable energy. Output is also accompanied 
by heat, which can be reused. Energy losses can also be found as output in the data 
center. Since the natural environment (for example, a site location in a cold area) 
is a large factor of input, it was also incorporated into this model [3] and [2]. 

 The power consumption is not constant with time but varies according to dif-
ferent parameters. The main are the workload of the data center and the outside 
environment. Modeling the energy efficiency and the losses of the data centers 
equipment is a complex tasks and crucial assumptions yield great errors. First of 
all, the assumption that the losses associated to the power and cooling equipment 
are constant with time is wrong. It has been observed that the energy efficiency of 
this equipment is a function of the IT load and the non-IT equipment (devices  
responsible for cooling and power delivery). In addition, these equipment are 
usually operating at lower than the maximum capacity loads and this increases  
the system’s losses. Finally, the heat generated by the non-IT equipment is not  
insignificant see [2]. 

3   Data Center Indicators  

An indicator/a metric is a scale for measuring some important characteristics of a 
system. This includes a procedure or methodology for making the measurement. 
Implementing a metric allows the manager of a system to know how well the system 
is performing at some point in time. This makes it possible to adjust one or more pa-
rameters of the system and assess system’s impact when measured again utilizing 
the same metric. In this way it becomes possible to optimize whatever aspect of the 
system that the metric quantifies. To obtain a specific desired goal for the system, 
however, the particular metric one utilizes must be chosen carefully. Using the 
wrong metric in this process will lead to either erratic or invalid results. 

Energy efficiency metrics can be used to shape energy efficiency strategies, and 
to determine the effectiveness of the measures to reduce energy consumption. 
Over time, the data center managers and industry people tried to develop a  
universally accepted metric for data center efficiency [4]. 

Today, there are many metrics that communicate different aspects of data center  
efficiencies, and there are more being created. One should not look at only one metric 
in particular. The same is true for assessing the efficiency of a data center. A data  
center is best characterized by a series of metrics that should interact with each other. 

In this chapter two important indicators that address energy efficiency will be pre-
sented. One is addressing Facility Efficiency and one that is addressing IT Efficiency. 

3.1   Power Usage Efficiency – PUE  

The PUE (Power Usage Effectiveness) - see [5] - is defined, as a ratio between the 
Total Facility Power and the IT Equipment Power. The PUE indicates how much 
power is used by the facility infrastructure to power and cool the IT equipment, 
and to power the redundant distribution systems required for maintaining the  
expected availability and reliability. 
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If the data center were 100% efficient, all the power supplied to the data center 
would reach the IT equipment. In the real world however there are numbers of 
ways the electrical energy is consumed by devices other than IT loads, because of 
the practical requirements of keeping IT equipment properly housed, powered, 
cooled and protected so that can provide its useful computing. Non-IT devices that 
consume data center power include such things as transformers, uninterruptible 
power supplies (UPS), power wiring, fans, air conditioners, pumps, humidifiers 
and lighting. 

PUE is a very complex metric. To correctly use this metric it is very important 
to understand first of all the load components and second the categories of mea-
surement. Below the components and the sub-components involved in the  
computing of this metric as well as the different levels of implementation and the 
categories for measurement of the PUE are summarized see [6] and [7]. 

• IT Equipment Power This includes the load associated with all the IT devic-
es, i.e. compute, storage and network along with supplemental equipment i.e. 
KVM switches, monitors, and workstations/laptops used to monitor or oth-
erwise control the data center. 

• Total Facility Power This includes all IT Equipment power as described 
above plus everything that supports the IT equipment load. 

There are two fundamentally different methods for obtaining data necessary to make 
the PUE calculation. One can either estimate the power by using available informa-
tion on the equipment factoring in appropriate operational and ambient properties, or 
one can measure the actual power consumption of the required components. 

For a dedicated data center, the total energy in the PUE equation will include 
all energy sources at the point of utility handoff to the data center owner or opera-
tor. For a data center in a mixed-use building, the total energy will be composed of 
all the energy required to operate the data center, similar to a dedicated data cen-
ter, and should include cooling, lighting, and support infrastructure for the data 
center operations. 

Table 1 is presenting different levels of implementation for the PUE with the 
position of each power meter ([8]) as well the categories for each one (the four 
categories for the measurement of the PUE were proposed in U.S. Department of 
Energy (2010)). 

Table 1. The different levels of implementation and the categories for PUE measurement 

 PUE0, PUE1 
Level 1 (Basic) 

PUE2 Level 2  
(Intermediate)

PUE3 Level 3  
(Advanced) 

IT Equipment Power 
Measurement 

UPS PDU Server 

Total Facility 
Equipment Power Mea-

surement 

Data center  
Input power 

Data center power in-
put power less shared 

HVAC 

Data center input 
power less shared 

HVAC plus building 
lighting 

Minimum Measurement Monthly Daily Continuous 
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The PUE of a data center is not a static value. Varying server and storage utili-
zation, the fractions of design IT power actually in use, environmental conditions, 
and other variables strongly influence PUE. 

The PUE is a metric that can deliver useful information about the losses in the 
data center. It is known that different types of cables and different components can 
provide different losses. 

Because the PUE is a metric that becomes a concern for many data center man-
agers, a great number of enterprises developed PUE calculators (42u.com and 
Baudry K J Site) or proposed algorithms [10]. 

While PUE it is a good metric to drive overhead power use down, it doesn’t 
address the efficiency with which the computing equipment is applied. For exam-
ple, you could have a meager low-level of compute utilization, but still achieve a 
small PUE value, if the denominator from the formula increases. This metric pro-
vides an overall measurement of the infrastructure efficiency i.e. higher values 
relative to the peer group suggest higher potential to improve the efficiency of the 
infrastructure systems (HVAC, power distribution, lights) and vice versa. 

The PUE metric can be also depicted as divided into the following components 
([6]): 

 PUE =
 Cooling Load Factor (CLF)+Power Load Factor (PLF)+IT Load Factor (ILF)

IT Load
 (1)

Where: 

• Cooling Load Factor (CLF) - Represents the total power consumed by chil-
lers, cooling towers, computer room air conditioners (CRACs), pumps, etc. 

• Power Load Factor (PLF) - Represents the total power dissipated by switch-
gear, uninterruptible power supplies (UPSs), power distribution units 
(PDUs). 

In this chapter it will be showed that even if PUE was very quickly implemented 
and adopted by the industry, it doesn’t show how effective the energy is used by 
the IT equipment in a facility. This metric mainly indicates how efficient is the 
cooling equipment. 

The power consumed by the cooling components and the power consumed by 
the delivery components are all related to the power consumed by the IT equip-
ment. Based on this, we can establish a relation between the power consumed by 
the cooling components, the power delivery components and the power consumed 
by the IT equipment. It can be stated that the power consumed by the cooling 
equipment is equal to the power consumed by the IT equipment plus the power 
used by the delivery components. 

Pcooling
heat  = PIT

heat  +Pdelivery components
heat  (2)

Also: 

Pcooling
heat  = e •Pcooling

electric  (3)
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PIT
heat  = e •PIT

electric  (4)

Pdelivery components
heat  = e •Pdelivery components

electric  (5)

Where e is an amplification factor. 
On the other hand, the Total Facility Power represents the sum of the power 

consumed by the IT Equipment, the Power Delivery Components (UPS, switch 
gear, generators, PDUs, batteries and distribution losses external to the IT equip-
ment), the Cooling system components (chilies, computer room air conditioning 
units (CRACs), direct expansion air handler (DX) units, pumps, cooling towers) 
and other miscellaneous component loads such as data center lighting. 

Total Facility Power =  Pdelivery components + Pcooling + PIT
 (6)

From this statement it can de inferred that: 

 PUE =
Total Facility Power

IT Power
 (7)

 PUE =
Pcooling

electric + PIT
electric + Pdelivery components

electric

 PIT
electric

 (8)

  PUE =
Pcooling

heat  + PIT
heat  + Pdelivery components

heat

PIT
heat

 

 
(9)

 PUE = 2 •
Pcooling

heat

PIT
heat

 (10)

This equation reinforces what it was said: this metric does not account for the 
energy efficiency of the IT itself [11]. 

Since this metric does not account for the efficiency of the IT itself, it is  
important to note that if a data center has a low PUE, there may still be major op-
portunities to reduce overall energy use through IT efficiency measures such as 
virtualization, etc. The ability to decrease PUE is also affected by climate (e.g. 
free cooling offers much greater potential in cooler climates). 

The PUE metric it will be more relevant and will deliver more relevant infor-
mation if it is used along with a Cooling Metric. The cooling metric which is pro-
posed is the Data Center Cooling System Efficiency. This metric is defined as a 
ratio between the Average Cooling System Power Usage and the Average Cooling 
Load in the Data Center. The cooling load represents the amount of heat that must 
be removed and it is equal to the rate the heat is generated plus the net flow of heat 
into the system not associated with cooling. 
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3.2   Data Center Energy Productivity - DCeP 

The focus on the efficient delivery of power to IT equipment has been useful, but 
given that infrastructure efficiencies are flattening out and processing power con-
tinues to improve exponentially. Any effort to manage the energy efficiency of the 
data center must start seriously focusing on IT efficiency as well. 

The ideal metric should work on whatever workload the data center is currently 
processing and not substitute or inject any sort of synthetic workload. The metric 
should take into account that not all tasks that a data center performs have equal 
value to the end user or the business interests of the owner of the data center. It 
should account for the fact that the value of a task is a function of time. Based on 
the needs of the customer (which may be formalized in a Service Level Agree-
ment [SLA] contract), some tasks have more or less value depending on the 
elapsed time required to run to completion. Other tasks have a constant value up to 
some absolute time deadline. When the deadline passes, the value drops, perhaps 
to zero. This metric should also be able to account for these concepts. The metric 
should recognize the fact that each data center operator will have a different take 
on the value of each of the various tasks that it runs during a given period of time. 
Finally, the metric should utilize LEAN principles, in other words, it should only 
give credit for work that is useful to the end customer see [6]. 

An SLA [12] sets the expectations between the consumer and provider. It helps 
define the relationship between the two parties. It is the cornerstone of how the 
service provider sets and maintains commitments to the service consumer. 

The SLA encapsulates many ”behind-the-scenes” factors that contribute to 
energy consumption. 

While the PUE metric mentioned above is extremely useful to provide insight 
on, and help manage, facility infrastructure, they provide no guidance as to how to 
manage the IT equipment within the data center. Understanding the limitations of 
existing metrics determines us to look for means to measure the output of these fa-
cilities metrics that establish the Useful Work produced by the data center. 

The DCeP ([13]) is a metric that quantifies the useful work that a data center 
produces based on the amount of energy it consumes. This is the first metric that 
measures the actual productivity of the data center, because it takes into considera-
tion the level of satisfaction related to Service Level Agreement. 

Useful work is defined to be the sum over i of all tasks 1 through M initiated 
within the assessment window multiplied by a time-based utility function accord-
ing to the SLA. The factor Vi assigns a normalized value to each task so that they 
may be algebraically summed. Ti  eliminates all tasks that are either initiated prior 
to the assessment window or are initiated within the window but do not complete. 

Based on the need of the customer this metric would be fine if the so-called 
useful work wouldn’t be so hard to compute. In conclusion a current weakness of 
this formulation is that the metric is quite difficult to compute and that the defini-
tion of the metric requires some manual intervention to define tasks types and as-
sign values and utility functions or each task type. Because of this, other  
productivity proxies were developed such as: Weighted CPU Utilization. 
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4   A Data Energy Center Model 

Energy proportionality is the degree to which the electrical energy consumed by a 
data center depends on the traffic load placed on it. An energy model is needed to 
guide the optimization process. 

The model must account both for the energy consumed by servers and the ener-
gy consumed by the data center infrastructure supporting those servers. Rather 
than developing a single unified model, the problem will be approached from a 
number of different angles, cover several design choices, and synthesize a collec-
tion of data center models. Since data centers are highly complex and evolving 
systems, some architectural details will be abstracted away. 

Understanding and modeling data center power consumption is a complicated 
undertaking. Individual data centers are highly complex systems, with a number of 
interacting mechanical, electrical and computational sub-systems. The power con-
sumed by the cooling system, for example, can depend both on the nature of the 
airflow in the server room and on the server load balancing algorithms being used. 

Network

Power Delivery 
System

IT Equipment 

Cooling System
Energy

Energy Heat

Energy

Internet

Request

Affinity

Energy

 
Fig. 3. Energy path in a typical data center 

Figure 3 explains the existing relations between the different components of a 
data center. The energy consumed by servers is influencing the consumption of all 
the other components. Thus, minimizing the server’s consumption will have sig-
nificant repercussions on the overall consumption of the data center. 

The approach is to focus on the three data center sub-systems that typically ac-
count for almost all of the power consumption. It outlines how they consume elec-
tricity, and describes the mathematical formula that models the relationship between 
each sub-system’s electricity consumption and the data center’s utilization level. 

The three sub-systems on which the approach will focus are [14]: IT equipment 
(servers), Cooling (CRACs, chillers) and Power distribution (UPS’s, PDUs). It 
was assumed that other sub-systems, such as lighting draw a small (1%) and fixed 
amount of power, independent of utilization levels. 

4.1   IT Equipment Energy Consumption 

Even if the IT equipment power includes the load associated with all the IT devic-
es, i.e. compute, storage and network along with additional appliances i.e. KVM 
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switches, monitors, and workstations/laptops used to monitor or otherwise control 
the data center, in the approach will be used only the energy model for the servers. 

The studies ([15]) concluded that server’s power consumption could be approx-
imated with reasonable accuracy using a simple linear model. Idle data centers 
consume large amounts of electricity (more than half of their peak power in the 
studied data centers) and electricity consumption rises, roughly linearly, in  
function of CPU utilization u. Thus: 

PIT  (u) = Pidle  +(Ppeak  •Pidle ) ·u  (11)

Where: Pidle  is the total power consumed by the servers when they are all idle; 
Ppeak  is the total power when all servers are at peak load; Pidle  and Ppeak  de-
pend on the specific server hardware used and the number of servers in the data 
center, and so can vary from data center to data center. 

If the server hosts virtual machine, then, the Pidle  can de express as a function 
of number of cores that the server has and the number of virtual machine hosted: 

 Pidle (Ncore, NVM ) = Pidle default  +(Nmaxcore − Ncore ) ·a+NVM  ·b (12)

Where: Pidle de f ault  is the total power consumed by the servers when they are all 
idle and there is no virtual machine running on the server; Nmaxcore  are the serv-
er’s number maxim of a cores; Ncore  are the server’s number of core used; NVM  
are the total number of virtual machines running on the server; a, b  constant that 
depend on the server’s type 

Because the server’s numbers of cores that are used can be changed only from 
Bios, and it cannot be modified this number dynamically, the equation can be re-
duced at: 

Pidle (Ncore, NVM ) = Pidle default  +NVM  ·b  (13)

In Table 2 several servers as well as their characteristics are presented. The power 
curves are constructed using data from published SPECpower benchmarks  [16]. 
The SPECpower benchmark  is designed to simulate how efficiently a machine 
can run a typical business application on an enterprise Java platform. 

Table 2. Different types of servers 

   Machine CPU Cores Disk Rate Peak 
Power 

Idle 
Power 

a b 

Fujitsu TX150 Xeon 4 HDD 0.08 112 W 24.3W - - 

IBM X3250 Xeon 4 HDD 0.06 113 W 42.3W - - 

SGI XE250 Xeon 8 HDD 0.10 322 W 187 W - - 
Dell R610 Xeon 12 SSD 0.27 242 W 61.9W - - 

HP DL170h Xeon 48 SSD 1.00 952 W 219 W - - 
G-SCOP Intel 4 HDD - 78.39W 48.3W 2.5 1 
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4.2   Cooling System Energy Consumption  

The electricity entering a data center is dissipated as a large amount of heat that 
must be evacuated from the building. The following abbreviations will be used in 
the algorithm: 

• PRF  - power on the floor - power used by the facility 
• PIT  - power needed by computers and additional IT equipment 
• PPDU  - power used by the power delivery units 
• PCRAC - power used by the computer room air conditioning unit fans 
• PChiller - power used for refrigeration by the chiller unit 

The total power on the floor can be express as [17]: 

PRF  = PIT  +PPDU  +PCRAC  +PChiller
 (14)

Computer Room Air Conditioners (CRAC’s) and fans are used to remove hot air 
from servers on the data center floor and bring in fresh cooler air. Conventional 
CRAC’s transfer heat from the air to a fluid coolant (e.g., water) that is then 
pumped to large chillers or cooling towers in another part of the facility. The heat 
is expelled into the external atmosphere and the cooled fluid is circulated back to 
the CRAC’s. 

The cooling system’s energy it is modeled as a function of the thermal load 
placed on it. 

The sections below develop CRAC and chiller energy models. In the modeling 
it will be ignored the energy consumed by other components like pumps and hu-
midifiers. 

4.2.1    CRAC Unit 

The cooling cost is defined as [18] and [19]: 

PCRAC  =
PIT

CoP(Tsup )
 

(15)

Where: 

• CoP is the coefficient of performance of the CRAC set to supply cold air 
at Tsup temperature 

• Tsup  is the temperature of the supplied cold air and it characterizes the 
efficiency of a CRAC, i.e. it is defined as the ratio of the amount of heat 
removed by the cooling device to the energy consumed by the cooling 
device performing the removal. 

The CoP  model used for water-chilled CRAC units in a HP utility data center it 
is [18]: 

 CoP( T) = (0.0068 · T2
sup +0.0008 · Tsup +0.458) (16)



Energy Efficiency Dependency Analysis for a Data Center 317
 

4.2.2    Chillers 

Chillers extract heat from a coolant fluid and return that fluid to the CRAC units. 
Among other factors, chiller power consumption depends on the amount of heat 
extracted and on the selected return temperature for the fluid. 

Note that the thermal load can be expressed as a function of the IT power 
PIT(u) and so is a function of CPU utilization u. 

All raised floor power needs to be cooled by the chilling system, which re-
quired power for refrigeration (under steady state condition, the total raised floor 
power equal to the total cooling power): 

Pchiller  =
PRF

CoP
 (17)

The coefficient of performance is equal at: 

 CoP = -1+
TcwRT  

TchwST

+
1

Qevap

  ·
qevap  · TcwRT

TchwST

 - qcond









·  fHX

 (18)

where: 

• TcwRT  = entering (return) condenser water temperature (Kelvin) 
• TchwST  = leaving (supply) evaporator water temperature (Kelvin) 
• Qevap  = evaporator load 
• qevap  = rate of internal losses in evaporator 
• qcond  = rate of internal losses in condenser 
• fHX  = dimensionless term 

Most papers assume an average CoP= 4.5 [17]. 
The HVAC and data center communities have developed chiller power models 

Table 3 that will be used directly. A set of chilled water plant models specified by 
the California utility Pacific Gas and Electric (PG&E) [20] as energy efficiency 
guidelines for data centers are deployed. The PG&E models are for entire chilled 
water plants were measured following the requirements: 

• 24H/ 7 days 
• The baseline chilled water supply temperature set-point is TchwST =  6 

°C, constant 
• The baseline cold condenser water temperature set-point is TcwRT =  26 

°C, constant 

Table 3. Chiller function 

Chiller Capacity Full load Power model
HP (variable) 600 ton 0.28 kW/ton Pchillers (u) = 0.022+0.055 ·u+0.026 ·u2  

HP (constant) 650 ton 0.36 kW/ton Pchillers (u) = 0.009+0.017 ·u+0.054 ·u2  

PG&E (A) >300 ton 0.68 kW/ton Pchillers (u) = 0.030+0.069 ·u+0.094 ·u2  

PG & E (B) <300 ton 0.85 kW/ton Pchillers (u) = 0.013+0.104 ·u+0.122 ·u2  
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4.3    Power Distribution System Energy Consumption 

Data centers have intricate power management infrastructures that accept high 
voltage AC power from an electrical utility, process that power, and deliver an un-
interrupted low-voltage supply to the IT equipment. This infrastructure can im-
pose a significant overhead: even in recently built facilities, distribution losses can 
account for more than 10% of the total electricity [21]. 

The efficiency of the power distribution system is related to the electrical load 
placed on it. Since the loads (IT and cooling) are functions of utilization, the  
distribution system’s losses can be also modeled as a function of data center CPU 
utilization u. 

In a conventional data center, power from the utility is first converted to me-
dium voltage power (using a large and efficient transformer) and then fed into one 
or more central uninterruptible power supplies (UPS’s). The role of the UPS is to 
provide temporary power if utility power fails, until local generators can be 
brought online. 

Table 4. PDU function 

PDU Type Efficiency 
40 % load  

Efficiency 
10% load 

Loss Model

Standard 96% 93% PPDU (u) = 0.0065+0.0080 ·u+0.0553 ·u2  

Energy Star 97% 96% PPDU (u) = 0.0037+0.0055 ·u+0.0512 ·u2  

Premium 99% 97% PPDU (u) = 0.0033+0.0166 ·u2

Table 5. UPS function 

PDU Type Efficiency 
40 % load  

Efficiency 
10% load 

Loss Model

APC [23] 
(delta-c) 

96% 88% PUPS(u) = 0.013+0.006 ·u+0.011 ·u2  

APC [23] 
(double-c) 

91% 75% PUPS(u) = 0.013+0.006 ·u+0.011 ·u2  

Eaton [24] 94% 88% PUPS (u) = 0.059 ·u+0.013⋅ 0.007 ·u+0.074 ·u1.843

Average [24] 91% 79% PUPS (u) = 0.024+0.027 ·u+0.038 ·u2.315 

 
Sometimes redundant parallel UPS’s are used, so that a UPS failure can be 

masked. Power from the UPS is then stepped down to a lower voltage (commonly 
using less efficient transformers) and then delivered to power distribution units 
(PDUs) that are located near servers. Each PDU performs another voltage  
conversion, along with other power conditioning tasks, and supplies multiple IT 
equipment racks (a PDU may supply 20-60 racks, with 10-80 servers per rack, de-
pending on the types of servers and PDU capacities [22]). Some energy is also lost 
in the wiring and switchgear. 

For the PDU the following function expressed in Table 4 are deployed. The 
used models for the UPS can be found in Table 5. 
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5   Validation of Algorithm and Results  

The model described above was implemented in Matlab/Simulink. Figure 4 shows 
the Simulink energy model and Figure 5 depicts the IT model. 

Table 6. The parameters used in simulation 

The parameters used in simulation Simulation (Figure 6) Simulation (Figure 7) 
Enter the server model 1 to 6 (1: Fujitsu; 
2:IBM; 3:SGI; 4:Dell; 5:HP; 6:G-SCOP)

6 5

Number of virtual machines 3 1 
Numbers of servers 1 2

Ambient temperature from 20 to 38 30 26
Enter the chiller model 1 to 4 4 4 
Enter the PDU model 1 to 3 2 1 
Enter the UPS model 1 to 4 1 1 

Resulting PUE 1.53 1.04 
 

 
Running a simulation test the following results illustrated in Figure 6 and  

Figure 7 were obtained: 
 

Fig. 4. Data Center Matlab Model 

 

Fig. 5. IT Matlab Model 

Fig. 6. Result 1 

 

Fig. 7. Result 2 
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6   Conclusions  

Data centers are highly complex and evolving systems and in the process for in-
creasing their energy efficiency a global approach has to be considered. This ar-
ticle has examined the power delivery chain starting from the facility level and 
ending at the processor level. A data center energy model is proffered along with 
two important indicators that address energy efficiency: the first one is addressing 
Facility Efficiency and the second one is addressing IT Efficiency. The proposed 
energy model takes into account the different types of servers with different levels 
of availability and power consumption, as well as the global overview of the data 
center (power distribution units, cooling system and the IT system). The energy 
consumed by servers is influencing the consumption of all the other components. 
Thus, minimizing the server’s consumption will have significant repercussions on 
the overall consumption of the data center. The problem is to minimize the energy 
consumed by servers taking into account the global vision of the data center and 
the different degrees of freedom [25]. An energy model it is very important to test 
the different optimization scenarios and to examine the gain obtained by reducing 
the data center power consumption while keeping the desired quality of service or 
service level agreement 

Concluding, our future work will deal with the problem of selecting a power ef-
ficient configuration and a corresponding mapping algorithm for the multiple run-
ning applications. The major problem that dynamic migration has to deal with is to 
decide what is the best location for executing a new job, depending on the re-
sources it requires in order to fulfill its QoS (quality of service) and according 
with the provider targets for power efficiency, reliability, etc ([26]). The schedul-
ing policies are usually used to balance the systems load effectively or achieve a 
target quality of service (QoS). The need for a scheduling algorithm rises from the 
requirement of most modern systems to perform multitasking (execute more than 
one process at a time) and multiplexing (transmit multiple flows simultaneously). 
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Abstract. This paper introduces the current design of an intelligent building 
management framework. This framework consists of a service-oriented device 
network, a simple controller that can interoperate with a variety of devices, 
platforms, and networks, and a set of applications that allows users to design and 
compose control policies and services. This framework allows users to contribute 
information about policies, devices, and control services, and allows end users to 
compose control and policy services to be executed.  

Keywords: service oriented, intelligent building management, policy based  
computting. 

1   Introduction 

This paper presents the overall architecture for the FCINT project [1] (Ontology-
based Service Composition Framework for Syndicating Building Intelligence). 
This project aims to provide a service-oriented approach to control and manage 
building facilities via intelligent controllers. 

Recently, numerous smart home projects have been initiated around the world, 
and they addressed various aspects of home applications and control. Specifically, 
Tiresias.org lists hundreds of smart home projects ranging from security, solar and 
wind energy efficiency, home appliances, smart workplace, voice-activated 
control, RFID, to elderly care and comfortable living for the physically impaired, 
hearing impaired, and visually impaired people. In the U.S., Arizona State 
University [2],[3], Duke University [4], Iowa State University [5] and Washington 
State University [6], among many other universities, have their smart home 
projects. In Europe, the SOFIA project [7] created its own version of smart home 
that outlines several generations of smart home. The DEHEMS project 
(www.dehems.org) and the FCINT project have also advanced in that direction. 
The Hydra project [8] just ended involved many countries and proposed a service-
oriented network to support smart home applications. The SENSEI project 
connects devices with ontology for cyber-physical applications. 
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Organizations such as Cisco, Home Depot, ETRI, IBM, Intel (Home Energy 
Management) [9], Microsoft (Microsoft Future Home) [10], Philips, Siemens [11], 
and Toyota [12] have their own visions and projects. For example, the Microsoft 
Future Home uses voice recognition, cellular phones, cloud computing, visual and 
interactive wallpaper, and intelligent human-computer interaction to enhance daily 
living. The Siemens Smart Home Solution [11] is based on cellular phones and 
addresses comfort, security, energy (HVAC and lighting), healthcare, 
communication, and entertainment. 

These projects have different focus and objectives, and involve different 
technologies. For example, Washington State University focuses on data mining 
and learning from data to support various activities and consumption; the HYDRA 
project proposed a tiered architecture and initiated a service-oriented approach for 
facility management; the SOFIA project aimed at providing great life experience 
supported by knowledge engineering; the Intel project provides computing 
processors to support smart home applications; the Siemens project leverages its 
large pool of devices and know-how to support a wide range of home activities. 
One may classify these projects as related to hardware (such as Intel), to devices, 
to data mining and optimization, to energy (solar panels and efficient buildings), 
to knowledge engineering (ontology, reasoning, and learning), and to user 
interface and experience (such as interactive wallpapers). 

This project aimed to develop an infrastructure for people to share their 
building control services using a service-oriented platform. It will be an open 
platform to allow different people to participate and contribute: end users may 
contribute their profiling and preference data, device companies can supply device 
information including functional descriptions and input/output, software 
developers can contribute their control and policy services. In this way, both users 
and developers can compose new services by mashup for their application. 

This project will provide an infrastructure for controlling building facilities 
with the following features: 

 
A. The infrastructure should minimize the change to the existing infrastructure 

or installation; 
B. The infrastructure should allow different people to contribute different parts 

of the system including information related to control devices, control 
policies, buildings, weather, and energy consumptions. It should allow 
changes to be made while keeping track of these changes;  

C. End users can be able to understand, discovery, compose, or select 
appropriate control or policy services from the server for their buildings 
based on their own preferences. 

 
This paper is structured as follows: Section 2 reviews the related work on device 
control. Section 3 presented the roadmap for the FCINT project. Section 4 
illustrates the software architecture of the FCINT project. Section 5 concludes this 
paper. 
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2   Related Work on Device Interoperability 

Recently, significant progress has been made in control devices with respect to 
device interoperability, e.g., how different devices from different companies can 
communicate and cooperate to perform missions. Numerous research 
organizations have proposed service-oriented infrastructure to support device 
interoperability. Most notable approaches include SODA [13], DPWS, and earlier 
UPnP and OSGi (www.osgi.org). A common thread of these approaches is to 
wrap the functions provided by devices as services that can be published, 
discovered, composed, executed, and monitored, just like software services in 
enterprise computing. 

For example, SODA, supported by SODA Alliance with 27 partners from 6 
countries, is an OSGi-based service-oriented architecture for connecting sensors 
and actuators. The SODA Stack consists of four layers from presentation, ESB, 
adapter, and device from top to bottom. The Stack provides a logical model for 
interfacing devices into the enterprise. In this way, the control devices will act like 
software services in enterprise computing without any software installation. Any 
new devices wrapped according to the SODA specification can be added to the 
network, and cooperate with numerous devices already in the network without any 
modification to the device. The adapter layer, through the SOA binding 
framework, bridges the gap between the device drivers and the communication to 
an Enterprise Service Bus (ESB) [14]. Its responsibilities are handling the session-
level communication and device registration on the ESB. The Eclipse Foundation 
[15] has developed a Device Kit for SODA-compliant medical devices. The ESB 
layer can be any ESB suite installed in the enterprise. The Situation Layer includes 
all applications that respond and interact with the lower levels. 

DPWS, a new international standard based on SODA, is supported by industrial 
giants such as Microsoft, Nortel, Red Hat, and Schneider Electric. It is an open-
source specification on top of SODA. The DPWS uses WS: Addressing [16], WS: 
Discovery [17], WS: Eventing [18], SOAP [19], and XML [19]. In the EU 
SIRENA project, Schneider Electric produced early DPWS-compliant embedded 
devices [20]. Furthermore, SOA4D (Service-Oriented Architecture for Devices) 
[21] has established a website to host open-source solutions to support SODA, 
DPWS, and related technologies. As of February 2011, it has listed only 8 projects 
in two application areas. 

WS4D is another organization that provides information related to DPWS. It 
uses WS-Discovery, WS-Eventing, WS-MetaDataExchange [22], WS-Transfer 
[23], WS-Security [24], WS-Policy [25], WS-Addressing, SOAP-over-UDP [26], 
SOAP, WSDL, XML, and XML Schema [19] as its stack of technology. The main 
applications of WS4D include cellular phones, wireless sensor nodes, and 
automation devices. UPnP shares many objectives with DPWS, and DPWS may 
eventually replace UPnP. UPnP has many standard SOA features such as media 
and device independence, user interface control, operating system and 
programming language independence, programmatic control, extensibility, and it 
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supports device addressing (based on IP), discovery, description, control, event 
notification, and presentation. The standard provides a set of specifications for 
secure messaging, device discovery, description and eventing from a device 
exposed as a web service. In DPWS a device is identified by a Hosting Service. 
Essentially, DPWS brings most SOA features from enterprise computing to the 
device level. 

Many existing standards are available to connect devices in a network for 
building facility management such as LonWorks [27] (ISO/IEC 14908.1 standard), 
KNX [28] (ISO/IEC 14543-3 standard), and BACnet, and BACnet is a standard 
developed by the American Society of Heating, Refrigerating and Air-Conditioning 
Engineers (ASHRAE) supported by approximately 190 device vendors. 

3   Roadmap of Control Devices 

Smart home controllers can be divided into the following generations: 
 

1. Networked: Devices are connected either via wired or wireless networks, and 
they can be remotely controlled via standard-based protocols such as BACnet 
standards. This is the current state-of-practice as many modern buildings are in 
this state, including the Palace of Parliament in Romania. Most devices in the 
Palace are connected, and many of them have sensors to detect movement. For 
example, the lights will automatically turn on once the sensors detect human 
movement in the room in the Palace today. 

2. Service-oriented networks for devices: Devices are not only connected, but 
their services can also be published, discovered, composed, executed, and 
monitored in a service-oriented manner using standard-based protocols such as 
SOAP, WS-eventing, and WS-addressing. This is the current state-of-the-art, and 
DPWS is a representative standard. However, the design, implementation, and 
experience of using this approach are just beginning to appear in the literature. 
Applying existing standards in SOA leverage significant technologies that have 
been developed, however, most these protocols and standards have been 
developed for enterprise computing, the applicability of these to building facility 
control needs to be validated by further research and experimentation. In this 
generation, user applications need to be map to device services that have been 
published. 

3. Policy-based computing with simulation and ontology: Devices are not only 
connected on a service-oriented network, but also user control services including 
policies can be published, discovered, composed, executed (or enforced). This is 
further supported by simulation so that users can simulate the behavior before 
deploying policies to be enforced. Currently, there is no standardized solution for 
device networks at this time. While policy enforcement for enterprise computing 
has been studied [29],[30],[31],[32], and policy enforcement has standards such as 
WS-Policy, specific policy enforcement for device networks has not been 
addressed. Instead, WS-policy has been proposed in the DPWS stack. In WS-
policy,  policies are enforced at the beginning of a service call in enterprise 
computing, but policies in a device network may need to be enforced at all times 
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(e.g., a temperature detector needs to enforce a policy of low temperature for a 
room at all times). Thus, policy standards for enterprise computing can be used at 
a higher layer, but at a lower layer, a new kind of policy mechanisms including 
policy specification, discovery, and enforcement for a device network will be 
needed. The low-level policy may be device-specific or application-specific, but 
will often focus on specific functions of the concerned device. 

4. Intelligent control: In this phase, massive data concerning intelligent 
buildings such as devices, weather, BIM, and personal preferences will be 
available for data analysis, and computational intelligence can be applied to data. 
While numerous data mining and computational intelligence algorithms are 
available such as those done by the CASAS project, it is necessary to experiment 
these algorithms on buildings with devices connected in a service-oriented device 
network. 

4   Current Project Components 

In figure 1 the overall project architecture is illustrated. Central to the architecture 
is the client side Smart Building Controller. The client will host a service-oriented 
infrastructure that allows various services and policies to be installed and 
configured for execution and device control. Once a new service is loaded, the 
client will have a different behavior. The client will have an event-driven 
architecture (EDA) [33] and runs in real time to handle various events. 

 

 

Fig. 1. The FCINT software architecture 
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4.1   The FCINT Smart Building Controller 

The FCINT Smart Building Controller [34] is a service-oriented application that 
runs in the premises of a building environment to control. It’s to control the devices 
and installations in the building by means of policy-based web service policy 
orchestration. 
 

 

Fig. 2. The FCINT Smart Building Controller console  

A simple scenario for demonstrating the policy-based approach of the SBC 
operation is a policy of the form: 

If the windows are open, stop the air conditioner. 
In this scenario there are two web services orchestrated by the SBC: 

-Air_Condition_1 
-WindowService 

Air_Condition_1 receives commands from the SBC as web service calls and 
controls the air conditioning units. The WindowService receives status requested 
from the SBC as web service calls and returns the state of the windows.  This 
policy can be expressed as a rule of the form:  

on (WindowService.window_opened_event) if 
(Air_Condition_1.IsOpened()=true)  then Air_Condition_1.Close() do log_error 

The WindowService registers the window_opened_event with the Smart Building 
Controller. The event triggers the policy that checks the status of the air conditioner 
by invoking the Air_Condition_1 service instance. If the air conditioner is running 
then the policy enforcement invokes the Close() method. If the call to the service 
results in an error, the compensation action log_error is performed. The result of the 
policy enforcement is translated into the appropriate call to the air conditioning 
control web service that shuts down the air conditioning devices. 
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4.2   The FCINT Simulation Framework 

The FCINT Simulation Console (figure 3) and Simulation Engine (figure 5) 
constitute a service oriented web application that allows:  
 
a) The estimation of operating costs (consumption) of devices and facilities 
in a building, without their mandatory physical installation on site. Optionally, 
however, the simulator can estimate the energy consumption of real devices and 
installations controlled by a Smart Building Controller. This is achieved by the 
service composition mechanism between the FCINT Simulation Engine and the 
SBC Web service.  

b) Testing the response of a Smart Building Controller to external events. 
This is achieved by creating various simulation scenarios (figure 4) in the 
simulation console, which contain events that are sent for execution to the Smart 
Building Controller during the execution of the scenario. The types of events are: 
Start/Stop commands for real devices and custom events that can originate from a 
real device. Upon receiving a custom event, the Smart Building Controller 
executes one or more event-triggered policies that specify the SBC behavior in the 
event of their occurrence, using a rule-based policy approach. 
      
 

 

Fig. 3. The FCINT Simulation Console 

The FCINT Report Generation service (figure 6) allows the Simulation Console 
to create a PDF report of a simulation. The report (figure 7) summarizes the 
energy, water, gigacallory and fossil fuel consumption and estimated costs for the 
duration of a simulation. The generated reports are PDF files that are an estimate 
of the total utility bill for the operation of a building environment. 
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Fig. 4. A simulation scenario containing command and custom events 

 

Fig. 5. The FCINT Simulation Engine 

 

Fig. 6. The FCINT Report Generation Service 
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Fig. 7. Sample FCINT PDF simulation report 

4.3   The FCINT Policy Management System 

In the FCINT Smart Building Controller, users can specify control policies for 
their buildings according to their preferences. A policy is a set of rules that 
specifies constraints on the execution of the workflow. In this case, policies apply 
to the Smart Building Controller's orchestration workflow. Policies are loaded and 
enforced at runtime by the SBC using dynamic code generation. The FCINT 
Smart Building Controller uses PSML-P policy specification language [35] for 
policy enforcement. 

A PSML-P Policy is a set of rules of the form:  

  on (E) if (C) then P do A.          (1)

where:  
 
- E is an event; 
- C is a condition which triggers the execution of a policy; 
- P is a property the system must hold; 
- A is a compensation action which is executed if P is not  satisfied; 
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The types of events supported by the proposed architecture are: 
 
a) The beginning and ending of a service call, denoted as S+/S-. These rules can 

be used to allow or deny a certain service call. 
b) Data access, denoted by a small capital letter followed by a + for the writing 

operation and the d- for the reading operation. Example: d+/d-. 
c) An arbitrary event type registered on the ESB by any of the following: 

- Services on the Service Layer; 
- Portal COM module;  
- User Interface Module. 

Based on the policy chain, the Smart Building Controller generates a sequential 
workflow that is executed when the event occurs. A special type of policy rule is 
the continuous rule that is enforced at each step of the orchestration workflow. 

The FCINT Policy Management System is an application that allows the user to 
create, edit and manage the policies installed in a Smart Building Controller. The 
user can define both continuous operation policies and event-triggered policies by 
editing the rules using the user interface shown in figure 8. The user can also 
enable, disable and delete policies (figure 9).  

 

 

Fig. 8. The FCINT Policy Management System – Policy editing features 

 

Fig. 9. The FCINT Policy Management System –Management features 
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4.4   The Device Control Web Services 

The Device Control Web Services are web services running in the building that 
control physical devices and expose their functionality via the WSDL API. The 
Smart Building Controller orchestrates the execution of the device control Web 
Services based on user commands and on the set of policies active at any given 
time. The device control web services are installed, configured and finally tested 
from the FCINT Environment Manager. 

4.5   The FCINT Service Management System 

The FCINT Service Management System is a web-based repository where service 
developers can publish device control web services (figure 10) and where Smart 
Building Controller administrators can search for services (figure 11) that can be 
downloaded, installed and configured as device control web services.  

 

 
Fig. 10. The FCINT Service Management System service publishing feature 
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Fig. 11. The FCINT Service Management System service discovery features 
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4.6   The FCINT Environment Manager 

The FCINT SBC can be accessed externally by a web application – the FCINT 
Environment Manager (figure 12). The building web control application connects 
to a Smart Building Controller instance to list the devices and device groups 
installed. It allows the user to create and configure the calendars and operating 
schedules of the devices and to visualize the scheduled actions and SBC activity 
logs for a given time interval. It also allows the visualization of SBC device status 
and their direct control. 

 

 

Fig. 12. The FCINT Environment Manager  

5   Conclusions 

This paper presents the overall architecture of the FCINT project, and it includes a 
small but smart controller, a set of web applications that allow users to publish, 
discover, compose, simulate control and policy services and a set of tools that 
allow the creation, management and simulation-based testing of smart building 
control policies. 
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Abstract. The paper addresses the problem of real-time monitoring and intelligent 
forecasting for indoors ecological phenomena. The process yields a collection of 
ecological parameters viewed as distributed time series. Data acquired by means 
of a wireless network of sensors are modeled by using complex algorithms in view 
of prediction. An evolutionary searching strategy (Particle Swarm Optimization-
PSO) is proposed in order to intelligently find the most accurate prediction model. 
This strategy is adapted to predictors like PARMA, PARMAX, KARMA and 
FORWAVER, which are implemented within the monitoring and forecasting 
system, in order to estimate the future evolution of some ecological parameters. 
The monitoring system was effectively integrated in an industrial application 
dealing with automatic irrigation of a small greenhouse. The forecasting 
simulation results with real data and a comparative assessment of best predictor 
performances obtained with PSO are presented in the end.  

Keywords: particle swarm optimization, intelligent forecasting, real-time remote 
monitoring, multi-variable signals, distributed time series. 

1   Introduction 

Rapid climate changes and the negative impact of industry upon the environment 
require designing and employing of an automatic monitoring system of 
geographical areas. The general purpose of monitoring is to forecast the behavior 
of the ecological system, in view of disaster anticipation or avoidance.  

The ecological phenomena could be evidenced either in an open space or in an 
enclosed space. In some situations, especially in a microclimate, usually the 
ecological parameters gathered from different channels (ambient temperature and 
humidity, dew point, solar radiation) are quite correlated, which could improve 
their prediction accuracy. In this respect, the parameter variations are interpreted 
and modeled as a collection of distributed time series (ts). 

The paper mainly presents an intelligent technique for forecasting of multi-
variable signals, which is integrated in an ecological monitoring and forecasting 
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system EcoMonFor. According to our approach, the ecological signal prediction 
relies on numerical models (such as ARMA, ARMAX or state space 
representation) that have previously been implemented as PARMA, PARMAX, 
KARMA, FORWAVER predictors described in [1], [2]. Due to a variable number 
of model parameters, an exhaustive searching procedure for finding the optimal 
(the most accurate) predictor is rather inappropriate and quite inefficient. 
Consequently, an evolutionary strategy, namely the Particle Swarm Optimization 
(PSO) [3], has been improved and adapted to the ecological monitoring 
framework. The strategy is employed here in order to select the optimal structural 
indices of the prediction models that lead to the best predicted values.  

EcoMonFor was successfully integrated in a remote monitoring and control 
architecture designed to match a small greenhouse [4]. The application aim is the 
automatic watering of plants, in order to yield suitable growth of plants and to 
increase their life level.  

The paper is structured as follows: Section 2 introduces the improved PSO 
intelligent searching strategy. The distributed architecture for greenhouse 
monitoring and control is introduced in section 3. The application of PSO 
procedure on the aforementioned prediction models is achieved in section 4 and 
the prediction performances are shown within section 5. A conclusion and the 
references list complete the article. 

2   Improved Particle Swarm Optimization Strategy 

Recent technological advances and accurate observations on ecological 
phenomena based on populations of life forms allowed developing a new class of 
optimization techniques, based on evolutionary strategies. The main idea founding 
such strategies is to emulate the manner in which life is searching for optimal 
development, according to Natural Selection Law (firstly formulated by Darwin). 
Thus, populations of non human entities exhibit an amazing level of intelligence 
when searching for best food or optimal environmental conditions. The optimum 
searching mechanism, although of heuristic nature, has been modeled and 
integrated into several numerical procedures like genetic algorithms, ants or bees 
behavioral algorithm, and (increasingly) many others.  

The PSO procedure introduced next belongs to the same category and 
seemingly is the best strategy for the monitoring application. The principle of PSO 
is illustrated in Figure 1. A population of entities, referred to as particles, is 
initiated to run on some trajectories, starting from initial positions. Trajectories are 
adaptively adjusted on the run, according to some fitness function (that has to be 
optimized). 

 

 

Fig. 1. Principle of Particle Swarm Optimization technique 
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The goal is to concentrate the population around some optimum of fitness 
function and to increase the chance that the optimum be global over the searching 

space. The population is denoted by { }
1,p p P∈

= xP . Positions of particles are 

actually accounted in P  (as vectors of some Euclidean space). Usually, the 
number of particles ( P ) varies from 50 to 500. The population evolves towards 
optimum through generations. At every generation, particles take new positions, 
which can be updated by means of additive corrections, like below:  

1 1m m m
p p p

+ += + Δx x x ,   1,p P∀ ∈ , 0m∀ ≥ ,  (1)

where m  is the generation index. Corrections are computed as displacements of 

particles with some speeds with TΔ  delay, that is: 1 1m m
p p T+ +Δ = Δx v . Speeds can 

also be updated according to the following numerical recipe:  

 ,0 ,01
, 1 1

,

m m m m
p p pm m m m m

p p p p c sm m
p c s

+
+ +

− −
= μ ⋅ + λ ⋅ + λ ⋅

τ τ
x x x x

v v P , 1,p P∀ ∈ , 0m∀ ≥ ,  (2) 

where:  

 [0,1]m
pμ ∈  is the particle mobility factor; its opposite (1 m

p− μ ) stands for the 

particle inertia; 
 ,0

m
px  is the best position of particle, on its way from the beginning to the 

current generation;  
 ,0

mxP  is the best position reached by a particle of the whole population (from 

the beginning to the current generation);  
 , [0,2]m

p cλ ∈  is the normalized cognitive variance of particle positions with 

respect to its best position;  
 [0,2]m

sλ ∈  is the normalized social variance of all particles positions with 

respect to the best population position;  
 1

,
m
p c T+τ ≥ Δ  is the delay of particle transition from current position to its best 

position;  
 1m

s T+τ ≥ Δ  is the delay of population transition from current positions of its 

particles to the best population position.  

The cognitive and social variances are actually facets of group intelligence that 
can drive the population to a better state or evolution instant. The variables in (2) 

will be defined in the sequel by arbitrarily setting 0m ≥  and 1,p P∈ . Note that 

the definitions hereafter are improved comparing to those introduced in [3]. 
Denoting by [ ]F x  the fitness function, the mobility factor is:  
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,0

,0 ,1

m m
p pm

p m m
p p

F F

F F

   −   μ =
   −   

x x

x x
, (3) 

where ,1
m
px  is the worst position of particle, on its way from the beginning to the 

current generation. The relative cognitive variance is computed in two steps. First, 
the absolute variance is evaluated:  

 ( )2 2

, ,0
0

1

1

m
m m i
p c p p

im =

σ = −
+  x x . (4) 

Then the variance is normalized with respect to minimum and maximum values, 
after updating them with (4):  

 , , ,min
,

, ,max , ,min

2
m mdef
p c p cm

p c m m
p c p c

σ − σ
λ =

σ − σ
. (5) 

In a similar manner, the relative social variance can be evaluated. Thus, the 
absolute value leads to the relative value in the same way:  

 
2

,0
1

1 Pdef
m m m
s p

pP =

σ = − x xP    ,min

,max ,min

2
m mdef
s sm

s m m
s s

σ − σ
λ =

σ − σ
. (6) 

It is practically impossible to detect the transition delays. Therefore, they are 
selected at random. More specifically, the transition frequencies 1 1

, ,1/m m
p c p c

+ +ν = τ  

(cognitive) and 1 11/m m
s s

+ +ν = τ  (social) are randomly generated in ( ]0,1/ TΔ .  

Equation (2) is the searching engine of PSO strategy. Three terms are 
contributing to particle speed updating. The first one is based on the current speed. 
The weight applied by the mobility factor shows that the former speed is strongly 
attenuated when the particle is close to its best position. This means the particle is 
rather attracted by such a position. The second term quantifies the cognitive 
motivation of particle to move, in terms of driven speed. As the population 
evolves, every particle acquires some experience that can determine its future 
behavior. As result of particle experience, the cognitive speed becomes important 
when the trajectory is drifted away with respect to its best position. Finally, the 
third term expresses the influence of population on each particle behavior, 
naturally referred to as social speed. Depending on particle position versus 
population best position and variance, the social speed increases either when the 
population is dispersed or the particle is far away from the best position.  

The evolutionary character of PSO algorithm is involved by the randomly 
selected transition frequencies. Population can thus escape from the capture of 
some local optimum, by jumping onto another zone. Like most of the evolutionary 
procedures based on populations, the trade-off between diversity and convergence 
is important. Diversity of population allows one to check for optimum in many  
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zones of searching space and, thus, to increase the chance of global optimum 
finding. On the contrary, convergence (or particles agglomeration) is necessary to 
avoid searching oscillations. The key parameter of this trade-off monitoring is the 
absolute social variance. Three populations can evolve in parallel: the current one, 
the elite (that keeps all the best positions) and the anti-elite (that keeps all the 
worst positions). Every time the product between social variances of current 
generation and elite overflows or underflows some bounds, the diversity-
convergence trade-off is violated. Over-floating is pointing to abnormal increase 
of population diversity, i.e. to oscillatory behavior. To reduce it, crossover 
between current generation and elite can be performed. Under-floating is caused 
by concentration of both populations around some optimum, which may decrease 
the chance to reach for the global optimum. In this case, diversity is increased by 
performing crossover between current generation and anti-elite. By crossing over 
two particles 1x  and 2x  with speeds 1v  and 2v , respectively, two offspring are 

obtained:  

 1 1 2(1 )= γ + − γx x x   &  2 2 1(1 )= γ + − γx x x , (7) 

with corresponding speed values:  

 1 1 2(1 )= γ + − γv v v   &  2 2 1(1 )= γ + − γv v v , (8) 

where [0,1]γ ∈  is selected at random (uniformly). When crossover is applied on 

current population and elite or anti-elite, all of them of size P , the offspring 
population consists of 2P  particles. Only the most fitted ( 1)P −  offspring are 

selected to complete the current population, after removing all its particles, 
excepting for the most fitted one. (Perhaps this one is the global optimum.) 

The PSO algorithm is initiated to run from some initial population (usually, 
uniformly distributed inside the searching space). To stop the procedure, several 
tests can be performed. Two very effective tests are the following: the maximum 
number of iterations was touched (say 100) or the most fitted particle succeeded to 
survive within the elite population for several generations (say at least 5).  

3   Monitoring and Control Architecture of the Greenhouse 

The greenhouse consists of six plants that are located in two separated rooms, to 
create different microclimates. The improper care of plants led to construction of 
an automatic irrigation system. Figure 2 depicts the distributed monitoring and 
control architecture of the greenhouse, which integrates: the automatic control 
system of irrigation (on the left side down), the irrigation system (on the left side 
up) and, mostly concerned, the ecological monitoring system EcoMonFor (on the 
right side). Constructively, EcoMonFor was separated in two components: a 
mobile part, referred to as EcoMonFor-M, figured inside the (red) ellipsis and a 
fixed part, namely EcoMonFor-F, represented in the right down corner. 
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The mobile monitoring system is structured on three hierarchical levels as 
shown in the right upper side: the set of wireless eko-sensors; eko-Gateway – a 
centralizing (kernel) equipment of the sensor network; a computer (or laptop).  

The last two components are wirelessly connected to Internet, in order to enable 
running remote applications. EcoMonFor-M mainly is responsible for remote data 
acquisition and monitoring, which means it could cover an extended geographical 
area. The data collection supplied by eko-Gateway module is sent to 
EcoMonFor-F with the aim of high quality prediction of the ecological 
phenomena. This strategy is suggested by the curved arrow in the image bottom. 
The core of the fixed component consists in a parallel computer with 16 
processors. This is connected via internet to an extensible computer network. The 
central unit is hosting complex algorithms for modeling, identification and 
forecasting of distributed ecological signals, such as: PARMA, PARMAX, 
KARMA and FORWAVER. 

Both components of EcoMonFor are working following a natural strategy. 
First, the acquisition and the preliminary processing of data are performed. The 
visual monitoring of the greenhouse stands for the second step, which is executed 
in parallel with the acquisition and is remotely performed by eko-Gateway. Two 
web graphical user interfaces are implemented on the computer connected to eko-
Gateway. The first one, eko-View, gives the user the ability to set and display the 
configuration of the sensor network and then to start monitoring and acquisition, 
from anywhere in the world, as illustrated in Figure 3.  

Soil Leaves
WaCo LeWe 
Mo  
Te  

Soil Ambient
WaCo Hu 
Mo Te 
Te DwPo 
 SoRa 

Soil Leaves
WaCo LeWe 
Mo  
Te  

Soil Leaves Ambient
Mo LeWe Hu 
Te  Te 
  DwPo 

Soil Leaves 
WaCo LeWe 
Mo  
Te  

Soil Ambient 
WaCo Hu 
Mo Te 
Te DwPo 
 SoRa 

 

Fig. 3. Synoptic map of the monitored ecological parameters inside the greenhouse 
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In Figure 3, the plants are represented by their photos. Every node is capable of 
transmitting data from at most 4 sensors, while a sensor can measure 1-3 
ecological parameters simultaneously (for example, there is a singleton sensor for 
soil moisture and humidity or for ambient humidity, temperature and dew point). 
Though, the number of the ecological parameters differs for each sensor. Figure 3 
also shows the synoptic map of the monitored ecological parameters associated to 
each acquisition node. A number of 21 sensors have been used, which are 
transmitting data for 31 ecological parameters, as it can be noticed from the figure. 
In order to forecast the ecological parameters of the greenhouse and validating the 
correlations between them data have to be grouped in blocks, according to their 
possible correlations (e.g., humidity is correlated to temperature which, in its turn, 
is correlated to solar radiation). Each block corresponds to a node and contains 
data from 3-4 acquisition channels. In table 1, one can see the varying range and 
measurement units of the greenhouse parameters.  

Table 1. Ecological parameters of sensors network 

Soil Leaves Ambient 
Moisture (Mo) 
0 ... 240 [cbar] 

Leaf Wetness (LeWe) 
0 ... 1024 [CntS] 

Humidity (Hu) 
0 ... 100 [%] 

Temperature (Te) 
–40 ... +65 [°C] 

 
Temperature (Te) 
–40 ... +65 [°C] 

Water Content (WaCo) 
0 ... 100 [%wfv] 

 
Dew Point (DwPo) 
–10 ... 50 [°C] 

  
Solar Radiation (SoRa) 
0 ... 1800 [W/m2] 

The second interface, eKo-Greenhouse, is more oriented towards the irrigation 
application. It aims to help the user to remotely interact with the greenhouse, via 
internet, by accessing the process parameters and controlling the automatic 
irrigation system. The final step of EcoMonFor operating strategy corresponds to 
data modeling on prediction purpose. A convivial graphical interface eKo-
Forecast was implemented in MATLAB programming language, in order to 
complete a forecasting experiment [5]. It facilitates running PARMA, PARMAX, 
KARMA and FORWAVER predictors within FORTIS (FORecasting of TIme 
Series) simulator. The interface offers a graphical illustration of the forecasting 
results. Although all predictors can proceed on the same fixed or mobile 
component either, the faster predictors of FORTIS (PARMA and FORWAVER) 
are commonly hosted by the mobile entity and the slower algorithms, PARMAX 
and KARMA, are usually executed on the fixed component. 
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4   Applying PSO to Derive Optimal Prediction Models 

The processed data gathered from different channels of the greenhouse are 

considered as a collection of ny  distributed time series (ts) { }
1,j j ny

y
∈

=Y . The 

classical model ŷ  of a ts is expressed by: 

 ˆ T S ARMAy y y y≡ + +  (9) 

where the trend Ty  and seasonal (periodic) signal Sy  reflect a deterministic 

behavior, whereas the auto-regressive and moving average (ARMA) process 

ARMAy  signifies a stochastic one. Generally, Ty  is represented as a low degree 

polynomial variation: 

 0 1( ) p
T py t a a t a t= + + + ,   t∀ ∈ , (10) 

where the degree p ∈  and the coefficients { } 0,i i p
a ∈

 are unknown. They could 

be estimated by using the Least Squares Method (LSM). The periodic behavior is 
decoded by using two approaches that employ LSM, as well: a time based one 
(Wittacker-Robinson Method) and a frequency based one (Fourier-Schuster 
Periodogram) [6]. The Minimum Prediction Error Method (MPEM) [7] returns 
the stochastic component ARMAy .  

Modeling and prediction of distributed ts are implemented within four 
predictors: PARMA, PARMAX, KARMA and FORWAVER. Within PARMA 

and PARMAX predictors, the vector 1

T

nyy y =  y   represents the output of a 

MIMO system. Detailed descriptions of PARMAX, KARMA and FORWAVER 
predictors are found in [1] and [2]. Hereafter, the PSO-PARMA is only described. 

When implementing PARMA, first a (SISO)-ARMA filter is being built: 

 ( ) ( )1 1A q C qj j j jv e− −≡ ,   1,j ny∀ ∈ , (11) 

where each ts jv  ( 1,j ny∈ ) of length *
yN ∈  is a colored noise produced by 

the corresponding white noise je  ( 1,j ny∈ ); A j  and jC  are polynomials of 

degrees jna  and jnc , respectively. The white noises corrupting the data are 

supposed to be Gaussian and uncorrelated. Then, in case of distributed ts, model 
(11) can be extended to the rough MIMO-ARMA model:  

 ( ) ( )1 1q q− −≡A v C e , (12) 

by simply considering that the output channels are not correlated to each other. In 

equation (12), ( )1qny ny× −∈A  and ( )1qny ny× −∈C   are diagonal polynomial 

matrices that can be identified via MPEM. An approximating auto-regressive 
(AR) model with degree nα  returns the estimated values of white noise: 
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 ( )1ˆˆ A qn
j j je vα −≡ ,   1,j ny∀ ∈ . (13) 

The model in (13) is identified by Levinson- Durbin Algorithm (LDA) [7]. 
Usually, nα  is sensibly larger than the degrees of polynomials in (12).  

After estimation of parameters, the optimal predictor can be evaluated. The 
output predicted data and the corresponding white noise values are recursively 

computed on a prediction horizon of length 1K ≥  (for any 1,y yk N N K∈ + + ), 

as follows:  

 

,1 ,

,1 ,

,1 , 1

, ,

ˆ ˆ ˆ ˆ ˆ| 1 | |

ˆ ˆ ˆ ˆ[ 1] ;

ˆ ˆˆ ˆ ˆ ˆ[ ] | 1 | 1 |

ˆ ˆˆ ˆ [ ].

j

j

y

y

j y j j y j na j j y

j j j nc j j

j j y j j y j k N j y y

j k N j y j n j

v k N a v k N a v k na N

c e k c e k nc

e k v k N v k N v N N

v N v k n

− −

− α

      = − − − − − +     
  + − + + − 


     = + α − + + α + +     

 + α + + α − α 















 (13) 

By definition, on the measuring horizon 1, yN , predicted outputs are identical to 

measured outputs. The performance of all predictors (including PARMA) can be 
assessed by means of prediction quality (PQ) criterion, defined in [8].  

The PSO technique was employed for all predictors mentioned above [1], [2]. 
Obviously, PQ criterion stands for the cost function F , which has to be 
maximized. Since it depends on the structural indices of the models, the particle 
has to be defined according to each predictor. We exemplify next, how PSO was 
applied on ARMA predictor and then, we illustrate the PSO-ARMA algorithm.  

Thus, the particle is described by [ ]
def

T
p na nc n= αx , referring to the 

degrees of polynomials in trend component, ARMA model and AR approximating 
model, respectively. Consequently, the current population, the elite population and 
the anti-elite one, each of dimension P , are represented as 4 or 3 rows and P  
columns matrices, like in figure 4. Each column is a combination of structural 
indices necessary to identify the prediction model ARMA.  

 

P

T r e n d  

A R M A  M o d e l 

A R  
a p p r o x im a tin g  
m o d e l 

 

Fig. 4. The matrix representation of particle population for ARMA model 
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The steps of PSO-PARMA algorithm are summarized next.  
 

 Input data: 
 the data block containing ts y  with finite length, yN ;  

 the prediction horizon length K (with yK N<< ); usually, 7K ≤ ;  

 the configuration parameters:  
• maximum value of polynomial trend degree, maxP ∈  (by default, 

max 10P = );  

• the maximum values of ARMA model structural indices, ,NA NC ∈  

(by default, / 3yNNA NC= =    );  

• the particles number of populations in PSO, P ∈  (by default, 
50P = ).  

1. Center data to average and define the generic particle, according to figure 4, i.e. 

[ ]
def

T
p na nc n= αx . 

2. Preserve the last  / 2K  samples (but at least 3), for model training (i.e. PQ 

evaluation, for each particle in current population).  
3. Create the initial population with P  uniformly distributed particles on the 

searching space set by the maximum values of the structural indices and pass to 
the next generation by using equations (1)–(2) (where the mobility factor, the 
cognitive and social variances are set at random, and the initial speed is null).  

4. Create the elite and anti-elite populations (by using PQ).  
5. While the stop test of PSO is not achieved :  

5.1. Compute the mobility of each particle in the current generation. 
5.2. Compute the relative cognitive and social variances for each particle in the 

current generation.  
5.3. Generate the transition frequencies at random (uniformly).  
5.4. Update the speeds and positions of particles in current generation.  
5.5. Update the elite and anti-elite populations.  
5.6. Asses the variances of the current and elite populations.  
5.7. If the product of the two variances significantly increases, perform 

crossover between current and elite populations.  
5.8. If the product of the two variances significantly decreases, perform 

crossover between current and anti-elite populations.  
5.9. If crossover occurred, keep the particles producing the highest values of 

PQ (including the most valuable particle of elite). Then update the elite 
and anti-elite populations.  

6. Select the optimal particle of elite (which produces the highest value of PQ). 
This is uniquely associated to a polynomial trend 

0,T py  with degree 0p , to a 

seasonal component 
0,S py  (eventually null) and to a triplet of structural indices 

{ }0 0 0, ,na nc nα .  
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7. Update the deterministic component on the measure horizon (including the 
preserved samples) and compute the colored noise: 

0 0, ,T p S pv y y y≡ − − . Then, 

estimate the ARMA model of the colored noise v , for the triplet of structural 

indices { }0 0 0, ,na nc nα (by using the whole data set).  

8. Perform extrapolation and prediction of ts, by using the model (9) and the 
recursive equations of ARMA predictor (13): 

T,S,ARMAˆ ˆ ˆ ˆ| |y y T y S y ARMA y yy N k N y N k y N k y N k N       + = + + + + +        , 

 1,k K∈ . (14) 

9. Compute the prediction error variances { }2

1,k k K=
σ  (see [6]). 

 Output Data: 

• the set of predicted values: { }T,S,(AR)(MA)
1,

ˆ |y y
k K

y N k N
∈

 +  ;  

• the prediction error variances { }2

1,k k K=
σ .  

5   Simulation Results 

The parameter of interest for automatic control is the soil moisture (Mo). 
Nevertheless, Mo is correlated with the other ecological parameters. Therefore, our 
simulations are concerned with all parameters of figure 3. However, the variations in 
figure 5, are depicted for Mo only, together with their best detected trends. 
Simulations have proven that this parameter is one of the most difficult to predict.  

A collection of 13 data blocks has been employed to predict the 31 parameters 
by means of the four predictors: PARMA, PARMAX, KARMA and 
FORWAVER. The data blocks resulted from combinations of soil or ambient 
parameters, as shown by the synoptic map of figure 3. However, the SoRa 
parameter has been assigned either to soil or ambient data blocks. The PARMAX 
predictor was the most employed, since it has to be run several times for each 
channel. In order to reduce the simulation time, the EcoMonFor-F computer 
network was extended up to 16 PCs, including the laptop of EcoMonFor-M. The 
ecological phenomena usually act slowly. Therefore it is suitable to predict values 
every 3-4 hours. The simulation time for predictors varied between several 
minutes and several tens of hours, depending on their complexity, the number of 
analyzed ecological data and the modeling of stochastic component. However, the 
intelligent search for optimum, performed by PSO technique, led to important 
gains in terms of computational time, for all predictors.  

When using PARMA or FORWAVER predictors, no correlations between Mo 
and other parameters are considered. They are therefore the fastest predictors. On 
the contrary, with PARMAX and KARMA, Mo was predicted when considering 
correlations with soil temperature (Te) and soil water content (WaCo) or leaf 
wetness (LeWe), as the chart of figure 3 already pointed. Usually, for them, the  
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Fig. 5. Soil moisture variations within the greenhouse 
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Table 2. Prediction Quality (PQ[%]) for all monitored ecological parameters 

Node Parameter PARMA PARMAX KARMA FORWAVER 

1 

WaCo 71.14 77.72 72.47 78.17 
Mo 63.39 56.48 35.74 69.12 

Te (soil) 65.65 77.41 47.3 81.23 

Hu 78.72 81.33 79.59 82.6 

Te (ambient) 76.6 74.85 57.52 78.11 

DwPo 75.59 76.84 64.42 76.66 

SoRa 74.83 74.01 73.33 78.88 

2 

Mo 64.77 71.58 38.7 76.07 
Te_s 78.18 77.49 57.46 79.34 

LeWe 77.95 78.94 6650 80.43 

3 

WaCo 69.73 77.79 78.36 71.58 

Mo 62.78 70.68 78.47 65.71 

Te_s 77.74 77.41 64.45 78.38 

Hu 77.17 82.47 55.59 81.64 

Te_a 77.55 78.54 66.83 78.24 

DwPo 76.33 79.22 76.81 76.58 

SoRa 74.83 73.48 12.97 74.2 

4 

WaCo 70.26 74.64 60.84 82.63 
Mo 60.69 69.2 50.71 63.39 

Te_s 77.8 78.55 60.18 79.99 
LeWe 77.62 78.58 38.8 78.91 

5 

Mo 74.95 83.58 47.04 76.22 

Te_s 74.1 81.26 55.21 79.69 

LeWe 64.26 64.53 27.48 67.61 

Hu 72.09 80.24 41.67 72.86 

Te_a 79.46 82.71 61.3 79.7 

DwPo 66.89 72.08 50.88 67.28 

6 

WaCo 77.34 78.44 60.23 77.42 

Mo 73.34 76.89 52.05 73.88 

Te_s 81.81 84.83 62.62 82.44 

LeWe 24.77 21.87 22.37 25.2 
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running time is bigger. Table 2 shows the PQ values (in percents) obtained for all 
monitored parameters, after running the predictors. The higher PQ, the better. The 
best PQ values for Mo are emphasized in the table. As a general result, PARMA is 
never the best, but the fastest. However, its performance is fair, with a good trade-
off between speed and accuracy, which allows assigning this predictor the bronze 
medal. For the silver medal, FORWAVER is the righteous selection. (This 
predictor is based on orthogonal wavelets.) 

The gold medalist is PARMAX, with 3 best predicted Mo values out of 6. 
Correlations between Mo and the other parameters helped the predictor to provide 
the best results. It must be noted however that, in spite of PSO integration, 
PARMAX is by far the slowest predictor. The big unexpected deception is 
KARMA, which is based on state space representation. Its reduced performance is 
probably due to the limitations of N4SID identification algorithms. The N4SID 
procedures are over-sensitive to the variation of internal states number. Just 
removing or adding one single state can dramatically modify the predicted values 
outside as well as inside the measure horizon.) The bronze-silver-gold 
classification is confirmed by prediction performance of the other greenhouse 
parameters as well (although, sometimes FORWAVER is better than PARMAX), 
revealed by table 2.  

6   Conclusion  

This article approached the problem of monitoring and intelligent forecasting of 
small greenhouse parameters. The monitoring system (namely, EcoMonFor) 
integrates three user friendly interfaces eko-View, eko-Greenhouse and eko-
Forecast, which are implemented on a mobile or fixed web computer. An intelligent 
method is proposed for ecological signal prediction, in order to achieve the best 
prediction performances. It is based on the adapted and improved evolutionary 
algorithm PSO. A comparative study between four predictors performance 
(PARMA, PARMAX, KARMA, FORWAVER) revealed that the best accuracy of 
prediction is achieved by PARMAX; next come FORWAVER and PARMA, 
depending on the correlation degree between the monitored ecological parameters. 
Nevertheless, PARMA is often preferred for its prediction superior speed, combined 
with only a slight decrease in terms of prediction quality.  
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Abstract.  The paper presents an integrated system for Urban Traffic Monitoring 
and control conceived in the perspective of a Cyber Physical Approach. Traffic 
“actors” are defined as classes of agents, each of them with a set of possible 
behaviors and behavioral drivers. Some of the behaviors are dependent on the 
actual physical structure/ implementation of agents. Different levels of control can 
be defined with regard to the physical functioning context and the overall system 
will have a complex emergent behavior. At this moment of conception, traffic 
actors include mainly components of traffic infrastructure and respective control 
and monitoring units, but the design is open-system, so as to define also “vehicle” 
class. 

1   Introduction 

In a world where the number of cars is increasing at far more important rate than 
that of the infrastructure development, traffic issues are to be treated with great 
responsibility. 

There are many problems to be addressed, from the traffic participants’ 
security, to the traffic management and monitoring, minimization of fuel 
consumption, pollution reduction, routing optimization, vehicle speed adaptation 
to traffic context, a.s.o. There are also local solutions to many of these particular 
problems, but a Global Traffic Monitoring and Control System, able to solve all of 
them for a large urban network is still not yet in use. Moreover, the socio-
economical perspectives of development in large urban areas will raise new 
problems, which will need solutions implying vehicle-to-vehicle communication 
for enhanced safety and convenience (“zero-fatality” areas), drive-by wire, next 
generation autonomous vehicles and others. 

These challenges could only be solved by taking a new approach in the design 
of large, open, complex, dynamical and flexible control and monitoring structures. 

Literature provides a series of works on modeling [1] and [2], simulation, 
traffic management, optimization and control [3], as well as traffic forecasting. 

Given the complexity and the particularities of urban traffic control and 
optimization problems, research in the area has turned towards intelligent 
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technique approaches, such as rule-based systems for predefined plan selection, 
fuzzy rules control systems,  neural networks, or neuro-fuzzy systems, cellular 
automata modeling and evolutionary algorithms optimization  [4]  

As the complex problem definition for urban traffic control should take into 
account not only the mathematical and modeling aspects, but also implementation 
issues as well as feedback and validation capabilities, which are linked to physical 
devices incorporated both in the traffic control and measurement infrastructure, 
but prospectively also in traffic actors, as vehicles, the most promising solving 
approach seems to be a modular, agent-oriented one. But the interaction of agents 
in such a system is at least as important as their functionality, leading to complex 
emergent behaviors whose a priori analysis is not possible. Inherent hardware and 
software heterogeneity add new dimensions to the problem. 

A new and emerging approach that takes explicitly into consideration aspects as 
these mentioned above is that of Cyber-Physical Systems (CPS). Under this 
acronym are denominated “smart systems that have cyber-technologies, both 
hardware and software, deeply embedded in and interacting with physical 
components, sensing and changing the state of the real world” [5]. Their behavior 
is highly dynamical and emerges from the interaction of the behaviors of all the 
components, being subject to abrupt commutations as well as smooth evolution 
between different functioning regimes, in answer to environmental changes. 

Traffic control is one of the main fields declared as special challenges for CPS-
oriented solving [6]. Some of the reasons are including: 

 
- The difference between the dynamics of infrastructure development and 

the increasing number of vehicles 
- The socio-economical importance of transport system for the mobility of 

workforce as well as for the urban well-being 
- The necessity to integrate in traffic control systems both modern 

information, communication and control approaches and already-existent 
local control devices 

- The high variance and dynamics of the controlled traffic system 
- The necessity of rapid functional reconfiguration of the system 

 
This paper will present the work performed in the framework of a Romanian 
National Founded Research Project (“Intelligent techniques for modeling, analysis 
and optimization of urban traffic”), concerning the urban traffic control, with a 
special emphasis on the city of Bucharest. 

The project team included the company in charge with the implementation of a 
modern traffic control system in Bucharest and some of the specifications of the 
control platform have taken into account the work already performed by them, 
namely the capabilities of the junction control units, sensors type and position and 
communication capabilities of the on-site network (already installed when the 
project started). 

The research work was centered on the objective of eliminating traffic 
congestion by adapting the duration of green/ red lights to the traffic regime. 
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For this purpose a software platform was conceived allowing both: 

- Off-line functionalities as designing an urban traffic network based on 
infrastructure elements (junction patterns, street capacities, street 
topology a.s.o.), testing the effectiveness of a given activation profile for 
specified traffic flows, testing different control approaches at local level, 
generating new activation profiles as functioning scenarios, based on 
traffic flows, identifying functioning patterns based on measured car 
flows a.s.o.) 

- On-line functionalities as monitoring and control 

Basic specification for the structure of such a platform included modularity, open-
system architecture, event-driven asynchronous and concurrent functioning, and 
local control autonomy. 

The main formal support was chosen in order to take into account the hybrid 
structure of the traffic: the continuous part represented by the car flow and the 
discrete part given by the light generation. 

It is intended to allow the preliminary test of the control concept in order to 
prepare the Cyber-Physical oriented design of the complete control structure. 

A detailed description of the agent based design follows in section 2, while 
section 3 presents a control architecture currently under test. Section 4 describes 
the testing software platform, in both structure and functionality. A module that 
performs a genetic algorithms (GA) solution search has been implemented and 
there are two other modules under construction – one implementing fuzzy control 
and another implementing a neural networks approach. Section 5 will present 
details of the GA approach and results obtained on a case study. The final section 
will present conclusions and future work. 

2   Agent-Based Design for Urban Traffic Light Control 

Urban traffic is characterized as a large-scale, complex, non-linear, time-varying 
system for which modeling, simulation and control are difficult tasks.  

In this context and also due to its geographically distributed nature, the domain 
of traffic and transportation management is well suited to distributed architectures 
and multi-agent based approaches. The agent-based approach is justified both by 
the difficulty of globally modeling a traffic network and by the necessity of a more 
decentralized control approach with smaller control centers that have to manage 
only parts of the global structure.  

In designing the agent implementation we have adopted a natural 
decomposition of a traffic network into active elements, such as crossroads, that 
have a definite role in regulating the car flow, and passive elements, such as road 
segments which are only physical parameters of the system. Modular models of 
crossroads [7] have been encapsulated into collaborative software agents that act 
as managing active elements within the control architecture. This software entity 
has been designed to implement behaviors that can simulate, monitor and control a 
crossroad and will henceforth be called junction-agent. 
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The general architecture of a junction agent is presented in Fig. 1. The World 
Model includes the model of the crossroad being monitored as well as other traffic 
state specific information and control parameters. The Value Judgment and 
Behavior Generation enable the agent to assess the state of traffic in its crossroad, 
derive appropriate actions and test their outcome on the crossroad model stored in 
the World Model.  

 

 

Fig. 1. The general architecture of a junction agent 

The functioning of a junction agent is asynchronous and event based. It consists 
of a composite behavior running two parallel sub-behaviors (see Fig. 2): the basic 
behavior for managing the crossroad and a listener behavior for perceiving the 
environment and communication. A formal description of the agent model and a 
detailed review of the event list that the agent can process can be found in [8].  

Adjusting the timing of the traffic light phases is the primary means of action of 
the junction agent. Light phase information is stored in the world model in the 
form of an activation profile which captures the succession of light phases as well 
as their durations. 

If desired, the user can create new agent structures by designing behaviors with 
extended capabilities which can be easily integrated with the platform by merely 
instantiating the appropriate classes of agents and agent behaviors.  

3   Control Architecture 

The decentralized modeling approach presented in Section 2 transforms the 
congestion prevention into a green light timings optimization problem, 
decomposable in multiple sub-problems which can be solved locally.  
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Despite the fact that an optimal control solution cannot be applied in the case of 
a complex system such as urban traffic, the bottom-up approach of local 
congestion prevention mechanisms shows surprisingly good results [3]. 

 
 

 

Fig. 2. Behavioural model of a junction agent 

Building upon this idea, we propose a hierarchical agent-based architecture of 
control where bottom layer agents have the capability to monitor and apply local 
mechanisms of control in order to minimize the waiting queues of vehicles on the 
crossroad’s inputs. The overall structure of the proposed traffic management and 
control architecture is presented in Fig. 3. 
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The zonal supervisor works on a larger timescale, implementing a genetic 
algorithm (GA) for the search of an optimal tuple of green light timings for the 
crossroads in a sub-region. The degree of optimality of a solution is given by the 
waiting queue lengths for all. Further details on the GA implementation are given 
in section 5. 

Prediction and planning is done by using real traffic data received from the 
junction agents and stored as traffic history over a period of four months (data 
used was from October 1st 2009 to January 31st of 2010). These data have been 
preprocessed in order to be used as model inputs for simulating over one hour in 
the future to obtain a forecast of the network behavior. Preprocessing implies 
various statistic operations on the data in order to derive the most relevant inputs 
according to the time of day and day of the week. These data manipulations ensure 
that the simulations take into account traffic load variations such as daytime vs. 
nighttime traffic, work shifts: morning time vs. evening, working days vs. 
weekends and holidays.  

The scenarios stored by the top level supervisor are generally conceived offline, 
using data stored over time from the bottom and medium levels. A coarse 
classification of traffic scenarios can be made based on traffic load:  

– extremely rarefied traffic – generally night and suburbs traffic: the traffic 
light cycle can be overridden and green light can be given for any direction 
where a vehicle is approaching, based on a first arrived - first served 
strategy.  

– medium density traffic – generally not leading to congestion – 
weekend/official holydays traffic. 

– dense traffic – possibly leading to congestions.  
– saturated traffic – congestion beginning to affect the neighboring junctions.  

4   The Software Platform 

A software platform was implemented primarily as a flexible, open-system 
environment for testing various intelligent approaches for agent-based traffic 
control. The block structure of the software platform is presented in Fig. 4. 

The software platform was implemented in Java, using agent programming 
concepts combined with classical object programming. The multi-agent system 
was created using the JADE infrastructure which offers specific facilities for agent 
creation and agent interaction. The concepts of Junction, Input, Output, 
LightPhase, etc. were modeled as OOP classes, which are integrated within the 
agent’s world model. 

The platform allows traffic network design based on a predefined agent library 
(see Fig. 5). The user can interconnect crossroads in the traffic network by using 
the graphical user interface and specify values for parameters that define each 
connection (such as link capacity, maximum load accepted, etc.) The user actions 
in the GUI are translated into agent connections and attribute initialization, thus 
reflecting the physical structural information of the traffic network within the 
agent population.  
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Fig. 4. Structure of the software platform. 

 
Fig. 5. Software platform screenshot: creating a traffic network and setting parameters 
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A traffic network functioning can then be simulated using input files of data. 
The user can see graphical representations of the evolution of the waiting queues 
on each crossroad input links (Fig. 6).  

 

 

Fig. 6. Plot of vehicle queue length variation over time for all input links of a crossroad  

At this point the supervisor agent performs GA optimization of the phase 
activation profiles only at user demand (by pressing a button on the graphical user 
interface). 

5   Case Study 

As a case study, we have chosen an urban area of three interconnected junctions 
located in the center of Bucharest, as depicted in Fig. 7. Under current traffic 
conditions and green light phase timings this small area is prone to developing 
congestive traffic states.  

The optimization variables are the green phase timing  for all (or a subset of) 
crossroads in the area of the supervisor agent. The total light phase duration is also 
an optimization variable, aiming towards a balanced traffic flow across the region. 

The fitness function is evaluated to be inverse proportional to the weighted 
average of the waiting queue lengths on all road segments entering the crossroads. 

The GA has been implemented in Matlab 2010a by the use of the Genetic 
Algorithms and Direct Search Toolbox. The GA was run using the following 
options:  

 

• the default type double for chromosomes, within a certain lower bound and 
upper bound [lb, ub] derived from the time limits imposed on each phase; 

• population size of 15 chromosomes; 
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Fig. 7. Traffic network used in case study: two X crossroads and one T crossroad 

• a maximum number of 15 generations as a stopping criterion or a maximum of 
7 stall generations; 

• stochastic uniform selection function; 
• adaptive feasible mutation, which randomly generates directions that are 

adaptive with respect to the last successful or unsuccessful generation 
 

The GA algorithm Matlab code was run from the Java environment by using 
Matlab Server and passing model data in XML format. Also, assuming a multi-
core cluster for the implementation of the supervisory level algorithms we have 
used the Parallel Processing Toolbox, running each junction model on a separate 
Matlab worker. 

Simulation results show the variation of the waiting queues (in number of 
vehicles) over the time-span of an hour (see  Fig. 8 a, b, and c). As can be seen, all 
input queues remain consistently below a certain threshold considered as a 
percentual limit of the total road segment capacity (marked by a red horizontal 
line in all Figures). 

The computational and temporal requirements to reach a solution by genetic 
algorithms need also to be taken into consideration to verify the feasibility of the 
implementation in the real traffic environment.  

The simulations presented above were done on a machine with an Intel Core2 
Duo CPU at 2.6GHz. The total run-time was slightly below the time-span of the 
simulations with possible overhead due to other Windows processes running. 
Also, further code optimization may be possible.  
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Fig. 8. Simulation results showing the time evolution of input links vehicle queues using 
the traffic light phase timings found by GA 

6   Conclusions and Future Research 

This paper presented an agent-based approach which allows a traffic region to be 
transposed into a community of agents. A software platform has been designed to 
test this approach using various types of agents. Our preliminary simulations 
confirm the adequacy of the multi-agent approach for the modeling and simulation 
complex, large scale systems. The implicit modularity obtained by the multi-agent 
implementation allows a functional decomposition leading to a reduction of 
complexity without loss of generality. The autonomous functioning of each unit 
combined with communication among working units results in a complex, emergent 
behavior of the overall system which could have hardly been modeled otherwise. 
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The test platform developed allows users to build their own test cases of traffic 
infrastructure to analyze, with or without extending the platform or designing new 
control strategies. 

Time is a critical issue for the problem of congestion prevention, therefore we 
shall proceed in studying methods for reducing the runtime of the genetic 
algorithm in finding a solution. A possibility to achievie this objective is adopting 
a hybrid solution in conjunction with artificial neural networks (ANNs) [9]. Since 
the most time consuming element in running a genetic algorithm optimization is 
evaluating the fitness function at each step, we propose the offline training of a 
neural network model for the urban area under consideration which will then be 
used in evaluating the chromosomes produced by the GA. To ensure more 
accuracy for the ANN model of a traffic area a library of such models may be built 
to take into consideration the steep traffic load variations such as daytime vs. 
nighttime traffic, work shifts: morning time vs. evening, working days vs. 
weekends and holidays.  

We also intend to use in the future the NCIT-Cluster, a high performance 
computing cluster infrastructure available at the Politehnica University of 
Bucharest to test the distributed implementation presented above. 

Acknowledgments. The paper presents partial results of a CNMP budgeted project: 
“Intelligent Techniques for the Modeling, Analysis, and Optimization of Urban Traffic”, 
contract no. 71108. 
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Abstract. The paper present Rapid Control Prototyping (RCP) libraries for 
Matlab/Simulink, which are used to generate real-time C code for the Renesas 
M32C87 microcontroller. The libraries are integrated in the toolbox Target for 
Renesas M32C87. Simulink blocks are implemented for drivers and algorithms 
specific for the Renesas M32C87 microcontroller. The toolbox contains five 
libraries: I/O drivers, Digital Motor Control (DMC), Controller Area Network 
(CAN) and Serial Communication Interface (SCI). In this paper the DCM library 
is described in detail. A positioning application for a Computer Numerical 
Controlled (CNC) machine is implemented using the Renesas M32C87 
microcontroller.  

Keywords: rapid control prototyping, microcontroller, closed-loop control, CNC 
machine, PID control. 

1   Introduction 

Developing controllers for applications (electrical drive systems) means large 
expenditure, when performed with usual development methods. The workload 
comprises development of a mathematical model as well as algorithm design and 
implementation, off-line simulation, and optimization. The whole process has to 
be restarted on occurring errors or divergences, which makes the development 
process time consuming and costly [1]. 

Rapid Control Prototyping (RCP) is a way out of this situation, especially if the 
control algorithm is complex and a lot of iteration steps are necessary. 

RCP requires two components: a Computer Aided Control System Design 
(CACSD) software and a dedicated hardware capable of running tasks in real-time 
(Fig. 1). 

CACSD tools are extensively used to generate real-time code automatically. 
The graphical programming approach removes the need to write software by hand 
and allows the engineer to focus instead on improving functionality and 
performance. Complete system design is carried out within the simulation 
environment. With the great diversity of applications, a development environment 
must be flexible and provide exactly the functionality necessary for efficient 
problem solving. 
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Fig. 1. General architecture of an RCP system 

Mathworks' Simulink [2] software is such a graphical modelling tool. 
MathWork’s developed toolboxes for some widely used targets: Motorola 
MPC555, Infinion C166, C2000 and C6000 DSP families from Texas Instruments. 
Rebeschiess [3] developed the MICROS toolbox for standard 80C166 
micrcontrollers. A DSP based RCP system for engineering education and research 
using as CACSD tool Matlab/Simulink is presented in [4]. 

Hanselmann [5] from the dSPACE GmbH presented ’Total Development 
Environment’ (TDE) for rapid control prototyping. TDE includes MATLAB, 
Simulink, powerful hardware, based on the DSP’s, and an additional set of 
software tools for online data visualization (COCKPIT, TRACE). Controller 
boards like DS1104 and DS1103 are appropriate for motion control and are fully 
programmable from the Simulink environment. 

Microchip [6] developed a Matlab RCP toolbox for the dsPIC33 Digital Signal 
Controllers (DSC), while Kerhuel [7] developed a toolbox which offers support 
for several Microchip microcontrollers and DSCs. Embedded RCP libraries with 
application for positioning system are presented in [8], while a low cost embedded 
solution for power quality measurement is presented in [9]. 

A free, open source, RCP solution is based on Scilab/Scicos [10] and Linux-
RTAI [11], which uses the processor of a general purpose computer for executing 
real-time tasks. A real-time patch is applied to the standard Linux kernel. A 
modified version of the Scicos code generator, RTAI-Lab [11] generates hard real-
time code compatible with Linux-RTAI. Acquisition cards can be directly 
integrated into the Scicos scheme and into the generated code using drivers 
provided by the COMEDI [12] project. 

Ravn [13] implemented an adaptive control toolbox, for Scilab/Scicos, which 
can be used for RCP. A target supported in Scilab/Scicos is the Microchip 
dsPIC(R) DSC micro-controller [14]. Duma [15] presented a system identification 
and control RCP toolbox for Scilab/Scicos. 

In Fig. 2 is presented the block diagram for the information flow (from concept 
to model) and for the data flow (between PC and the Renesas M32C87 
microcontroller), for the implemented toolbox. 
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Fig. 2. Block diagram for the information and data flows for the Target for Renesas 
M32C87 RCP toolbox 

Control algorithms for the M32C87 microcontroller can be developed using 
blocks from the Target for Renesas M32C87 toolbox and predefined blocks from 
Simulink or user defined blocks. 

After the validation of the model code can be generated using Real-Time 
Workshop. At the end of the code generation process the High-performance 
Embedded Workshop (HEW) Integrated Development Environment (IDE) is 
automatically started, a new HEW project is created, the generated code-source 
files are added to the project, the project is compiled and the binary file is 
downloaded to the target processor. The execution of the code can be observed in 
real-time using blocks from the CAN library. 

2   Target for Renesas M32C87 

The target board for the implemented toolbox is the modular development kit 
ModSDKM16C-CM32C87 (Fig. 3). It is composed of the generic main board 
ModSDK-Base and the CM32C87 CPU module. 

The CPU module is equipped with a M32C87 processor member of the M16C 
microcontroller’s family. The processor is an enhanced version of the M16C 
kernel with an instruction set extended to 32 bits. The maximum operating 
frequency is 32MHz. 

The development board is suited for digital motor application due to the 
following features: three-phase inverter motor control unit, output compare unit 
which can generate different PWM waveforms, 2-phase encoder input and time 
measurement (input capture) function. Other peripherals of the processor are: 10-
bit A/D Converter: 34 channels; 8-bit D/A Converter: 2 channels; intelligent I/O. 

The processor has several communication interfaces: 6 serial interfaces for 
synchronous and asynchronous communication, I2C, GCI and IrDa; 2 CAN 
channels. 
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Fig. 3. The ModSDKM16C-CM32C87 development board 

The Renesas microcontrollers are supported in several IDEs: HEW, IAR, 
TASKING. Each of this IDE has its own integrate compiler for the M16C family. 
The executables can be downloaded on the processor using the E8 or E8a 
debuggers or the Flash Development Toolkit and M16C Flasher software. 

The features presented in this section make the ModSDKM16C-CM32C87 
development kit an optimal solution for an RCP toolbox. 

The Simulink library for the M32C87 processor is presented in Fig. 4. The 
toolbox contains other five libraries: I/O drivers, Digital Motor Control (DMC), 
Controller Area Network (CAN) and Serial Communication Interface (SCI).  

 

Fig. 4. Target for Renesas M32C87 RCP toolbox 
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3   Digital Motor Control Library 

The DMC library (Fig. 5) contains blocks which implement digital motor control 
algorithms. 

The implemented algorithms are optimized for the M32C87 microcontroller, 
which is a fixed point processor. The hardware multiplier is used and only integer 
variables are declared, in order to obtain the lowest sampling rate without 
breaking real-time constraints. 

The library contains the following blocks: 

• M32C87 PID – implements a PID controller with anti-windup. The 
structure of the controller is described in detail in subsection 1 of this 
section; 

• M32C87 Three-Phase Motor Control – configures the M32C87 processor 
to generate six complementary PWM signals with dead-time. These 
PWM signals can be used for the control of three phase motors; 

• M32C87 BLDC Motor Control – implements a trapezoidal six step 
control algorithm for a Brushless Direct Current (BLDC) motor. The 
behavior of the block is described in subsection 2 of this section. 

 

Fig. 5. DMC RCP library 

3.1   M32C87 PID Block 

More than 90% of the control loops are of PI and PID type [16, 17]. The reason 
for which the PID controller is so widely used is its simple structure which has 
proved to be robust with regard to many commonly control problems.  
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The standard equation of a PID controller is presented below: 









++= 

t

d
i

p dt

td
Td

T
tKtu

0

)(
)(

1
)()(

εττεε  

where )()()( tytyt ref −=ε  is the error signal, refy  is the set point and y  is 

the output of the process. 
In time several modifications have been done to the standard PID controller 

structure. A pure derivative gives a very large amplification of measurement 
noise. The gain of the derivative must thus be limited, by low-pass filtering the 
derivative term, resulting in a limited gain N at high frequencies. A fraction β of 
the reference signal acts on the proportional part, while the derivative component 
acts only on the output of the process. 

The structure of the PID controller with integrator anti-windup is shown in Fig. 6. 
 

 

Fig. 6. The structure of the PID controller with anti-windup 

The discrete equations used for the implementation of the PID algorithm are 
presented below: 
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where ( )NhTT ddd +=α , ( ) ( )NhTNTK ddpd +=β , ispi TTK=β  and 

tst TT=β .  

Equations (1) are used for the target language compiler implementation of the 
M32C87 PID block. 

In Fig. 7 is presented the Function Block Parameters window for setting the 
parameters of the M32C87 PID block. 

For the PID controller the following parameters have to be chosen: Kp, 
proportional gain; Ti, integration time; Td, derivative time; β, fraction of command 
signal; N, high frequency limiter of derivative action; umin, minimum saturation 
value; umax, maximum saturation value; and Ts, sampling time. 

The block has two input ports: the reference and the feedback signal, and one 
output: the control signal for the controlled process. 

 

Fig. 7. Function Block Parameters window of the M32C87 PID block 

3.2   M32C87 BLDC Motor Control Block 

BLDC motors are one of the motor types rapidly gaining popularity. BLDC 
motors are used in industries such as appliances, automotive, aerospace, 
consumer, medical, industrial automation equipment and instrumentation. 
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BLDC motors do not use brushes for commutation; instead, they are 
electronically commutated. BLDC motors have many advantages over brushed 
DC motors and induction motors. 

The M32C87 BLDC Motor Control block implements a trapezoidal six step 
control algorithm. The speed of the motor is controlled using PWM signals. The 
bock uses as modulation technique the upper modulation. Only upper transistors 
of the three phase bridge are controlled using PWM signals while for the lower 
transistors arm transistors enable/disable signals are used. 

The block has an input which represents the duty cycle of the PWM signals. 
The block can determine the speed of the motor using the signals generated by the 
Hall sensors. In this case, the block has an output port which represents the speed 
of the BLDC motor in rotation per minute. Also, for speed measurement an 
encoder can be used. In this case the block does not have an output port. 

Fig. 8 presents the Function Block Parameters window for setting the 
parameters of the M32C87 BLDC Motor Control block. 

 

Fig. 8. Function Block Parameters window of the M32C87 BLDC Motor Control block 
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For the M32C87 BLDC Motor Control block the following parameters have to 
be specified: the input pins on which the signals generated by the Hall sensors are 
applied, the commutation sequence, the modules of timer A which are used for 
PWM signals generation, the period of the PWM signals, the pins which are used 
for enabling/disabling of lower transistors of the three phase bridge. 

4   Application Example 

A practical application for a Computer Numerical Controlled (CNC) machine is 
implemented. The stepper motors of an old CNC machine are replaced with 
BLDC motors, in order to obtain higher positioning accuracy. A ModSDKM16C-
CM32C87 evaluation board, equipped with a Renesas M32C87 microcontroller is 
used as target processor. The motor which is controlled is a Hurst-Emerson BLDC 
motor [18]. In order to communicate between the embedded processor and the PC, 
an USB to CAN converter produced by Systec-Electronic [19] is used. The test 
setup is presented in Fig. 9. 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

Fig. 9. Test setup 

The closed loop Simulink model for the control of an axis of the CNC machine 
is presented in Fig. 10. The model of the control algorithm implements a cascade 
control topology. For the position loop a PI controller is used while for the speed 
loop a P controller is used. The parameters of the controllers are computed using 
the method introduced by Kessler [20]. The position reference is a rectangular 
signal, which is applied on the reference port of a M32C87 PID block. The output 
of the position controller sets the reference of the speed controller. The speed 
controller computes the duty cycle of the PWM signal which is used for the 
control of the BLDC motor mounted on axis of the CNC machine. 

Driver    ModSDKM16C-CM32C87  BLDC Motor  USB-CAN Converter 
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Fig. 10. Simulink block diagram for the control of an axis of the CNC machine 

 

Fig. 11. The positing of the axis of the CNC machine 

A configuration M32C87 CAN Configure block is added to the model. It does 
not connect to any other blocks, but stands alone to configure the selected CAN 
module. The reference position, the measured position and the speed are 
concatenated in an array and are sent over the CAN bus using a M32C87 CAN 
Transmit block.  

A target preference block has to be added to the model. The M32C87 Target 
block does not connect to any other blocks, but stands alone to set the target 
preferences for the model. After the validation of the model the code generation 
process is invoked, and the generated executable file is downloaded to the Renesas 
M32C87 processor  

The positioning of the axis of the CNC machine is shown in Fig. 11 and the 
speed in Fig 12. 
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Fig. 12. Speed profile of the axis of the CNC machine 

5   Conclusions 

A contribution of the paper is the implementation of a RCP toolbox for the 
Renesas M32C87 microcontroller, using as CACSD tool Matlab/Simulink. The 
RCP approach removes the need to write software by hand and allows the 
engineer to focus instead on improving the performance of the control algorithm. 
The toolbox contains five libraries: I/O drivers, Digital Motor Control, Controller 
Area Network and Serial Communication Interface. 

A practical application for the control of an axis of a CNC machine using 
BLDC motor is presented. 
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Abstract. WWW is everywhere, embraced by humankind to share information 
and collaborate. The basic schema of hyperlinked web pages has evolved with re-
volutionary technologies, altogether with the devices used to access the web, but 
still carries on strong limitations. Virtual reality and 3D MMO, with their sheer 
power of representation and interaction, is seen by many as the future of human 
computer based interaction and collaboration and would, naturally, mix with the 
WWW model sooner or later. The complexity of the technology, from technical 
point of view but also with many interdisciplinary issues (medical, ethical, eco-
nomical, socio-political etc.) would make this transition challenging and exciting. 
This paper classifies, identifies and proposes basic conceptual solution for these 
issues - of moving from interconnected web pages to interconnected 3D virtual 
spaces with massive number of interacting users.  

Keywords: virtual reality, MMO, human computer interaction. 

1   Introduction 

Our world is not 2D. Yet, out Internet is still mostly 2D: the world wide web, seen 
as a huge network of interlinked web pages, is probably between 90 to 95 percents 
build from http and html. The technology, aging back to the beginnings of Inter-
net, benefits from its simplicity but carries many strong limitations in terms of 
power of representation and interaction. 

The two decades starting from 1991 when HTML was introduced were market 
of continuous improvements: dynamic generation of web pages, plug-in system, 
Java, JavaScript, technologies like Ajax, Flash and many others. Web pages are 
still getting more and more dynamic and appealing. But if we look at the big pic-
tures, the feeling is at least a bit contradictory. All these technologies can and ac-
tually do integrate into the http-html backbones because of its inherent simplicity, 
but their main purpose is exactly to overcome its many limitations. 

One radically different technology is becoming more and more popular: a 
branch of virtual reality known as online virtual worlds. Most of these are fully 
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3D, highly dynamic and populated by sometimes hundreds of thousands of users 
that interact in real time. These representation and interaction powers are way 
beyond the capabilities of classical or even improved web pages. 

This power however comes with some costs and challenges, both from technol-
ogical and other points of views. That's why these emergent technologies are not 
yet widely used outside the world of computer games. But, as they become more 
mature, we are just witnessing the advent of them being used as ground for a  
plethora of "serious" application. 

In this paper we explore if these online 3D virtual worlds can actually substi-
tute, somewhere in our near future, the current http-html based web. 

We will show how virtual worlds can offer more than classical web pages. 
We will see what still stops their expansion - both from technological and in-

terdisciplinary point of view. 
And finally, we suggest some possible solutions to some of these challenges, 

that would mark a roadmap of expansion of 3D online virtual worlds as new  
computer based collaboration technologies. 

2   Limitations and Workarounds of the HTTP-HTML  
Paradigm 

As one if its founders comments, HTML was "bad and incomplete" in the begin-
ning, but there was really no time in the development process to improve it [1]. 

People see major limitations in terms of lack of structure. Of course, this is 
quite normal, as HTML was designed with a main goal of being as simple as poss-
ible and mainly just a mean of sharing and connecting information [2]. 

Meta-tags and other mark-up information structuring aides are starting to do a 
pretty good job of transforming the web from unstructured to structured information. 

The most widely used schema, of presenting HTML pages through web  
browsers that fetch them through HTTP also brings major limitations into the  
equation - regarding the dynamicity of the content. 

Improvements to HTML itself and the addition of plug-ins (such as real player), 
scripting languages (such as Java Script) and dynamic technologies (Java, Ajax) 
allow more power regarding the visual aspect of web pages and also their  
dynamicity. 

But none of these technologies seem to be more than just workarounds for the 
fact that both HTML and to some extent HTTP were designed without envisioning 
the full scale of what online interaction and collaboration would become. 

3   The Online Virtual Worlds 

We can see some of the things that http-html is missing if we look at some alterna-
tive technologies. 

One of them is that of the online virtual worlds. For a while, it was disregarded 
and seen by many just as a trivial branch of virtual reality meeting the computer 
games world. But is not the 1st time that gamming stimulates new technologies. 
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Nowadays, virtual worlds are approaching their maturity and many are starting to 
talk about them as a mean of unequalled power of interaction and collaboration 
over the internet. 

An online virtual world is a computer simulated world, accessed and modified 
by its users through internet, in real time. 

Virtual worlds are intended for their users to inhabit and interact within. 

3.1   Content 

Their content can correspond to a 2D or 3D environment. It can be anything that 
we can expect to see in a real or imaginary world: natural or artificial landscape, 
characters, weather etc. 

Users are represented through avatars. Avatars are also used to navigate within 
the world, perform various actions and interact with the others. 

Besides the visual representation, these worlds can include sounds (2D or 3D) 
and sometimes advanced forms of interaction, like force feedback and other  
haptics. 

3.2   Semantics 

From the semantic point of view, each world has its own concepts and goals. 
Some rules are started in the virtual world policy and terms of service and en-

forced by the software that manages the virtual world. 
For example, such rules can be the rules specific to a game, rules regarding the 

language interaction between players, etc. 

3.3   Real-Time Massively Multiplayer 

Some virtual worlds are single user, some allow a small number of multiple users 
(like 4 or 8 or 20), while the most important of them allow the simultaneous 
access of hundreds to hundreds of thousands of users. 

Note that all these users interact in real time. For example, when one user is 
moving its avatar in the virtual world, this will be immediately seen by all the oth-
er users. 

This real-time massively multiplayer aspect opens us unprecedented possibili-
ties for users interacting and collaboration with each other. 

3.4   Applications 

Computer games creators have been the firsts to grasp the power of this  
technology. 
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MMO (massively multiplayer online) games lists nowadays hundreds of suc-
cessful titles and make up for a global market projected to reach US$14.4  
billion by 2015 [3]. 

Games range from hardcore gamming involving fights between players to 
achieve various goals to social or casual gamming, which put accent on the social 
interaction between players or various types of entertainment. 

Close to games are environments like Second Life. According to its website, 
Second Life is a free 3D virtual world where users can socialize, connect and 
create using free voice and text chat [4]. Second Life has nothing of a game, no 
competitional aspect, the accent being on socializing. The content is mostly 
created by users with the help of some content creation tools. Despite being la-
beled as free, it generates huge revenue for its owners, as land inside the Second 
Life virtual world is sold or rented. 

Other pioneer field that starts to note the potential or virtual worlds are educa-
tion - interested in its potential for distance/online education but also of the new 
aspects of interactive and non classical teaching. 

Online advertising, online conferencing and others are starting to see virtual 
worlds as a serious application domain. New software packages addressing the 
creating of such types of application have just been created in the last years. 

3.5   Comparing to Web Pages 

If we just look at the representation and interaction power, we can see that online 
virtual worlds are superior in many aspects to classical web pages. 

Table 1. WebPages vs. Virtual Worlds 

 Webpage Virtual World 
3D no yes 
Haptic no sometimes 
Representation power limited unlimited 
Hyperlinks/Hyperjumps yes yes 
Real-time partially yes 
Immersive partially highly 

 
Even from such an easy comparison, is easy to conclude that virtual worlds 

would offer way more beyond the possibilities of web pages in terms of represen-
tation and interaction power. 

Basically a virtual world can represent almost everything we can have in a real 
world, while allowing its users to explore and interact in a very immersive man-
ner. This degree of immersion increases more and more as advanced 3D rendering 
devices like head mounted displays or other interaction devices like gloves, 
wands, virtual spheres, etc. are getting accessible in terms of costs. 

Then why are not yet widely adopted? As shown in next sections, there is still a 
plethora of issues that limit the wide adoption of virtual worlds. Some of these are 
related to the immaturity of the technology and to its inner algorithms regarding 
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the real-time MMO aspect. Other limitations are not technological but rather so-
cial, medical, economical or political. We will look at each of them and possible 
generic solutions. 

4   Technological Challenges for the Expansion of 3D MMO 
Virtual Worlds 

Main obstacles hindering the wide scale adoption if 3D massively multiuser online 
virtual worlds (3D MMO) regard their ease of creation, their scalability regarding 
number of simultaneous users and their interconnectivity - or shall we rather say 
the lacks in all these aspects. 

4.1   Creation 

The ideal would be that creating a 3D MMO virtual world should be as easy and 
accessible as creating a website.  

Creation involves both the development of the software that runs the simulation 
and the creation of the artifacts that populate it. 

There are nowadays many software packages for designing and running 3D vir-
tual environments. However, very few of them have the MMO functionality. And 
those having it are very complex and hard to use to be accessible to the large public. 

In fact, until few years ago, creating a MMO game for example was done in 
many cases almost from scratch and was estimated to cost 10-50 million $. Of 
course, these costs were accessible only to big companies. Once a company has 
created such software, it had little or no interest to make it available for free reuse 
to others. However, the next step was inevitably the evolution of several dedicated 
frameworks, with 3D MMO functionality, but these were also expensive, accord-
ing to various licensing schema. Eventually, in the last years, we see such 3D 
MMO frameworks appearing also in the open source field, some of them available 
with no real restrictions and costs to anyone. However, they still lack the maturity, 
being very complex and in many cases full of bugs. The software development ef-
fort, even based on them, is still high, but we can certainly say that improvements 
are done day by day. 

Most of the artifacts from 3D MMO virtual worlds are 3D models: relief, vege-
tation, buildings, furniture, vehicles and characters - real or imaginary. They are, 
in all cases, created with specialized modeling software. The procedure differs by 
whether an imaginary model is created, or one that copies a real world model. But 
in both cases, there is a serious amount of handwork involved, which keeps this 
activity costly also. 

A huge interest would be in the low-cost reproduction of real environments into vir-
tual replicas, for example creating a virtual model or some campus or some city or 
factory or museum etc. Low costs would require the process to be almost completely 
automated and to use inexpensive equipments. However, the existing methods, based 
either on photogrammetry or laser scanning, either don't give yet very good results or 
are highly expensive, thus are unusable or not scalable for most cases. 
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4.2   Scalability 

There is something about the nature of real-time MMO environments that makes 
their scalability one of the biggest challenges for software architects: each action 
made by a user will change the state of the virtual world; each such change must 
be immediately calculated and transmitted to all the other users involved. The ef-
fects of user actions by themselves can sometimes require some serious computa-
tional effort - like collision detection, spells or combat moves (in games) etc. Also 
they depend a lot on the position and state of the other users. 

All these mark a big difference from most software systems, for example data-
bases, when most user interactions with the system do not directly affect and do 
not directly depend upon the dynamic state of a big number of other users. In fact, 
for most software systems, computational effort grows close to linear with the 
number of users, while in the case of 3D MMO the dependence is quadratic. 

Add to this the fact that the total time for calculating the effects of a user action 
and informing all the other affected users should be in the range of tens to hun-
dreds of milliseconds - otherwise users will experience the phenomena usually 
called lag, which reduces a lot the immersion. 

These two contradictory requirements - the ability to handle huge computation-
al effort and short response time - make it a real challenge to design the system re-
sponsible for running such a virtual world. 

There is a general algorithmic solution for this, having its origins in computer 
graphics, named space partitioning. Basically, the idea is to divide the whole vir-
tual 3D space into several non-overlapping regions and to keep track of the users 
located in each region. Then, most of the calculations regarding the actions of a 
user can be reduced only to the other users in that region (and sometimes in adja-
cent regions) - resulting in reduced computational cost. 

From an architectural point of view, this idea offers an additional benefit, as 
each region can be assigned to be managed by different processing unit (a proces-
sor or a computer). This allows for scalability beyond the computational power of 
a single computer. 

There are many ways of dividing the space into regions: static or dynamic, ma-
nual or automatic, quad trees or BSP trees, etc. There are also even more methods 
and architecture for taking care of the implicit overhead that comes from the need 
of the region managers to cooperate to maintain the global state of the simulation. 

Typically, from several practical reasons like economical or security, which we 
will skip here, the architecture of 3D MMO virtual worlds is client server: the 
server keeps the overall state of the virtual world and enforces the rules, while  
the client software is run the users to merely access the simulation, offering them 
the visualization and interaction functions. To handle the scalability issue with the 
subspace division approach and other ideas, such servers are actually server 
farms, sometimes with tens or hundreds of computers, each computer acting as a 
region manager. Of course, this translates in big operational costs for the corres-
ponding virtual world. An architectural example is illustrated in Fig 1. 
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Some experiments try to handle the work division with peer-to-peer approach-
es. Naturally each peer would take some of the workload. This would reduce the 
costs for the central server, compared to the client-server architecture. But these 
approaches pose big issues concerning consistency and security; they are yet theo-
retical or experimental and didn't make it into the industry. 

In conclusion, designing a cheaply scalable architecture for 3D MMO virtual 
worlds is still a challenge for software architects. A general enough solution is 
needed, that would allow flexible dynamic scalability by number of users. This 
would, in turn, permit the economic creation of general purpose 3D MMO server 
farms, suitable to host dynamically any 3D MMO virtual worlds, similar to how 
web hosts services can host any distinct web sites. Then the operation costs for 3D 
MMO virtual worlds will start to get very low, as it is for websites today. 

 

Fig. 1. General architecture of a 3D MMO server farm 

4.3   Interconnectivity 

Up to this point, most virtual worlds are totally independent one from another. 
There are no connections between worlds. The user avatar exists only within one 
world and can't be moved/transferred/be visiting to another world. 
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This is partially due to historical reasons: when the creating of the majority of 
3D MMO worlds started, the technology was still in its beginning and no one  
really thought about interconnectivity and interoperability. 

However, the big reason is in marketing/economics. We believe that most suc-
cessful software companies developing such worlds are actually not interested in 
opening them up. They have 2 reasons to do this: 

o They invested a lot in the development and don't feel like sharing any 
part of the technology. 

o They prefer to milk as much profit as possible from the operation of their 
successful particular worlds, without risking having their users move to 
other worlds. 

However, the technology for MMO finally made it into the open source. This was 
partially due to some initiative from the company that owns Second Life, which at 
some point wanted to open source. Later they changed their mind and policy but it 
was too late: people got the concepts and started to build some powerful open 
source solutions, like OpenSim. 

None of these solutions is yet mature enough to be easily used for industry. 
However they are evolving fast and we predict they will reach such maturity in a 
few years. 

With the open source came naturally the interest for interoperability of these 
virtual spaces. Common standards and protocols are defined and implemented. 
This is a huge step forward, but will still take some time until a network of inter-
connected and interoperable 3D MMO virtual worlds, where users can roam freely 
from one to another, would be established. 

5   Interdisciplinary Challenges For 3d MMO Virtual Worlds 

However free of mundane limitations they appear to be, virtual worlds actually 
bear strong connections to the real world - which in turn are subject to many is-
sues. Their expansion would only make these issues more visible and important, 
and yearning for good solutions. In this paragraph we'll have a brief look at these 
controversial aspects and suggest general solutions for them. 

5.1   Context 

In technological advanced countries, many youngsters spend more time playing 
MMOs then playing outside with their real friends or neighbors. These virtual en-
vironments are part of their daily life and culture. 

The degree of immersion can get very high, both in terms of time extension and 
focus. 

Actions and behavior in such spaces is in many cases, subject to almost no  
restrictions. 

Users' pool is quite large. In same space we can encounter people of many  
national, racial, social, economical and educational backgrounds. 
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All this freedom and diversity can and in fact has many positive effects, but 
sometimes leaves room for abuses and can create serious problems. 

5.2   Social 

In same MMO virtual space, users can differ a lot in terms of: 

o age 
o country of origin 
o education 
o cultural background 
o financial status 
o traits in the virtual space (abilities, guilds, teams etc.) 

The immediate positive effects of this diverse exposure of participants can be  
accounted with: 

o knowing and understanding people different from oneself, in terms of all 
the aspects listed above 

o intercultural collaboration 

However, there can be also many negative aspects, due to: 

o the competitive nature of most MMO games 
o the lack of well defined virtual policies and laws 

Examples of explicit abuses can be [5]: 

o aggressive language 
o threats about the real life of some users, with the purpose of obtaining 

advantages in the virtual world 
o racial issues 
o sexual corruption of minors 
o exposure through observation or dialog to any kind of negative  

influences. 

An example of implicit abuse can  be considered the fact that many MMO game 
designers strive to make their game as addictive as possible, sometimes using psy-
chological techniques, even if their users are, in most cases, people of your of very 
young age. 

5.3   Medical 

The humoristic prototype of the gamer is a thin, weak, pale adolescent, speaking 
very fast and excited about last released games or add-ons. This is quite normal, as 
many of the game addicts spend that much time and energy in virtual worlds that 
they forget to take care of themselves in terms of health and hygiene. 
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There can be hard short or long term effects of such life style. For example, 
there are well known the cases of game addicts took directly from internet cafes in 
China to hospital. 

Mental health of virtual spaces users can also be considered a very important 
issue. The competitive aspect often requires a lot of concentration, over long pe-
riod of times, which sometimes exceed the possibilities of some users. In time, this 
can provoke chronic fatigue or losing much of the contact with, or adaptation to 
the real world. 

Advances in virtual reality equipment will increase these phenomena even 
more. 

5.4   Psychological 

Virtual spaces (games) addiction is nowadays considered by many researchers as a 
specific psychological illness, at least to the extent that it indirectly affects the so-
cial life and the health of individuals. Many studies have identified similarities to 
autism [6], however many differences exist. 

Many countries have already created special treatment facilities for internet or 
gamming addicts. Some countries, e.g. China, have also policies that limit the time 
spent online in MMO games. 

All these tendencies to judge very hard the phenomena are mostly caused by 
the shocking nature of some extreme addiction cases encountered. However, sur-
prisingly, there is no scientific study yet to prove that MMO virtual spaces do have 
a negative effect on their users, with statistics. On the contrary, some studies have 
pinpointed for example, lower values of indicators for introversion or timidity for 
MMO players then for other subjects [7]. 

We can't conclude yet on this matter, but we can at least suppose that all the 
restrictive measures taken by some countries have other reasons then strict  
medical, more likely economical or political. 

5.5   Economical and Legal 

Most virtual spaces include some own virtual economy, with concepts like virtual 
propriety, currency, exchanges and so on. All these concepts are well defined in 
the game but they lack the support of real world legislation. We identified 3 issues 
that need to be solved so that individual rights will be really protected in the  
virtual world and that virtual values can be integrated in the real world economy: 

o de-virtualization of the virtual property rights 
o legislation and taxing the virtual economical activities 
o protecting of virtual economies 

De-virtualization of the virtual property rights: 
There is yet no legislation to define and protect the assets owned by a user in a  
virtual space. 
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In most cases, these are defined implicitly by a contract (usually Terms or Ser-
vice) between the user and the company operating the virtual world. In most cases 
these ToSs are overprotective to the company and offer almost no protection to the 
user, specifying that all the assets are owned by the company and the user only 
had the right to use them according to the game rules. Most users are not even 
aware about these aspects, as they accept the ToSs without careful examination, 
during the sign-up process. 

These ToSs do have some huge disadvantages, both for users and for the  
operators of virtual spaces [8]: 

o users: have no absolute guarantee over their property of various virtual 
assets 

o users: some ToSs are actually in contradiction with general law principles 
in use in some countries; however, they do operate as a de facto solution 

o operators: ToS just enables some juridical protection, but the company 
can lose more if it fails to protects virtual assets of the users - because a 
lot of other users will leave that virtual space; therefore the companies 
constantly have to invest a lot in virtual spaces security and fight hackers, 
exploiters and scammers, without having proper backup from the law to 
help them punish such persons. 

An ideal solution would be to give to virtual assets all the rights and protection 
enjoyed by real properties. 

This does not appear impossible or even very hard. However some important 
aspects that need clarification are: 

o defining the conditions when virtual assets cease to exist, because their 
virtual space cease to exist 

o national vs. international legislation issues (due to the naturally global  
extent of most virtual spaces) 

Legislation and taxes for virtual enterprises: 
Many of the users are involved in the production and trading of virtual assets. As 
long as these do not produce real profit, they can be considered just entertainment 
and can't be subject to any taxes. But we also encounter the situation when a user 
pays real money to other user, in exchange for virtual assets like virtual gold, di-
amonds, special items, land, protection etc. This can occur sporadically or in a 
systematic and organized manner - in this last case being called "gold farming" 
(starting from the traditional activity of mining or gathering virtual gold). 

Gold farmers usually produce: 

o high level and powerful avatars 
o virtual money or any quantifiable resource 
o special objects, hard to obtain (like powerful weapons, etc). 

Such virtual to real business are very popular nowadays. Usually buyers  
are people from rich countries, while gold farmers are youngsters from China,  
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Philippines, India and sometimes Egypt or some eastern European countries. The 
extent of the business is quite big, for example a rough number of 100.000 work in 
this in China only. 

However, from the point of view of most virtual spaces operators, especially 
games, this activity is not beneficial, as it tend to affect the economy of the virtual 
worlds and in turn, some mechanism through which operators make real cash from 
the virtual economy. Basically it creates competition in turning virtual assets to 
real money for the operators themselves. 

As a consequence, most operators try to prevent such activities with: 

o banning the accounts/avatars involved in such trades 
o stopping the trading of highly valuable objects etc. 

However none of these measures works well enough and can't stop gold farmers to 
make profit. 

Novel solutions adopted by some operators follow a different idea: rather than 
forbidding the transactions, they encourage them and create safe mechanism for 
such transaction, while at the same time taxing them or allowing direct conversion 
of virtual currency in real currency at a rate convenient for the operator (e.g. 
Second Life Linden Dollar). 

Also some states are starting to see the economical value of such transactions. 
Accordingly, is looking for ways of giving them legal value and impose taxes. 

Evolutions and issues: 
More and more real world influences over the virtual spaces, together with the 
laws and protection of virtual property and taxation of profit making virtual to real 
enterprises will have many benefits. But at the same time it can pose some special 
issues. A consequence, for example, will be that it will reduce the full control that 
virtual spaces operators currently have over their virtual space and, in particular, 
over the balance of virtual economies. 

This will open doors for manipulation of virtual economies, with techniques 
specific to early stock exchanges. 

Legislative and technical solutions would have to be found to prevent such pos-
sibilities without compromising the dynamics and freedom specific to virtual 
spaces economies. 

5.6   Conclusions 

As for the technical factors, the expansion of virtual worlds makes these issues 
more and more important. All of them are nowadays looking for adequate legisla-
tive solutions, but these must be supported and enables the advanced technical in-
frastructure. 

6   Virtual Worlds, Augmented Reality and the Future 

Both these concepts are intertwined operating at the intersection of the real world 
and the worlds of computers and information. 
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Apparently they are competing paradigms when it comes to enhancing the us-
ers' life: whether to model something in a virtual world and benefit from all the 
freedom of imagination or whether to augment the real world with information 
generated by computers? 

The competition is just apparent, as the two paradigms address complementary 
aspects. The answer to the question which one should be use can be both. 

The advocates of augmented reality, or ubiquitous computing, excited by all of the 
new mobile devices and applications that have emerged in the last few years, tend to 
advocate it as a universal solution and an absolute winner [9]. However, there are at 
least two features that virtual worlds alone have as distinct from any augmented reality 
concept, features which make it impossible to take them out of equation: 

o their free of limitations aspect - which fits and feeds an ineffable trait of 
human mind and consciousness - means they will always be preferred by 
many users for entertainment, training, experiments or for exploring the 
limits of human imagination 

o more practical, their online nature means they can be accessed from any-
where, from any place in the real world, unlike the real world which re-
quires physical presence 

Not surprisingly we can see how the interest in these technologies evolves in in-
ternet websites content or searches. 

The following figure compares average worldwide traffic for the two keywords 
in all years, according to Google collected data: virtual worlds, augmented reality: 

 

Fig. 2. http://www.google.com/trends?q=augmented+reality%2Cvirtual+worlds [10] 
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Abstract. In dependable embedded real-time systems, typically built of comput-
ing nodes exchanging messages over reliability-constrained networks, the provi-
sion of schedulability guarantees for task and message sets under realistic fault 
and error assumptions is an essential requirement, though complex and tricky to 
achieve. An important factor to be considered in this context is the random nature 
of occurrences of faults and errors, which, if addressed in the traditional schedula-
bility analysis by assuming a rigid worst-case occurrence scenario, may lead to in-
accurate results. In this work we propose a framework for end-to-end probabilistic 
schedulability analysis for real-time tasks exchanging messages over Controller 
Area Network under stochastic errors.  

Keywords: real-time systems, task scheduling, CAN, dependability, reliability, 
fault tolerance, schedulability analysis. 

1   Introduction 

Real-time systems are computer systems in which the correctness of the system 
depends not only on the logical correctness of the computations performed, but 
also on which point in time the results are provided [1]. Delivering a result at a 
point in time beyond the latest possible, i.e., after its deadline, may result to catas-
trophic consequences in safety critical real-time systems. Examples of such  
systems are medical control equipment nuclear power plants, or vehicle control 
systems.   

A real-time system typically consist of a number of a number of resources 
(e.g., processing nodes connected by communication mediums), a number of tasks 
typically communicating over a field buss, e.g., Controller Area Network (CAN) 
by exchanging messages, designed to fulfil a number of timing constraints, and a 
scheduler that assigns each task and message a fraction of the processor(s) time or 
bus bandwidth, according to a scheduling policy. Events like tasks or messages are 
usually periodic or non-periodic depending on their pattern of occurrences. While 
periodic events consist of an infinite sequence of invocations, called instances, 
non-periodic ones are invoked by the occurrence of another event. The choice of 



394 H. Aysan, R. Dobrin, and S. Punnekkat
 

tasks, messages and scheduling policy is made by the system designer to satisfy 
some original constraints imposed on the system. Consequently, tasks and mes-
sages are assigned a number of scheduling parameters, such as periods, deadlines 
or priorities, depending on the chosen scheduling policy. 

Besides the real-time specific deadline constraint, the majority of safety critical 
real-time systems are typically characterized by dependability requirements. In es-
sence, these systems have the major design objective to guarantee the properties of 
correctness and timeliness even under error occurrences. Further, these systems 
are typically built using several computing nodes that interact with each other in a 
distributed manner where reliable communication plays a crucial role for achiev-
ing overall system dependability. While the deadline constraint is addressed by  
using the response time analysis, the design of reliable end-to-end systems, in-
volving task executing on processing nodes and exchanging messages over a net-
work (i.e. CAN), requires usage of appropriate fault-tolerance (FT) mechanisms 
and analysis techniques jointly at node- as well as network level. However, the 
fundamental requirement for the design of effective and efficient FT mechanisms 
is a realistic and applicable model of potential faults, their manifestations and  
consequences. 

In a large number of safety or mission critical systems, that typically employ 
the preemptive fixed priority scheduling (FPS) policy, real-time schedulability 
analysis techniques have been increasingly used in order to ensure that the strict 
timeliness requirements of the applications are met. The preemptive behaviour of 
FPS, although desirable to increase the schedulability bound, can on the other 
hand benefit of control mechanisms to address the potential high contexts switch 
costs [2]. The analysis has been also extended to CAN, where real-time messages 
are scheduled non-preemptively on the bus. CAN was designed in the 1980s at 
Robert Bosch GmbH [3] with a special focus on automotive real-time require-
ments and has been widely used in the automotive and automation industries due 
to its ease in use, low cost and provided reduction in wiring complexity. The most 
important feature of CAN from the real-time perspective is its predictable behav-
iour. Recent works have addressed the effect of the network delay on the perform-
ance of control systems [4]. CAN provides means for prioritized control of the 
transmission medium by using an arbitration mechanism which guarantees that the 
highest priority message that enters an arbitration will be transmitted first. This 
makes CAN amenable to response time analysis akin to those performed on fixed 
priority task sets. Volcano methodology used by Volvo [5] is an example of the 
acceptance of such analysis by the industry. The model underlying the basic CAN 
analysis assumes an error free communication bus, i.e. all messages sent are as-
sumed to be correctly received, which may not always be true due to the interfer-
ence from the operational environment or the faulty hardware components. These 
interferences cause errors in the transmitted data, which could indirectly lead to 
catastrophic failures. While in processor scheduling the designer is responsible  
to provide fault tolerance mechanisms, in CAN scheduling, to reduce the risks due 
to erroneous transmissions, CAN designers have provided elaborate error check-
ing and error confinement features in the protocol. The basic philosophy of these 
features is to identify an error as fast as possible and then retransmit the affected 
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message. This implies that in systems without spatial redundancy of communica-
tion medium/controllers, the FT mechanism employed is time redundancy which 
addresses transient errors but could have an adverse impact on the latencies of 
message sets; potentially leading to violation of timing requirements. Furthermore, 
burst of errors typically affect several message retransmission attempts and con-
tribute to potentially large response time that may deem the system unschedulable. 

In this work, we propose an end-to-end schedulability analysis for real-time 
tasks executing on processing nodes and exchanging messages over CAN, under 
error scenarios.  

2   End-to-End Probabilistic Fault-Tolerance Analysis (PFTA) 
under Error Bursts 

In this section we present an end-to-end probabilistic fault-tolerance analysis 
(PFTA) for distributed real-time systems under error bursts. We assume a number 
of processing nodes executing real-time tasks that exchange messages over CAN. 
We first present PFTA for a single processor node where tasks execute scheduled 
under FPS. Then we show how PFTA is performed for message scheduling in 
CAN, and finally we introduce PFTA for transactions of tasks exchanging  
messages over CAN under error bursts.  

2.1   PFTA for Processor Scheduling under Error Bursts 

The approach begins with a performing a set of schedulability analyses that ac-
counts for a range of worst-case scenarios generated by stochastic error burst  
occurrences on the response times of tasks scheduled under the fixed priority 
scheduling (FPS) policy. Then the probabilistic schedulability guarantees are cal-
culated as a weighted sum of the conditional probabilities of schedulability under 
specified error burst characteristics. 

In this subsection a single processor platform is assumed on which a sporadic 
task set is allocated which have deadlines equal to or less than their minimum in-
ter-arrival times. Whenever an error is detected within a task, the affected task τi 
executes an alternate task with a worst-case execution time less than or equal to 
the original worst-case execution time of its primary, a deadline equal to the origi-
nal deadline and a minimum inter-arrival time equal to the minimum inter-arrival-
time of its primary. This alternate can typically be a re-execution of the same task, 
a recovery block, an exception handler, or an alternate task with imprecise compu-
tations. Errors are assumed to be detected just before the completion of the  
affected task instances. 

The main sources of errors are assumed to be electromagnetic interferences (ex-
ternal faults), and transient hardware faults (internal faults) that affect, e.g. the 
sensors and the network systems. Examples to the considered errors are incorrect 
input values from sensors, or failure in delivering the output values via network 
messages. Errors that are propagated into tasks are detected at the end of task exe-
cutions by observing, e.g., the out-of-range output values or omitted outputs.  
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Examples to the assumed error detection mechanisms are usage of sanity checks, 
range checks, checksums for the value correctness and the usage of watchdog tim-
ers for the time correctness. Watchdog timers are assumed to be implemented as 
simple hardware units that run in parallel with the tasks and interrupt in case of 
detected errors and the overhead of the value error detectors are included in the 
WCETs of the respective tasks. 

Each fault may result in errors in the form of an error burst for a random dura-
tion. The distribution regarding the duration of the faults is very much domain 
specific, and, in this section, it is assumed that the information regarding the prob-
ability distribution of the fault durations is available. Other parameters assumed to 
be given related to the error model is the error rate λ and the mission time L. 

In this work, it is assumed that no task can successfully finish between errors 
within a burst. Furthermore, any task instance scheduled even partially under the 
error burst will be considered as affected by the error. 

Methodology Overview. The goal of this approach is to find the probability that the 
given task set is schedulable during a mission time L under the specified error 
model. This probability is dependent on the error characteristics (the minimum inter-
arrival time between bursts, TE, the possible values for the fault duration lj, and the 
probability distribution f(l) and can be derived from the conditional probabilities that 
the task set is schedulable under specific sets of values for these parameters. 

The analysis begins with finding the maximum number of error bursts, n, that 
can hit any task in the task set. Considering the interplay between TE and lj a set of 
sensitivity analyses is performed to derive the minimum inter-arrival times be-
tween error bursts (TE) for each possible combination of n fault durations by as-
suming the worst-case task executions and error overheads. 

One should note that the derived minimum inter-arrival times are actually  
upper bounds which may never be reached. This is due to the nature of the inexact 
worst-case assumptions, such as the WCETs of the tasks, which correspond to up-
per bounds rather than exact worst-case values. 

The fault duration combinations and the corresponding upper bound TE values 
are then used to find the conditional probabilities of schedulability which are actu-
ally lower bounds for the exact probabilities. Finally, the lower bound probability 
of schedulability is computed as a cumulative sum of these individual conditional 
lower bound probabilities, i.e. by unconditioning the probability of schedulability 
with respect to the fault durations. The steps involved in the methodology are il-
lustrated in Figure 1 and briefly described below. 

STEP 1. The analysis begins by finding an upper bound for the maximum 
number of error bursts that can hit any task in the task set while the 
task set is still schedulable. 

STEP 2. In this step, a set of sensitivity analyses is performed for each com-
bination of n fault durations specified in the probability mass func-
tion f(l) in order to derive the minimum inter-arrival time between 
bursts (TE) under which the task set is still schedulable. 
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Fig. 1. Task scheduling – Methodology overview 

STEP 3. The goal of this step is to derive the probabilities that the actual  
inter-arrival times between bursts will not be shorter than the calcu-
lated minimum inter-arrival times by taking into account λ and the 
mission time L. 

STEP 4. Finally, based on the probability mass function f(l), as well as the  
derived probabilities for each fault duration combination, the  
cumulative probability of schedulability is derived. 

Worst-Case Task Response Time Analysis under Error Bursts. In this subsec-
tion, a worst-case response time analysis is presented that identifies whether a 
given task set is schedulable when affected by faults of random durations and a 
minimum inter-arrival time TE. One should note that if the fault duration is greater 
than or equal to the minimum inter-arrival time between bursts, every burst can 
start before the end of the previous one, hence the bursts can potentially affect the 
whole mission time. If this is the case or if the fault duration is greater than the 
minimum inter-arrival time of the task whose worst-case response time is to be 
calculated, the schedulability of this task cannot be guaranteed. 

The main differences between the error characteristics in the traditional single 
error model and the burst model are: 

• An error burst may consist of multiple errors 
• An error burst may affect multiple tasks 

Hence, the worst-case scenario required for calculating the worst-case response 
times is not the same in case of error bursts as compared to the model introduced 
in [6].   

The set of bursts interfering with a task τi, i.e., arriving after the release of τi, is 
denoted by {βj|j=1,2,...,n}. 
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Definition 1. The worst-case error overhead Ei
j for a task τi caused by an error 

burst βj is the largest amount of time required by the task alternates τk
alt, τk

alt ∈ Γ, 
to recover from the effects of burst βj, in the interval between the release time of 
task τi and its completion. 
 
Remark 1.1. An important observation is that, while the worst-case error over-
head accounts for all the alternates required for recovery (including the success-
ful ones), it excludes all the primaries, since, although affected by errors, those 
are already taken into account in the traditional part of the response time analysis 

[7,8], i.e., Ci and   jihpj ji CTR ∈ )(
/ . 

 
Remark 1.2. Another observation following Definition 1 is that, in the general 
case, a burst causes its worst-case error overhead when its interference (i.e., over-
lap) with the executions of the first and last task it affects is minimized. Hence, it 
has to start ε before the completion of the first affected task, and end ε after the 
start of the last affected task. 
 

The worst-case error overhead for task τi caused by an error burst βj under a burst 
with length lj is: 
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and τh is the highest priority task in the task set Γ and ε is an arbitrary small posi-
tive real number. 

The total interference Ii experienced by a task τi is the sum of the maximum in-
terference caused by the higher priority tasks, Ii

hp, and the maximum interference 
caused by error bursts Ii

err. 

err
i
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iii III +=Γ∈∀ ,τ . (2)

Note that Ii
hp is given by the traditional response time analysis [7,8]: 
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Consequently, the worst-case error interference that needs to be accounted for, in  
the response time analysis, is obtained by the summing up the worst-case error 
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overheads, Ei
j, of each error burst βj that is assumed to interfere with task τi 's exe-

cution. In this case, the maximum interference caused by the error bursts with a 
minimum inter-arrival time TE on task τi ∈Γ in the interval (0, Ri] is: 
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Hence, the equation that gives the worst-case response time for a task τi under er-
ror bursts is: 

err
i

hp
iii IICR ++= . (5) 

Probabilistic Schedulability Bounds. We assume that, during a mission, if the 
actual shortest interval between any two error bursts W is less than the derived 
minimum inter-arrival time between errors TE, then the task set is unschedulable. 
Hence, the probability of schedulability for a TE value derived for a fault duration 
combination Pr(U|comboi), is equal to Pr(W < TE), i.e., the probability of sched-
ulability of a given task set is translated to the derivation of the probability that, 
during the mission time L, no two consecutive error bursts arrive with an inter-
arrival time shorter than the derived TE. Once the probabilities of schedulability 
(or the upper bound for the probability of unschedulability) for the TE values de-
rived for each fault duration combination is calculated, the probabilities of the 
fault duration combinations extracted from the probability mass function f(l) are 
used to calculate the cumulative probability of schedulability. 

2.2   PFTA for CAN Scheduling under Error Bursts  

This subsection presents a schedulability analysis for real-time message schedul-
ing on CAN, and a sensitivity analysis in order to derive accurate probabilistic 
schedulability guarantees for fault-tolerant real-time messages. The schedulability 
analysis presented in this subsection extends the existing CAN response time 
analysis [9,10,11,12,13] to cope with burst errors modeled with an improved accu-
racy that enables the specification of a range of new parameters including e.g., 
fault duration and  intensity. 

In this section a distributed real-time architecture is assumed that consists of 
sensors, actuators and processing nodes communicating over CAN. The commu-
nication is performed via a set of periodic messages. For the sake of generality, a 
message Mi is assumed to include Ni frames, hence the worst-case transmission 
time Ci of the message in an error-free scenario is: 

bitii fNC τ××= max . (6)
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where fmax is the maximum frame size in number of bits, and τbit is the time it takes 
to transmit a single bit on CAN. However, the analysis presented in this section 
applies to the particular case of single frame messages as well.  

While CAN communication is non-preemptive during the frame transmissions, 
messages composed of more than one frame can preempt each other at frame 
boundaries. Additionally, the non-preemptiveness of message frames may cause a 
higher priority message to be blocked by a lower priority message for at most one 
frame length, if the high priority message is released during the transmission of a 
lower priority frame. This priority inversion phenomenon can affect all messages 
except the lowest priority one, and only once per message period, before the 
transmission of the first message frame [14]. 

Each fault may affect the system for certain duration. Depending on the duration 
of a fault and the minimum inter-arrival time between errors within a fault, a fault 
can materialize into a burst of errors, only a single error, or no error at all during its 
length. However it is assumed that at least one error occurs during each fault expo-
sure, since analysis assumes the worst-case scenario. For the sake of presentation, 
the term error burst is used for both error bursts and single errors. The duration of 
the faults is very much domain specific, and in this paper, it is assumed that the in-
formation regarding the probability distribution of the fault durations is available. 
Errors may occur any time during the fault as long as they satisfy the minimum in-
ter-arrival time condition derived from the sensitivity analyses. 

We assume that each error in each message frame is detected as soon as it oc-
curs by the built in CAN error detection mechanisms and upon each error in a 
frame, an identical frame to the erroneous frame is scheduled for re-transmission 
following the error frame. Other error model related parameters that are assumed 
to be given are the rate that the observed system is hit by errors caused by inde-
pendent faults λ and the mission time L of the system. This section assumes that at 
most one burst may hit any message instance hence TE is equal to the largest pe-
riod of all the messages in the message set. 

Methodology Overview. The ultimate goal of this approach is to find the prob-
ability that the message set is schedulable under a given fault and error hypothesis. 
The methodology is outlined in the following steps, and illustrated in Figure 2. 

STEP 1. In this step, a series of sensitivity analyses is performed for each l in 
the probability mass function f(l) in order to derive the minimum in-
ter-arrival times of errors within error bursts, TE

burst, for which the 
message set is guaranteed to be schedulable. 

STEP 2. In this step, first an upper bound for the probability of violating the 
minimum inter-arrival time requirement between errors within a 
burst, TE

burst, for each fault duration l is calculated. Then, this prob-
ability bound on the fault duration is unconditioned and an upper 
bound for the probability of violating the minimum inter-arrival time 
requirement between errors within bursts under faults of random 
length, during the whole mission is derived. In this step, separately, 
an upper bound for the probability of violating the minimum  
inter-arrival time requirement between error bursts, TE, during the 
whole mission is derived. 
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Fig. 2. Message scheduling – Methodology overview 

STEP 3. Finally, in the last step, an upper-bound for probability of unsched-
ulability, i.e. lower bound for the probability of schedulability, which 
is shown to be the union of the upper-bounds of the probabilities of 
at least one occurrence of any two bursts arriving less than TE apart 
or at least one occurrence of any two errors within a burst, arriving 
less than TE

burst apart during a mission of length L is calculated. 

In the next subsection, a schedulability analysis under error bursts is presented 
which is the main tool to perform the outlined analysis.   

CAN Response Time Analysis under Error Bursts. We present a worst-case re-
sponse time analysis that identifies whether a given message set is schedulable 
when affected by error bursts caused by faults with a given duration l and a com-
bination of error inter-arrival time thresholds (minimum inter-arrival time of error 
bursts TE and errors within a burst TE

burst). The presented worst-case response time 
analysis is based on the worst-case response time analysis of CAN under periodic 
messages and sporadic faults introduced by Tindell et al. [7]. In this work, we use 
the maximum error interference, Ii

err , in the equation used for calculating the 
worst-case response time of message Mi: 
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Assuming the burst error model, the worst-case response time calculations will 
differ in the following cases depending on the minimum inter-arrival time of the 
errors within an error burst TE

burst: 

CASE 1. TE
burst≤(emax+fmax)τbit+l: in this case, if the errors within an error 

burst occur with a separation of TE
burst, it may not be possible to 

transmit any frame between any two consecutive errors during the 
burst. Therefore, the worst-case error overhead Ii

err in becomes: 

 

lefI bit
err
i ++= τ)( maxmax

. (8)

The error overhead includes the transmission time of the largest 
frame in the worst-case scenario, i e., when the first error in the 
burst hits its last bit. The other components of error overhead are the 
transmission time of the largest error frame and the whole duration 
of the fault, since in the worst-case, no frame can be transmitted 
during this time. The largest message frame and the largest error 
frame in Equation 8 are the frames before and after the error burst 
respectively. 

CASE 2. TE
burst>(emax+fmax)τbit+l: in this case, one or more frames can suc-

cessfully be transmitted between two errors within an error burst. 
Therefore only certain sections during the exposure to the fault may 
contribute to the error induced overhead. The worst-case error 
overhead, Ii

err, in this case, is given by: 
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The error overhead in this case includes the transmission time of the 
largest frame, the largest error frame, and the error overhead during 
l. Note that in this case, the error overhead during l is strictly less 
than the fault duration l, however, Equation 9 is written in a general 
form and can be used for both cases. The first term (fmax+emax)τbit in 
Equation 9 gives the worst-case error overhead caused by the first 
error in the burst and is equal to the sum of the largest message 
frame and the largest error frame. 

The second term gives the worst-case error overhead caused by a 
single error during the burst (except the first error) multiplied by the 
maximum number of errors that can occur during the error burst mi-
nus one (the first error) assuming that the errors arrive with an exact 

inter-arrival time of TE
burst . The product term  burst

ETl /  of the 

second term in Equation 9 gives the maximum number of errors that 
can occur during an error burst minus one. The product term emaxτbit 
+ (TE

burst-emaxτbit - ε) mod fmaxτbit + ε of the second term includes the 
transmission time of the largest error frame and the largest message 
frame the error may hit. The last term x in Equation 9 gives the ad-
ditional overhead caused by the errors whose relative arrival times 
are larger than (TE

burst). One should note that, the error overhead for 
a single error arrived with the minimum inter-arrival time (TE

burst), 
plus the additional overhead per error caused by late arrivals can at 
most be equal to (fmax+emax)τbit. Therefore, the worst-case value for x 
is equal to either the total amount of time that can be distributed to 
the error inter-arrival times for late arrivals (a), or the difference be-
tween the overhead assuming all errors hit the largest possible mes-
sage in the last bit and the overhead assuming all errors arrive with 
the minimum inter-arrival time between errors within a burst 

 bTl burst
E/ , whichever is smaller. 

 

We have assumed that all successfully transmitted frames between two errors in a 
burst have the maximum frame size. If these frames are shorter than the maximum 
frame size, the error related interference may be larger than the value calculated 
by Expression 9. However, this increase in the error interference is bounded by the 
total sum of the differences between the actual frame sizes and the maximum 
frame size, i.e, the increase in the error interference is never larger than the cumu-
lative reduction in the frame sizes. Hence, the worst-case response time analysis 
holds for the general case when message frame sizes are less than maximum, i.e., 
the analysis never calculates an optimistic value. 

Probabilistic Schedulability Bounds. We assume that, during a mission, if the 
actual shortest interval between any two error bursts W is less than the minimum 
inter-arrival time between errors TE, or if the actual shortest interval between any 
two errors within a burst Wburst is less than the minimum inter-arrival time between 
errors within a burst TE

burst then the message set is un-schedulable. The TE value is 
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assumed to be equal to the largest period in the message set and the TE
burst value is 

derived for each fault duration in the probability mass function f(l). Hence, the 
probability of unschedulability is equal to the union of two probabilities, (i) Pr(W 
< TE) and (ii) the probability of violating the minimum inter-arrival time require-
ment between errors within a burst caused by bursts of random length during the 
whole mission. 

2.3   End-to-End Response Time Analysis 

In this subsection we present a unified end-to-end response time analysis for fault 
tolerant distributed real-time systems consisting of tasks executing on nodes and 
exchanging messages over CAN network, under error bursts. The proposed analy-
sis joins the results for processor scheduling with CAN message scheduling pre-
sented above, while taking into account the fault manifestations specific for each 
scenario as described in the subsections 2.1 and 2.2.  Figure 3 illustrates the sys-
tem model where tasks are executed on two nodes in an event-triggered manner 
under the FPS scheduling policy, and exchange messages on CAN network. Our 
goal is to determine the worst-case response time of an end-to-end transaction 
consisting of two tasks on different nodes exchanging one message on CAN.  

The derivation of the end-to-end response time for a transaction is illustrated in 
Figure 4 where task A is executing on one node and sends a message m1 to task B 
on a different node. What needs to be taken into account here is the jitter inherit-
ance between nodes and network. In task (or message) scheduling, the Response 
Time Jitter - Ji is the maximum time distance between the response times for any 
two consecutive task (or message) instances τi

k and τi
k+1, and it is calculated as 

1max +−= k
i

k
ii RRJ .  
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Fig. 3. System overview  
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Consequently, in the worst-case, the maximum response time jitter experienced 
by a task τi (or a message mi) is given by:  

minmax
iii RRJ −= . (10)

where Ri
max is the worst-case response time of τi and  Ri

min is its best case response 

time given by [15]:
j

ihpj j

i
ii C

T

R
CR 

∈ 










−+=

)(

min
min 1  . 

Hence, the jitter inherited by the message m1 from the sending task A is 
minmax

1 iim RRJ −= . Similarly, the jitter inherited by the receiving task B from 

message m1 is min
1

max
1 mmB RRJ −= . The error interference terms err

B
err
A II , and 

err
mI 1 are derived as described in Equations 4 and 9 respectively. 

A B m1 

AA

err
Aj

Ahpj j

jA
AA

wR

IC
T

Jw
Cw

=

+






 ++= 
∈∀ )(

BBB

err
Bj

Bhpj j

jB
BB

mmB

JwR

IC
T

Jw
Cw

RRJ

+=

+










 +
+=

−=


∈∀ )(

min
1

max
1

111

1
)1(

1
111

minmax
1

mmm

err
mj

mhpj j

bitjm
mmm

AAm

JwR

IC
T

Jw
BCw

RRJ

+=

+










 ++
++=

−=


∈∀

τ

jitter inheritance jitter inheritance 

 

Fig. 4. End-to-end response time for one transaction A->m1->B 

End-to-End Probabilistic Schedulability Bound. We assume that the schedula-
bility of a task sets on separate nodes and the schedulability of messages on CAN 
do not affect each other’s schedulability. Hence the end-to-end probability of 
schedulability of a transaction, Pr (Stransaction)= Pr (Sstart-node) ∪ Pr (SCAN) ∪ Pr (Send-

node), is equal to the multiplication of each individual probability of schedulability: 
Pr (Stransaction)= Pr (Sstart-node)  Pr (SCAN)  Pr (Send-node). 

5   Conclusions 

Design of dependable distributed real-time systems demands advances in both de-
pendability modeling and scheduling theory at node and network level in tandem, 
to provide system level guarantees that potential error scenarios are addressed in 
an effective as well as efficient manner. In this work, we have introduced a sched-
ulability analysis framework for dependable networked real-time systems. We 
presented a sufficient end-to-end analysis that accounts for the worst-case interfer-
ence caused by error bursts on transactions consisting of tasks scheduled on  
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different nodes under the preemptive FPS policy, and exchanging messages on 
CAN. The proposed analysis introduces significant improvements over existing 
works in many aspects, including a more elaborate and realistic error model that 
relaxes the previous assumptions. Further, we have outlined an overview on how 
to derive probabilistic scheduling guarantees from the stochastic behaviour of er-
rors by performing a joint schedulability – and sensitivity analysis. 
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Abstract. Instruction Scheduling as a compiler optimization is a very powerful 
technique to enable instruction level parallelism for many types of modern archi-
tectures. Instruction Scheduling can be used for making best fill of the micro-
architecture pipeline (by minimizing the number of pipeline stalls) and is also of 
critical importance for keeping as busy as possible the multiple execution units for 
the architectures with parallel execution sets (like VLIW, EPIC or VLES architec-
tures). This paper will present a set of improvements that can be brought to an in-
struction scheduling technique implemented in a real compiler for a VLIW archi-
tecture, where both pipeline aspects and multiple execution units are exploited. 
The improvements are based on practical and theoretical observations. They in-
clude a possible false-WAW dependence improvement, another improvement by 
considering inter-block latencies and also some improvements about hyper-block 
scheduling and IF-conversion integration with instruction scheduling. 

Keywords: instruction scheduling, IF-conversion, inter-block latencies. 

1   Introduction 

Modern architectures are offering hardware support for increased instruction level 
parallelism. Increasing the hardware support for instruction level parallelism is on-
ly one side of the problem, the other side remaining how to make the code to take 
full advantage of the available parallelism. To achieve that, a supplementary me-
chanism is necessary. This mechanism is the instruction scheduling. Instruction 
scheduling can be implemented either as a hardware mechanism (optimizing the 
code while the application is in execution) or as a compiler technique (optimizing 
the instruction execution order during compile time). There will be no argue about 
which is better to use, as this is a decision taken early in the development phase of 
a hardware architecture and the dynamic and static scheduling do not usually  
apply together. 

The instruction level parallelism that is commonly exploited by Instruction 
Scheduling as a compiler optimization is based on two architectural aspects: 
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- the micro-architecture (pipeline) of the processing unit - mechanism for 
executing in parallel more instructions on a single functional unit, each 
instruction being in a different stage of execution 

- multiple functional units in the processing unit - mechanism to enhance 
instruction level parallelism by making possible the execution of mul-
tiple instructions in the same time on different execution units 

The micro-architecture pipeline can negatively affect the executing code, by add-
ing stalls in the execution, stalls that are considered "dead times" in code execu-
tion. These stalls can appear if an instruction is executed in a pipeline stage and its 
result is not available in the next pipeline stage, but in a later one. The distance be-
tween the pipeline stage the instruction is executed and the pipeline stage the in-
struction result is available is characterized as a pipeline stall, and it can be also 
called the instruction latency (for example, if by executing an instruction in the 
pipeline stage 1, its result is available only in the pipeline stage 4, meaning that for 
2 cycles the pipeline is in stall, and that instruction adds a 3 cycles latency be-
tween it and an instruction that might need its result). In this situation, the instruc-
tion scheduler can rearrange the code instructions to minimize of pipeline stalls, 
meaning that while an instruction waits for its result, other instructions can be 
used to fill the stalls.  

For multiple execution units, the more instructions can be grouped to be  
executed in parallel, the better. Building the instruction words on a VLIW  
architecture is exclusively the job of the instruction scheduler. 

The rest of the paper will focus on presenting the improvements brought to in-
struction scheduling (section 3), after a brief presentation of instruction scheduling 
approaches (Related Work - section 2). The results of the improvements and some 
comments on these results are presented in section 4. Section 5 will add some 
concluding remarks on this work. 

2   Related Work 

In the past, instruction scheduling as a compiler optimization, was a very popular 
research subject. In the last decade it got even more interesting as the embedded 
systems became more eager for such an optimization in order to exploit parallel 
aspects of the architectures. As the instruction scheduling problem is NP-hard, 
many algorithms and heuristics where researched during the time, many of them 
having application only to specific types of architectures. 

It is very important for the reader to know that this paper is continuing and 
slightly extending our previous work on instruction scheduling improvements 
([1]). After a re-iteration of our conducted previous work, there will be a short 
overview of the extensions of this work so far and possible future work. 

There are two major directions when considering the instruction scheduling: the 
general techniques (the ones that can be applied with success on any kind of re-
gion) and the loop region techniques (which are focused only on loops schedul-
ing). The latest techniques were developed because the loops are in a program the 
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regions that take the most execution time, so the best improvements can be ob-
tained from carefully scheduling one loop. 

Each of the techniques mentioned here have different scopes: ones can be ap-
plied only at basic-block level, others can be applied to some increased types of 
regions, and others are global, being applied to the whole function to be  
optimized. The most used and the most cited by compiler literature instruction 
scheduling techniques are: list scheduling ([2], [3]) (for basic-block, or larger re-
gions), trace scheduling ([4]) (for larger regions and fragments of flowgraph), per-
colation scheduling ([5]) (for cross-block scheduling) and software pipelining ([6], 
[7]) (for loop regions). 

There are also many modern studies and research for improved instruction 
scheduling from which it worth mentioning [8], [9] for advanced remarks regard-
ing instruction-level parallelism, [10], [11], [12], [13], [14], [15], [16], [17] for 
different types of heuristics and approaches for improving the instruction  
scheduling results for different purposes and scopes. 

One of the most popular algorithms is list scheduling ([2], [3]). Due to its sim-
plicity, applicability on basic-block level, and good results in practice, it was 
adopted in many compilers, especially in production compilers, which usually 
avoid dealing with experimental techniques (more used by prototype and academ-
ic compilers). The algorithm we propose for improving is also based on the list 
scheduling technique and is detailed as follows. 

3   Improvements of Instruction Scheduling 

There will be a short presentation of the used instruction scheduler, followed by 
the improvements details and what other opportunities of improvements were de-
tected and will be implemented (kind of future work) and finally the results of 
these improvements. Starting from an implementation of this technique in a real 
compiler for a VLIW architecture (Freescale Starcore ® DSP family of proces-
sors), some improvement observations were explored. This paper will further fo-
cus on presenting the improvements and analyzing their impact on real-life  
situations.  

3.1   Algorithm to Improve 

The improved instruction scheduler is an implementation of the classic local List 
Scheduling algorithm which works both on basic-block level and hyper-block lev-
el. This implementation was also adapted to exploit both the pipeline aspects and 
multiple execution units. The algorithm had good results for basic-block level, but 
there were still some opportunities to improve the results. At hyper-block level the 
algorithm did not have spectacular results, many of the test-cases having worse  
results than the basic-block scheduling. At the hyper-block level were the best  
opportunities to improve the instruction scheduler by integrating better the  
IF-CONVERSION (the hyper-block construction phase) and the instruction  
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scheduling. For hyper-block improvements, previous work was conducted in [18], 
[19]. Further hyper-block improvement opportunities are also detailed later on in 
the paper. 

The instruction scheduling algorithm is not so complicated: first of all, the de-
pendence directed acyclic graph (DAG) ([2]) is built to allow the analysis of inter-
instructions constraints. The most important dependences (the ones that are of  
interest for the local instruction scheduling algorithm) are the data dependences. 
The dependences considered by the dependence DAG are the classical ones: Read-
After-Write (RAW), Write-After-Read (WAR), Write-After-Write(WAW) and in vola-
tile cases the Read-after-Read (RAR) dependences. The used local list instruction 
scheduling algorithm is presented in Fig.1 and will be detailed as follows. 

 
compute dependence DAG of the instructions 
mark all instructions in the list as unscheduled 
CurTime = 0 
while there are unscheduled instructions do 

get ready instructions 
if there are ready instructions  
 create best packet 
endif 
if a best packet was created 
 add best packet in scheduled packet list 
 mark instructions in packet as scheduled 
endif 
increase CurTime according with the packet 

enddo 

Fig. 1. The local list instruction scheduling algorithm 

The local List Instruction Scheduling Algorithm computes the dependence 
DAG, marks all the instructions as unscheduled and then initiates the current time 
CurTime to zero. The algorithm works as simple as possible: for each time slot 
(starting from zero and ending after all the instructions have been scheduled), the 
algorithm finds out which are the instructions that are ready to schedule - all their 
predecessor instructions (in the dependence DAG) are already scheduled and all 
the latencies that keeps one instruction to be scheduled are passed. After finding 
out which instructions are ready at a certain time (that moment's CurTime), the al-
gorithm tries to build the best packet containing the instructions that are ready at 
that certain time. After building the best packet, it marks all the scheduled instruc-
tions as scheduled, adds the best packet to the list of scheduled packets and then 
proceeds to the next iteration (finding ready instructions and so on, even if not all 
the ready instructions at this particular time were scheduled). If at a certain time 
there are no ready instructions there is a pipeline stall and the CurTime is incre-
mented successively until the pipeline stall is overcome. There are several things 
that can be considered when creating the best packet: the most convenient situa-
tion is to have all ready instructions fitting in this best packet, but this is not al-
ways the case. The "best" solution should be explored: the first criterion that 
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comes in mind is that the instructions inducing the longest latency to be scheduled 
at this time in the detriment of the instructions that have reduced latencies, but the 
"best" solution is probably a very difficult problem to solve (in the whole context), 
so several heuristics apply at this point.  

3.2   False-WAW Improvement 

The first of the improvements is based on the scheduled code analysis. While ana-
lyzing the scheduled code there were spotted instructions that could be grouped to 
execute in parallel, but they were not. At a closer look, after going through the de-
pendence analysis results and after analyzing the instruction scheduling algorithm 
step by step, we found the thing that was preventing these instructions to be grouped 
for parallel execution. More instructions that could be grouped in parallel wrote the 
carry bit (since those instructions results could had overflow). Two instructions writ-
ing the carry bit is resulting in a Write-After-Write (WAW) dependency, which is 
correct. The algorithm was working fine, the problem being that this case was omit-
ted to be analyzed when created the dependence DAG. One can argue on what is 
wrong in not grouping instructions with WAW dependency. There is nothing wrong, 
it is a must to block WAW dependency in the same execution set. Nevertheless false-
WAW should not lock some grouping opportunities (Fig. 2 and Fig. 3).  

The carry bit situation looks like a false-WAW, since there are truly two carry 
bit writes, one for each instruction, but these writes are not used anywhere. If there 
is at least one instruction that uses any of the carry bits, then this dependency 
would really be important. The use of the carry bit must come from its right defi-
nition, but if no instruction really uses the carry bit, then it does not matter which 
of the carry bit definitions will be available after scheduling both instructions. 

 
INST1(def op)        INST2(def op) 
INST2(def op)       !=  INST1(def op) 
INST3(uses op)       INST3(uses op) 
 

Fig. 2. True WAW dependence (instruction order must be strictly kept to have correct  
results)  

 
INST1(def op)    INST2(def op) [   
            INST1(defop) 
INST2(def op) =  INST1(def op)  =  INST2(defop) 
           ] 
NO USE of op     NO USE of op  NO USE of op 
 

Fig. 3. False-WAW dependence (instruction order is not important, they can even be 
grouped in parallel) 

From this observation to the point where two such instructions are decided to 
be grouped in the same execution set, there are lots of other constraints that must 
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be passed. When deciding that a WAW is not really a WAW, but it is a false-WAW 
(based on the presented observation), this false-WAW allows the instructions inter-
change, they order does not matter anymore (of course if there are no other depen-
dences induced by other operands). But from the relative position freedom to the 
moment when these two instructions can be grouped, there is another hardware 
architectural step: the target architecture must allow multiple writes of the same 
operand in the same execution set, and must describe the exact behavior in this 
particular case (i.e. which of the writes will be considered). If this behavior is well 
defined, the false-WAW is less - only one of the writes should not be used any-
where. By grouping those two instructions, special care must be taken to allow the 
right instruction to write the needed operand. If the target architecture has an un-
specified behavior when there are multiple writes in the same execution set, the 
false-WAW must remain a regular WAW. This optimization can cause several 
hardware damages if the hardware is not protected for this kind of behavior.  

In the architecture the improved compiler was used for, there were two kinds of 
behavior (which is probably the case of most architectures):  

- a register could not be ever written more than once in the same execu-
tion set - ignoring this constraint can cause unknown behavior in the 
hardware, possible leading to a hardware malfunction or even a chip 
burn 

- the architecture allow multiple writes of  flags in the same execution 
set, with the specification that the hardware has no clear behaviour 
about which of the instructions really affects the flag.  

This was exactly the expected solution: the carry bit (the point from where all this 
observation started) is a flag, so there can be multiple writes to the carry bit, re-
sulting in the possibility to group in the same execution set more instructions that 
writes the carry bit. As previously mentioned this observation can be refined and 
allow multiple writes, without the constraint for both definitions to be used, but 
just for one of the definitions to be used. This is applicable if and only if the target 
architecture has a clear way to treat this cases and its behavior is well known. For 
example, the target machine can state that multiple writes are allowed, but just the 
last instruction in the execution set is the one that really performs the write - this 
allows us to place the last instruction in the execution set the instruction for which 
the definition is used. 

The results of this improvement are really spectacular (as will be shown in  
the results section), and the functionality of the improved code is the same, which 
validate the improvement as itself and the improvement's results as well. 

3.3   Inter-Block Latencies Improvement 

The second improvement of Basic-Block Instruction Scheduling is based on a 
theoretical observation. The presented basic-block instruction scheduling tech-
nique could take in consideration the effect of the scheduled block in the global 
context, without increasing the algorithm complexity and assuming that the sche-
duled block affects only its immediate neighbors. 
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For example, when scheduling a block, if all its predecessors are completely 
ignored, the scheduler can consider as ready instruction, an instruction that has la-
tencies from the instructions in previous blocks, resulting in a schedule that begins 
with stalls. A first solution to keep the local instruction scheduling aware about the 
context it integrates in, is to consider the effect of the previous blocks in the cur-
rent block. How can this be achieved? When starting to schedule a new block, for 
each instruction in that block, its maximum latency with any of the instructions in 
the predecessors (already scheduled) blocks is computed. The fact that the prede-
cessors blocks are already scheduled helps to establish the exact latency and of 
course to establish how far up (starting from the bottom of the predecessor) to 
search the latency. It's well known that the maximum latency is the length of the 
pipeline, so, when searching (in bottom-up order) the instruction with possible la-
tencies, the search is stopped when the maximum limit is reached (including the 
branches latencies). 
 

 

Fig. 4. Inter-block latencies 

To clear things up, let's consider the example in Fig 4. The instructions in the 
block to be scheduled are instructions that use the registers defined in both of the 
predecessors (from the predecessors we consider only the instructions that are 
possible to affect the instructions in the successor block). In the figure are also 
marked the type of edges between the predecessors and the block to be scheduled. 
Let's consider that the following latencies are considered: the JUMP takes 3 
cycles, the FALL takes 0 cycles, the distance between a register definition and a 
register use is 2 cycles and the distance between a memory location is written and 
the memory location can be read is 6 cycles. In this case, we start computing the 
latencies from predecessor blocks: for INST1 in the block to be scheduled - there 
is no latency between it and the instruction in the JUMP predecessor because the 
register-to-register latency is overcame by the other existing latencies (the JUMP 
latency and the distance between the def instruction and the bottom of the prede-
cessor). There is a latency of 1 cycle between the INST1 in this block and INST3 
in the FALL predecessor, meaning that if INST1 will be scheduled in the first 
cycle of the current block it will have a stall of one cycle while waiting for the  
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result of INST3 in the FALL predecessor. For INST2 in the current block, there 
are no dependences with the JUMP predecessor, same reasons as INST1. With the 
FALL predecessor there are no dependences, too, because the 2 cycles of register-
to-register latency are overcame by the distance between the INST2 in the FALL 
predecessor and the bottom of the FALL block. For INST3 in the current block, 
there are no dependences with the JUMP predecessor, since the JUMP predecessor 
does not have any writes to the specified memory location and has a 3-cycle laten-
cy with the FALL predecessor, because from the 6 cycles that should pass from 
when the memory is written until it can be read are passed only 3 cycles (i.e. if 
INST3 from the current block will be scheduled anywhere less than 3 cycles from 
the beginning of the current block it will be stalled to have the available result 
from INST1 in FALL predecessor). 

Next thing to decide is how one can consider using these computed inter-block 
dependences (or to be more correct the inter-block latencies). There are at least 
three solutions to this problem.  

The first solution (the one that was also implemented as improvement) is to 
consider all the latencies as real latencies and when getting the ready instructions 
to consider these inter-block latencies as normal latencies, allowing an instruction 
to be scheduled only after its latency with the previous blocks is passed. At the 
first look this should be the real solution to the problem, but in practice the things 
did not look that well: as will be presented in the results section, this solution had 
some real improvements (not spectacular results, but improvements) and also had 
some worse results, too. Investigating the worse results the following conclusion 
was elaborated: if the latencies of each instruction from the current block with all 
the predecessors are computed and the maximum is chosen, with no regards which 
are the maximum latencies from each previous block, the following situation can 
happen (Fig. 5). 

In Fig. 5 there is an example of worse case of inter-block latencies. This exam-
ple is similar with the previous one (Fig. 4), so the latencies will be presented  
directly, without any detailed analysis. INST1 in the current block has 5-cycle la-
tency with INSTn in the FALL predecessor block and no latency with any instruc-
tion in the JUMP predecessor block. If we consider just the maximum latency 
from all the predecessors and do not count the maximum latency from each prede-
cessor, we will consider INST1 in the current block as ready after a first cycle in 
CurTime is passed. At a first look it really seems that this is a great deal and the 5-
cycle stall is overcome by this new schedule (which, looking just to this block is 
worse than the schedule when not considering inter-block latencies). When look-
ing on the resulting scheduled code off-line it looks better this way than before (as 
a global aspect), even if locally the schedule looks worse. The real problem was 
revealed when the code was executed and the profile trace was analyzed: the 
FALL edge was passed way fewer times than the JUMP edge, resulting in the ex-
ecution of the worse schedule more many times without any effect from the FALL 
predecessor, so the performances decreases are justified. 
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Fig. 5. Worse case of inter-block latencies 

To repair this disadvantage, the second solution (which remains to be imple-
mented as future work), needs to consider for each instruction, the maximum la-
tency with each of the predecessors. When considering the instruction as ready to 
monitor the latency induced by each of the predecessors, each of them weighted 
by the frequency the predecessor has. The solution seems to be reasonable better 
than the previous one with the consideration that the frequency of a block is pretty 
hard to establish and it is usually information known just after the profile. It is true 
that the simplest way to have details about profile information is the compiler user 
giving hints to the compiler by placing pragmas for profile count, but as a real-life 
experience it is well known that most of the compiler users won't pass that infor-
mation to the compiler, even if this information would help a lot the overall com-
piler result. There are for sure other ways to estimate the profile count for a block, 
but just to estimate because real information needed for profile counting is most of 
the times available only at runtime. This second solution is really the best solution, 
if and only if the profile count information is available. The work in [20] can  
really be used for implementing this solution. 

The third solution for the inter-block latencies problem is a solution that does 
not provide the optimum solution but it is a middle solution. It tries to take advan-
tage of the inter-block latencies information that is already computed. In this me-
thod (which also remains to be implemented as future work), when establishing 
which instructions are ready (at the beginning of the block to be scheduled), the 
scheduler should not wait for an instruction to have the inter-block latency passed, 
but just take into account when choosing instructions for the best packet that one 
instruction has a "possible" latency (possible, because the latency is not certified, 
since we don't know for sure if the latency happens most of the time or not). The 
scheduler should then consider another instruction that does have no latencies over 
this one. Theoretically, this should result in a better scheduling results than with-
out considering the inter-blocks latencies at all, and probably it should result in a 
near to the previous solution scheduling.  

This is for sure an interesting aspect of the inter-blocks interaction (of any 
kind), but especially when it comes to instruction scheduling, so this last solution 
will be for certain looked into in the near future, and the results of its implementa-
tion will be for certain of real interest for "optimal" results versus "complete"  
solutions. 
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3.4   Improvements on IF-Conversion and Instruction Scheduling 
Integration 

When using block instruction scheduler, one of the best advantages is their  
reduced complexity, because they try to solve the scheduling problem locally, ig-
noring the global impact of the scheduling in the program's context. The local 
schedulers are simplified by the fact that they do not have to deal with control 
flow constructions, their only concern being what is happening in the block to be 
scheduled. The quantity of instructions to be scheduled is not really an issue for 
the local schedulers and does not affect their complexity (just the computational 
time), their complexity remaining most adequate compared with the global sche-
dulers. Nevertheless, the larger the number of instructions in block, the better the 
scheduling solution, because there is an increased knowledge when deciding what 
and how something is scheduled. To combine the performances of local schedu-
lers with the fact that it works better on larger blocks (with more instructions), and 
to overcome the fact that the control-flow path are of no interest for local instruc-
tion scheduling, there must be found a solution to build larger blocks by collapsing 
several control flow paths (and their blocks of course) into a single block. The best 
solution to do this is to eliminate branches, to replace conditionally branches tests 
with simple compare instructions which sets a certain predicate, and then to predi-
cate all the instructions trough that branch with the predicate set by the compare 
instruction. This technique is called IF-conversion and it is used with target archi-
tectures that have predication support in order to improve some optimizations 
(which work better on larger blocks, without affecting their local scope) and  
especially to improve the instruction scheduling. 

Both Instruction Scheduling and IF-conversion optimizations are very powerful 
and useful optimizations in a compiler. There are, anyway, some problems that 
can come from IF-conversion if the blocks to be IF-converted are not chosen right, 
resulting in an increased execution time. Why the IF-conversion and Instruction 
Scheduling are somehow related? The answer is pretty simple: the Instruction 
Scheduling can benefit from the IF-conversion result, unlocking lots of scheduling 
opportunities by transforming the control dependences into data dependences and 
by enlarging the Instruction Scheduler candidates; the IF-conversion for sure can 
benefit from the Instruction Scheduler, because the scheduler is the one that can 
best estimate the outcome of IF-conversion, and based on its estimation the  
conversion transformation can be applied or not. 

There were some studies on combining Instruction Scheduling and IF-
conversion ([18], [19]), with good practical results, but they did not look like have 
exploited to the maximum this combination of optimizations. Starting from these 
studies, further improvements of IF-conversion and instruction scheduling integra-
tion were sought. Based on the limitations and future work presented in [19] we 
tried to check how a better strategy would work, helped by profile information and 
probabilities of the branches in IF-THEN-ELSE situations. 

The strategy we adopted was to add branch probabilities to the estimation of 
costs for the hyper-block construction. Instead of using exact profile information, 
we used a flavor of profile information which provided only information about the  
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branch that is most likely to be taken after each IF block. Even though this is not 
the best that can come from this solution, the results are encouraging for going 
further with this strategy on exact profile information. 

4   Instruction Scheduling Improvement Results 

All the presented improvements were implemented in an experimental compiler for 
Freescale Starcore® DSP. The results were measured using compiler specific 
benchmarks and DSP applications. To measure the real improvements, complete 
performance measurements were done before starting to improve the instruction 
scheduling, performance results which are the witness of the improvements that 
were really made by using the proposed strategies and observations. By complete 
measurements, we understand measurement of runtime performances using the ba-
sic-block instruction scheduler (SCHED1), using the hyper-block instruction sche-
duler from related work (SCHED2_REL), and using the new hyper-block instruction 
scheduler strategy (SCHED2_NEW). We also measured performance using a  
combination of basic-block instruction scheduler (SCHED1) and loop instruction 
scheduler (software pipelining) - which also can benefit from the presented im-
provements (in the performance reports we marked this combination as ALL). 

4.1   Improvements Using Legal Multiple Writes in an Execution 
Set 

These improvements are really impressing, lots of test-cases got better instruction 
scheduling by just unlocking the false-WAW dependences that existed in code,  
allowing multiple writes in an execution set (of course for the operands that the 
target architecture really allows to be written in parallel). 
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Fig. 6. (a)Benchmark1 and (b)Benchmark2 improvements using multiple writes in an ex-
ecution set 

Even if the improvements graphics are not scaled (Fig. 6 a,b), the average im-
provements are noticed, and if one must be convinced that these improvements are 
really good, the maximum cases for every benchmark could do the difference. 
Both the average and the maximum situations for the run benchmarks are  
presented in Table 1.  
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Table 1. Comparative results for using the multiple writes in an execution set improvement. 

 SCHED1 % improv ALL % improv 
Benchmark1(avg) 5.790624907 7.015413263 
Benchmark1(max) 33.58745352 36.27797862 
Benchmark2(avg) 1.161607084 1.607651383 
Benchmark2(max) 40.98325462 63.33399721 

 
The maximum values of the improvements are really impressive, an overall 

percent of 63% improvement, even if it is just on a benchmark, it really is  
impressive, especially for embedded compilers.  

4.2   Improvements Using Inter-Blocks Latencies 

As commented when presenting the improvement opportunity, there are chances for 
this optimization to generate poor improvements because the branch probabilities 
that are considered when scheduling are not accurate. As the results will show, there 
are improvements, too, on the second benchmark, the average itself is positive, so if 
this opportunity will be further explored as presented in the theoretical part (which 
was considered as future work), the chances to get better results are real. 

As expected, the overall results are not encouraging, but still, we are confident 
that this improvement can really work if the inter-block latency will be taken in 
consideration, but not as a primary criterion, like it is in these tests. The purpose of 
these tests was to reveal that improvements can be achieved, but the method of 
considering inter-block latencies is not the right one. Also, there are improvements 
in some cases, as shown in Table 2. 

Table 2. Comparative results for improvements using inter-blocks latencies 

 SCHED1 % improv ALL % improv 
Benchmark1(avg) -0.04772288 -0.03954684 
Benchmark1(max) 0.37087028 0.00212012 
Benchmark2(avg) 0.0014252 -0.00194498 
Benchmark2(max) 0.42034468 0.21281169 

4.3   Improvements on IF-Conversion and Instruction Scheduling 
Integration 

For measuring the improvements on the new strategy used in the IF-conversion 
and instruction scheduling integration we used a combination of compiler specific 
benchmarks and real DSP applications as we were very interested in the impact of 
this strategy on real life situations. The measurements we performed were for the 
new hyper-block strategy (SCHED2_NEW) versus the related work hyper-block 
strategy (SCHED2_REL), both of the improvements being reported with regards 
to the basic-block scheduling on the same examples (SCHED1). 
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Fig. 7. (a)Benchmarks and (b)Applications improvements on hyper-block scheduling 

Table 3. Comparative results for improvements on hyper-block scheduling 

 SCHED2_REL % 
improvement over 
SCHED1 

SCHED2_NEW % 
improvement over 
SCHED1 

bm1 0.557117875 1.65747 
bm2 10.83623517 16.46412 
bm3 5.506216696 9.177028 
bm4 10.44618207 15.91385 
app1 1.768808448 2.357847 
app2 1.862348178 1.867658 
app3 3.780946073 4.156082 
app4 6.728061081 7.847981 
app5 8.482148124 8.502204 

 
The improvements we got over related work prove that the strategy of using the 

branch probabilities when deciding the costs of hyper-block constructions is a 
good step forward from the pessimistic approach. Although the improvements are 
not spectacular (Fig. 7 a,b and Table 3) the results may be determinant in deciding 
over the probability approach and even enhance it with exact profile information 
which probably would bring more benefits. Anyway an average of 2.18% and a 
maximum of 6.31% improvement (measured on the new strategy over the related 
work strategy) worth to be considered. 

5   Conclusion 

As mentioned in previous work ([1]), the results for basic-block improvements are 
very important in the context of compiler optimizations for exploiting parallelism. 
Even if in the case of inter-block latencies optimizations, the solution adopted is 
not always generating improvements, the fact that there are better cases proves 
that the optimization itself worth being explored further (probably by implement-
ing the other two solutions presented as future work) – using the work in [20] for 
implementing the second solution is currently in progress. The improvements on 
IF-conversion and instruction scheduling integration are also important in proving 
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that branch probabilities can be considered with good results for hyper-block costs 
estimation. Even if the branch probabilities are not based on complete profile in-
formation, the results are motivating further investigations in this direction. 
Another interesting direction that worth being considered is having a retargetable 
implementation of the instruction scheduling algorithm and using architecture 
modeling in order to cover all target dependent aspects ([21]). 
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Abstract. The scheduling process in Grid systems is very complex. The resource 
heterogeneity, the dynamic environment, the variety of policies, the size and num-
ber of tasks, and the high number of constraints are some of the main characteris-
tics that contribute to this complexity. Despite this, the increasing number of users 
and applications that use sustains its necessity. This thesis proposes a re-
scheduling service for distributed systems, designed for Grid environment. The 
use of the proposed re-scheduling model in a real environment with real tasks and 
workflows represents the better way to validate the service architecture and  
algorithms. Also, a critical analysis of scheduling algorithms is performed.  

Keywords: Re-scheduling, Distributed Systems, DAG, PBS, Grid. 

1   Introduction 

Scheduling in distributed systems means to take decisions involving resources dis-
tributed over multiple administrative domains. The main difference between a 
scheduler for distributed systems and a local one is that the first does not own his 
resources and has no control over them. For example, users do not know if other 
sets of tasks are planned on a resource which he considered. Therefore, distributed 
systems are a dynamic environment in which resources appear and disappear, 
which means that a scheduler must be able to detect and monitor resources. 

Regarding the workflow in a distributed environment most common approach 
is that of modeling it as a simple task in a directed acyclic graph (DAG), where 
the order of the tasks execution, modeled as nodes, is determined by dependen-
cies, which are modeled as directed edges. From these considerations a scheduling 
issue of a DAG is characterized by a combination of two steps, task assignment 
and scheduling (that decides the order for the assignment of tasks for each ma-
chine). These two phases can be referenced as a mapping of tasks to available re-
sources. This will involve partitioning the application into interactive tasks, taking 
into account any control and data dependencies. The main purpose of scheduling 
is to construct an assignment of tasks on available resources and a scheduling  
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order to minimize computation and communication time (transfer data time) by 
properly allocating the nodes to the computing system without violating prece-
dence constraints. 

This paper proposes a re-scheduling service for distributed systems. In this con-
text, distributed systems refer to multiple autonomous computer systems that inte-
ract with each other in order to achieve a common goal. The re-scheduling service 
is designed for Grid environment, a specific type of distributed system. In this 
project we focus on improving the service quality, respecting as much as possible 
the user demands. In Grid environment, although the failure rate is not high, re-
ducing it might increase the client satisfaction and confidence. The overhead 
would be expressed in a reasonable time penalty for most users’ point of view. 

In centralized schedulers a single station is responsible for mapping a job to a 
resource. It only supports a uniform scheduling policy and is well suited for  
cluster management systems [1]. 

The decentralized model is characterized by multiple schedulers communicat-
ing with each other in order to make an informed decision of which resources to 
assign to the jobs about to be executed. Unlike the centralized model the decisions 
aren't made by a central component, thus making the system highly scalable and 
fault tolerant. On the down side, the scheduling solution might not be the optimal 
one since the information on the resources available is not centralized [2], [3]. A 
system based on a hierarchical scheduler is a system in which the processor is 
shared between several collaborative schedulers [4]. The hierarchical model is a 
hybrid one, combining the two described above. It defines a resource broker to 
communicate with the other schedulers. Thus each scheduler will still be able to 
enforce its own policy while the system will be aware of all the resources  
available leading to a better usage of resources [2], [5], [6], [7], [8], [9]. 

Secondly, scheduling algorithms can be classified as static or dynamic. 
Static schedulers use a queue of jobs and their dependencies together with the 

resources available and make a plan of when and where the jobs should be run. All 
the characteristics of the parallel program (including its task execution times, task 
dependencies, task communications and synchronization) and the characteristics 
of the system (machines and networks specifications like CPU, memory, latency 
and bandwidth) are known apriori so the scheduling can be done offline [10]. 

Dynamic schedulers on the other hand, may make such a plan, but the final de-
cision on the resource-job mapping will be done just before its execution. Other 
parameters like the current state of the system may be taken into account in a dy-
namic scheduler. 

The most common way of developing a dynamic scheduler from a static one is 
to create the "plan" using a static scheduler repeatedly every so often. However 
creating a dynamic scheduler is different for every problem in turn. 

Distributed systems are characterized by intensive data computing with large 
distributed datasets and distributed computing resources in cloud environment that 
can have long execution time. All of this causes a high probability of failures. 

Building a trustworthy system is one of the main challenges of developers who 
are concerned with dependability issues. This is a vast domain that is in constant 
changes, regarding of the complexity of systems, the increasing number of uses, or 
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the nature of faults and failures. In such a dynamic environment, the need to deal 
with many types of threats is increasing. In nowadays, the computers are spread-
ing fast into other domains, while the complexity of modern systems is growing, 
so that achieving dependability remains a central focus for system developers and 
users. 

For start, we need to accept that errors will always occur in spite of all the ef-
forts to eliminate faults that might cause them and try to reduce them as much as 
possible improving our fault tolerance techniques. From a fault-tolerance perspec-
tive, distributed systems have a major advantage. The way that they are designed 
makes them easy to provide redundancy, which is probably at the core of all fault-
tolerance techniques. Although the rate of failures is low, about 1% of the com-
puted tasks, reducing are important because it will improve the service quality, 
and might increase the client satisfaction and confidence. 

The most important errors and also the most likely to happen in a Grid envi-
ronment are the interaction errors and life cycle errors. So we focus our attention 
on them. 

2   Fault Tolerance in Grid Environment 

Fault tolerance is an important property for distributed programming in the con-
text where resources within Grid reliability cannot be guaranteed. The easiest to 
detect errors, in the same time more frequent in such an environment are those re-
lated to timing, omission and interaction. Error detection will be done through 
monitoring of applications and nodes in the Grid by an error detection service. The 
easiest solution is data and application replication, in which, for example, data is 
sent for processing to more resources and then compared the results. Other options 
are to restart the application error handling from scratch, to save checkpoints of 
the application state periodically during execution without errors at which may re-
turn in the event of a defect in the last state saved. One of the most important 
components of a fault-tolerant system is the identification and categorization of 
the errors types that may occur in order to find clues about how it can be imple-
mented or enhanced error detection and recovery from them. 

2.1   Types of Errors 

The implementation of error detection is very important to determine and analyze 
the types of errors that may occur. To identify these types, we could consider the 
following class: 

• Network errors - are environmental errors caused by communication 
channel. This type of errors refers to package losses or corruption on the 
transmission path. In general, they are corrected by the network  
transmission protocol or the link is considered broken. 

• Timing errors - are divided into two types of errors depending on the 
time of their appearance: at the beginning of the connection or during the 
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communication. The first category is due to the inability to establish a 
connection, and the second, which is considered a performance error, oc-
curs when the response time exceeds the time in which the caller expects 
to receive a reply. 

• Response errors - refers to errors caused by a service which returns val-
ues outside of the expected boundaries or that appear at the transition  
between system states. 

• Omission errors - contains errors such as messages delayed or lost. 
• Physical errors - includes critical conditions of physical resources like 

CPU errors, memory errors, storage errors. In this case, the resource is 
declared nonfunctional. 

• Life cycle errors - can apply to component versioning. For example, up-
dating a service while it’s on. Clients expect that service to work properly 
according to its previous specification, but changes could affect it. 

• Interaction errors - are caused by incompatibilities at the communica-
tion protocol stack level, security, workflows or timing. Because this 
conditions happen when the application is running and the context cannot 
be reproduced in testing phase, this type of errors are the most common 
one. 

• Byzantine errors - are arbitrary errors that could appear during the  
execution. 

2.2   Failure Detection 

Fault detectors are a basic mechanism for fault-tolerant systems. Their need is 
evidenced in the process of activating recovery procedures or that allows reconfi-
guration of the system. They require additional messages in the system, resulting 
in increased network traffic that can lead to nondeterministic behavior of delays in 
the system. A simple algorithm for error detection, often used in practice, can be 
summarized as: at regular intervals, process p sends messages (heartbeat message) 
to process q; or if time expires before process q receives new message from p, q 
begins to suspect p. 

Another solution is that the failure detector keeps a list of suspect processes and 
after a finite time, learning time, not to make any mistake, which defines in a cer-
tain extent a detector that uses a protocol adaptive too. 

In order to analyze the efficiency of failure detection, some metrics were de-
fined. These metrics evaluate the speed in fault detection and the detector ability 
to avoid mistakes. As an example we detail three of them: 

• Detection Time (TD) is the time interval between the moment when the 
component fails and the moment the detector suspects it. 

• Mistake Duration(TM) shows the time it takes to correct a mistake by the 
failure detector. 

• Mistake Recurrence Time (TMR) measures the time between two  
consecutive mistakes. 
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2.3   Fault Tolerance Mechanisms 

An extensive work in this field led to the description of fault tolerance mechan-
isms for preserving application execution despite of the presence of a resource, in 
particular a processor, failure. These mechanisms are classified into two major 
categories according the level at which errors are treated. The first one is at the 
task level, in which information about the task is sufficient to redefine the status of 
a failed task. The second one is at the application level, where much more  
information is necessary to redefine the entire state of application. 

In the category of task level mechanisms we distinguish more strategies such 
as: retry checkpoint, alternate resource and task duplication. After detecting the 
failure the retry approach simply considers a number of tries to execute the same 
task on the same resource. The checkpoint approach, also called restart approach, 
saves the computation state periodically, such that it migrate the saved work of 
failed tasks to other processors. The alternate resource strategy chooses another 
resource for executing the tasks on the case of task failure. The task duplication 
mechanism selects tasks for duplication, hoping that at least one of the replicated 
tasks will finish successfully. 

In the category of application level mechanisms we distinguish other strate-
gies such as: rescue file, redundancy, user-defined exception handling and rewind-
ing. The rescue file mechanisms consist of the resubmission of uncompleted por-
tions of a DAG when some tasks failed. In this approach, if any task fails, the 
remainder tasks of the graph continue to be executed until no more forward 
progress can be made due to the dependencies in the DAG. At this point, it will be 
created a new input file, called a Rescue DAG that will contain the information 
about the all tasks of the DAG, but specifying the status - unfinished and success-
fully finished tasks. Then, the unfinished tasks are resubmitted. The user-defined 
exception handling allows users to give a special treatment to a specific failure of 
a particular task. The rewinding mechanism seeks to preserve the execution of the 
application. This is done by re-computing and migrate those tasks which is  
believed to disrupt the execution of following tasks. 

3   Re-scheduling Service 

This paper proposes a generic re-scheduling concept that allows the use of the de-
signed re-scheduling algorithm with a wide variety of scheduling heuristics which 
are chosen in advance depending on the system structure. The re-scheduling  
component is called by a monitor who interrogates the system periodically. 

Re-scheduling is more difficult to do on a Grid system than on a parallel system 
due to lack of control over resources. The operation of re-scheduling may require 
also significant delays that can affect overall system performance. Re-scheduling 
mechanism can divide into two categories: regular (periodically) or alerted by 
events. The mechanisms consist in the generation of regular requests for redisco-
very of the available resources or recheck the availability of previously discovered 
resources. The other solution access immediately the re-scheduling mechanism 
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when is alerted by an event. Re-scheduling costs are bigger where there is data 
dependency than for independent tasks. This dependence can spread more easily 
an error that is not discovered in time. 

To complete the workflow and to meet users requirements, re-scheduling dur-
ing execution is required to meet the fault transparency and must be able to adapt 
to dynamic situations such as changes in resource availability due to an error. 
Generally, the key idea of re-scheduling policies for handling unexpected  
situations is to recalculate and adjust the order of execution of tasks. Therefore, re-
scheduling mechanism is considered, in studies and analysis, not only for the oc-
currence of errors, but also to increase the performance in these systems. This is 
quite questionable because of the high cost that re-scheduling process brings in 
most cases. Generally speaking, re-scheduling adds an extra cost of scheduling 
and execution process. This cost can be explained by the cost of the reevaluations 
of the scheduling and the cost of transfer of tasks between the processing units. 
This cost can however be compensated by the fault transparency offered, if they 
occur, or lower cost of the execution, if the re-scheduling is used to optimize the 
initial scheduling (see Figure 1). 

 

Fig. 1. Re-scheduling Service Architecture 

The description of a scheduling request may specify some tasks requirements 
along with other additional information such as the task ID, path to the executable, 
the arguments, the input, output and error files, and the arriving time. 

The requirements specified for each task may include: 

• resource requirements such as CPU Power, Free Memory, Free Swap 
• restrictions like Processing Time, Deadline Time 
• number of executions that may occur 
• priorities 
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The input for this service can be one task, a bag of tasks or a workflow of tasks. A 
bag of tasks is specified as a path to the directory where the configuration files are. 
A workflow represents a bag of tasks with dependencies. The input consists in a 
workflow file in a similar format with DAGMan, but simplified. This file is parsed 
and a directed acyclic graph is created to represent the tasks. 

When all the information’s are set, the schedule is called. First, the selected 
scheduling algorithm will provide nodes allocation and scheduling time to start. 
Then the executor will set a proper timer for each task and when the timer expires 
will establish the necessary context and will launch the task execution. Every time 
a task is send to compute, it is added to the monitor list. 

Until it has successfully completed the entire graph, tasks are continuously mo-
nitored. When an error occurs at one of the scheduled tasks, it's coming out the 
necessity of re-scheduling it. Considering the task belonging to a directed acyclic 
graph (DAG) with dependencies between nodes we must analyze if the node 
where the error occurred can be reschedule alone or we should reschedule it with 
all the others nodes that forms together a dependency sub-graph having as root the 
current node. 

Based on these assumptions, in terms of the set of tasks there are two types of 
input data for the re-scheduling process: one independent task and a sub-graph of 
tasks. Other input data that should be provided to the re-scheduling algorithm is 
the scheduling heuristic that should be used and the currently set of the available 
resources. After re-scheduling, the tasks execution order is reordered and new as-
sociations (task, processor, start time) are built and sent to execution in the same 
way as the initial schedule does. This represents output data that the re-scheduling 
algorithm returns. To easily insert the re-scheduling fault tolerance mechanism in 
any type of systems, we have designed a re-scheduling algorithm that can be used 
in combination with a wide variety of scheduling algorithm which are chosen in 
advance depending on the system structure (here we may consider factors like the 
number of existing processors, the structure of graph task that we want to sche-
dule) to achieve optimal results. The proposed generic re-scheduling algorithm is 
described below: 

 
H - heuristic used for re-scheduling 
S - schedule 
R - available resources 
 
1. initialize schedule Scurrent a initial  
   schedule of DAG 
2. while (DAG unfinished) 
     if (error detected) 
        update R 
        S = schedule(Scurrent, H) 
        if (Scurrent:task_asoc_to_res !=  
            S:task_asoc_to_res) 
            Scurrent = S 
        Execute Scurrent 
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The schedule procedure calls one of the scheduling algorithm (HLFET, CCF, 

ETF, HybridRmapper) to schedule the graph section remained unfinished, pointed 
by the heuristic H. At first, the characteristics of the system and the dependencies 
of the graph of tasks choose the appropriate heuristic and then, if an error occurs 
in the system, the re-scheduling procedure is called and the best heuristic is called 
on a particular subset of tasks. In this project we analyzed the following heuristics: 

• CCF - a dynamic list scheduling algorithm providing good load balancing. 
• ETF - an algorithm that aims at keeping the processors as busy as possible. 
• HLFET - an algorithm based on both lists and levels scheduling heuristics. 
• HybridRemapper - an algorithm specially designed for heterogeneous  

environments. 

4   Resource Management Tool 

This section presents the analysis of two important existing Grid scheduling tools: 
Condor and PBS. These are resource management tools. 

Condor is a specialized resource management system developed for intensive 
computing tasks, which provides a task queuing mechanism, scheduling policy, 
priority scheme, resource monitoring, and resource management. The usage is as 
simple as possible, users submit their tasks to Condor, and it places them into a 
queue, chooses when and where to run the specific tasks based upon a policy. Also 
it deals with monitoring their progress, and finally informing the user upon com-
pletion. Condor can be used to manage a cluster of dedicated compute nodes. To 
use Condor inside a Grid environment Condor-G is needed because the Globus 
toolkit is used as the bridge between sites. 

Another resource management tool is PBS, which offers Torque as an open 
source resource manager that provides control over batch jobs and distributed 
compute nodes. Torque is a centralized system, in which a controller is responsi-
ble for the system-wide decision-making and for estimating the state of the  
system. The controller mediates access to distributed resources by discovering 
suitable data sources for a given analysis scenario, suitable computational re-
sources, optimally mapping analysis tasks to resources, deploying and monitoring 
task execution on selected resources, accessing data from local or remote data 
source during task execution and collating and presenting results. 

 

 

Fig. 2. Global Re-scheduling Architecture 
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The main motivation for the selection of Torque over Condor is the flexibility 

we’ve still got. This thesis adds a new layer over the resource management 
represented by a scheduling and re-scheduling service, like in Figure 2. Condor of-
fers a lot of already implemented services and it is harder to add a new layer that 
has to overwrite some facilities. 

5   Experimental Results 

In this section we aim to evaluate the four DAG scheduling algorithms presented: 
CCF, ETF, HLFET and HybridRemapper. In particularly we are interested in ana-
lyzing their performance on a realistic scenario. For this reason this experiment 
considered the existence of two available resources, directly connected to each 
other and a set of tasks with dependencies. 

5.1   Example of an Execution Flow 

Along the execution, a task can be in various states. When the user submits the re-
quest of executing the specific workflow of tasks, all the tasks will be assigned 
with the "initial" state. This service schedules the specified tasks and sends them 
to the processors on which they will be executed. At this moment the state of these 
tasks is changed to "submitted". When a particular task is effective executing on 
one of the available processors, it is in the "running". The last state is "finished", 
and is reached when a task completes its job. At any time, an failure can occur and 
that will lead to the change of that specific task in "error" state. 

The behavior of this re-scheduling algorithm in the case of failure detection and 
several stages of the graph development from the initial state in which is submit-
ted for execution in Grid environment until all tasks are completed is shown in 
Figure 3. This example explains how the algorithm works on a graph with 12 tasks 
with dependencies between them and as available resources two directed  
connected processors. 

As it can be seen, the first graph represents the initial directed acyclic graph of 
task. According to the schedule each task will be submitted at a certain moment of 
time. In the second graph, tasks C and D are already running and tasks B and E 
were just submitted. The third graph shows that an error occurred. At this moment, 
all tasks that are in "running" or "submitted" state will be canceled and resche-
duled. The proposed service needs to construct a new graph with all the unfinished 
tasks and to send it to the schedule. Now the unfinished tasks will be executed  
according with the new schedule. 

5.2   Test Scenarios 

Functional test scenarios are divided into multiple categories: 

• Test that contains a bag of independent jobs. These are useful in order to test 
the basic functionality and interoperability of all the project components:  
resource analyzer, scheduler, monitor and reschedule. 
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Fig. 3. Example of execution steps of the re-scheduling service using CCF 

• Test that contains workflows with jobs that have interdependencies, but the 
output files of one task is not required for another job. The purpose is to test 
the scheduling algorithm, the correct launch of tasks on the nodes. 

• Test that contains a workflow with jobs that have interdependencies also in 
the form of input-output files. In other words, the output file of a task will be 
the input file of another task. This test is different from the previous one be-
cause it refers to the sandbox synchronization. The output and input files must 
be in the same place for every node, and the sandbox should not suffer of syn-
chronization issues. For example an output file is ready on node x where a 
task has finished, but is not present on node y where another task needs it  
because of the sshfs delay. 

• Test that contains workflows with jobs that have interdependencies also in the 
form of input-output files, and a task will fail once. This is a basic test for the 
monitor and re-scheduler components. We must be sure that the monitor iden-
tifies correctly and in time the faulty job and calls the re-scheduler. Also, it is 
important what sub-graph is send to the re-scheduler. 

• Test that contains the setting for the previous test, only that the error occurs 
with the frequency of 1-5%. This test aims to be as close as possible to a real 
life test. 

• A comparison test that repeats the third test but using different scheduling al-
gorithms. The purpose is to compare the performance of each algorithm on 
different workflows and to decide which the best on particular inputs is. 
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• Another set of tests try to determine several limitations of the project. The test 
is meant to determine the minimal time duration of a task, the maximal file 
that could be safely transferred without causing overhead and synchronization 
problems between sandboxes. 

5.3   Performance Analysis of Scheduling Algorithms 

For the experiments it was chosen a DAG of 12 tasks which contains a classic 
scenario of master-slaves type, with sequences of linear dependencies between 
nodes. This graph is presented in Figure 4. 

 

 

Fig. 4. Test Graph 

A node represents a task identified by an id and the execution time and the 
edges indicate the dependencies between them. As we already specify, the confi-
guration consists in two connected processors. Each edge has a cost with 
represents the communication time between processors if the tasks are executed 
on different resources. With the assumed conditions, the four experiments gener-
ated the following scheduling decision of task assignments that are presented in 
Figure 5. 

As it can be seen, the CCF algorithm offers the best load balancing and the 
minimum running time. The HLFET algorithm produces a schedule that has the 
same execution time as CCF, while ETF and HybridRemapper algorithms  
generates a schedule that needs more time for completion. 
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Fig. 5. Schedule decisions for all implemented algorithms 

The next task allocation strategy through which a resource is allocated to a task 
give certain advantages to the scheduling policies. The HLFET scheduling algo-
rithms, as shown in the experimental results, have a good time complexity and 
finish the scheduling operation in a very short time. The ETF algorithm brings a 
more complex approach and therefore is more time-consuming in allocating all re-
sources to the correspondent nodes. In spite of that, sometimes, ETF has proven 
more efficient than HLFET. 

Taking this into account, the CCF scheduling algorithm has the best perfor-
mance regarding both the schedule length over all processors and the time spent 
for scheduling. 

 

 

Fig. 6. Execution Time for all implemented algorithms 
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We must also take into consideration that the above results have been obtained 
for a small number of tasks and a reduced number of processing resources. Further 
analysis on a larger and more complex DAG could lead to different results  
regarding total processing time and load balancing. 

As a conclusion we present a chart comparing these algorithms using non-error 
test and error test. In the graph shown in Figure 6 we notice that the CCF algo-
rithm give the best times for re-scheduling. This is true for the total running time 
and also for the difference between the error case and the case without errors. The 
weakest algorithm from the error versus no error point of view is ETF. This means 
that in the case of reorganizing task execution order, the ETF algorithm will  
conclude in the worst results. 

The hierarchy of the algorithms from the time of execution criteria is also pre-
sented in Figure 6. CCF offers the best results whether the system is error-prone or 
not. On the other hand, the second place it is occupied by ETF algorithm in case 
no error occurs and by HLFET in case of errors. 

5.4   Limitations 

Our applications present several limitations. First of all, if multiple workflows are 
submitted, they are scheduled one after the other. That means that resources are al-
located for the first workflow. After completion of the first workflow, the second 
workflow is submitted. Thus, this does not necessary obtains the optimal schedul-
ing, taking into consideration both workflows. Another thing is that we must have 
only one manager that does resource allocation. This could also provide a single 
point of failure. Furthermore, task must be accurately profiled in order to have an 
efficient scheduling. If a job takes longer to complete normally than the scheduled 
time, the workflow will never be successful (and will be inefficient because it will 
try resubmitting the job, not knowing the job does not actually ended with error).  

Also, this implementation is designed to suit computational intensive tasks, not 
communication intensive tasks. Limitations like ssh transfer and sshfs update de-
lay leads us to this conclusion. As test shows, it would be safe that files passed by 
tasks as input-output should not exceed a size of 4MB. 

Another thing worth mentioning is the fact the tasks should have a time length 
of a minimal magnitude in tens of seconds. This is important for the way the 
monitor works: it issues a qstat command and parses the output, determining 
what tasks have finished. This is done with a frequency of one test per second. 
Thus, a very short task with duration of just a few seconds could be missed (im-
probable but possible). 

5.5   Conclusions and Future Work 

One of the major disadvantages of a Grid system is the lack of resource control. 
Resources enter and leave the system all the time. Failures in the system can be 
caused either by a single component's error or through the interaction between 
components. One of main fault tolerance methods is re-scheduling. Re-scheduling 
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isn't always the best solution, because it may cause important delays which can af-
fect the performance of the system. Still, the re-scheduling technique remains a 
valuable tool. The re-scheduling algorithm proposed in this thesis has an important 
characteristic: it is a generic algorithm because it can be use with a large variety of 
scheduling heuristics. The proposed evaluation model is based on a series of me-
trics. This model led to a classification of the scheduling algorithms used together 
with the proposed re-scheduling procedure, after their performance in case of er-
rors and re-scheduling. Assessments concluded with the observation that algo-
rithms with the best performance if no errors occur tend to achieve the best scores 
also when re-scheduling is needed. The algorithm with the best results after our 
testing and analysis is CCF (Cluster ready Children First). 

The main contribution of this thesis is the design and implementation of a re-
scheduling service in Grid environment on top of the resource manager PBS, in 
his open source form, Torque. The purpose of this service is to improve the ser-
vice quality of the scheduling in Grid environment, although the rate of failures is 
low, about 1% of the computed tasks, reducing it is important because it might  
increase the client satisfaction and confidence. 

Other important contributions that have an important impact in the Grid sche-
duling domain perform a critical analysis of several scheduling algorithm for in-
dependent and dependent task scheduling. This analysis was the base for selecting 
and implementing the proposed re-scheduling algorithm heuristics. Other contri-
bution is the validation of the re-scheduling service proposed by integration and 
testing it in a real environment. 

The re-scheduling service proposed can be used with several re-scheduling 
strategies, whose classification will be developed according with the major types 
of graphs that needs to be rescheduled. By defining and implementing these classi-
fication methods it can analyze what combination of scheduling algorithms and re-
scheduling strategies are the most appropriate to use, depending on the type of 
graph. 
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Abstract. The reflection technique is used by programs that need to examine or 
modify the runtime behavior of applications in the Java Virtual Machine. This is a 
powerful instrument, but its use should bring some concerns related to perfor-
mance overhead, security problems, exposing the private fields - which are not  
accessible through non-reflective code, losing benefits of compile-time type 
checking, reflective code being clumsy and verbose. This paper concentrates upon 
the performance overhead. Tests were made in order to analyze objects creation 
and method calls using primitive and reference arguments, both by direct and ref-
lective invocation.  

Keywords: Java, reflection performance, JDK, object creation, method call, direct 
invocation, reflective invocation. 

1   Introduction 

Reflection is the process by which software can get information about itself and 
modify its own structure and behavior. The programming paradigm driven by ref-
lection is called reflective programming. It is a particular kind of meta-
programming.  

Brian Cantwell Smith's 1982 doctoral dissertation introduced the notion of 
computational reflection in programming languages ([1], [2]). 

Reflection can be used for getting information and/or modifying program ex-
ecution at runtime. A reflection-oriented program component can monitor the ex-
ecution of pieces of code. It can also modify itself according to a desired goal. 
This is accomplished at runtime, by dynamically changing program code. 

The programming paradigm that relies on reflective language features have 
been object of study for more than 15 years [3]. Reflection can also be used to dy-
namically adapt a given program to different situations. For example, consider an 
application that uses two different classes X and Y interchangeably to perform 
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similar operations. Without reflection-oriented programming, the application 
might be hard-coded to call method names of class X and class Y. However, using 
the reflection-oriented programming paradigm, the application could be developed 
to use reflection in order to invoke methods in classes X and Y without hard-
coding method names. Reflection-oriented programming almost always requires 
additional knowledge, framework, relational mapping, and object relevance in or-
der to take advantage of more generic code execution. Hard-coding can be 
avoided to the extent that reflection-oriented programming is used. 

Reflection is a powerful technique, but should not be used extensively. Opera-
tions that may be performed directly should be preferred to the ones using reflec-
tion. There are some concerns that a programmer should know about when writing 
reflective code ([4], [5]): 

• Performance Overhead: Reflective operations require types that must be dy-
namically resolved and the Java Virtual Machine should load classes and in-
formation at runtime. The non-reflective code loads classes and information at 
compile time. Consequently, reflective operations have slower performance 
than the non-reflective ones. If possible, a programmer should avoid calling 
frequently this kind of operations, as they are time-consuming.  

• Security Restrictions: Reflection requires runtime permissions which may not 
be present when running under a security manager. This is in an important 
consideration for code which has to run in a restricted security context, as an 
applet.  

• Exposure of Internals: Reflection allows code to access private fields and me-
thods, a behavior that is not present in the non-reflective code. This may re-
sult in dangerous effects. Reflective code breaks encapsulation and may 
change behavior with upgrades of the platform. 

• Benefits of Compile-Time Type Checking Are Lost: Exception checking is 
also lost. If a program attempts to invoke a nonexistent or inaccessible me-
thod reflectively, it will fail at runtime unless the programmer has taken spe-
cial precautions. 

• Reflective Code Is Clumsy and Verbose: It is tedious to write and difficult to 
read 

2   Reflection Model View 

The starting point for using reflection is always a java.lang.Class instance. If 
the program works with a predetermined class, loaded at design-time, the Java 
language provides an easy shortcut to get the Class instance directly: Class clas = 
Triangle.class; 

If an instance of an object is available, then the simplest way to get its Class is 
to invoke Object.getClass(). Surely, this only works for reference types which 
all inherit from Object and does not work for primitive types. As an example for 
the String class: Class c = "string".getClass(); 
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If the program needs to read the class name at runtime from some external 
source, the approach is different. The program needs to use a class loader to find 
the class information.  

// "name" is the class name to load 

Class clas = null; 

try { 

   //call the class loader 

   clas = Class.forName(name); 

}catch(ClassNotFoundException classNotFoundEx) { 

   // handle exception case 

  classNotFoundEx.printStackTrace(); 

 } 

2.1   Constructors by Reflection 

The Class object gives all the basic means for reflection access to the class meta-
data. This metadata includes:  information about the class itself, such as the pack-
age and superclass; modifiers (as public, protected, private, final, static, abstract 
and interface); interfaces implemented by the class; details of the constructors, 
fields and methods defined by the class.  

These 3 types of class components - constructors, fields and methods – will be the 
one to be used for the experiments detailed into this paper. The java.lang.Class 
provides 4 separate reflection calls to access information in different ways. All the 
calls follow a standard form. For the constructors, they are [6]: 

• Constructor getConstructor(Class[] params) - Returns a Constructor object 
that reflects the specified public constructor of the class represented by this 
Class object 

• Constructor[] getConstructors() - Returns an array containing Constructor 
objects reflecting all the public constructors of the class represented by this 
Class object 

• Constructor getDeclaredConstructor(Class[] params) - Returns a Construc-
tor object that reflects the specified constructor of the class or interface 
represented by this Class object 

• Constructor[] getDeclaredConstructors() - Returns an array of Constructor 
objects reflecting all the constructors declared by the class represented by this 
Class object. The java.lang.Class class defines a special method to be 
used to create an instance of a class with a no-argument (or default)  
constructor.  

• Object newInstance() -- Creates a new instance of the class represented by 
this java.lang.Class object 
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The class is instantiated as if by a new expression with an empty argument list. 
The class is initialized if it has not already been initialized. 

In order to call a constructor with arguments, the sequence goes as following: 

• Use the getConstructor method, get the public constructor using the speci-
fied parameter types. As example: 
Constructor<?> constructor = cls.getConstructor(double.class, 
double.class, double.class); 

• Call the newInstance method from the constructor with a specified set of 
parameters. This uses the constructor represented by the Constructor object to 
create and initialize a new instance of the constructor's declaring class, with 
the specified initialization parameters. Individual parameters are automatical-
ly unwrapped to match primitive formal parameters and both primitive and 
reference parameters are subject to method invocation conversions as neces-
sary.  As example: 
Triangle reflectionTriangle = (Triangle)constructor.newInstance(a, b, c); 

2.2   Fields by Reflection 

The Class reflection calls to access field information are similar to those used to 
access constructors, with a field name used in place of an array of parameter types [4]: 

• Field getField(String name) - Returns a Field object that reflects the speci-
fied public member field of the class or interface represented by this Class 
object 

• Field[] getFields() -  Returns an array containing Field objects reflecting 
all the accessible public fields of the class or interface represented by this 
Class object 

• Field getDeclaredField(String name) - Returns a Field object that reflects 
the specified declared field of the class or interface represented by this Class 
object 

• Field[] getDeclaredFields() - Returns an array of Field objects reflecting all 
the fields declared by the class or interface represented by this Class object 

The first two methods return information for public fields that can be accessed 
through the class - even those inherited from an ancestor class. The last two me-
thods return information for fields declared directly by the class - regardless of the 
fields' access types. As constructors are not inherited, this makes a difference to 
the similar methods that are getting the constructors. 

2.3   Methods by Rreflection 

The Class reflection calls to access method information are similar to those used 
for constructors and fields, with a method name used in place of an array of para-
meter  types [4]: 
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• Method getMethod(String name, Class[] params) - Returns a Method object 
that reflects the specified public member method of the class or interface 
represented by this Class object 

• Method[] getMethods() - Returns an array containing Method objects reflecting 
all the public member methods of the class or interface represented by this 
Class object, including those declared by the class or interface and those inhe-
rited from superclasses and superinterfaces 

• Method getDeclaredMethod(String name, Class[] params) - Returns a Method 
object that reflects the specified declared method of the class or interface 
represented by this Class object 

• Method[] getDeclaredMethods() - Returns an array of Method objects reflecting 
all the methods declared by the class or interface represented by this Class  
object 

The first two methods return information for public methods that can be accessed 
through the class - even those inherited from an ancestor class. The last two me-
thods return information for methods declared directly by the class - regardless of 
the methods' access types. 

In order to call a method, the sequence goes as following: 

• Get a Method object, with a given name and a given list of argument types 
Method method = cls.getMethod("setSideNames", String.class, 
String.class, String.class); 

• Invoke the method with a particular object and a given list of parameters 
method.invoke(reflectionTriangle, aSide, bSide, cSide); 

2.4   Reflection Using Cautions 

As detailed in the introduction part, there are cautions that a programmer should 
keep in mind when using the reflection. These ones include performance over-
head, security restrictions, exposure of internals, losing benefits of compile-time 
type checking, reflective code being clumsy and verbose. This paper extensively 
studies the performance overhead, by testing and evaluating the reflective code 
execution using different JDKs. 

Previous evaluations – general ones or detailed ones - have been made. Joshua 
Bloch [4] writes: “Reflective method invocation is much slower than normal me-
thod invocation. Exactly how much slower is hard to say, because there are so 
many factors at work. On my machine, the speed difference can be as small as a 
factor of two or as large as a factor of fifty.” Also, Dennis Sosnoski has developed 
a series of articles and tests in 2003, having as purpose to explain the Java class 
loading, to evaluate reflection performances and applications [7]. Since 2003, new 
JDKs have been released and performances have changed. Consequently, our test-
ing evaluate the present-day performances of the reflection technique, using Java 
Virtual Machine (VM) release 5 and 6. 



444 C. Tudose, C. Odubăşteanu, and S. Radu
 

3   Building The Reflection Testing Environment 

3.1   Classes Used for Reflection Testing 

In order to make the testing, two classes have been developed: one that will create 
objects whose constructors and methods will be tested both by direct and reflec-
tive access (the Triangle class); one that will create and manage these objects both 
directly and through reflection (the TrianglesReflection class).  

The piece of code below illustrates one of the methods that is created and  
invoked in order to test the reflection performances. The following steps are  
followed:  

• the class is obtained using the Class.forName method. It returns the a refer-
ence cls to the class Triangle;  

• the constructor is obtained using the cls.getConstructor method, with 
the list of arguments. It returns the constructor constructor;  

• the constructor is reflectively invoked through construc-

tor.newInstance. It returns a Triangle object. 

 

private static void ObjCreationReflection(double a,  

double b, double c) { 

  try{ 

beforeReflectionInvocation = System.nanoTime(); 

Class<?> cls =  

Class.forName("reflection.Triangle"); 

long afterClassLookupTime = System.nanoTime(); 

classLookupTime += afterClassLookupTime- 

beforeReflectionInvocation; 

Constructor<?> constructor =  

cls.getConstructor(double.class, 
double.class, double.class); 

long afterConstructorLookupTime =  

System.nanoTime(); 

constructorLookupTime += afterConstructorLookup 

Time-afterClassLookupTime; 

Triangle reflectionTriangle =  

(Triangle)constructor.newInstance(a, b, c); 
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afterReflectionInvocation = System.nanoTime(); 

constructorInvocationTime +=  

afterReflectionInvocation-
afterConstructorLookupTime; 

reflectionTime += afterReflectionInvocation –  

beforeReflectionInvocation; 

 } 

 catch(Exception exc){  
 exc.printStackTrace();} 

} 

3.2   Tests Accomplished for Reflection Performance Evaluation 

The objectives followed by the tests are: 

• Evaluate the object creation with primitive arguments through direct invoca-
tion and through reflection. 

• Evaluate the object creation with reference arguments through direct invoca-
tion and through reflection. 

• Evaluate the methods invocation with primitive arguments through direct call 
and through reflection. 

• Evaluate the methods invocation with reference arguments through direct call 
and through reflection. 

• Evaluate the time spent by the reflection mechanism into its phases: class loo-
kup time, constructor/method lookup time, constructor/method invocation time. 

Execute all tests above with different JDKs, in order to evaluate the differences 
from one version to another. 

3.3   Effective Testing 

A number of 10 tests have been executed, each of them creating 100.000 objects. 
The execution has been made both by direct and by reflective invocation.  

For object creation with primitive the constructors use double primitive argu-
ments. The results are illustrated in Table 1. 

For object creation with reference arguments the constructors use Point.Double 
reference arguments. The results are illustrated in Table 2. 

For method invocation with primitive arguments The method uses double pri-
mitive arguments. The results are illustrated in Table 3. 

For method invocation with reference arguments the method uses reference 
String arguments. The results are illustrated in Table 4.  
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4   Conclusions 

The Java reflection technique may be used for dynamically load and use classes at 
runtime. Using it in various cases may be of great help for the programmer. In 
tandem with the very much-used generics it may offer at runtime information that 
is unknown at design time. It is a powerful tool, but comes with a pretty high 
price, as its usage is time-consuming and may seriously affect program perfor-
mances. 

Performance improvements have been made between JDKs, but they are not 
spectacular and the performance caution of reflection usage should be kept in 
mind. 

The testing environment was a machine with an Intel Core 2 Duo processor, 2 
GHz, 4GB of RAM and Windows XP Service Pack 3 operating system. 

For object creation using primitive arguments, between jdk1.5.0_06 and 
jdk1.6.0_18 the reflection factor (as compared to direct object creation) decreases 
from about 8.9172 to 7.9326. For 100,000 objects, the difference is from 1.024 
seconds to 881 mili-seconds. It is a 16% improvement. 

For object creation using reference arguments, the performances are better for 
jdk1.6.0_11 than for jdk1.6.0_18. It seems that the reflection performance has not 
been a preoccupation for the developers. Creating 100,000 objects with 
jdk1.6.0_11 took 807 mili-seconds, while creating them with jdk1.5.0_06 took 
984 mili-seconds. This is a 22% improvement. The reflection factor (as compared 
to direct object creation) decreases from 7.1742 to 5.7791. 

Method invocation with primitive arguments takes 512 mili-seconds for 
100,000 calls in jdk1.5.0_06, while it takes 357 mili-seconds for jdk1.6.0_18.  It 
is a 43% improvement. The reflection factor (as compared to direct method invo-
cation) decreases from 4.0965 to 3.2482. 

Method invocation using reference arguments takes 533 mili-seconds for 
100,000 calls in jdk1.5.0_06, while it takes 413 mili-seconds for jdk1.6.0_11. This 
is a 29% improvement. Again, performances are better for jdk1.6.0_11 than for 
jdk1.6.0_18.  The reflection factor (as compared to direct method invocation) de-
creases from 4.945 to 3.6638. 

After the 4 conclusions above, we may say that the performance improvements 
really exist, but it is not spectacular – the best one being of 43%. Besides this, the 
most optimistic report factor between reflective invocation and direct invocation is 
at least 3.2482. 

For jdk1.6.0_18, the usage of constructors and methods with primitive argu-
ments improves compared to jdk1.6.0_11, as well as it grows worse for construc-
tors and methods with reference arguments. 

Most of the time spent in reflective operations consists of the lookup part. Class 
lookup takes more than 40% of the time, while constructor lookup takes more than 
30%. Reflective invocation of the constructor takes less than 25%. The program-
mer must avoid frequent lookup operations. The class, the constructor or the me-
thod lookup should not be included into loop operations. The lookup should be 
made only once, and the reference obtained should be used in the entire program.  
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Instructions like: 

Class<?> cls = Class.forName("reflection.Triangle"); 

Constructor<?> constructor =  

cls.getConstructor(double.class, double.class, 
double.class); 

Method method = cls.getMethod("setSideNames",  

String.class, String.class, String.class); 

should be taken outside loops. Thus, the performances will get much closer to di-
rect invocations. 
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Abstract. The constantly growing demand for 3D Massively Multiuser Online (MMO) vir-
tual spaces has led to an increase of the load that current 3D MMO server architectures 
need to cope with in order to accommodate a large user base that interacts inside the virtual 
space at a given moment of time. The traditional methods that are employed to solve this 
computational challenge by the current 3D MMO server architectures have inherent draw-
backs regarding scalability, reliability, redundancy, cost and the realism of the virtual 
world. In the last few years, the graphics hardware has evolved in a spectacular manner in 
terms of computing power and architectural design, switching from a “single-core” to cur-
rent “many-core” architecture. In this paper we propose an innovative approach to tackle 
the heavy computational operations that are executed by the simulations of 3D MMO Vir-
tual Spaces using Multi GPGPU (General Purpose programming on Graphical Processing 
Units).  

Keywords: MMO, GPGPU, CUDA, Virtual Spaces. 

1   Introduction 

Massive Multiplayer Online (MMO) games and also other types of virtual spaces 
such as virtual museums, virtual expositions, etc., are nowadays more and more 
popular and the number of worldwide users that access such virtual worlds is in-
creasing constantly [1]. 

MMO virtual spaces are available online over the Internet and have as support a 
persistent virtual world which is accessed at the same time by hundreds or even 
thousands of users (Fig. 1). 

The main objective of a 3D MMO virtual space is to create a high degree of 
immersion for the users that access the world. The prime feature that distinguishes 
between 3D MMO virtual spaces and other single-user or multiuser applications, 
that also simulate virtual worlds, is the fact that the first allows the interaction of a 
great number of users at the same time inside of a large virtual world. 
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However, the growing demand for 3D MMO virtual spaces has led to an in-
crease of the load that current 3D MMO server architectures need to cope with in 
order to accommodate a large user base that interacts inside the virtual space at a 
given moment of time. 

 

Fig. 1. Virtual space for the Faculty of Automatic Control and Computers 

The traditional methods that are employed to solve this computational chal-
lenge by the current 3D MMO server architectures have inherent drawbacks re-
garding scalability, reliability, redundancy, cost and the realism of the virtual 
world. 

This huge load is due not only because of the large number of tasks (directly 
proportional with the number of online users) but also by their inherent complexi-
ty that is closely related with the particularities of the virtual world. 

In this paper, we start in the next section with an overview of the current archi-
tectures used by 3D MMO virtual spaces and we discuss some of the operations 
that are time and resource consuming. In section 3 we present why the GPGPU 
approach has been chosen for the implementation. In section 4 we propose a solu-
tion to implement some of the operations directly on the graphics hardware using 
a multi GPGPU approach and section 5 concludes the paper. 

2   Current Solutions for 3D MMO Server Architectures 

Even though some necessary requirements in order to use a MMO application in 
optimal circumstances are becoming more and more accessible for the normal 
home user (such as bandwidth), this is not sufficient to solve the scalability prob-
lems that MMOs have because of the necessity to accommodate as many users as 
possible at the same time. 

The scalability problems are mainly due to the necessity to maintain the realism 
and consistency of the virtual world. Breaking  the consistency requirements can 
lead for example to visual artifacts that don’t have long term consequences but  
also can cause more serious problems such as the loss or duplication of objects 
during financial transactions. 

Traditionally, the majority of MMO applications are implemented using a 
client-server architecture that has inherently advantages such as security and  
centralized control but also the following important disadvantages: 
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• Cost : because a large number of servers is used for the simulation of the 
virtual world, the  maintenance costs after the launch can reach up to 80% 
of the revenues 

• Reliability : servers can be points of failure in the system 
• Scalability : in order to achieve horizontal-scalability a large number of 

servers is used to manage the virtual world but this approach after a certain 
point can also represent a performance bottleneck 

 

As mentioned previously, an important aspect when designing the architecture is 
that MMOs must simulate virtual worlds that have a large physical span. This has 
led to the development of methods to split the virtual space into several distinct 
sub-spaces. 

2.1   Zoning 

Currently there are two different approaches to split the virtual world into sub-
spaces. The simplest, from the implementation viewpoint, is to strictly partition 
the entire world into static zones that are small enough to be managed by a single 
server. The borders for these zones are very well determined, and a user that 
crosses into another zone will also connect to the server that manages the  
destination zone. 

In the second approach the existence of borders, server zones and the transi-
tions between them are transparent to the user (Fig. 2).  Although it is not expli-
citly visible, the logical separation in zones for the virtual world still exists. Like 
the previous approach, important neighboring zones are managed by different 
servers. The main difference is represented by the existence of “transition zones” 
that have the role to “transport” the users between adjacent zones. 

 

Fig. 2. “Seamless zoning” 

2.2   Client-Server Model 

Most of the MMO applications use Client-Server architecture (Fig. 3). The clients first 
access the virtual space through a Login Server that redirects them to a Shard Server. 
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Fig. 3. Client-Server Shard Architecture for MMO Servers 

The shards are independent versions of the same virtual world that run in paral-
lel. This method of splitting the user base is used to achieve some degree of scala-
bility. Usually the shards are not synchronized and users that are on different 
shards cannot interact. This fact contributes to a decrease in the realism of the si-
mulated virtual world. 

Some MMOs (for example the MMO Eve Online) try to implement “shardless” 
solutions that don’t split the user base and to allow all the users to be inside of a 
single huge virtual world. For the moment such approaches are very strongly de-
pendent of the characteristics of the virtual world they try to simulate [2]. 

Taking into account all the challenges mentioned, it is a necessity to explore 
new solutions for the architectures used by MMOs and also to find new methods 
to optimize the operations executed inside the simulations of the virtual world in 
order to eliminate or at least to reduce to a certain degree the scalability problems. 

3   Why GPGPU 

In the last years, the computing hardware, CPU and GPU, have evolved dramati-
cally in terms of computing power and architecture transforming into a very versa-
tile hardware using parallel multi-core architectures [3]. These architectures are 
designed to prioritize operations that can be executed in parallel over a large quan-
tity of data compared to the classic CPU architecture that prioritize single task op-
erations that have low latency. 

 

Fig. 4. Modern GPU and CPU architectures 
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All the modern GPUs try to remain as efficient as possible by using multi-core 
designs that use hardware multithreading and SIMD processing. These techniques 
are not unique for the graphical processing units, but when compared with CPUs, 
the GPUs design takes these architectures to the extreme (Fig. 4). 

 

Fig. 5. Comparison between NVidia GPUs and Intel CPUs. Source: NVidia CUDA  
SDK 3.2 

4   Our Solution 

Our solution tries to achieve scalability, both vertical and horizontal, and to reduce 
the limitations of the traditional 3D MMO server architectures by implementing 
an architecture with the following main important characteristics: 

• Offload heavy computational operations from the CPUs of the servers 
and implement them as GPGPU programs 

• It is designed to be massively parallel by supporting the scheduling of 
operations at multi GPGPU level   

• Using an architecture that is event and task driven and that is centered 
around the location and actions of the user entities in the virtual world 
because they are the ones that consume computational power and not the 
data of the virtual world by itself 

 

In our implementation we have used NVidia hardware and the CUDA develop-
ment toolkit to implement the GPGPU operations [5]. CUDA (Compute Unified 
Device Architecture) is a hardware and software architecture for running general 
purpose computations directly on the graphics hardware in a parallel manner 
without using the graphics API. 
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Using CUDA, the GPU is available as an additional computational unit to the 
main CPU (the host). In this way, parts that are computationally intensive and that 
are suitable to parallel execution are offloaded from the application that runs on 
the host directly on the GPU in order to increase the overall performance [6]. 

This part of the application is structured as a function (kernel) that is executed 
simultaneously on a large number of execution threads resulting in a SIMD 
processing of the operations. 

 

Fig. 6. Adaptation to the server architecture to run multi GPGPU 

The following operations have been implemented using GPGPU techniques: 

• The operations needed to simulate realistic physics for the virtual space 
 

In order to accommodate the GPGPU computations in the MMO server architec-
ture, the following modules have been implemented and are used by the virtual 
world server (Fig. 6): 

• Client Allocation Module : allocation of the clients on the GPU using  
several heuristics criteria 

• Scheduler module : 
o GPU Scheduler: allocation of tasks on the GPUs available 
o Task Scheduler : creation and scheduling of the CUDA / CPU  

tasks 
• CUDA Processing Module : execution of the tasks as GPGPU programs on 

the graphics hardware; propagation of the results 

4.1   Clients Allocation Module 

This module is responsible with the allocation of clients and of the necessary  
resources to execute the computations at the server level. 
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For the allocation, the following three criteria / factors are used: 

1. Spatial positioning of the clients that are online at a given moment of 
time inside the geography of the virtual space. Using this factor, if in a 
certain logical zone there is a greater number of users compared with 
another logical zone of the virtual space, more computational resources 
will be allocated to the first one in order for that zone to be able to 
process the increased number of operations that emerge from the  
complex user interactions with the virtual space. 

2. Type and number of operations that are executed by the clients of the 
virtual space. In this way, the allocation for the processing of the tasks 
generated by the clients is done taking into account an “operations weight 
cost” that is associated to every user that is online inside the virtual 
space. Thereby, the clients that generate an increased number of opera-
tions (either taking into account the total number or the complexity of in-
dividual operations that can generate additional computations) will be 
able to benefit from additional resources that will be allocated for them in 
order to make sure that the system will process their operations in  
real-time. 

3. Type of user that generates computations that will be processed by the 
system. Using this criterion, a different allocation can be made for the 
“human” users (that will have priority) and the NPC (non player  
characters) users that are controlled by the system. 

4.2   Scheduler Module 

This module is responsible with the creation and scheduling of the tasks that will 
be executed by the 3D MMO virtual space servers. 
 
In our architecture, this module has to main components: 

1. Task scheduler: this component is responsible with the creation of the 
computational tasks that are associated to the operations executed inside 
the virtual space. Thus, at each iteration (tick) of the main loop of the si-
mulation, this component processes the actions of the entities from the 
virtual space and creates the tasks that emerge from these actions putting 
them inside the global task queue. 

2. GPU scheduler: this component is responsible with the scheduling and 
sending of the tasks to the GPU for the actual execution. For the GPGPU 
implementation, using the cost associated to each task, the scheduling of 
the tasks that will be executed by the streaming multiprocessors of the 
GPU is done in the following way : 

a. First, establish the number of computational resources (GPU’s) 
available in the system; 

b. Taking into account the required internal tick and the number of 
computational resources, establish the total number of tasks that 
can be executed at each iteration of the main loop of simulation; 



460 V. Asavei et al.
 

 

c. Using the total number of tasks that can be processed, compute 
the size of the grid and blocks of threads that is necessary to ex-
ecute the tasks; 

d. Extract from the global task queue, those tasks that will be sche-
duled in the current tick; 

e. Create the task array to be executed using the tasks determined 
at the previous step and send it to the GPU for actual execution; 

4.3   CUDA Processing Module 

This module receives the GPGPU tasks from the scheduling module and it is re-
sponsible with their execution on the processors of the graphics hardware. 
 

In this module the following operations are executed: 

• Implementation of the kernel functions that will be executed by the 
threads of the GPU scalar processors 

• Memory transfer of the data from the host device to the GPU 
• After all the tasks have been executed by the GPU, the reverse transfer of 

the memory (that now contains the results of the execution) from the 
GPU to the host device is being done 

• Synchronization operations that are necessary in order to be sure that all 
the individual threads of the GPU have finished the processing 

4.4   Results 

For our implementation we have used the following software/hardware components: 

• Visual Studio 2008 
• Boost library 
• CUDA Development Toolkit 3.0. 
• Intel Core2Quad 6600 Processor 
• 2 x 8800 Ultra NVidia graphics cards 
 

 

Fig. 7. Server running GPGPU physics tasks for 4096 users simulated as spheres 
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Using the above prototype architecture and modules we have achieved encour-
aging results, running simulations that behaved with real-time response for a great 
number of users (Fig. 7) on a single and multi GPU NVidia cards (8800 Ultra). 

Table 1. Test results for the server running GPGPU physics tasks 

Device Server internal tick Users 
CPU Quad Core 4 Threads 60 FPS / 16 ms <= 256 

 
NVidia 8800 Ultra 128 SPUs 
GPGPU using CUDA 

60 FPS / 16 ms <= 4096 
 
 

2xNVidia 8800 Ultra 128 SPUs 
GPGPU using CUDA 

60 FPS / 16 ms <= 8192 

   

 
As can be seen from Table 1, in comparison with the CPU implementation, us-

ing the GPGPU approach has allowed for a far greater number of simulated users 
to be accommodated by the virtual world server architecture while maintaining the 
internal refresh tick of 60 FPS. 

Another interesting and important result that can be seen from Table 1 is the 
fact that the multi GPGPU implementation scales very well when another card is 
available for processing. 

5   Conclusions 

Currently, Client-Server architectures provide the necessary functionalities re-
quired by a MMO application but with a high cost that limits practically the scala-
bility of the virtual space forcibly splitting the world into several instances / 
shards. 

In order to achieve a performance level that will satisfy a large number of users, 
the producers of virtual spaces are confronted with a significant financial cost to 
maintain the infrastructure of the system. 

Our approach has proved that it is feasible to offload heavy computational op-
erations from the virtual world servers as GPGPU programs reducing the overall 
effort that is necessary to run 3D MMO applications. 

In terms of future scalability, taking into account the current evolution of 
GPUs, using GPGPU programs for 3D MMO servers can achieve an important 
degree of vertical scalability. 
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Abstract. Multidimensional scaling is a set of statistical techniques used for find-
ing the underlying structure of high-dimensional data. In the non-metric approach, 
the data is ordinal, meaning there is a logical ordering between the input values. In 
this paper we will use non-metric scaling to discuss about how are online social 
networks perceived nowadays. A social network is a structure made of individuals 
which have common goals, hobbies, social status or are connected in some other 
way. We will concentrate in this article on social networks that are popular in 
Romania among people aged between 20 and 30. 
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1   Introduction 

Multidimensional scaling (MDS) consists of a multitude of techniques used for 
geometrically representing the relationships between entities having high dimen-
sionality. It has its roots in the 50’ in psychophysics ([1]) and psychometrics ([2]), 
being used to understand how people perceive similarity between different sets of 
objects. MDS is now used in several areas, like marketing, physics, social science 
and biology. Some aspects about multidimensional scaling and their use for ana-
lyzing social networks were presented in [10] and [11]. 

Based on a matrix (called proximity matrix) obtained from the dissimilarities or 
similarities between input objects, the aim of a MDS processing is to find a confi-
guration of points which can map the initial proximities to distances of a lower 
dimension.   

Given N – the number of input objects, D = (dij) ∈ RNxN the matrix of similari-
ties or dissimilarities between objects, solving a MDS problem means finding a 
configuration of points m < N dimensional points xi such that: 

d X , X X X d . (1)
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where d(Xi, Xj) represents the distance between the points Xi(xi1, xi2..., xim) and 
Xj(xj1, xj2, ..., xjm) in space.  

Distance can be defined as: d X , X  ∑ |x x | /
. (2)

where p ≥ 1 can have several values. For p=1 the formula above is known as the 
Manhattan distance, for p=2, we have Euclidean distance and for p > 2 we talk 
about the p-norm Minkowski distance ([7]). In this paper we will refer to  
Euclidean distance when using the term “distance” to compare different objects.  

Based on the input proximity matrix, the MDS algorithms can be classified as 
metric and non-metric. In metric MDS the input data is quantitative (interval or ra-
tio data), while non-metric MDS uses ordinal data for the proximity matrix. We 
will focus on non-metric scaling in the following sections due to its wide usage in 
various fields.  

In practice, it is quite hard to find the points Xi ∈ Rm which can satisfy the rela-
tion (1), so the MDS algorithms try to minimize the difference between the prox-
imities between input objects and the distance of the resulting points. In other 
words, the purpose of a MDS algorithm is to minimize the function: σ X, D)  ∑ w d d X , X ) . (3)where wij is a weight function that can be used in some types of MDS. 
1.1   Non-metric Multidimensional Scaling 

When rank order between dissimilarities is more important in processing data than 
the numerical value of dissimilarities non-metric MDS can be used.  

In non-metric scaling the proximities dij are replaced by disparities, which are 
sometimes called pseudo-distances because they are not real distances, they are 
obtained from dissimilarities using a function f: f d  d . (4)

which is monotonic increasing, meaning that for a pair of points a, b, if a < b, then 
f(a) ≤ f(b).  

For non-metrical MDS the function from (3) becomes: σ X, D  ∑ w d d X , X )  . (5)where  represents the matrix of disparities . 
Therefore, finding a non-metric MDS solution comprises two steps: 

• finding a monotonic increasing function which transforms the dissimilari-
ties into disparities; 

• minimizing the stress function from (5); 
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For solving the first step, in [3] and [4] are proposed the use of pooled-adjacent-
violator algorithm (PAVA). For further details and improvements on this  
algorithm, article [5] can be consulted.   

Minimizing the stress function is a complex problem which requires proper al-
gorithms. According to [6], one common approach is SMACOF (Scaling by Majo-
rizing a Complicated Function) – an algorithm that uses iterative majorization to 
reach a satisfactory solution.  

The main idea of iterative majorization is to replace a complicated function 
with another one, for which the minimization process is simpler (see also [8]).  

SMACOF algorithm for non-metric scaling has the following main steps: 

• choose an initial configuration of points and calculate the stress function; 
• find an update for the initial configuration; 
• calculate the disparities d  for the actual configuration; 
• evaluate the stress function: if satisfies the desired criterion then stop, oth-

erwise continue from the second step; 

There are various implementations and upgrades for the SMACOF algorithm – 
one of them is the PROXCAL module implemented in the statistical software of 
IBM: SPSS.    

In the following section we will use the SPSS tool for an evaluation of some 
social networks which are popular these days. 

2   MDS Utilization in Social Networks 

A social network can be described as being a group of persons who are connected 
by at least one common link and they know one another. They may have same 
passions, same goals, or they may be fighting for a common cause – either way, 
it’s easy to identify social networks around us.  

Social networks on the Internet are web sites built with the same purpose: of 
creating groups with similar interests that can communicate easily, no matter 
where are the people from.   The trend of being affiliated to a social network is 
well known these days, especially among the youngsters. Using non-metric MDS 
we will discuss about how a social network is perceived nowadays. 

2.1   Specifying the Input Data 

We have selected for our experiment a number of seven social networks that are 
well known in the geographical area where we live. The social networks that we 
have chosen are: Twitter(Twt), Netlog(Ntg), Linkedin(Lkn), Hi5(Hi5), Friend-
ster(Fst), Flickr(Fcr) si Facebook(Fbk).  

As one can see, we have chosen an abbreviation for every social network – 
these will be used in the following sections, if necessary. For the input objects we 
have created a survey with each pair of social networks and we asked participants 
to rate their appreciation on the dissimilarities between the objects of each pair. 
For rating we used a scale from 1 to 5, a grade closer to 5 meaning that the social 
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networks compared are quite different, while a mark closer to 1 would mean that 
the compared objects are perceived as being similar.  

At the experiment participated 25 persons, each having to grade a number of 
7(7-1)/2 = 21 pairs of social networks with marks from one to five.  

2.2   Using SPSS PROXSCAL for Analysis 

For interpreting the input data we will use the module PROXSCAL of the last ver-
sion of the IBM software: SPSS 19. SPSS is one of the computer programs that 
are widely used for statistical analysis in social sciences (Wikipedia, 2011b).  

We have selected PROXSCAL module because it implements the SMACOF 
algorithm that we previously discussed. PROXSCAL has also several functionali-
ties that helped us to specify the number of iterations, the initial configuration of 
the solution matrix, or the value of the stress at which the algorithm would stop.  

The module uses several types of input: full symmetrical matrix, lower or upper 
triangular matrix, rectangular matrix. For our example, a lower triangular matrix 
will be created from the data provided by every participant in order to have the 
appropriate input for the PROXSCAL procedure.     

For the input data two types of analyses will be made. The first one is an indi-
vidual analysis, for every participant at the experiment. After that, we will proceed 
to a replicated analysis, with all the input matrices of the participants.  

2.3   Individual Processing of Data 

In this section we will show how the subjects participating at the experiment diffe-
rentiate between the social networks specified.  

At first we have to select an input matrix from the 25 available, let’s say the 
one from the 11’th participant. The proximity values for this subject can be visua-
lized in Table 1 below. As we stated before, we have a lower triangular matrix, 
with zeros on the main diagonal.  

Now we have to establish how many dimensions the solution will have. For this 
purpose we will use the scree plot of theoretical data. 

Table 1. Input matrix for the eleventh participant 

 Twt Ntg Lkn Hi5 Fst Fcr Fbk 

Twt 0       

Ntg 1 0      

Lkn 5 5 0     

Hi5 3 3 5 0    

Fst 1 5 5 3 0   

Fcr 3 4 5 4 3 0  

Fbk 2 4 5 4 2 2 0 
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As shown in figure 1, the stress decreases as the dimensionality of the solution 
increases. For a value of stress below 0.02, a two-dimensional solution can be 
chosen. After four dimensions, the value of stress has no major reduction. 

For the two-dimensional space the distribution of objects for the 11’th partici-
pant can be observed in figure 2. The first observation is that Linkedin is isolated 
from the others – this might mean that the source believes this object is quite dif-
ferent from the others. In the main cluster, Netlog and Hi5 are quite close,  
revealing the fact that they are perceived as being rather similar.  

Two others social networks, Friendster and Flickr, are really close even though 
there are some differences between them: Friendster focuses on online games 
while Flickr is known for its video and images uploading facilities. One possible 
explanation might be that the participant is not very familiar with these two social 
networks, so he perceived them as being similar. 

 

Fig. 1. Scree plot for eleventh subject 

The interpretation above is valid for that subject based on the input matrix. If 
the information is provided from another source, the results may be different.    

In the following section we will use the input data from all sources in order to 
interpret the results.  

2.4   Replicated MDS Processing 

Apart from individual scaling, PROXSCAL program can perform replicated anal-
ysis too. Replicated MDS is a technique that uses several proximity matrices as 
input data simultaneously.  
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Fig. 2. MDS representation for the eleventh participant 

RMDS assumes that the final dimensions are the same for the input  
matrices, and that every subject had the same stimuli when he participated at the 
experiment.  

In RMDS, the stress formula becomes: σ X, D   ∑ ∑ w d d X , X  . (6)

where s represents the number of input sources(proximity matrices), wijk is the 
weight between objects i and j from the k-th input matrix, and d  is the dissimi-
larity between objects i and j, in the matrix number k. 

In our example, we combined the 25 proximity matrices and used them as an 
input for the PROXSCAL algorithm. 

As we can see, for a stress value around 0.03, a two-dimensional solution is  
appropriate. The solution of RMDS can be observed in figure 4. 

We can see that the replicated solution differs from the individual one – in this 
case there is a uniform distribution of the objects. A first observation might be that 
the social networks Linkedin and Flickr are far apart on the second dimension, 
which means the participants perceive this objects as quite different.  

Three networks, Facebook, Twitter and Netlog are slightly grouped together, 
meaning that the general perception is that they are seen as having similar functio-
nalities. Friendster and Hi5 can also be grouped together according to the figure 
below; this might be a consequence of the fact that both have a platform for online 
games and this facility helps users to associate this social networks. 
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Fig. 3. Scree plot for RMDS 

 

Fig. 4. Replicated MDS representation 

Comparing the two methods of interpreting MDS data, we could say that repli-
cated scaling provides a more accurate solution than the individual one. Individual 
scaling should be used when studying a specific problem, while replicated MDS 
may be used to analyze a more general view of the problem. 
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3   Some Inconveniences of Non-metric Scaling 

One of the first disadvantages of using MDS is the large amount of data to be ga-
thered and then processed. For example, if a study on N objects has to be made, a 
dissimilarity matrix for one source must have at least N(N-1)/2 values if the ma-
trix is symmetric, or N2 if it is not. Multiply this value by the number of  
participants at an experiment and the result is impressive.  

Another disadvantage is that in many cases the input data is provided by human 
sources and they might make more or not deliberate mistakes, which can lead to 
abnormal results.  

A final important issue is to search and exclude the proximity matrices if they 
do not contain any information in the data, meaning all dissimilarities are equal. 

4   Conclusions 

MDS is an exploratory set of techniques that can be used in various fields. In this 
paper we used non-metric scaling to analyze the perception of youngsters on so-
cial networks.  

SPSS PROXSCAL implementation is a very flexible approach, having various 
options to choose from before starting the processing of data. The interpretation of 
the output is challenging and highly subjective – other persons would have proba-
bly found slightly different approaches to the resulting solutions.    
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Abstract. Network-on-Chip architectures are scalable on-chip interconnection 
networks. They replace the inefficient shared buses and are suitable for multicore 
and manycore systems. This paper presents an Optimized Simulated Annealing 
(OSA) algorithm for the Network-on-Chip application mapping problem. With 
OSA, the cores are implicitly and dynamically clustered using knowledge about 
communication demands. We show that OSA is a more feasible Simulated An-
nealing approach to NoC application mapping by comparing it with a general Si-
mulated Annealing algorithm and a Branch and Bound algorithm, too. Using real 
applications we show that OSA is significantly faster than a general Simulated 
Annealing, without giving worse solutions. OSA proves to be feasible for Net-
works-on-Chip with more than 100 nodes. Also, compared to a Branch and Bound 
technique, it gives better solutions, as the problem size increases, while in terms of 
speed and memory consumption the two algorithms are comparable. 

Keywords: Network-on-Chip (NoC), application mapping, clustering, optimiza-
tion, evaluation, simulation. 

1   Introduction 

Simulated Annealing (SA) is a stochastic heuristic search technique, which simu-
lates a system of particles that suffers changes in temperature. The idea comes from 
metallurgy, where annealing is the process used to temper or harden metals and 
glass by heating them to a high temperature and then gradually cooling them, thus 
allowing the material to coalesce into a low-energy crystalline state. Kirkpatrick et 
al. [1] used Simulated Annealing to attack a classical NP-hard optimization problem, 
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the travelling salesman problem, and they also applied SA to NP-hard computer  
design problems like partitioning, component placement and wiring of electronic 
systems.  

Simulated Annealing is easy to implement. It has the ability of giving reasona-
bly good solutions. Another advantage is its applicability for many combinatorial 
optimization problems. However, the parameters of the algorithm must be careful-
ly chosen, since SA can easily run for a very long time until it gives a good solu-
tion. Because Simulated Annealing is a very general algorithm, several generic 
and problem-specific choices have to be made in order to implement it for a par-
ticular problem [2]. 

Simulated Annealing is used for the Network-on-Chip (NoC) application map-
ping, too. The NoC application mapping problem is defined as the topological 
placement of the Intellectual Property (IP) cores onto the on-chip tiles [3]. This is 
an NP-hard problem because, theoretically, there is a factorial number of possible 
mappings of c IP cores onto a network with n nodes, c ≤ n. Therefore, heuristic al-
gorithms are required for addressing this problem. 

We propose an Optimized Simulated Annealing (OSA) technique for the Network-
on-Chip application mapping problem. We begin by presenting some related work. 
After OSA is described, our simulation methodology is presented. Next, we present 
OSA’s performance in terms of speed, memory consumption and solution quality, by 
comparing it with a general Simulated Annealing and a Branch and Bound (BB) algo-
rithm. Finally, our conclusions and directions for future work are presented. 

2   Related Work 

Simulated Annealing was one of the first algorithms proposed for the Network-on-
Chip application mapping problem [3]. Using an analytical model that estimates 
the energy needed to communicate a bit of data, the authors proposed an energy-
aware mapping for square 2D mesh NoCs, with XY routing and wormhole switch-
ing. Simulated Annealing was compared with a Branch and Bound technique. 
Both these heuristic algorithms are bandwidth constrained and try to find the best 
solution by minimizing the communication energy. Hu and Marculescu showed 
that SA is capable of finding better mappings than the ones found using Branch 
and Bound. However, SA has the big disadvantage of being very slow. Their si-
mulation results show that BB is tens of times faster than SA (e.g.: for a 10x10 
NoC, SA did not finish its execution in 40 hours!). Both SA and BB algorithms 
were further developed in [4], where the mapping problem is treated in  
conjunction with the routing problem. 

Little research has been done to optimize Simulated Annealing for mapping 
cores onto NoC tiles, using domain-knowledge. Cluster-based Simulated Anneal-
ing (CSA) [5] tries to exploit the application’s communication locality so that it 
can identify clusters of IP cores. Firstly, the NoC is clustered by grouping its 
nodes based on the distance between them and their connectivity. Secondly, cores 
are clustered based on communication. A core cluster is then associated with each 
NoC node cluster. At high temperatures, the annealing process occurs normally: 
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any cores may be moved. However, when the temperature decreases enough, the 
annealing process is limited to intra-cluster cores. CSA’s clustering technique is 
static and it is driven first by the NoC topology and second by the application. 
Clustering is an example of a problem-specific choice for Simulated Annealing. It 
improves SA’s speed because it uses more knowledge about the NoC application 
mapping problem than a general Simulated Annealing. 

We propose next an Optimized Simulated Annealing algorithm for NoC appli-
cation mapping that performs an implicit and dynamic clustering, during the entire 
annealing process. As it will be shown next, OSA is significantly faster than both 
SA and CSA. OSA is application and network dependent. As compared to CSA, 
OSA does not cluster the NoC nodes because we do not want to restrict the core 
clustering process. Only the IP cores are clustered, and not explicitly but, implicit-
ly. We rather influence the moves during the annealing process, so that the IP 
cores that communicate with each other clump together. 

3   Optimized Simulated Annealing 

Optimized Simulated Annealing was evolutionary created by continuing the work 
of Hu and Marculescu. Their Simulated Annealing and Branch and Bound algo-
rithms are available through the NoCmap project [6]. We ported their two algo-
rithms into our developed unified framework for the evaluation and optimization 
of NoC application mapping algorithms (UniMap) [7]. UniMap’s goal is to allow 
the evaluation and potential optimization of different application mapping  
algorithms for NoCs, under a common frame [8]. OSA is a Simulated Annealing 
approach that, using domain-knowledge, is optimized for the Network-on-Chip 
application mapping problem, by applying and adapting some of the best practices 
for Simulated Annealing used in task mapping problems [9]. 

The pseudocode for our Optimized Simulated Annealing is presented in  
Figure 1. It is derived from the general Simulated Annealing proposed in [9]. 

The mappings produced with OSA are evaluated in terms of energy consump-
tion, using the bit energy analytical model from [3]. 

We have chosen for OSA the geometric annealing schedule because this is the 
most used and recommended one [2] and because the general SA implementations 
use it too. 

OSA works by default with an initial temperature of T0 = 1 but, this is consi-
dered an algorithm parameter. The final temperature is fixed to Tf = 0.001. It is 
correlated with the acceptance function. In contrast, Hu and Marculescu’s SA 
starts from a temperature of 100 and the final temperature is not bounded (a  
different stop criteria is implemented). 

The general Simulated Annealing sets L, the number of iterations per tempera-
ture level, to 100(N × N)2, where N × N represents the NoC 2D mesh size. For  
example, for a 4x4 2D mesh, SA tries L = 25600 mappings, at each temperature 
level. These mappings are randomly generated, from the current mapping, by 
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Fig. 1. Optimized Simulated Annealing 

interchanging two cores, or - if possible - by placing a core into an empty NoC 
node. If we consider that SA runs for 100 temperature levels, this leads to 
2560000 generated mappings. An Intel Xeon processor from our HPC system [10] 
evaluates a mapping in 0.04 ms. Thus, in this case SA would run for about 102 
seconds. On a 10x10 mesh, SA would require more than one hour running time. 
However, the general SA algorithm is not bounded by the number of temperature 
levels, and we observed that it easily runs for more than 150 levels of temperature 
for a 4x4 2D mesh. We argue SA’s number of iterations per temperature level is 
very high and it has a deep impact on SA’s speed. Also, we observe that this num-
ber is only NoC aware. It is by no means application aware. For example,  
mapping 15 or 16 cores on a 4x4 2D mesh uses the same L. 

Considering the above simple observations, we use in OSA the following  
relation to compute the number of iterations for each temperature level: 
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We noted with n the number of NoC nodes and with c the number of cores to be 
mapped. 

This number of iterations per temperature level represents the total number of 
mappings that can be obtained from a given mapping, by performing a single core 
swapping. When c = n, a core swapping is an interchange of two cores. When c < 
n, a core may also be moved on another empty NoC node. . Because we noted the 
number of NoC nodes with n, taking into account that that SA has L = 100(N × 

N)2 , we can write that 2  100SAL n= . It is obvious that OSA SAL L< . 

Also, in terms of algorithm’s speed, we note that OSA speedup over SA is:  
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We considered that n = c, which implies a maximum (worst case) LOSA. This is in 
perfect concordance with our further quantitative results. 

LOSA counts all mappings that are obtained by making a single modification 
(core swapping) to the given mapping (otherwise, the total possible mappings are 

of course n c OSAP L>> ). The set of mappings obtained through a single core 

swapping form what we call the mapping’s immediate neighborhood. By analogy 
with Markov chains, OSA’s number of iterations per temperature level can be as-
sociated with the number of possible single step transitions from a Markov chain, 
which describes the mapping state space exploration performed by our algorithm. 
Later on, we will show how OSA assigns probabilities for each single step transi-
tion, using the concept of Probability Distribution Function (PDF). One may also 
observe that OSA’s number of iterations per temperature level is both NoC and 
application aware: n is a NoC topology characteristic and c is an application  
characteristic. 

Some criticism of this approach might be that, although huge speedup can be 
obtained with LOSA , OSA might find worse solutions because it does less explora-
tion of the search space. We argue that the general SA can easily repeat a lot of 
moves without finding better solutions. Additionally, OSA considers the initial 
temperature a parameter, which can be increased so that the algorithm does more 
exploration. We will sustain our qualitative assessments through simulations. 

Both general SA and CSA algorithms use the Metropolis acceptance probabili-
ty function. OSA however uses the normalized inverse exponential acceptance 
function because it is shown in [9] that it yields better results when it is used for 
task scheduling. The practical difference between the two functions is that while 
the exponential form always accepts a new mapping that has exactly the same cost 
like the current mapping, the (normalized) inverse exponential form accepts such a 
new mapping with a 50% probability. Therefore, OSA knows to select with equal 
probability between two equally good mappings. 
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OSA’s acceptance function performs cost normalization by dividing the cost 
variance (ΔC) with the initial mapping cost (C0). This allows the temperature T to 
be independent of the cost function: T ∈ (0, 1]. Remember that OSA usually sets 
the initial temperature to 1 and the final temperature to 0.001. However, OSA  
allows the initial temperature to be higher than one. Regarding the normalized in-
verse exponential function, this would mean the initial cost is artificially in-
creased. 

The SA algorithms presented in our related work use random core swapping. A 
core is selected uniform randomly and it is then swapped with another uniform 
randomly selected core (an empty node can also be used). OSA does not use a un-
iformly random probability when determining the core to be moved. Instead, it 
adapts the variable grain single move (based on probability densities and used for 
task mapping [9]) into a variable grain swapping move, which uses two Probabili-
ty Density Functions (PDFs). Based on the amount of data communicated by each 
core, OSA creates a PDF for each one. Thus, a core that communicates more data, 
has better chances to be chosen than a core that communicates less data. As the 
annealing temperature decreases, the probabilities uniformly equalize. Through 
this approach, OSA uses domain-knowledge (dynamic characteristics) to explore 
the search space. 

0

1 1
[ ] -icoreToCommT

P SelectedCore i
c T totalToComm c

 = = +  
 

. (3)

In formula (3), c is the number of cores to be mapped, T and T0 are the current 
and, respectively, the initial temperatures, coreToCommi is the amount of data 
communicated by core i and totalToComm is the total data communicated by all 
cores. 

The second core used for swapping is selected by accounting for the communi-
cation volumes between the core to be swapped and the rest of the cores. Each 
core gets such a PDF associated before the annealing process starts. 

totalComm

comm
ccP ij

ji =↔ ][ . (4)

In formula (4), commij is the communication volume between cores i and j (this 
value is positive if core i sends data to core j, or vice versa; otherwise, it is zero) 
and totalComm is the data amount communicated by the entire application. 

According to the PDF described above, the second core is selected. Then, OSA 
searches, in a uniformly random way, for a direct neighbor of the second selected 
core. This one will be swapped with the first core. This kind of move tries to make 
communicating cores attract each other, to naturally cluster themselves. 

Compared to CSA, our algorithm clusters the cores dynamically, during the an-
nealing phase. OSA does not work with predetermined clusters, and it also does 
not cluster the NoC nodes. Network-on-Chip node clustering is unneeded because 
OSA looks in the NoC node’s neighborhood. 
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This kind of move is what we call a PDF-based swapping move. At every tem-
perature level, OSA performs exactly LOSA PDF-based swappings. 

As recommended in [9], OSA employs a coupled temperature and rejection 
threshold stopping condition. The annealing process stops when the temperature 
reaches or goes below the final temperature and the last LOSA tried mappings did 
not lead to a solution better than the best solution found so far. Therefore, OSA 
runs for a determined number of annealing temperatures, which can be exceeded 
while better solutions are found. 

We note OSA implements a form of elitism because, during the entire running 
process, it stores the current best solution. This is another difference from the  
general Simulated Annealing technique. 

Because OSA’s stopping condition determines a number of annealing levels in-
dependent of the problem size, the runtime of our algorithm is quasi-constant 
when the algorithm is run more than once, in exactly the same conditions. This 
property does not apply to Hu and Marculescu’s Simulated Annealing. 

Compared to the general Simulated Annealing, our developed algorithm deter-
mines the number of iterations per temperature level by computing the neighbor-
hood size of the current mapping. Also, OSA moves from one mapping to another 
using an implicit and dynamic clustering technique, based on Probability Density 
Functions. In contrast, CSA’s clustering approach is explicit and static. 

Currently, OSA works only with 2D mesh topologies but, it can be adapted to 
work with other NoC topologies, as well. Like Hu and Marculescu’s Simulated 
Annealing, OSA is also capable to generate the routing functions, using a dead-
lock- and livelock-free approach, and to check if the obtained mapping meets the 
bandwidth constraints. 

4   Simulation Methodology 

This research uses the E3S benchmark suite [11]. It includes Communication Task 
Graphs (CTGs) [12] for five classes of real applications: automotive, consumer, 
networking, office and telecommunications. Because each application has only a 
few cores, we combined all Application Characterization Graphs (APCGs) [12] 
from each application domain and considered them to form a single system of 
several similar applications that need to be mapped on the same Network-on-Chip 
architecture. 

Additionally, we work with some of the most used APCGs found in literature: 
Multimedia System - MMS (CTG 0) [4], MMS (CTG 1) [3], Video Object Plane 
Decoder – VOPD (CTG 0) [13] and several core graphs from SUNMAP [14]: Pic-
ture in Picture (PIP), MPEG4, Multi-Window Display (MWD) and VOPD (CTG 
1). By manually creating the APCG from the CTG, we also introduced in [15] the 
H.264 decoder, with the tasks obtained through data partitioning - H.264 (CTG 0) 
and through functional partitioning - H.264 (CTG 1). These benchmarks have a 
number of cores ranging from 5 up to 30 [15]. Further details are available in [16]. 

We work with one of the most common Network-on-Chip architectures: a 2D 
mesh with regular tiles, using wormhole switching and XY routing. The NoC to-
pology size is a simulation parameter. 2D meshes up to 15x15 in size were used 
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[15]. The NoC link bandwidth was set high enough so that bandwidth constraints 
are always met. The NoC communication energy values were taken from  
NoCmap. 

In order to increase the simulations’ accuracy, each application was mapped 
1000 times, with each algorithm (SA, OSA and BB). For each simulation, the ini-
tial mapping was randomly chosen. To make the comparisons fair, the seed of the 
random number generator was set so that all algorithms start from the same search 
space point, every simulation. 

For each mapping, its energy cost (in pJoule), algorithm runtime (user CPU 
time) and average heap memory consumption were recorded. All simulations were 
performed on our High Performance Computing system [10]: 15 nodes, each with 
8 Intel Xeon cores and 5 GB of DRAM memory, running Red Hat Linux. 

5   Results 

In this section, we evaluate our Optimized Simulated Annealing by comparing it 
with the two algorithms from NoCmap: Simulated Annealing and Branch and 
Bound. We are interested in runtime, memory consumption and solution quality. 

A runtime comparison between OSA and SA and, respectively, OSA and BB, 
are presented next. For each benchmark, the average of the 1000 runtime speedups 
is shown. 

 

Fig. 2. OSA speedup over SA 

Figure 2 shows that OSA is much faster than Hu and Marculescu’s Simulated 
Annealing. An average speedup of 98.95% was obtained, which is in correlation 
with our theoretical expectations, derived from the comparison between LSA and 
LOSA – as it is shown in formula (2). The “lowest” speedups were recorded on the 
benchmarks with the smallest number of IP cores (office-automation and PIP). 
This significant speed gain is mainly justified by the way OSA computes the 
number of iterations per temperature level. 
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We showed in [15] that in comparison to Branch and Bound, OSA is slower on 
average by 24%. Compared to Branch and Bound, our algorithm obtained poorer 
runtimes on MPEG4 (more than twice slower), H.264 (1.5 times slower in both 
cases) and lower but comparable runtimes for PIP, office-automation, VOPD 
(CTG 1) and auto-indust. However, for half of the benchmarks, OSA is faster. We 
observed OSA being faster on the biggest benchmarks: 25% speedup for MMS 
(25 cores) and 41% speedup for telecom (30 cores). 

We also showed in [15] how OSA’s memory consumption is, compared to the 
memory consumed by Simulated Annealing and Branch and Bound. Simulated 
Annealing consumes less memory than OSA, when mapping more than 16 cores. 
OSA manages to beat SA on several benchmarks with 16 cores but, on average, 
Simulated Annealing consumes with 13% less memory than our Optimized 
Simulated Annealing. However, compared to Branch and Bound, OSA takes a 
little bit less memory on average. Actually, we observed Branch and Bound’s 
tendency to grow its memory requirements as the problem size increases. For the 
telecommunication application OSA saves more than 33% heap memory than 
Branch and Bound. 

Figure 3 compares the mappings found by SA and OSA. For each benchmark, 
we evaluate the 1000 mappings returned by the two algorithms and count how 
many times one algorithm returned better mappings than the other one (marked 
with “<” in the chart’s legend). Cases when both algorithms returned mappings 
with exactly the same cost are marked distinctively. We notice that both algo-
rithms find the same “best solution”, after all 1000 runs, for benchmarks: network-
ing, office-automation and PIP. For the last two of these three benchmarks, we 
confirm the solution is optimal because we applied an Exhaustive Search, too. 
Overall, OSA finds worse solutions than SA for 6 of the 14 benchmarks used in 
our simulations. 

 

Fig. 3. OSA mappings cost, compared to SA mappings cost 

We also compared only the best solutions found by each algorithm. We found 
out that SA and OSA always find the same best solution. However, Branch and 
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Bound fails to obtain the best mapping found by SA and OSA in two cases: for 
MMS (CTG 1), the energy lost with BB’s mapping is 0.1% and for auto-indust the 
energy loss is around 6%. 

 

Fig. 4. SA and OSA energy variations (without MMS CTG 1) 

Figure 4 shows a comparison between the energy variations generated by the 
worst and best mappings, found with SA and OSA, for all the benchmarks, except 
MMS (CTG 1). We excluded this benchmark because we obtained a 70% energy 
variation between SA’s best and worst mappings. With OSA the energy variation 
for this application was just 2%. For the rest of the benchmarks, OSA had, on av-
erage, an energy variation just one percent higher than SA’s average energy varia-
tion. Both algorithms have thus a small energy variation, which is less than 3%. 
However, if we also consider MMS (CTG 1), then SA’s average energy variation 
is 5.85%, while OSA’s average energy variation is just 2.53%. 

We also showed in [15] how many times the best solution, given by all three al-
gorithms, was found by each one of them. OSA finds the best solution more often 
than SA for several benchmarks: auto-indust, telecom, MPEG4, H.264 (CTG 0), 
VOPD (CTG 1). Branch and Bound outmatches OSA for the MMS benchmarks, 
VOPD (CTG 0), H.264 (CTG 1), MWD and consumer. Another observation is  
related to BB: it finds the best solution with probability 1 for all benchmarks, except 
auto-indust and MMS (CTG 1). We also observed that, on average, OSA finds the 
best solution a bit more frequently than Simulated Annealing. 

We averaged the quality of the 1000 mappings per benchmark as well. Branch 
and Bound is the algorithm that, on average, gives the mapping with the smallest 
energy consumption. It fails just on auto-indust benchmark, where OSA provides 
the best average mapping cost. Optimized Simulated Annealing achieves for 
MMS (CTG 1) a far better average cost compared to Simulated Annealing: more 
than 34% energy gain is obtained. For the rest of the benchmarks, the differences 
between OSA and SA are less than one percent. Compared to BB, OSA provides 
solutions that are worse with no more than 2.5% on each benchmark, except  
auto-indust, where OSA is better with more than 6%. 
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Using 1000 simulations per benchmark, we have previously shown that the 
percentage of better solutions was lower for OSA than for SA on six benchmarks: 
MPEG-4, MWD, H.264 (CTG 0), MMS (both CTGs) and consumer. In order to 
get OSA’s percentage of better solutions over SA’s percentage, we reran OSA 
over the mentioned benchmarks, by increasing its initial temperature, until OSA 
gave a better percentage than SA. Raising the initial temperature makes OSA to 
run longer but, it also allows it to evaluate more mappings. Also, the higher the 
temperature is, the bigger is the probability to accept “bad” moves during the an-
nealing process. By increasing the initial temperature, we managed to make OSA 
better than SA on all six benchmarks, except one [15]. For MMS (CTG 1), we 
were only able to reduce the difference between SA and OSA to half. Still, for 
MMS (CTG 1), OSA gives significantly better solutions on average. OSA’s  
speedup over SA remained very high even when it started with a very high initial 
temperature. 

We were also interested to find out how our clustering technique affects OSA. 
We present next a comparison between OSA with and without clustering. The sin-
gle thing that distinguishes OSA without clustering from OSA (with clustering) is 
that, in the first case, the simple random core swapping is used, without any  
restrictions. 

Figure 5 shows how frequently the best solution is found. For all benchmarks, 
OSA with clustering finds the best solution more frequently than OSA without 
clustering. More than this, we observe significant differences for the benchmarks 
mapped onto the 4x4, 5x5 and 6x5 2D mesh NoCs. It is important to mention that 
the two OSA variants find the same best solution for all benchmarks, except MMS 
(CTG 1), where the best mapping found by OSA w/o clustering is 0.02% worse. 
On average, the best solution percentage for OSA with clustering is 18% higher 
than for OSA without clustering. Therefore, our implicit and dynamic clustering 
technique helps OSA to find the best mappings more often. 

 

Fig. 5. The influence of OSA’s clustering on best solution percentage 
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We also measured in [15] how much energy is consumed, on average, by OSA 

without clustering (compared to OSA with clustering). It was noticed that, for all 
benchmarks, OSA without clustering generates mappings that determine addition-
al energy consumption. Our clustering mechanism lowers the energy consumption 
with more than 1% in some cases. OSA with clustering always gives better  
average results (more than half a percent) than OSA without clustering. 

Additionally, simulations on bigger benchmarks were also performed. Like in 
[5], we used four instances of the VOPD benchmark with 16 cores and we mapped 
them on an 8x8 2D mesh. SA ran ten times and OSA and BB ran 100 times. For 
Simulated Annealing we obtained an average running time of 12.65 hours (per si-
mulation). Branch and Bound required just 114 seconds and OSA was 36% slower 
than BB. OSA consumes with approximately 39% less memory than Branch and 
Bound. The best mapping was found by Simulated Annealing. However, OSA’s 
best mapping is only 0.7% worse.  

Using all E3S benchmarks we obtained 84 cores that we mapped onto a 10x9 
mesh. In this case SA required approximately 70 hours per simulation. Branch and 
Bound needed only 380 seconds (on average). OSA was 48% slower than BB. 
OSA consumed approximately the same amount of memory that Branch and 
Bound required (we noticed Branch and Bound prunes 85% to 93% of the ex-
plored search space). Simulated Annealing found the best solution but, it is better 
than OSA’s best solution by only 0.09%. 

Using the H.264 (CTG 1), MMS (CTG 0), MMS (CTG 1), MPEG4, MWD and 
VOPD (CTG 0) benchmarks, we obtained 97 cores (10x10 NoC). We used only 
OSA and BB (both were run ten times). Optimized Simulated Annealing ran, on 
average, approximately 15.9 minutes per simulation, being only 3% slower than 
Branch and Bound. The memory consumption was similar (40 MB). 

By combining all non E3S benchmarks, we get a benchmark with 131 cores 
(12x11 NoC). OSA required, on average, approximately 51 minutes for mapping this 
application. Branch and Bound was 15% faster. In this case, OSA consumed less 
memory, 36 MB, while BB memory requirements were 14% higher. Optimized  
Simulated Annealing found a better mapping than BB, on each of the ten simulations.  
 

 

Fig. 6. BB mappings’ additional energy, relative to OSA 
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Although Branch and Bound is faster than OSA, we obtained significantly 
worse solutions with BB. Figure 6 shows that the mappings found with BB are 
with more than 69% worse than the mappings found with OSA. For the 64 cores 
benchmark (four VOPD instances) we obtained a BB average mapping cost 69% 
worse than OSA’s. For the 84 cores and 97 cores benchmarks, Branch and Bound 
gave, on average, a mapping cost around 76% worse than OSA’s. For the 131 
cores application OSA’s solutions are 79.4% better than BB’s solutions. We ob-
serve that, as the problem size increases, Branch and Bound finds mappings that 
require more and more energy (as compared to the OSA mappings). 

Finally, we combined all of our benchmarks and obtained 215 cores (15x15 
NoC). OSA ran for 8.4 hours and consumed (on average) 265 MB of memory, for 
each simulation. BB’s runtime was more than half OSA’s runtime. Memory  
consumption was also significantly lower: only 158 MB. However, all mapping 
attempts with Branch and Bound failed. Each time, BB did not finish mapping be-
cause it pruned more than 98.7% of the search space. We notice BB’s memory 
consumption does not grow exponentially but, the quality of solution is heavily  
affected, up to the point where no solution is found. 

6   Conclusions and Further Work 

We presented in this paper an Optimized Simulated Annealing (OSA) algorithm 
for Network-on-Chip application mapping. Like Hu and Marculescu’s Simulated 
Annealing, OSA is energy- and performance-aware. In contrast with their work, 
our approach uses application knowledge. Like Clustered-based Simulated An-
nealing, OSA also performs clustering but, implicitly and dynamically, not expli-
citly and statically, with certain performance benefits. In accordance with our 
theoretical expectations, OSA proved to be much faster than Hu and Marculescu’s 
Simulated Annealing. We obtained an average runtime speedup of 98.95% while 
the quality of the mapping solution was not lost. While SA is not feasible for 
NoCs with more than 100 nodes, we showed OSA is feasible for NoC meshes 
with size higher than 10x10. OSA is also comparable to Branch and Bound in 
terms of memory consumption and speed. However, Branch and Bound failed to 
find better solutions on auto-indust and MMS (CTG 1) benchmarks. More than 
this, the mapping solution given by BB is more than 69% worse than the one 
found by OSA, when mapping cores onto a 2D mesh with size greater than 8x8. 
We also found that, due to an aggressive pruning, Branch and Bound is unable to 
map an application with 215 cores, onto a 15x15 Network-on-Chip. 

On the 64 cores benchmark, we found OSA is 99.97% faster than CSA. How-
ever, the comparison between OSA and CSA runtimes is likely to be unfair. This 
can be due to several reasons: implementation language (OSA is written in Java 
but, we do not know how CSA is implemented), cost function (OSA is energy 
aware, while CSA is bandwidth and latency constrained). Also, CSA does not 
specify the number of iterations per temperature level. Still, we expect OSA to be 
faster than CSA because of the significantly high difference in runtime. 

As further work, we intend to compare OSA’s performance with that of differ-
ent Evolutionary Algorithms (like, for example, Particle Swam Optimization 
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[17]), which we will be adapted for the Network-on-Chip application mapping 
problem. All these algorithms will be integrated in UniMap and will be used for 
different NoC designs, through the Framework of Automatic Design Space Explo-
ration [18]. 
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Abstract. In today’s computer architectures the design spaces are huge, thus mak-
ing it very difficult to find optimal configurations. One way to cope with this 
problem is to use Automatic Design Space Exploration (ADSE) techniques. We 
developed the Framework for Automatic Design Space Exploration (FADSE) 
which is focused on microarchitectural optimizations. This framework includes 
several state-of-the art heuristic algorithms. 
In this paper we selected three of them, NSGA-II and SPEA2 as genetic algo-
rithms as well as SMPSO as a particle swarm optimization, and compared their 
performance. As test case we optimize the parameters of the Grid ALU Processor 
(GAP) microarchitecture and then GAP together with the post-link code optimizer 
GAPtimize. An analysis of the simulation results shows a very good performance 
of all the  three algorithms. SMPSO reveals the fastest convergence speed. A 
clear winner between NSGA-II and SPEA2 cannot be determined. 

Keywords: Automatic design space exploration, evolutionary and bio-inspired al-
gorithms, particle swarm optimization, superscalar microarchitecture, simulation. 

1   Introduction 

During the last years we have witnessed a spectacular growth in the computer sys-
tems complexity. With it, the number of architectural parameters has also increased. 
This means that a huge number of possible configurations can be considered while 
designing a computer system. As an example, if there are 50 parameters, each being 
able to have one of eight possible values, it involves 850 possible configurations. 
Simulating all these configurations to find the best possible solutions would take ex-
tremely long time for representative benchmarks. The time-to-market requirements 
will not allow this. 

The current design methodology implies a designer who, based on his/her ex-
perience, manually chooses parameters for the architecture. As an alternative  
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solution for this hard job, automated search tools have been built to help the user 
find good configurations. Since optimizing a system is usually a multi-objective 
problem (most of the times with conflicting objectives) the task of finding a good 
solution becomes even harder. 

In order to do this automatically, we have developed the Framework for Auto-
matic Design Space Explorations (FADSE) introduced by Calborean et al. 
[1][2][3][4] and Jahr et al. [5]. FADSE is able to perform automatic design space 
explorations using state-of-the-art evolutionary and bio-inspired multi-objective 
algorithms. 

In this article we compare three well known heuristic algorithms: two genetic 
algorithms (NSGA-II and SPEA2) and one particle swarm optimization (SMPSO). 
As an optimization problem for the algorithms we first use the Grid ALU Proces-
sor (GAP). Second, we test the algorithms on a design space exploration of both 
GAP and the code optimization tool called GAPtimize. 

The article is structured as follows: Section 2 provides an overview of the re-
lated work. In Section 3, some basic concepts about design space exploration are 
presented as well as the metrics used in our experiments. The tools (FADSE, GAP 
and GAPtimize) are presented in Section 4 along with the objectives used and the 
parameters for the DSE algorithms. The results of our evaluation are presented in 
Section 5 and finally Section 6 concludes the paper and presents some further 
work. 

2   Related Work 

There is not too much work on comparing different algorithms on computer archi-
tecture simulators. Such a comparison is made in [6] with the M3Explorer. The 
authors compare some algorithms including NSGA-II and a particle swarm opti-
mization algorithm [7][8]. NSGA-II is clearly the best performing algorithm from 
the selected ones and outperforms the particle swarm optimization algorithm. The 
design space of their exploration consists of only 9126 possible configurations 
which allowed them to perform an exhaustive evaluation (by simulating all possi-
ble configurations). In [9] a set of single objective algorithms (genetic algorithms, 
ant colony optimization, hill climbing, random search, etc.) is compared against an 
exhaustive simulation. The search space is greatly reduced by fixing many  
parameters to allow the authors an exhaustive search. The conclusion is that the 
genetic algorithm is able to reach a solution 0.1% worse than the best possible  
solution but 23000 times faster. Still, the work is not extended to multi-objective 
optimization. 

The authors of NASA [10] perform a DSE using single objective genetic  
algorithms for each objective. Multiple algorithms are used at the same time and a 
comparison between sets of these algorithms is made. 

There are also many articles comparing algorithms not on real world problems 
but on synthetic ones. For example, in [11] SMPSO is compared with NSGA-II 
and SPEA2. The conclusion which the authors reach is that SMPSO clearly  
outperforms NSGA-II and SPEA2. In [12] a comparison between SPEA2 and 
NSGA-II is performed but no clear winner is found. 
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From the perspective of DSE on optimizing computer architectures there are 
some other existing tools: Archexplorer [13] is a web-tool which allows users to 
(up)load implementations of their computer architecture components (e.g. caches) 
to be optimized. The modules have to respect a special interface so they can be in-
tegrated in the DSE framework. The type of components that can be integrated is 
limited to the available interfaces. The algorithm used for DSE is statistical explo-
ration with genetic operators. The DSE algorithm cannot be changed and also no 
comparison between different types of algorithms is performed by the authors. 

3   DSE Basic Concepts 

In many of the real world optimization problems there are multiple (often) con-
flicting objectives. Hence, an order between individuals (solutions to the problem) 
cannot be established easily. One individual can be better than another individual 
on one objective but worse on another one. Therefore the notions from the concept 
of Pareto efficiency are used [5]. 

To be able to perform an unbiased comparison of the three algorithms metrics 
are needed.  

Coverage [14] can be used, for example, to compare two multi-objective algo-
rithms, or two runs of the same algorithm (with the same or different parameters). 
For each analyzed generation it returns the fraction of individuals produced by one 
algorithm that dominates individuals produced by the other algorithm. 

Hypervolume [14], also known as hyperarea, computes the volume enclosed 
by the current Pareto front approximation and the axes, for a maximization prob-
lem. For a minimization problem a point has to be established, called hypervolume 
reference point, which will replace the origin in the hypervolume computation. 
The hypervolume reference point (HV) is the point set at the coordinates which 
are the maximum values of the objectives. The values returned by the hyper-
volume computation are normalized to the interval [0,1] using this constant area. 
If it is computed at each generation, the evolution of this volume shows if the al-
gorithm makes progress (if it convergences). Also, if multiple algorithms are 
compared, it can show the quality of the results of one algorithm over the other, 
but in this situation the maximum values have to be searched from all the different 
runs so that the area enclosed between the axes and the HV remains fixed. 

 

Two set difference hypervolume (TSDH) [15] is defined as:  

)"()"'()",'( XHXXHXXTSDH −+= , (1)

where X’,X” ⊆ X are two sets of individuals (populations), H(X) is the hyper-
volume of the space covered by population X, and X’+X” is the population of 
nondominated individuals obtained after the union of X’ and X”. TSDH(X’,X”) 
computes the hypervolume of the space that it is dominated by X’ but not by X”. 
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4   Methodology and Tools 

This section introduces the components of our setup. 
FADSE (Framework for Automatic Design Space Exploration) allows distrib-

uted design space exploration of computer systems using multi-objective state-of-
the-art design space algorithms. It was already presented in [1] and in [3]. Since 
the structure of the application has changed and many improvements have been 
made the current state is presented below. 

FADSE was designed so that almost any existing computer system simulator 
can be connected to it by writing a specific connector. We have implemented con-
nectors to computer architecture simulators like: GAP and GAPtimize (used in 
this article), M-SIM3, M-SIM2 [16], M5 [17], UniMap [18] and Multi2Sim v2 
[19]. 

The framework has been designed as a client-server application. The server 
runs the DSE algorithm and the clients perform the simulations.  

We have changed some of the algorithms implemented in jMetal by Durillo et 
al. [20] to work in a distributed manner. 

FADSE has been tested successfully on a LAN of Windows machines, on a 
Windows based computer with 32 processor cores and on a Linux based HPC  
system (30 Intel Xeon quad-cores).  

A database (currently MySQL) can be used to store the results of the simula-
tions. The evolutionary algorithms tend to produce some of the individuals again 
during an exploration process. When the same individual is generated the results 
can be extracted from the database, instead of redoing the simulations, leading to a 
much shorter exploration time. In our experiments, on 100 generations with a 
population of 100 individuals per generation in a design space of around 1.1 mil-
lion configurations with the NSGA-II algorithm, a reuse factor of 67% was  
observed. 

A list of application-specific rules can be described. These rules are used to 
constrain the design space. Different rules can be designed: from simple condi-
tions (e.g. L2 cache must be larger than L1 cache) to more complex ones. More 
details about FADSE can be found in [21] [22]. 

The Grid ALU Processor (GAP) introduced by [23] is a novel processor ar-
chitecture designed to speed up the execution of sequential instructions streams. 
Its basis is a superscalar processor with in-order execution. The main change is re-
placing the execution units by an array of functional units (FUs). Instructions are 
mapped onto this structure dynamically and at runtime by an additional stage of 
the frontend, the configuration unit. Therefore, it is not necessary to re-compile a 
program to be able to execute it on the GAP; a common instruction set as for a  
superscalar processor can be used. 

To buffer configurations, i.e. instruction sequences placed onto the array, a 
structure called configuration layers with large similarities to a trace cache has 
been introduced. With it the latencies for issuing instructions can be reduced  
effectively and hence the total system performance increases. 

The GAP is very scalable because one can choose for the size of the array of 
FUs any size between 4x4 and 31x32. In the design space exploration we want to 
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find good sizes for the array (height, width) in connection with the number of  
configuration layers (1, 2, 4, ..., 64) as well as the size and organization of the  
instruction cache.  

Two objectives were defined for the GAP so far. The first is the total system 
performance gained from a cycle accurate simulator. The number of clock cycles 
per instruction (CPI) is used as measure. As second objective we introduced a 
model (see [5]) to make the complexity of the hardware of two different configu-
rations of the GAP comparable. This is referred to as complexity in the following. 
To it contribute mainly the instruction cache, whose size is calculated with 
CACTI, the number of FUs and the number of configuration layers. Both  
objectives are to be minimized. 

With GAP's ability to execute legacy code, the best point to apply code-
optimizations, which make use of platform-specific features, is a post-link opti-
mizer. GAPtimize has been developed for this. It supports at the moment e.g. 
branch predication, an optimization called static speculation [24] and inline  
expansion of functions. In this paper, inlining is used as a prototype for a code op-
timization. Our heuristic has four parameters which form the parameter space to 
be explored by FADSE. 

As objective function the number of clock cycles per reference instruction is 
used (CPRI). The number of clock cycles for the program is divided by the num-
ber of instructions in a reference run without code optimizations. This is because 
the optimizations can also vary the number of instructions which should not influ-
ence the objective. The optimization goal is the same as for CPI; smaller is better. 

For the DSE process we selected three algorithms: two genetic algorithms 
NSGA-II [25] and SPEA2 [12] and a particle swarm optimization algorithm called 
SMPSO [11]. 

For all the DSE algorithms we used the same mutation and crossover (if re-
quired) operators, i.e. bit flip mutation and single point crossover. The selection 
operator for the genetic algorithms was binary tournament selection as described 
in [25]. The mutation probability was set for all the algorithms to 1/(number of 
decision variables). The crossover probability was set to 0.9. These values are 
commonly used for the evolutionary algorithms. The population size (swarm size 
for particle swarm optimization) was set to 100 for all the evaluations and the  
archive size for SPEA2 and SMPSO was also set to 100, as recommended in [25]. 

For the velocity computation in SMPSO the following values were used (as 
recommended in [11]): C1 and C2 are randomly chosen in the interval [1.5, 2.5], 
r1 and r2 are randomly chosen in the interval [0, 1] and inertial weight W is 0.1. 

We have generated a random initial population and all the algorithms start from 
this initial population. This provides a fair comparison of the algorithms. Without 
this, multiple runs would be needed and an average result should be presented to 
provide unbiased results. Multiple runs were infeasible due to time constraints. 

5   Evaluation 

In this section we present the evaluation results for all the algorithms on the GAP 
processor and respectively on GAP with GAPtimize. 
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5.1   FADSE with GAP 

The DSE process on GAP was done with six microarchitectural parameters on ten 
benchmarks selected from the MiBench suite. The benchmarks were compiled 
with GCC with optimizations turned on (-O3). The design space has a size of over 
1.1*106 individuals. The DSE was stopped after around 50 generations. 

We first compute the coverage and compare the two genetic algorithms (see  
Fig. 1). It can be observed that NSGA-II performs better than SPEA2. The evolution 
is close for the first  18 generations but then NSGA-II clearly performs better. 

 

Fig. 1. Coverage comparison between NSGA-II and SPEA2 

 

Fig. 2. Coverage comparison between NSGA-II and SMPSO 

A coverage comparison between NSGA-II and SMPSO was made (see Fig. 2) 
and SMPSO obtains better results than NSGA-II for all generations (since NSGA-
II is better than SPEA2 the coverage between SMPSO and SPEA2 is not pre-
sented). It can be observed in Fig. 2 that the coverage difference between SMPSO 
and NSGA-II is extremely high at the second generation. This happens because 
SMPSO converges faster and obtains very good results quickly while NSGA-II 
requires some time to reach the same quality of configurations. 
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Fig. 3. Hypervolume comparison between NSGA-II, SPEA2, and SMPSO (Hypervolume 
axis has been trimmed for visibility) 

Next we compare the algorithms using the hypervolume metric. The hypervo-
lume shows the speed of the convergence of the algorithms. If the same reference 
point is used, when multiple runs are compared, it can also give a hint about the 
quality of results. From Fig. 3 we can conclude that SMPSO is still the best per-
forming algorithm from the selected three: it finds the best solutions (highest value 
of the hypervolume) and also SMPSO converges the fastest to a better Pareto front 
approximation (hypervolume values rise faster than for the other algorithms). 

 

Fig. 4. Number of simulated individuals required to reach a certain generation 

Since in design space exploration of computer architectures we are dealing with 
long evaluation times, it is necessary to compare the number of distinct evalua-
tions required by each algorithm to reach a certain generation. In Fig. 4 it can be 
observed that SPEA 2 requires fewer evaluations to reach generation 50. SPEA2 
tends to retain many duplicates in its archive during the environmental selection 
process (see [12]) partially because of the density computation method. 

In SPEA2 identical individuals will have the same fitness assigned (only  
one neighbour is used to compute the density), while in NSGA-II these individuals 
can have a different fitness assigned. This happens because of the crowding  
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assignment [25]: two individuals are used to compute the crowding, one on each 
side of the current individual (sorted according to an objective), which means that 
twins will have one individual identical but the other one is a different one with a 
great probability. In SPEA2 there is a big chance that both individuals get selected 
and passed to the next generation while in NSGA-II one of them might be  
discarded. 

During the selection process all the individuals have the same chance of be-
coming parents, but since in SPEA’s archive there are more duplicates than in 
NSGA-II, they have a greater chance of being selected and produce the same  
individuals.  

Another issue that leads to duplicates is the archive used in SPEA2. SPEA2 
stores in the archive only the nondominated individuals. Parents are selected only 
from the archive but in our explorations we noticed that there are usually fewer 
nondominated individuals than the maximum size of the archive/population. So 
the archive will be quite empty (hence a greater chance to select the same parents 
again) while in NSGA-II the population is filled with a little worse individuals  
until it is full. 

The advantage of SPEA2 is that these duplicated individuals do not have to be 
simulated again due to the integrated database. The disadvantage is that SPEA2 
does not have such a good spread of solutions (even if at the end there are 100 in-
dividuals many of them are duplicates). SMPSO has a different approach since it 
does not create new individuals/particles and it only "flies" them through space. 
When a particle is moved all its parameters are changed. This behaviour of PSO 
algorithms prevents generating the same positions for a certain individual so often, 
but also increases the number of required simulations. 

With this in mind, it is interesting to compare the hypervolume against the 
number of simulated individuals. In Fig. 5 we can see that the conclusion remains 
the same. SMPSO has the best performance from this point of view, too. At the 
same number of simulated individuals the hypervolume value of the Pareto front 
approximation, discovered by the particle swarm optimization algorithm, is  
superior to those obtained by the other two genetic algorithms. 

 

Fig. 5. Hypervolume comparison of the three selected algorithms against the total number 
of evaluated designs (Hypervolume axis has been trimmed for visibility) 
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The final results (after 50 generations) are shown in Fig. 6. The figure presents 
a portion of the Pareto front approximation. We have selected only this area be-
cause on the rest of the obtained Pareto front approximation there are no visible 
differences between the algorithms. It can be observed that SMPSO indeed finds 
better configurations but only on a small area, between a complexity of 100-180, 
while the complexities of all the solutions found by the algorithms range from 30 
to 2000 (not shown in the figure). 

 

Fig. 6. Section of the Pareto front approximations obtained after 50 generations 

 

Fig. 7. Comparison between algorithms using the two set difference hypervolume 

We decided to use the Two Set Difference Hypervolume (TSDH) metric to see 
how much of the space is really dominated by a single algorithm (Fig. 7). The 
highest value is obtained when comparing SMPSO with SPEA2. The next two (in 
terms of value) comparisons are between SMPSO and NSGA-II and between 
NSGA-II and SPEA2, so this metric keeps the ranking showed by the other me-
trics. It also shows us that in fact only 0.001-0.002% of the entire space is covered 
only by the winning algorithms. 
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5.2   FADSE with GAPtimize 

In this section we present the results obtained after FADSE was run on GAP and 
GAPtimize with NSGA-II, SPEA2 and SMPSO. 

We used the same ten benchmarks as in the previous section, but this time they 
were compiled without function inlining since GAPtimize is used for function in-
lining. The cache and the number of configuration layers for GAP were fixed and 
only the size of the array was varied. For GAPtimize four parameters were 
changed. The design space with these six parameters has a size of around 
1.6*1013. 

We have done a hypervolume comparison between NSGA-II, SPEA2 and 
SMPSO on this problem, too (see Fig. 8). From the hypervolume we conclude that 
SMPSO still has the best convergence speed and also the best quality of solutions. 
SPEA2 performs better than NSGA-II. Also SPEA2 continues to perform fewer 
simulations than NSGA-II.  

 

Fig. 8. Hypervolume comparison between NSGA-II, SPEA2, and SMPSO (Hypervolume 
axis has been trimmed for visibility) 

 

Fig. 9. Coverage comparison between DSE runs with NSGA-II and SPEA2 
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The coverage computation (see Fig. 9) between the two genetic algorithms also 
shows that SPEA2 performs much better than NSGA-II when the design space ex-
ploration process is performed on both GAP and GAPtimize. We selected SPEA2 
as the best algorithm from the previous comparison and put it side by side with 
SMPSO using the coverage metric (see Fig. 10). SMPSO has the best results, but 
the difference is not that big, as between SPEA2 and NSGA-II. 

NSGA-II was stopped after 30 generations. To reach generation 30 NSGA-II had 
to simulate around 1800 individuals. We continued the run of SPEA2 until the same 
number of simulations were performed (10 benchmarks * 1800 individuals). SPEA2 
reaches generation 68 before evaluating 1800 individuals. SMPSO simulates the 
most individuals: it passed 1800 simulations after only 19 generations.  

 

Fig. 10. Coverage comparison between DSE runs with SPEA2 and SMPSO 

 

Fig. 11. The final Pareto front approximations obtained by NSGA-II, SPEA2, and SMPSO 
after 1800 simulations 

A comparison of the Pareto front approximations obtained after 1800 evalua-
tions is shown in Fig. 11. SMPSO has a better spread of solutions, while SPEA2 
seems to have the worst spread. In terms of quality SMSPO and SPEA2 find better 
solutions in the area around the hardware complexity of 200. 
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Finally we compare the three algorithms (two by two) using the two set differ-
ence hypervolume metric – TSDH – (see Fig. 12). The results confirmed conclu-
sions. The difference between the results obtained by the algorithms is very small. 
For the first generations (until generation 7) SMPSO has better results revealed by 
a higher TSDH value, especially against NSGA-II. SPEA2 also obtains better  
results compared to NSGA-II for the first generations. 

 

Fig. 12. Comparison between algorithms using the two set difference hypervolume 

6   Conclusions and Further Work 

We have already proven in [5] that evolutionary algorithms are able to find good 
results, better than the ones found by a human expert (NSGA-II was used). If we 
look at the Pareto front approximations obtained by all the evaluated algorithms 
(see Fig. 6 and Fig. 11) the difference between the best found individuals in terms 
of performance is not greater than 1% (and usually around 0.1-0.01%) at the same 
complexity. All the algorithms are able to find good results, so the factor that 
needs to decide which one proves to be best is convergence speed. 

The results obtained show the best convergence for the PSO algorithm, thus 
confirming the results obtained on synthetic problems by Nebro et al. [11] in their 
comparison of SMPSO with NSGA-II and SPEA2. Also the spread of the PSO  
algorithms was better for both explorations (especially compared with SPEA2). 

A clear recommendation between NSGA-II and SPEA2 cannot be made. 
NSGA-II performed better than SPEA2 on GAP but worse on GAP with  
GAPtimize. The spread, observed after looking at the obtained Pareto front ap-
proximations, of the solutions found by SPEA2 is worse than the one of NSGA-II. 

Two set difference hypervolume metric proved once more that the difference 
between all the algorithms is quite small. 

We can also conclude that the coverage metric can be misleading by showing a 
big difference between the algorithms while in fact the results are only slightly 
better. So even if the quality of solutions seems much better, in reality there is not 
a great difference.  
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In a future article metrics based on e-dominance as presented by Coello in [13] 
could be used, which should avoid these pitfalls. Hypervolume does provide a fair 
image and it helps discovering which of the algorithms converges faster and when 
does the algorithm stop discovering better solutions. 

In our evaluations, all algorithms were started from the same population (gen-
erated randomly). If some known good individuals would have been included not 
at random but because of domain knowledge it would potentially help the  
algorithm to find good solutions faster; we introduced this approach in [26]. 

Fuzzy control logic will be used to input domain knowledge information into 
the algorithms. The user can describe different relations between parameters from 
within FADSE [22]. These relations together with the rules can be used to specify 
domain knowledge easily and they help the design space exploration algorithms 
perform better. 
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