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Preface

This volume contains the papers presented at PKAW2012: The 12th International
Workshop onKnowledgeManagement and Acquisition for Intelligent Systems held
during September 5–6, 2012, in Kuching, Malaysia, in conjunction with the 12th
Pacific Rim International Conference on Artificial Intelligence (PRICAI 2012).

The purpose of this workshop is to provide a forum for presentation and
discussion of all aspects of knowledge acquisition from both the theoretician’s
and practitioner’s points of view. While it is well accepted that knowledge is vital
for our individual, organizational, and societal survival and growth, the nature
of knowledge and how it can be captured, represented, reused, maintained, and
shared are not fully understood. This workshop explores approaches that address
these issues. PKAW includes knowledge acquisition research involving manual
and automated methods and combinations of both.

A total of 141 papers were considered. Each paper was reviewed by at least
two reviewers, of which 18% were accepted as Full Papers and 8% as Short
Papers. Papers have been revised according to the reviewers’ comments. As a
result, this volume includes 21 Full Papers and 11 Short Papers.

PKAW2012 was the evolution of over two decades of knowledge acquisition
(KA) research in the Pacific region that continues to draw together a community
of researchers and practitioners working in the area of intelligent systems. As
can be seen from the themes in the proceedings, this evolution reflects changes in
what technology can do and how it is being used and the issues facing researchers.
Following trends over the past decade, we continue to see a predominance of ap-
proaches and applications involving Web technologies, with a noticeable increase
in research related to Web 2.0 and social networking. As a feature of PKAW,
the workshop continues to include research on incremental knowledge acquisition
methods as well as ontology and agent-based approaches. We also note a large
number of papers seeking to address specific issues in KA and evaluation of KA
methods.

The Workshop Co-chairs would like to thank all those who contributed to
PKAW 2012, including the PKAW Program Committee and other reviewers for
their support and timely review of papers and the PRICAI Organizing Commit-
tee for handling all of the administrative and local matters. We wish to thank
the Air Force Office of Scientific Research, Asian Office of Aerospace Research
and Development for their contribution to the success of this conference. Thanks
to EasyChair for streamlining the whole process of producing this volume. Par-
ticular thanks goes to those who submitted papers, presented, and attended the
workshop. We hope to see you again in 2014.

June 2012 Deborah Richards
Byeong Ho Kang
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Constraints Dependent T-Way Test Suite Generation 
Using Harmony Search Strategy 

AbdulRahman A. Al-Sewari and Kamal Z. Zamli* 

Software Engineering Research Group,  
School of Electrical and Electronic Engineering, Universiti Sains Malaysia,  

14300 Nibong Tebal, Penang, Malaysia 

Abstract. Recently, many new researchers have considered the adoption of Ar-
tificial Intelligence-based Algorithm for the construction of t-way test suite 
generation strategies (where t indicates the interaction strengths). Although use-
ful, most existing AI-based strategies have not sufficiently dealt or even expe-
rimented with the problem of constraints. Here, it is desirable for a particular 
AI-based strategy of interest to be able to automatically exclude the set of im-
possible or forbidden combinations from the final t-way generated suite. This 
paper describes our experience dealing with constraints from within a Harmony 
Search Algorithm based strategy, called HSS. Our experience with HSS is en-
couraging as we have obtained competitive test size as overall. 

Keywords: T-Way Testing, Constraints Support, Software and Hardware  
Testing, Artificial Intelligent algorithms. 

1 Introduction 

In the last 50 years, many new and useful techniques have been developed in the field 
of software testing for preventing bugs and for facilitating bug detection. Even with 
all these useful techniques and good practices are in place, there is no guarantee that 
the developed software is bug free. Here, only testing can demonstrate that quality has 
been achieved and identify the problems and the risks that remain. 

Although desirable, exhaustive testing is often infeasible due to resource and tim-
ing constraints. To systematically minimize the test cases into manageable one, a new 
sampling technique, called t-way strategies (where t indicates the interactions 
strength) has started to appear(e.g. AETG [1, 2], GTWay [3], IPOG families [4], 
PSTG [5-7], ITTDG [8], Aura [9], and Density [10-12]).  In an effort to find the most 
efficient strategies capable of generating the most optimal test cases for every confi-
guration (i.e., each combination is covered at most once), many new t-way strategies 
has been developed in the last 15 years. 

Recently, many new researchers have considered the adoption of Artificial Intelli-
gence-based Algorithm for the construction of t-way test suite generation strategies 

                                                           
* Corresponding author. 
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(where t indicates the interaction strengths). Although useful, most existing AI-based 
strategies have not sufficiently dealt or even experimented with the problem of con-
straints. Here, it is desirable for a particular AI-based strategy of interest to be able to 
automatically exclude the set of impossible or forbidden combinations from the final 
t-way generated suite. This paper describes our experience dealing with constraints 
from within a Harmony Search Algorithm based strategy, called HSS. Our experience 
with HSS is encouraging as we have obtained competitive test size overall. 

This rest of the paper is organized as follows. Section 2 illustrates the problem do-
main model. Section 3 introduces the HSS strategy. Section 4 elaborates the ben-
chmarking of HSS against TestCover. Finally, section 5 provides the conclusion. 

2 Problem Domain Model 

To illustrate the concept of constraints within t-way testing, consider an example of a 
pizza online ordering system as illustrated in Fig. 1 [3]. 

 

 

Fig. 1. Pizza Online Ordering System 

In this system, there are 3 parameters for the user to choose from: the crust, flavour 
and toppings. For each of the parameters, there are 2 selections (or values) available 
(see Table 1). 

Table 1. Pizza Online Ordering System Configuration 

 

Configurations 

Pizza Online Ordering System (parameters) 

Crust Flavor Topping 

Classic Hand Tossed Vegetarian Pineapples 

Crunchy Thin Pepperoni Delight Beef 

Table 2. Exhaustive Test Cases for Pizza Online Ordering System 

Test Case ID Crust Flavor Topping 

1 Classic Hand Tossed Vegetarian Pineapples 

2 Classic Hand Tossed Vegetarian Beef 

3 Classic Hand Tossed Pepperoni Delight Pineapples 
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Table 2. (Continued) 

4 Classic Hand Tossed Pepperoni Delight Beef 

5 Crunchy Thin Vegetarian Pineapples 

6 Crunchy Thin Vegetarian Beef 

7 Crunchy Thin Pepperoni Delight Pineapples 

8 Crunchy Thin Pepperoni Delight Beef 

Table 3. Pairwise Test Cases for Pizza Online Ordering System 

Test Case ID Crust Flavor Topping 

1 Classic Hand Tossed Vegetarian Pineapples 

2 Classic Hand Tossed Pepperoni Delight Beef 

3 Crunchy Thin Pepperoni Delight Pineapples 

8 Crunchy Thin Vegetarian Beef 

Based on the given parameters and values in Table 1, Table 2 depicts the all ex-
haustive test cases (with 23 = 8 combinations). If we consider an interaction strength 
of 2 (i.e. t=2), we can get optimally reduce the test case to 4 (see Table 3). Analyzing 
Table 3, we note that all the 2-way interaction between Crust-Flavor, Crust-Topping, 
and Flavor-Topping has been covered by at least 1 test (refer to Table 4). 

Table 4. Pair Coverage Analysis 

Pair Interaction Crust 
No of Occur-

rences 

Test ID 

Crust-Flavor 

Classic Hand Tossed, Vegetarian  1  1 

Classic Hand Tossed, Pepperoni Delight 1 2 

Crunchy Thin, Vegetarian  1 8 

Crunchy Thin, Pepperoni Delight 1 3 

Crust-Topping 

Classic Hand Tossed, Pineapple 1 1 

Classic Hand Tossed, Beef 1 2 

Crunchy Thin, Pineapple 1 3 

Crunchy Thin, Beef 1 8 

Flavor-Topping 

Vegetarian, Pineapple 1 1 

Vegetarian, Beef 1 8 

Pepperoni Delight, Pineapple 1 3 

Pepperoni Delight, Beef 1 2 

 
At a glance, Table 4 usefully proves that all the pairwise interactions have been 

rightfully covered. Nonetheless, a closer look reveals some inconsistencies, that is, in 
terms of the existence of impossible pairing combinations or better known as con-
straints. Here, vegetarian flavor cannot appear with beef (see Table 5).  
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Table 5. Constraints Test Cases for Pizza Online Ordering System  

Test Case ID Crust flavor Topping 

1 Classic Hand Tossed Vegetarian Beef 

2 Crunchy Thin Vegetarian Beef 

 
Table 6 shows the best possible test cases size which avoids the unwanted test cas-

es {i.e., (Classic Hand Tossed: Vegetarian: Beef), and (Crunchy Thin: Vegetarian: 
Beef)} for the pizza software system configuration. Interaction element (or pair) anal-
ysis (see Table 7) confirms that no Vegetarian – Beef pair exists and all other pairings 
are covered at least once. 

Table 6. Test Cases for Pizza Online Ordering System 

Test Case ID Crust Flavor Topping 

1 Classic Hand Tossed Vegetarian Pineapples 

2 Crunchy Thin Pepperoni Delight Beef 

3 Classic Hand Tossed Pepperoni Delight Beef 

4 Crunchy Thin Vegetarian Pineapples 

5 Crunchy Thin Pepperoni Delight Pineapples 

Table 7. Pair Coverage Analysis 

Pair Interaction Crust 
No of Occur-

rences 

Test ID 

Crust-Flavor 

Classic Hand Tossed, Vegetarian  1 1 

Classic Hand Tossed, Pepperoni Delight 1 3 

Crunchy Thin, Vegetarian  1 4 

Crunchy Thin, Pepperoni Delight 2 2,5 

Crust-Topping 

Classic Hand Tossed, Pineapple 1 1 

Classic Hand Tossed, Beef 1 3 

Crunchy Thin, Pineapple 2 4,5 

Crunchy Thin, Beef 1 2 

Flavor-Topping 

Vegetarian, Pineapple 2 1,4 

Vegetarian, Beef 0 0 

Pepperoni Delight, Pineapple 1 5 

Pepperoni Delight, Beef 2 2,3 

To determine the best combinations to cover all combinations and avoid constraints 
within the context of applying Harmony Search Strategy is the focus of our paper. 

3 HSS Strategy 

This paper extends our previous work in [13-15] on t-way interaction testing strategy, 
called HSS, using Harmony Search Algorithm (see Fig. 2).  
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Fig. 2. HSS Strategy 

Print FL Is IL empty? Step 5 

Step 2 

Step 3 

Step 4 Step 5 

Add the test candidate to FL
and then remove its consti-
tuents’ tuples from IL.
Then, repeat step 2 if IL not 
empty. 

Update HM by including  and exclude 
.

Improvisation satisfied? 

Select the test candidate 
 in HM 

Initialize the harmony memory (HM)  

Step 5

For j = 1 to HMS do Call the first tuple in IL to 
be the first interactions of 
the test candidate 

Generate the rest 
interaction of the 
test candidate  

Improvisation by generate a  ( ) from possible 
solutions in HM or entire possible range depending on randomization, memory 
consideration, and pitch adjusting, with respecting to the constraint test list. 

Step 5

Initialize interaction tuples list 
Initialize the HSS Objective function   
Initialize the HSS parameters: HMS, HMCR, PAR, maximum number of improvisation.

Step1

Yes

Yes 

Yes

Yes

No

No

No

N
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Evaluate  of the 
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YesIs j = HMS? 

Yes

No

No

Evaluate 
of the test can-
didate

Yes

No

Yes

No
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In a nut shell, HSS mimics the musical performance in Harmony Search Algorithm 
searching for a good and stable tone from playing of a group of musical tools [16-20]. 
HSS is controlled by four parameters (Harmony memory size (HMS), Improvisations 
number, Harmony memory considering rate (HMCR), and Pitch adjusting rate 
(PAR)). HMS dictates the number of possible solutions. Typically, large HMS gives 
more optimal solution but in the expense of computational time. Improvisation num-
ber defines the possible number of iterations used to improve the existing solutions. 
HMCR determines the probability of diversification or the intensification to improve 
the solution either by generating new solution randomly or by improving the existing 
solution stored in harmony memory (HM). PAR controls the solution improvement by 
traveling around the best local solution stored in HM [19, 20]. 

HSS works by first initializing the HSS Objective function f(xj) (see Eq. 1) and the 
values of the (HMS, HMCR, and PAR) with favorable values. Then, HSS loads and 
initializes the forbidden list with the constraints test cases. 

 ( )    ,  
  , , … … , , … … ;  1, 2, …  ;  1,2 … . ,      (1) 

After initializing the forbidden list, HSS loads and generates the interaction elements 
list (IL) which consists of all possible interactions[13-15].Noted here is the fact that 
the HSS Objective function f(xj) is to maximize the interaction elements upon the 
selection of any particular xj(refer  to Eq. 2). 

                          , , … , ,                                      (2) 

When the generation of interaction elements completes, HSS loads the HM by a ran-
domly generated test case candidate xj (see Eq. 3).  Here, xj is neglected if it is listed 
in the forbidden list upon which a new random candidate will be re-generated. Based 
on the test candidate xj, HSS evaluates its f(xj)  in terms of the number of interaction 
elements that have been covered in IL. xj will be added to the final test suite list (FL) 
and removes its corresponding interaction elements if the f(xj) covered the maximum 
interaction elements in IL. Otherwise, HSS stores this xj to the HM. This step is re-
peated until either IL is empty or HM is full with all possible HMS test case candi-
dates xHMS. In this case, improvisation process is desired to improve the existing xHMS 
in HM. 

: :                        . . . .                                           . . . .                    :    …             … . .            … .                   … .                             . . . .                    : ( )( ):( )( )        (3) 
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The improvisation process starts by constructing a new test case candidate xnew  ei-
ther randomly or improving the existing xj stored in HM based on the probability 
value of the HMCR and PAR (see Eq. 4) (for more details see [13-15]).  

                    ( , , … , , )                                      (4) 

Similar to the step for initializing HM, xnew will be neglected if it is listed in the for-
bidden list. Otherwise, f(xnew) will be evaluated accordingly. xnew will be stored in FL 
if f(xnew) covered the maximum interaction elements in IL. Otherwise, this xnew will be 
used to update the current contents of HM by replacing the worst test case candidate 
in HM xworst . This process will continue until no further improvisation is possible (i.e. 
xnew is no better than xworst ). Then, HSS adds the xbest in HM to FL and removes its 
corresponding interaction elements from IL.  The overall iteration will be repeated 
until all interaction elements in IL have been covered. Then, the FL will be printed. 

4 Evaluation HSS Strategy 

In this section, we benchmark the HSS support for constraints with TestCover as pub-
lished in [21]. Here, the system under study involves a networked computer system 
with 3 4-valued parameters and 2 3 valued-parameters. Specifically, the parameters 
involved Operating System (4 values), Display Resolution (3 values), Connection, 
Browser (4 values), and Applications (3 values). Table 8 summarizes the complete 
parameters and values description for the system whilst Table 9 highlights the list of 
defined constraints (with defined ‘x’ as don’t care values). 

Table 8. Networked Computer System 

Operating System 

(OS) 

Display Resolution 

(DR) 

Connection 

(Con.) 

Browser 

(Bro.) 

Applications 

(App.) 

XP Low Wi-fi IE App1 

MacOS Medium Dsl Firefox App2 

Linux High Cable Opera App3 

Vista  Lan Safari  

Table 9. Defined Constraints for Networked Computer System 

Impossible Test Cases 

 

Constraints on Valid Configurations 

OS DR Con. Bro. App. 

Linux x X IE x 

Linux x X Safari x 

MacOS x X IE x 

For this system under study, we adopt the improvisation=1000, HMS=100, 
HMCR=0.7 and PAR=0.2 based on our earlier work in [13-15]. We have reported  
the best test cases generated by TestCover and HSS strategy in Tables (9, and 10) 
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respectively. Our running environment consist of a desktop PC with Windows XP, 2.8 
GHz Core 2 Duo CPU, 1 GB of RAM. The HSS strategy is coded and implemented in 
Java (JDK 1.6). Tables 10 and 11 highlight the constraints test cases produced by 
TestCover and HSS respectively for the interaction strength, t=2 (i.e. pairwise).  

Table 10. Pairwise Constraints Test Cases for 3 4-Valued Parameters and 2 3-Valued 
Parameters Generated by TestCover 

Test 

Case ID 
OS DR Con. Bro. App. 

 4 Values 3 Values 4 Values 4 Values 3 Values 

1 MacOS Low Lan Opera App1 

2 Vista High wi-fi Opera App2 

3 Linux Medium Cable Opera App3 

4 Vista Medium Dsl Firefox App1 

5 XP Low Lan Firefox App3 

6 MacOS High Cable Firefox App2 

7 MacOS Medium wi-fi Safari App3 

8 XP Low wi-fi IE App1 

9 Linux Low Dsl Opera App2 

10 Vista Low Cable Safari App3 

11 XP Medium Dsl IE App3 

12 XP High Cable IE App2 

13 Vista Medium Lan Safari App2 

14 MacOS High Dsl Safari App1 

15 Linux High Lan Firefox App2 

16 Linux Medium wi-fi Firefox App1 

17 XP High Cable Opera App1 

18 XP High wi-fi Safari App3 

19 Vista Low Dsl IE App2 

20 XP Low Lan IE App1 

Table 11. Pairwise Constraints Test Cases for 3 4-Valued Parameters and 2 3-Valued 
Parameters Generated by HSS 

Test 

Case ID 
OS DR Con. Bro. App. 

 4 Values 3 Values 4 Values 4 Values 3 Values 

1 XP Medium wi-fi Firefox App2 

2 Vista Low Lan Safari App2 

3 MacOS High wi-fi Safari App1 

4 Linux Medium Lan Opera App1 

5 XP High Cable IE App3 

6 MacOS Low Dsl Firefox App3 

7 Linux High Dsl Opera App2 
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Table 11. (Continued) 

8 Vista Medium Dsl IE App1 

9 Linux Low wi-fi Opera App3 

10 MacOS Medium Cable Safari App3 

11 Vista High Cable Firefox App1 

12 XP Low Cable Opera App1 

13 Vista Low wi-fi IE App2 

14 MacOS High Lan Firefox App2 

15 XP High Lan IE App3 

16 XP Low Dsl Safari App3 

17 Linux Medium Cable Firefox App2 

18 Vista High Cable Opera App3 

19 MacOS Medium Cable Opera App3 

Referring to Tables 10 and 11, we note that both TestCover and HSS are able to 
correctly generate the (pairwise) test case as required. Here, a close inspection reveals 
that all the interaction elements (i.e. pairwise interactions) do exist in the final test 
suite whilst the constraints ones are rightfully missing. Unlike TestCover which pro-
duces 20 test cases, HSS produces 19 test cases. As such, HSS appears to be more 
optimal as far as generation of test suite than that of TestCover for 3 4-valued parame-
ters and 2 3 valued-parameters with defined constraints in Table 9. 

Apart from TestCover, noted here is the fact that there exists other strategy that al-
so addresses constraints including mAETG_SAT [22], PICT [23, 24], and SA_SAT 
[22] respectively. mAETG_SAT (i.e. a variant AETG strategy) generates one final 
test case for every cycle of iterations. For each cycle mATEG_SAT generates a num-
ber of candidate test cases, and from these candidates, one is greedily selected pro-
vided that it is not in the constraints list. In such a case, the other candidate is chosen 
even if it is only the second best. PICT generates all interaction elements and random-
ly selects their corresponding interaction combinations to form the complete test case. 
If the complete test case makes up the constraints test cases, a new random combina-
tion will be generated. SA_SAT (a variant of Simulated Annealing strategy) is per-
haps the only AI-based strategy that addresses the problem of constraints. SA_SAT 
relies on large random space to generate t-way test suite. Using probability based 
transformation equation, SA adopts binary search algorithm to find the best test case 
per iteration by taking consideration of constraints test cases. Although 
mAETG_SAT, PICT, and SA_SAT usefully implements constraints, we are unable to 
compare with them here owing to the fact that there were limited published results 
and most of their implementations are not publicly available. 

5 Conclusion 

In this paper, we define the problem domain of incorporating constraints test cases for 
t-way testing. In doing so, we compare the support for constraints between HSS and 
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TestCover. We note that both HSS and TestCover give competitive results. As part of 
our future work, we hope to benchmark HSS with more strategies as well as with 
more configurations.      
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Abstract. Disaster Management (DM) is a multidisciplinary endeavour and a 
very difficult knowledge domain to model. It is a diffused area of knowledge 
that is continuously evolving and informally represented. Metamodel is the 
output artefact of metamodelling, a software engineering approach, which 
makes statements about what can be expressed in the valid models of the 
knowledge domain. It is an appropriate high level knowledge structure to 
facilitate it being communicated among DM stakeholders. A Disaster 
Management Metamodel (DMM) is developed. To satisfy the expressiveness 
and the correctness of a DMM, in this paper we present a metamodel evaluation 
technique by using a Frequency-based Selection. The objective of this 
technique is to evaluate the importance of the individual concepts used in the 
DMM, thus, the quality of the metamodel can be measured quantitatively.  

Keywords: Frequency-based Selection, Metamodel, Disaster Management, 
Knowledge Model, Model Transformation. 

1 Introduction  

Knowledge is information presented within a particular context, yielding insight into 
actions taken in the context [5]. The effectiveness of a knowledge model depends on 
the abstraction effectiveness of individual concepts used to describe the domain [1]. 
The richer the meaning attached to the concepts, the less time a modeller requires to 
operationalise the model [2]. The meaning and definition of concept terminologies 
and their relationships are not only domain specific but may even differ from one 
observer to another [3, 4]. A challenge in creating a new model and identifying the 
domain concepts is resolving ambiguity and inconsistencies of domain terminologies. 
A model synthesis process adapts the software engineering practice, ‘Metamodelling’ 
and provides means to reconcile the inconsistencies across observers. This is a 
modular and layered process typically used to endow a well-established methodology 
or a modelling language with an abstract notation, discerning the abstract syntax and 
semantics of the modelling elements. By focussing on the evaluation and the 
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metamodelling process on Disaster Management, this paper makes a significant 
contribution using metamodelling to unify key concepts into a metamodel that can be 
used as knowledge sharing platform. Later, this artefact can be reused by DM 
stakeholders to develop their DM customised models by retrieving parts and 
components of previous solutions to suit their current needs (disaster on hand). DM 
knowledge can be viewed from different lenses (e.g.: Know What, Know Who, Know 
How, Know Where, Know Why...) and understanding them is required to support its 
structuring. Structuring the Disaster Management (DM) knowledge requires 
understanding of its environment and elements (organisational, operations, processes 
or stakeholders). DM knowledge is also scattered in public resources such as the 
internet, books, online databases, libraries, newspapers or pamphlets. How this 
knowledge is applied in new situations is rarely explored [6]. Indeed, reusing and 
sharing knowledge is a form of knowledge creation and as pointedly stated in Beerli 
et. al [7 pp.3]: “Knowledge can be regarded as the only unique resource that grows 
when shared, transferred and skilfully managed.” By developing an appropriate high 
level knowledge structure for this domain through a metamodel, a DM modelling 
knowledge is identified.  

A metamodel identifies domain features and related concepts (as any other model) 
and is created with the intent to formally describe the semantics underpining a formal 
modelling language [8]. Without a metamodel, semantics of domain models can be 
ambiguous. In metamodel, concept and relationships are two important elements. A 
concept characterizes domain entities and relationships characterizes links between 
them [9]. Metamodel must form true or faithful representations so that queries of a 
model give reliable statements about reality, or manipulations of the model result in 
reliable adaptations of reality. A metamodel requires evaluation to satisfy the 
requirement of generality, expressiveness and completeness of the artefact. With 
respect to this, this paper presents how the Frequency-Based Selection (FBS) is used 
to evaluate the DM metamodel. The rest of this paper is structured as follows:  
Section 2 describes the related work on disaster management, metamodel evaluation 
in metamodelling and the DMM. Section 3 presents the actual evaluation of FBS 
against the DM metamodel. Section 4 presents result of the evaluation and Section 5 
concludes the paper with a discussion on our findings and future work. 

2 Related Works 

In this section, the related works on disaster management knowledge, metamodel 
evaluation in a metamodelling environment and a DM metamodel are discussed 
before the actual implementation of FBS technique is presented.  

2.1 Disaster Management Knowledge  

Disaster Management (DM) aims to reduce or avoid the potential losses from hazards, 
assure prompt and appropriate assistance to victims of disaster and achieve rapid and 
effective recovery. The United Nation (UN) recognises at least 40 types of disasters 
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and classifies them into two types of disasters including: natural and 
technological/man-made disasters. Knowledge applied in this domain changes across 
various phases of a disaster. Standard DM phases include mitigation, preparedness, 
response and recovery [10]. Structuring the DM knowledge requires understanding of 
its environment and elements (organisational, operations, processes or stakeholders). 
There are varieties of DM models which have been developed by many stakeholders 
(researchers, government or non-government agencies, community and individuals). 
These models can broadly be grouped according to seven main perspectives: disaster 
phase oriented (e.g.: recovery or preparedness stage), organisation oriented (e.g.: 
Red-Cross coordination, State Police arrangement during emergency, User/Role 
oriented (e.g.: volunteers, hospitals, aid agencies), disaster type oriented (e.g.: 
earthquake, disease infection), technology oriented (e.g.: GIS, Satellite for disaster 
monitoring), disaster activity oriented (e.g.: evacuation, search and rescue) or 
decision type oriented (e.g.: reasoning technique for disaster decision making). In 
developing a metamodel specific to this challenging domain, typically, the first 
question that will be asked after any metamodel is successfully developed is how the 
metamodel is relevant to its real application domain. Therefore, evaluation to the 
artefact is crucial. 

2.2 Metamodel Evaluation and Its transformation in a Metamodelling 
Approach   

The quality of the metamodel is measured based on how the metamodel can fulfil the 
purpose of its development [11]. In other words, the created metamodel has to 
respond to the needs of the domain practitioners. This includes increasing the 
transparency to the knowledge encoded within the domain applications and be able to 
be validated by relevant experts in the domain. three motivations of why metamodel 
requires evaluation are: (i) initial domain literatures used to develop the metamodel is 
sometimes not complete, therefore it is necessary to fill in some blanks with 
hypothesis unsupported by the initial literature; (ii) domain literature is not always 
coherent, hence when creating a metamodel it might be inescapable to make 
controversial choices; (iii) metamodeler might be biased, thus when creating a 
metamodel, he or she might unwillingly create distortions [12].  

In metamodelling, metamodels and models relate through model transformation 
[13]. During metamodel evaluation, model transformations are explored and 
evaluated. Model transformation is one of a process of converting one model to 
another model in a metamodelling framework. Also, the acceptance of a system of 
metamodels for practical use depends on the validity of the metamodels and the 
transformations on a given abstraction hierarchy [14 pp. 163]. Model-to-model 
transformation is a key technology for Object Management Group (OMG)’s Model 
Driven Architecture [15] and underpins realising the various functionalities of DMM. 
DM solutions need to be transformed to DMM during knowledge storage and DMM 
needs to be transformed back to various DM solution models by DM users later. This 
research follows the modelling abstraction offered by Meta Object Facility (MOF)  
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framework in performing a transformation of metamodel-to-model for DMM. The 
MOF framework provides a capability to support different types of metadata in its 
four meta-layers: User Model level (M0), Model level (M1), Metamodel level (M2), 
and Meta-metamodel (M3) and can be used to define different information models. 
Model transformation in MOF (presented in Figure 1) can be viewed in vertical and 
horizontal dimensions [16].  

A horizontal transformation involves transforming a model into a target model at the 
same level of modelling abstraction. This is true no matter how high or low the artefact 
modelling abstraction level is [16]. Semantics of horizontal transformations is applied in 
this paper when DMM is horizontally transformed to produce its new updated version 
after performing the FBS technique against the metamodel. A Vertical transformation 
presents the transformation of model from one level to a different level of modelling 
abstraction. The transformation can either be from an upper to a lower level (e.g.: from 
metamodel (M2) level to model (M1) level), or conversely from a lower to an upper level 
(e.g.: from model level (M1) to metamodel level (M2)). The vertical transformation is 
performed when “the DM model and DM User Model are being derived from its 
conformant DMM (metamodel)”. The process of deriving individual concepts in the 
models is also vertical transformations. 

 

 

Fig. 1. Horizontal and vertical model transformation in MOF metamodelling 

2.3 The Disaster Management Metamodel  

The DMM is the output of the metamodelling approach applied in this paper. It will 
serve as a representational layer to enable appropriate domain modelling and 
knowledge storage relating to different DM activities and disaster scenarios. It is a 
DM specific language developed by using the 8 step Metamodelling Creation Process 
adapted from Beydoun et al. [17, 18]. In [19], this initial DMM is developed and uses 
DMM1.0 as its version. The metamodel is presented in four sets of concept classes: 
the Mitigation, Preparedness, Response and Recovery class of concepts. Each set 
represent a corresponding DM phase and clearly describes the DM domain to its 
users. This initial metamodel has been first evaluated in [20] by using a ‘Comparison 
against other models’ technique. The aim of the first evaluation is to identify any 
missing concepts in the metamodel and to also ensure its broad coverage. Result from 
the first evaluation changes the DMM1.0 to its updated version, a DMM1.1. Normally 
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a metamodel requires iterative evaluation in its development because it needs to 
achieve different quality goal in each evaluation cycle. In this paper, with the aim to 
evaluate the importance of the individual concepts included in DMM, this time the 
DMM is validated for a second cycle by using the FBS technique. Result derived 
from the evaluation conducted in this paper creates the DMM1.2 version. 

To visibly show the changes occurred before and after performing the FBS, this 
paper uses the Mitigation-phase and the Response-phase class of concepts as the 
metamodel samples, presented in the Figure 2 and Figure 3 respectively. In both 
classes, concepts and their relationships are depicted. The following shows the list of 
concepts used in each DMM classes:  

i) DMM Mitigation concepts: MitigationPlan, MitigationOrganisation, 
MitigationTask, NeedsPlanning, BuildingCodes, Land-UsePlanning, 
InformationUpdates, MitigationGoal, RiskReduction, People, Property, Lifeline, 
NaturalSite, HazardAssessment, RiskAnalysis, StructuralMitigation, Non-
StructuralMitigation, Vulnerability, DisasterRisk, StrategicPlanningCommittee, 
Legislation, Insurance and Exposure; 

ii) DMM Preparedness concepts: PreparednessPlan, PreparednessOrganisation, 
PreparednessTask, SuppliesRegistry, Warning, PreparednessGoal, Evacuation, 
BeforeDisaster, Event, DecisionMaking, Administration, 
EmergencyPublicInformation, Pre-Position, DisasterFactor, Exposure, DisasterRisk, 
Training, PreparednessTeam, Media, MutualAidAgreement, PublicEducation, 
PublicAwareness, Resource, Monitoring, AidAgency; 

iii) DMM Recovery concept: RecoveryPlan, RecoveryOrganisation, RecoveryTask, 
Demobilization, LongTermPlanning, RecoveryGoal, Reconstruction, AfterDisaster, 
DamageAssessment, TaskReview, Resilience, Victim, EmergencyManagementTeam, 
Resource, DebrisRemoval, Effect,  EconomicRestoration, Exposure, 
FinancialAssistence, MentalHealthRecovery, AidDistribution. 

 

 

Fig. 2. The DMM1.1: The first validated version of Mitigation-phase class of concepts [20] 
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Fig. 3. The DMM1.1: The first validated version of Response-phase class of concepts [20] 

3 Frequency-Based Selection Implementation 

In this section, FBS and a special frequency parameter used to estimate the importance 
of the individual concepts in the DMM, a Degree of Confidence (DoC) are described. 
This is then is followed by the representation of FBS actual implementation against the 
DMM. Result of this evaluation is presented in the next section. 

3.1 Frequency-Based Selection 

Frequency-Based Selection is a Feature Selection technique that evaluates the 
importance of individual concepts in the model developed [21]. It is based on the 
premise that the best model is formed using the most common features [22] and it is 
commonly used, for example, in data mining, software analysis, and medical retrieval 
systems. By performing FBS, features (concepts) that do not have correlations (or a 
need) to the classification are removed from DMM. The way FBS is adapted to 
validate the significance of DMM concepts acknowledges the five metamodel quality 
criteria described in [23]: a reasonable depiction (e.g. a statistical measure) of the 
relative ‘importance’ of candidate concepts; a predictive ability of the metamodel that 
is reasonably consistent with baseline models across the domain; the metamodel has 
independent meaningful variables; the metamodel highlights all input variables 
essential to describe critical components of a domain and the metamodel can provide 
a storyline to its users to tell how and why a derived model behaves as it does.  
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To perform FBS, 10 set of existing DM models of Set V2 is used (Table 1). The set 
is formed based on phase-specific and other perspectives (e.g.: role/user, operation, 
organisation, decision or technology-based DM models. For a selection, a model 
coverage values (Rcoverage) are used: 0.3 is assigned to a model that has full coverage 
to all phases in DM (Mitigation, Preparedness, Response and Recovery phase). DM 
models with coverage less than 0.3 focuses on specific DM phases, activities or roles, 
as follows: 0.2 is assigned to coverage of models that can cover 2-3 DM phases in 
their models. 0.1 is set to a model that covers only one DM phase (any one of four 
DM phases) or a specific DM perspectives (e.g.: evacuation operation (operation-
based), the roles of the disaster analyzer in disaster monitoring (user/role-based)). If a 
model does not cover any single DM phase fully, 0.0 is set to the model and will be 
excluded from any further investigation. This selection process ensures that all DMM 
concepts are tested against some concepts in the models selected. That is, each DMM 
concept is examined in a vertical model transformation. Where required, DMM is 
modified to ensure that it can represent all models in the validation sets (through a 
horizontal transformation). 

Table 1. A set of 10 DM models (Set V2) for an evaluation of DMM 

SET V2  

 
Ypublished Rcoverage 

Model coverage: 
(Perspective) 

1 
Disaster Risk Management & Mitigation Management, 
[24] 2006 0.3 All Phases: (Activity-based) 

2 
Policies for Guiding Planning for Post-Disaster 
Recovery and Reconstruction, [25] 2005 0.2 

Mitigation and Recovery: 
(Management-based) 

3 Disaster Risk Management Working Concept, [26] 2002 0.3 All Phases: (Activity-based) 

4 
Disaster Information, Innovative Disaster Information 
Service, [27] 2008 0.3 

All Phases: (Technological-
based)  

5 
Situation-Aware Multi-Agent System for Disaster 
Relief Operations Management, [28] 2006 0.2 

Preparedness and Response: 
(Technological-based) 

6 
An Approach to the Development of Commonsense 
Knowledge for Disaster Management, [29] 2007 0.3 

All Phases: (Disaster and 
Activity-based) 

7 Earthquake Protection, [30]. 1992 0.3 
All Phases: (Disaster and 
Organisation-based) 

8 Disaster Stage and Management Model, [31] 2008 0.3 
All Phases: (Disaster-based 
and Management-based) 

9 
Teaching Disaster Nursing by Utilizing the Jennings 
Disaster Nursing Management Model, [32]. 2004 0.3 

All Phases: (User/Role-
based) 

10 Disaster Management – a Theoretical Approach, [33] 2008 0.3 All Phases: (Disaster-based) 

(Notes: Y
published - 

The Year model is published, R
coverage 

– The coverage of models) 

3.2 The Degree of Confidence (DoC) 

Using the concept frequency, an importance value for each concept in DMM is 
estimated and expressed as the ‘Degree of Confidence (DoC)’. This value designates 
the expected probability that a DMM concept is used in a randomly chosen disaster 
model. DoC is derived by dividing ‘the frequency of how many times a concept 
appears in all the investigated models (Set V2)’ with ‘the total number of Set V2 
models’. For this purpose, DoC is based on the list of concepts that appeared in the 
DMM1.1 (our metamodel after its first evaluation) and is defined as follows:   
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Degree of Confidence (DoC) =   Frequency of Concept    x 100%              (1) 
                                                            Total Model of Set V2    

3.3 The FBS Evaluation against the DMM 

To perform the FBS technique on DMM, concepts to be verified from models in the 
evaluation Set V2 are first collated. This is to ensure that these concepts can all be 
refined using DMM1.1. As described in Section 3.1, Set V2 is a selection of DM 
models that have a wider DM coverage. Specialised DM models will naturally focus 
on a specific DM phase and naturally omit the use of some concepts. Therefore using 
models with wider coverage will provide a better indication on the frequency of 
concepts across the models. Their use will enable a frequency count of the individual 
DMM concepts. Concepts used in the models of Set V2 that are found similar and that 
are a refinement of DMM concepts are scored in this evaluation. The higher their 
score, the more important the concepts are deemed to the DM domain. Concepts that 
have a low score are revisited and are liable for deletion.  

In applying FBS using the models in Set V2, DMM concepts that derive concepts 
of those models are identified. The frequency of usage of DMM concepts in those 
derivations is compiled and shown in Table 4 (for the Mitigation-phase concepts), 
Table 5 (for the Response-phase concepts). In what follows in this section, refinement 
of every model of Set V2 is overviewed. The outcome of FBS evaluation, leading to 
DMM1.2, is then presented in Section 4. Two models of Set V2 (Model 7 - The 
Organisation Model in Earthquake Disaster [30] and Model 9 – The Jennings Disaster 
Nursing Management Model [32] are used as the evaluation implementation samples 
of FBS.  

3.3.1 Sample FBS 1: Against the Organisation Model in Earthquake 
Disaster (Model 7 of Set V2) 

Reconstruction following an earthquake requires a renovation of the economy, jobs 
and income, daily life and social relations. Coburn [30] proposed that reconstruction 
tasks following an earthquake get organised sectorally (Figure 4). Coburn provides a 
few examples of how earthquake damage can be classified by sector and responsible 
organisations. Sectoral approach is advocated as different authorities have different 
responsibilities and reconstruction needs. As an example, for damages to schools, 
universities, and kindergartens including the number of lost classroom places and the 
loss of school equipment, become the responsibility of the Department of Education, 
Regional Education Authority, Private Education Institutions and the Department of 
Public Works of the country. As another example, any damage that may occur to 
agricultural building stock, loss of livestock, damage to equipment, vehicles, market 
gardening, greenhouses, food processing plants, food and produce storage becomes 
the responsibility of the Department of Agriculture and Food, Farming Organisations, 
Private Owners and Consumer Organisations. This model can be generated from the 
concepts RecoveryTask, RecoveryOrganisation and RecoveryGoal in DMM.  
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Fig. 4. The Organisation in Earthquake Disaster Model [30] 

Evaluation against this model brings us to identify different ways to classify the 
Aid concept of DMM. A Bilateral Aid concept is found to not be covered in DMM. 
Thus, the Aid concept of DMM is split into three concepts: HumanitarianAid, 
DevelopmentAid and BilateralAid. The previous concepts that are used in previous 
DMM (FoodAid, MedicalAid and RefugeeShelter) were earlier grouped under 
HumanitarianAid. These changes are in the Response-phase of DMM. Following this, 
Table 2 shows the full list of Coburn model’s concepts as derived from concepts in 
DMM. 

Table 2. Derive concepts in Coburn model by concepts in DMM 

DMM Coburn model 

EmergencyManagementTeam - Local emergency services: Fire, Police, Ambulance 

- International search and rescue brigade 

- Professional Bodies: Engineers, Excavator drivers, Military 

Property Local Government: School, Hospital 

People Volunteer Groups: Local community action groups, Impromptu groups 

PreparednessTeam Individual Volunteers 

AidAgency - Non-governmental development organisations: Red Cross/crescent 

- International Agencies: United Nations Office, Bankers: World Bank 

Media Public media 

Insurance Insurance 

Resource Commercial companies, Equipment Suppliers, Transport 

Aid Bilateral Aid from other countries: Ambassadors, Embassy representation 

RecoveryOrganisation, 

RecoveryTask, RecoveryGoal 

Department of Agriculture and Food, Farming Organisations, Private Owners and 

Consumers Organisations 
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3.3.2 Sample FBS 2: Against the Jennings Disaster Nursing Management 
Model (Model 9 of Set V2)  

The Jennings Disaster Nursing Management model [32] presented in Figure 5 defines 
nursing during DM as “the systematic and flexible ulitisation of knowledge and skills 
specific to disaster-related nursing, and the promotion of a wide range of activities to 
minimise the health hazards and life threatening damage caused by disasters in 
collaboration with other specialised fields”. The model aims to help community nurses 
plan for and manage disasters in hospitals. There are four phases incorporated in the 
model: Phase 1 (Pre-Disaster), Phase II (Disaster), Phase III (Post-Disaster), and Phase 
IV (Positive Client/Population Outcomes). This model is taken to validate DMM 
concepts with the activities presented by the Jennings model. DMM can successfully 
derive all concepts in the Jennings model. The pre-disaster stage which is the first phase 
Jennings used in her model is identified clearly and represents the mitigation and 
preparedness-phase of the DMM. However the Jennings model disaster phase represents 
DMM’s Response-phase and her post disaster represents DMM’s Recovery-phase. The 
DMM concepts used to generate the Jennings model are shown in Table 3. 

 

 

Fig. 5. Jennings Disaster Nursing Management Model [32] 

Table 3. Jennings Concepts Support for DMM Concepts 

JENNINGS Concepts DMM Concepts 

Phase Activity Phase Concept 
Pre Identification of Resources and Risks Mitigation RiskAnalysis, HazardAssessment,  

Education: Primary Level of Prevention Preparedness PublicEducation 
Allocation of Resource Mitigation 

Preparedness 
Response 
Recovery 

NeedsPlanning 
Pre-Position, SuppliesRegistry,  
Deployment, 
Demobilization 

Planning Cooperative Agreement Mitigation StrategicPlanningCommittee 
Defining Roles Mitigation StrategicPlanningCommittee 
Development/Activation of Disaster Assessment 
Tools 

Preparedness Monitoring 

Development of Education Programs Preparedness Public Education 
Development of Volunteer Opportunities Preparedness PreparednessPlan 
Practice the Disaster plan Preparedness Training 
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Table 3. (Continued) 

Occur Triage Preparedness Warning 
Provide Holistic Care Response ResponseTask 
Liaison Response EmergencyOperationCentre 
Provide Referrals Response StandardOperatingProcedure 
Coordination of Services Response Coordination, Command 
Tracking System Response EmergencyOperationCentre 
Secondary Level of Prevention Response Rescue 

Post Re-evaluate Health Care Recovery TaskReview 
Education: Tertiary Level of Prevention Recovery TaskReview 
Re-evaluate Current Disaster Plan Recovery LongTermPlanning 
Revise Existing Plan Recovery TaskReview 
Plan for Next Potential Disaster Recovery LongTermPlanning 
Disseminate Findings Recovery TaskReview 

(Notes: MIT=Mitigation, PRE=Preparedness, RES=Response, REC=Recovery) 

4 The FBS Evaluation Result 

Table 4 and Table 5 respectively show the DoC values for all DMM concepts 
evaluated in the Mitigation and Response-phase class. The following five categories 
of concepts based on their DoC are defined: Very Strong (DoC result: 100 – 70 %), 
Strong (69 – 50 %), Moderate (49 – 30 %), Mild (29 – 11 %), and Very Mild (10 – 0 
%). Very Strong DoC is assigned to concepts that appear frequently in Set V2 models, 
whereas Very Mild is at the other end of the scale. For example, the DMM concept, 
MitigationPlan, has a DoC value of 90%. It is expected that 90% of DM models with 
a mitigation phase will include it. It is also expected that 10% of DM models with a 
mitigation phase will not include it. For example, few models suggest forming a 
Strategic Planning Committee instead. Metamodel development is not about 
achieving perfection [34 pp. 23]. Aiming for a complete metamodel can lower its 
generalisability and has been cited as a common bad practice in metamodel 
development [34]. These views suggest that if a DMM concept is rarely used or 
needed, it may be better to delete it in some cases. As a result of this evaluation, 
concepts with zero DoC values are revisited and liable for deletion. For example, 
another DMM concept, BuildingCode, has a DoC value of 0 and is later revisited. 

The DoC categorisation of all DMM concepts (for all four DMM classes including 
the Preparedness and the Recovery) is shown in Table 6: 19 concepts in DMM1.1 are 
categorised as ‘Very Strong’, 23 are  ‘Strong’, 25 are ‘Moderate’, 13 are ‘Mild’ and 4 
concepts are ‘Very Mild’. The four very mild concepts are Property, NaturalSite, 
BuildingCodes and Land-UsePlanning. Including them in DMM requires a 
reassessment. BuildingCodes and Land-UsePlanning are deleted as they are deemed 
as too specific to one kind of disaster (Bushfires). By revisiting DMM, it is found that 
the StructuralMitigation is in fact more generic to represent the BuildingCodes and 
Land-UsePlanning. As for the other two (Property and NaturalSite), they are opted to 
be kept as they are common across varying disasters.  

The changes made to DMM1.1 here are affecting only the Mitigation-phase and 
Response-phase classes of concepts. Preparedness and Recovery-phase classes of 
concepts of DMM1.1 do not change here. New extension to the terminology is used to 
define three new concepts in the Response-phase class: 
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1) HumanitarianAid - Material or logistical assistance provided for humanitarian 
purposes, typically in response to an event or series of events which represents a 
critical threat to the health, safety, security or wellbeing of a community or other 
large groups of people, usually over a wide area. 

Table 4. Frequency result of Mitigation-phase concepts 

Table 5. Frequency result of Response-phase concepts 

 

DMM1.1  
Mitigation Concepts 

Model Set V2  Concept 
Frequency 1 2 3 4 5 6 7 8 9 10 

1 MitigationPlan • • • • • •  • • • 9 
2 MitigationOrganisation • • • • • • • • • • 10 
3 MitigationTask • • • • •    • • 7 
4 NeedsPlanning •  •  •    •  4 
5 InformationUpdates     • •  • •  4 
6 MitigationGoal   •  • •   • • 5 
7 RiskReduction • • • • • •  • • • 9 
8 People     •  • • •  4 
9 Property           0 
10 Lifeline  •  • •      3 
11 NaturalSite    •       1 
12 HazardAssessment  • • •  • • • • • 8 
13 RiskAnalysis • • • • • •  • • • 9 
14 StructuralMitigation   •        • 2 
15 Non-Structural Mitigation  •        • 2 
16 Vulnerability  •   •    • • 4 
17 DisasterRisk • • •   •  • •  6 
18 StrategicPlanningOrganisation •  • •  •  •  • 6 
19 BuildingCodes           0 
20 Legislation  •   •      2 
21 Land-UsePlanning           0 
22 Insurance       •    1 

DMM1.1 
Response Concepts 

Model Set V2 Concept 
Frequency 1 2 3 4 5 6 7 8 9 10 

1 EmergencyPlan • • • • • • • • • • 10 
2 ResponseOrganisation • • • • • • • • • • 10 
3 ResponseTask • • •  •    • • 6 
4 Deployment  •   •  •  •  4 
5 SituationalAwareness  •   •      2 
6 ResponseGoal   •  • •   • • 5 
7 Rescue •    •  •   • 4 
8 Disaster • •  •    •   4 
9 SituationAnalysis  •  • •   •   4 
10 Incident        •   1 
11 Coordination  •  • •  •  •  5 
12 Command  •   •      2 
13 Communication  •   •  •  •  4 
14 StandardOperatingProcedure    •     •  2 
15 Victim          • 0 
16 EmergencyManagementTeam • •  • •  •  • • 7 
17 EmergencyOperationCentre  •     •    2 
19 Aid    • •  •   • 4 
20 InformationManagement  •  • •  •  •  5 
22 RefugeeShelter    •      • 2 
23 MassCasualtyManagement     •    •  2 
24 FoodAid    •   • •  • 4 
25 MedicalAid  •  • •  • •  • 6 
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Table 6. Degree of Confidence of DMM Concepts after FBS  

DoC 
Classification 

DMM Concepts 

100 – 70 % 
(Very 

Strong) 

MitigationPlan, MitigationOrganisation, MitigationTask, RiskReduction, 
Resilience, HazardAssessment, RiskAnalysis, PreparednessPlan, 
PreparednessOrganisation, EmergencyPublicInformation, ResponseOrganisation, 
RecoveryPlan, Reconstruction, EmergencyManagementTeam, EmergencyPlan, 
RecoveryOrganisation, RecoveryTask, DamageAssessment, 
MentalHealthRecovery 

69 – 50 % 
   (Strong) 

MitigationGoal, DisasterRisk, StrategicPlanningOrganisation, PreparednessTask, 
Warning, PreparednessGoal, Evacuation, BeforeDisaster, DisasterFactor, Training, 
Media, PublicAwareness, Resource, Monitoring, ResponseTask, ResponseGoal, 
Coordination, InformationManagement, MedicalAid (modify), RecoveryGoal, 
After-Disaster, EconomicRestoration, FinancialAssistance 

49 – 30 % 
(Moderate) 

NeedsPlanning, InformationUpdates, People, Lifeline, Vulnerability, Event, Effect, 
SuppliesRegistry, DecisionMaking, Administration, Pre-Position, PublicEducation, 
AidAgency, Deployment, Rescue, Disaster, SituationAnalysis, Communication, 
Aid, FoodAid (modify), Demobilization, LongTermPlanning, TaskReview, 
Exposure AidDistribution,  

29 – 11 % 
(Mild) 

StructuralMitigation, Non-Structural Mitigation, Legislation, Insurance, Victim, 
MutualAidAgreement, SituationAwareness, Command, MassCasualtyManagement 
StandardOperatingProcedure, EmergencyOperationCentre, Incident,  
RefugeeShelter (modify),  

10 - 0% 
(Very Mild) 

Property (•), NaturalSite (•), BuildingCodes (x), Land), NaturalSite (•), BuildingCodes (x), Land-UsePlanning (x) 

  (Legend: (modify) = modification is made to the concept, (•)) = Keep the concept, (x) = Delete the concept) 

 
 

2) DevelopmentAid - Aid to support the economic, environmental, social and 
political development of developing countries. 

3) BilateralAid - Aid or funds that are given to one country from another. 

Since two concepts (BuildingCode and Land-UsePlanning) have been deleted in the 
second evaluation (Figure 6), the association relationships of ‘isAGroupOf’ owned by 
these concepts (in DMM1.1) are also deleted. The new version, DMM1.2, 
incorporates these changes as shown in Figures 6 (Mitigation-phase class) and 7 
(Response-phase class).  

5 Conclusion  

In this paper, the evaluation of the Disaster Management Metamodel (DMM) is 
undertaken using the Frequency-based Selection (FBS) technique. To perform the 
FBS evaluation, a set of 10 DM models is formed as a validation set (based on wider 
coverage to provide overlaps and to enable a frequency count of the individual DMM 
concepts). As a result from this evaluation, 3 concepts (HumanitarianAid, 
BilateralAid and DevelopmentAid) are added and 2 concepts are deleted 
(BuildingCode and Land-UsePlanning) from DMM. These changes are realised in 
DMM1.2. In addition, two concept relationships (aggregation - ‘isAGroupOf’) are 
also been deleted. After performing the evaluation, the objective to evaluate the  
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Fig. 6. The DMM1.2: A validated version of Mitigation-phase class of concepts 

 

Fig. 7. The DMM1.2: A validated version of Response-phase class of concepts 

importance of the individual concepts used in each phase class of DMM is achieved. 
DMM is further improved. Its expressiveness and completeness of its concepts are 
enhanced. By deploying a proven evaluation method from the knowledge based 
community to metamodelling as used by software engineers, the paper makes an 
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original contribution to both the KB and the SE communities. The use of 
metamodelling has hitherto being characterised by lack of systematic evaluation. By 
focussing on the evaluation and the metamodelling process on disaster management, 
this paper makes a significant contribution to this important domain unifying key 
concepts into a metamodel that can be used as knowledge sharing platform. Future 
works will develop a system prototype to demonstrate the applicability of the 
metamodel (DMM) in real world scenarios of disaster management. 
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Abstract. 2.5D cartoon modelling is a recently proposed technique for
modelling 2D cartoons in 3D, and enables 2D cartoons to be rotated
and viewed in 3D. Automatic modelling is essential to efficiently create
2.5D cartoon models. Previous approaches to 2.5D modelling are based
on manual 2D drawings by artists, which are inefficient and labour inten-
sive. We recently proposed an automatic framework, known as Automatic
2.5D Cartoon Modelling (Auto-2CM ). When building 2.5D models us-
ing Auto-2CM, the performance of different algorithm configurations on
different kinds of objects may vary in different applications. The aim of
perceptual evaluation is to investigate algorithm selection, i.e. selecting
algorithm components for specific objects to improve the performance of
Auto-2CM. This paper presents experimental results on different algo-
rithms and recommends best practice for Auto-2CM.

Keywords: 2.5D, cartoon, modelling.

1 Introduction

The argument about 2D versus 3D cartoons has lasted for decades. Those who
prefer 3D argue that “2D is dead”, and Hollywood has abandoned 2D feature an-
imation with the success of Pixar’s 3D animations [6]. On the other hand, those
who prefer 2D believe that 3D techniques restrict the imagination of artists.
Nowadays many animations use both 2D and 3D graphics in order to balance
their advantages and disadvantages. Some recent work on cartoons provides 3D
rotation for 2D elements, called 2.5D cartoons, which mix the rotation ability
and reusability of 3D, and the unreal 3D impossible shapes of 2D. Di Fiore
et al. [8] proposed an approach for animation production that generates key
frames by interpolating hand-drawn views. Bourguinon et al. [4] presented an-
other approach using 2D strokes manually drawn on 3D planes. However these
two methods give the artists less freedom than the 2.5D Cartoon Models recently
presented by Rivers et al. [11]. The 2.5D cartoon model is a novel approach to
render 2D cartoons in 3D. However, Rivers’ 2.5D model is created purely by
manual means, until the Automatic 2.5D cartoon modelling (Auto-2CM) [2] was

D. Richards and B.H. Kang (Eds.): PKAW 2012, LNAI 7457, pp. 28–42, 2012.
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introduced. Auto-2CM aims to build 2.5D cartoon models automatically from
real world objects, so that human artists can be released from labour intensive
and repetitive work, and are able to focus on more creative aspects, see Fig. 1.

(a) 2D Scene (b) 2.5D Scene

Fig. 1. Contrast of 2D and 2.5D scene of Angry Birds, where 2.5D characters can do
3D rotation. 2.5D cartoon models built using Auto-2CM [2].

Fig. 2. Auto-2CM approach, different algorithms are used at each step

The 2.5D models by Rivers et al. are able to rotate in 3D space while main-
taining 2D stylistic elements. However, their technique is not suitable for rep-
resenting objects with long thin shapes such as tables and chairs, and these
kind of shapes may lead to wrong shapes when rendering. This limitation can
not be overcome unless the simple interpolation method used by Rivers et al. is
improved, which is a problem beyond the scope of this paper. Automatic 2.5D
Cartoon Modelling (Auto-2CM) [2] is a recent novel approach for creating 2.5D
Cartoon Models [11] automatically. It provides artists with the option to build
2.5D sketches faster and more easily. The framework consists of several steps
as shown in Fig. 2. The reconstruction step may be omitted when a 3D model
of the candidate object exists. Different 3D segmentation methods can be used
in the segmentation step. However, when building 2.5D models using the Auto-
matic 2.5D Cartoon Modelling approach, the performance of different algorithm
configurations and for different objects may vary for different applications. The
aim of perceptual evaluation is to investigate algorithm selection, i.e. selecting
appropriate algorithm components for specific kinds of objects in order to im-
prove the performace of Auto-2CM. The goal of this evaluation is to find the
best practice for Auto-2CM, and the motivations are:
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(i) evaluation of different component combinations of Auto-2CM,
(ii) assessment of advantages and limitations of different combinations,
(iii) deeper understanding of the examined field.

Currently, no previous experimental study of this area exists. Finding a method
to quantitatively evaluate 2.5D cartoons, which is a novel type of visual art, is a
very difficult task. Perceptual evaluation is widely used to evaluate results that
are not suitable for quantitative evaluation, such as those related to visual art or
audio [5, 9, 10]. In this paper, a perceptual evaluation of the Auto-2CM approach
is presented via a series of experiments. The hypotheses of this evaluation are:
(i) that certain component combinations perform differently on different kinds of
objects; (ii) the approach can produce better results by selecting different com-
binations for specific kinds of objects. This is facilitated because the Auto-2CM
approach does not require specific methods for segmentation, and the system
still works with different algorithms at each stage.

Different configurations of the approach on different types of objects are
tested, and their advantages and disadvantages discussed. Recommendations on
suitable configurations for specific kinds of objects are also provided.

This paper is organized as follows. The data used in this experiment, and
the reasons they are selected are discussed in Section 2. The design of the ex-
periments is discussed in Section 3. Results and analysis are in Section 4. Rec-
ommendations and suggestions for best practice of Auto-2CM are in Section 5.
Finally the conclusion is in Section 6.

2 Data Sets

Assuming 3D models already exist that Auto-2CM can start from, the data sets
used in this evaluation are from several different sources, and fall into two main
categories. The first category contains models from different 3D mesh segmenta-
tion benchmarks currently in use, called scientific models. These could provide
information on how 3D segmentation affects 2.5D modelling. This is discussed
in more detail in Section 2.1. The second category includes handmade models
suitable for 3D video games, called industry models. Some of them are created
using Rivers’ models as reference, others are from games such as Angry Birds1

and Ruby Run2. These models are most suitable as 2.5D models, and the best
models for Auto-2CM evaluation, and are discussed in more detail in Section 2.2.

2.1 Scientific Models

The reasons to include these models are to test the performance of different
segmentation approaches in experiments. The relationship between the results
of general 3D segmentation and 2.5D modelling may be tested, to examine the
influence of general 3D segmentation on the performance of 2.5D modeling.

1 http://angrybirds.com
2 http://zhanstudio.net/games/ruby_run

http://angrybirds.com
http://zhanstudio.net/games/ruby_run
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Secondly, models selected for this experiment are those that are better candidates
for 2.5D modelling than others in the benchmarks. Those that may cause error
shapes according to Rivers’ limitations, no matter which algorithm is used, are
avoided.

This category contains public shape benchmarks. These benchmarks were
designed for the purpose of evaluating different segmentation methods, and in-
clude: (i)SHREC [14], (ii) McGill 3D Shape Benchmark [15], (iii) Princeton
Shape Benchmark [13]and (iv) 3D Shape Segmentation Benchmark [7].

2.2 Industry Models

These models came from three different sources. The first two models, Simple-
Head (Fig 3(a)) and Alien(Fig 3(b)), were built manually based on Rivers’ work.
These two models are included in order to make it easy to compare with orig-
inal manually created 2.5D cartoon models. These 2.5D models were built to
demonstrate the usability of the 2.5D Cartoon Models for industrial animations.
The next two characters, Pig(Fig 3(c)) and Bird(Fig 3(d)), are from the popular
video game Angry Birds, and the last model Ruby(Fig 3(e)) is from another
game Ruby Run. These models are good to test the performance of different
processes aimed at real industry. Current 3D video game models are normally
’low-poly’ models, which means there is a limit to the number of polygons in the
model.

Models in this category are designed to evaluate the usability of the Auto-2CM
approach for industry. They are created such that they do not violate Rivers’
limitations, thus guaranteeing that any error in the final 2.5D Cartoon Models
is not caused by these 3D models.

Fig. 3. Industry models used for 2.5D Cartoon Modelling

3 Design

The experiments were designed to test the performance of different algorithm
combinations of Auto-2CM on different kinds of objects. In order to achieve this
goal, three segmentation algorithms (PBS, SDF and FP) and two categories of
models are used.
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The three segmentation algorithms deployed are:

(i) ProtBasedSeg (PBS) [1],
(ii) Shape Diameter Function (SDF) [12],
(iii) Fitting Primitive (FP) [3].

Results and analysis of these experiments are in Section 4.
The 2.5D model building system Auto-2CM was used in the experiments.

This system takes segmented 3D meshes as inputs. As it just captures shapes of
segmented parts from views, no elements that violate Rivers’ limitations will be
created at this step.

Following the perceptual evaluation methods of previous works, especially
the cartoon related research by Garcia et al. [9], the evaluation of this research
examines the following two aspects:

(i) errors: shapes of final 2.5D model that lead to incorrect interpolation
results;

(ii) appearance: perceptual judgment of appearance.

Some models from public shape benchmarks contain some parts that almost
always fail Rivers’ limitations. This is unavoidable and can only be fixed by
improving the 2.5D Cartoon Model structure itself, which is a task beyond the
topic of this paper. Such errors will be ignored in this experiment since they are
caused by a rendering system outside the modelling system.

4 Results and Analysis

The final results of the experiments are the 2.5D Cartoon models built by dif-
ferent algorithm combinations. Before evaluating the quality of 2.5D Modelling,
it is necessary to evaluate the intermediate product, namely the 3D segmented
meshes, to determine how segmentation influences the whole process. The first
half of this section is analysis of the 3D segmentation results of different seg-
mentation methods. The second half is analysis of the 2.5D results.

4.1 Segmentation Results and Analysis

Three segmentation approaches, PBS, SDF and FP were tested on all models,
as listed in Section 3.

Sunglasses : The three methods provide similar results. SDF unnecesarily sep-
arated the tips of frames. See Fig. 4 (a)(b)(c).

Table: PBS and FP provide the best results, as in Fig. 4(d)(f). SDF focused
on details, however this will not cause errors in the final modelling. See Fig. 4(e).

Bear : PBS gives a fair result, but it ignores the details on the head (ears)
which will lead to an faulty 2.5D shape, shown in Fig. 7(e). PBS also produced
a meaningless part at the bottom of the bear. SDF is the best. FP divided the
body into two parts, and the border is uneven, which will lead to meaningless
2.5D shapes.
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Dolphin: SDF is better than PBS in this case, as it successfully separated the
fins. FP failed. See Fig. 4(j)(k)(l).

Gull : Both SDF and PBS are acceptable. FP successfully segmented the wings,
but failed at the body part. See Fig. 5(a)(b)(c).

Teapot : The result of SDF is the only one that can produce a good 2.5D
model, as in Fig. 7(l). Result for PBS in Fig. 5(d) will lead to unrecognisable
shapes, as shown in Fig. 7(k).

Cow : SDF is the best. PBS is acceptable except for an unsegmented leg. See
Fig. 5(g)(h).

Camel : The problem of PBS in this case is the same as for the Cow model,
namely failure to segment a main part of the model that will lead to errors in a
later step. In this case, the head of Camel will be missing in final 2.5D models,
as shown in Fig. 7(o). SDF provides acceptable results, as in Fig. 5(k).

To conclude, of the three segmentation algorithms on public shape benchmark
models shown in Figs. 4 and 5, FP and PBS are good at simpler and more
obvious cases, such as the first two models. But FP can hardly provide any
useful results beyond that. PBS generally produced acceptable segments except
for more challenging models, such as the teapot, cow and camel. See Table 1 for
a summary.

The results of industry models are shown in Fig. 6. These models share com-
mon features, namely, they have neither long stick shapes nor complex concave
parts. Neither of PBS and FP can provide acceptable results for these models,
while SDF achieves almost perfect results.

Table 1. Acceptable results(✓) and those may lead to 2.5D errors(✗) of segmentation

Glasses Table Bear Dolphin Gull Teapot Cow Camel Head Alien Bird Pig Ruby
PBS ✓ ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

SDF ✓ ✗ ✓ ✗ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓

FP ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

4.2 2.5D Models and Analysis

The final 2.5D models are the most intuitive results for evaluation. FP was not
tested for 2.5D models building, because the segmentation results of FP is worse
than the other two methods, and is unlikely to lead to meaningful 2.5D models.
Only the other two segmentation algorithms are tested in this step, namely PBS
and SDF.

As in the previous step, the results are organized in two parts: results and
analysis for scientific models, and for industry models.

Scientific Models. 2.5D models built from shape segmentation benchmark
datasets are shown in Fig. 7.

For the first two models, Sunglasses and Table, PBS and SDF give almost
similar results. They both look good, but wrong shapes at certain angles are
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(a) PBS (b) SDF (c) FP

(d) PBS (e) SDF (f) FP

(g) PBS (h) SDF (i) FP

(j) PBS (k) SDF (l) FP

Fig. 4. Segmentation of models from shape segmentation benchmarks
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(a) PBS (b) SDF (c) FP

(d) PBS (e) SDF (f) FP

(g) PBS (h) SDF (i) FP

(j) PBS (k) SDF (l) FP

Fig. 5. Segmentation of models from shape segmentation benchmarks



36 F. An, X. Cai, and A. Sowmya

(a) PBS (b) SDF (c) FP

(d) PBS (e) SDF (f) FP

(g) PBS (h) SDF (i) FP

(j) PBS (k) SDF (l) FP

(m) PBS (n) SDF (o) FP

Fig. 6. Segmentation results of Head, Alien, Bird, Pig and Ruby
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(a) PBS (b) SDF (c) PBS (d) SDF

(e) PBS (f) SDF (g) PBS (h) SDF

(i) PBS (j) SDF (k) PBS (l) SDF

(m) PBS (n) SDF (o) PBS (p) SDF

Fig. 7. 2.5D models from shape segmentation benchmark 3D models
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(a) PBS (b) SDF

(c) PBS (d) SDF (e) PBS (f) SDF

(g) PBS (h) SDF (i) PBS (j) SDF

Fig. 8. 2.5D models built from industry models, based on the models by Rivers et al.
as reference, and other games characters
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caused by the long-thin stick part of the original 3D model. This is not caused
by 3D segmentation but by the simple interpolation method of Rivers’ approach.

Bear, Dolphin and Gull show differences caused by 3D segmentation methods.
Bear built from PBS did not separate the ears, giving rise to an error at in-
between angles. However, the extra part at the bottom of the Bear did not lead
to serious faults. The Dolphin from SDF has its fins separated as shapes, and
can be recognised when rotating. Dolphin from PBS, on the other hand, leaves
the fins on the body, which will cause the fins to disappear at certain view angles
and lead to wrong interpolation of the body part. It is still recognizable at most
angles though. The two segmentation methods do not have much difference when
dealing with the Gull, and both give good results.

The last group contains three more difficult models for automatic segmenta-
tion, Teapot, Cow and Camel. All 2.5D models built from PBS segmentations
have at least one serious error. The handle of Teapot, right-rear leg of Cow and
head of Camel are not recognizable. These errors are caused by the segmenta-
tion results not being suitable for 2.5D modelling, and it is also not the way that
manual segmentation will cut the mesh. For example, manual segmentation will
not cut the teapot handle from the middle of the body, but from the end of the
handle like SDF. Manual segmentation will cut the leg as a different part of the
body of the Cow, similar to SDF, and cutting the head of the Camel from the
neck as shown in SDF is more reasonable than from the shoulder as in PBS.

Thus to conclude, a segmentation method that has better performance on a
general 3D segmentation benchmark, when compared to manual segmentation,
will also have better performance in the 2.5D Cartoon Modelling process. Be-
cause manually created 2.5D Cartoon Shapes rely on human artists to separate
the object, it is reasonable that an automatic segmentation method that is most
similar to human segmentation will give the best result.

Industry Models. The results of industry models are shown in Fig. 8. Referring
to the segmentation results shown in Fig. 6, it is clear that PBS did not perform
well on industry models, on the other hand SDF is almost perfect for these
models. The good performance of SDF leaves the artist less manual work in
modifying the model and makes it practically useful. The reason that PBS and
SDF perform significantly differently on these models might be the difference
precisely between industry models and scientific benchmark models.

One obvious difference between these industry models and the more research-
oriented benchmark models is that the industry models should be able to per-
form real-time rendering with limited computing power. Industry models are
often ’low-poly’ models, having fewer triangles than scientific models. Low-poly
industry models will affect the performance of different segmentation methods.
For example, research benchmark meshes may have hundreds of triangles for
a wrist, while the wrist of a game character may only have tens of triangles,
which is sufficient for animation deformation, but leaves less information of the
shape for the segmentation algorithms. However, scientific models often have
redundant information caused by automatic 3D reconstruction, while industry
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models are often handmade and therefore smoother. Both these factors affect
the segmentation results, further affecting the 2.5D modelling performance.

A summary of results is shown in Table 2.

Table 2. Acceptable(✓) and error(✗) 2.5D results

Glasses Table Bear Dolphin Gull Teapot Cow Camel Head Alien Bird Pig Ruby
PBS ✓ ✓ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

SDF ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓

5 Recommendations

This section discusses the best practice for 2.5D cartoon modelling, which is the
purpose of this evaluation. Based on the experiments, different kinds of models
should be segmented using different methods to get the best results.

5.1 Scientific Models

For most simple shapes, such as the sunglasses and the table in Fig. 4 used in the
experiments, where the boundary of segmentation are clear shape edges, Fitting
Primitives (FP) gives the best results, followed by PBS, which gives similar
performance to FP. SDF tends to segment simple models into more parts, and
some segments are unnecessary and meaningless. However, models which have
long thin shapes and sharp edges are not suitable to be presented as 2.5D cartoon
models.

Other scientific models used in this experiment are not image-based recon-
structed but scaned models. Both methods provide similar mesh models, which
have high polygon count (usually more than 10k triangles per model). More-
over, automatically reconstructed meshes have irregular vertex positions, but
their distance to each other is often even. For example, a rectangle may consist
of not just two triangles, but many triangles that have similar areas.

When building from these reconstructed 3D models, SDF will provide the
best quality results. In some cases PBS may have similar results, but overall
SDF performs the best.

5.2 Industry Models

3D models made for games are low-poly models, for example Ruby in Fig. 6
(around 1k triangles if targeting mobile devices, 5-7k triangles if targeting next-
gen game consoles). They are often handmade and normally no triangle is wasted,
i.e. a rectangular plane will consist of only two triangles. Another difference
between handmade models and reconstructed models is that the latter always
use one mesh per object, but handmade models could have multiple meshes per
object.
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Based on the experiments, when building from low-poly game models, SDF
performs the best for segmentation. Segments of SDF are almost perfect, while
in contrast, results from the other two methods are not acceptable.

5.3 Summary

To build simple models with sharp edges, though which are not suitable for
2.5D cartoon models, FP should be used in the segmentation step. In the case
of building reconstructed models, both PBS and SDF could be considered, and
the user can run both and select the better one for the specific model under
construction. For low-poly game models, SDF should be selected as it has the
best performance on such models.

6 Conclusion

This research shows that choosing appropriate algorithms for the type of objects
can improve the performance when building 2.5D cartoon models.

Based on the experiments, FP is good at segmenting simpler models that
have long stick shapes, but does not give acceptable results on round shapes.
Such models are not suited to 2.5D in any case. SDF is slightly worse than FP
and PBS at simpler shapes, but good for almost all shapes that follow Rivers’
conditions. Therefore, (i) for the simplest models with sharp edges, FP is the
best choice; for other reconstructed (scientific) models, both PBS and SDF may
be used; (ii) SDF is currently the best segmentation method for industry models,
and it can lead to 2.5D models with least error and best appearance.
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Abstract. Evaluation is an essential step in the research and development of 
software, particularly for new technologies such as Virtual Environments. One 
of the challenges to such evaluation is to collect data needed for analyzing the 
behavior of the users of the virtual environment. Conventional acquisition of 
evaluation data is time-consuming and prone to bias. In this paper, we present a 
taxonomy to assist identification and collection of appropriate variables for au-
tomatic data collection. We further show how these variables, such as naviga-
tion paths and characters met, can be used to capture the behavioral interaction 
of learners in a virtual ecosystem and to produce a user-model to evaluate the 
usability of the world under development. 

Keywords: Virtual Environment, Automatic Data Acquisition, Usability  
Evaluation, User-model Data Collection. 

1 Introduction 

A 3D virtual world or Virtual Environment (VE) can only be considered successful if 
it is both usable and useful for its intended purpose. Usability measurement of VE 
could include ease of use and the usefulness of the system, in addition to quantifiable 
characteristics such as learnability, speed and accuracy of user performance in achiev-
ing tasks, low user error rate, and user satisfaction [1]. Due to the differences which 
exist in the ways that users interact and experience virtual worlds, and the increased 
complexity of these interactions compared to most desktop applications, like word 
processors or accounting packages, we propose that the data to be captured, the me-
thod of data capture and use of the data for evaluation purposes of VE may differ.  

There is some research work that is concerned with usability in virtual environ-
ments (e.g. [2]). Typically these studies employ methods used for conventional sys-
tems to VE to collect data from which meaningful information about the usability of 
the system can be extracted. A common method to evaluate VE usability includes 
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direct evaluation by on-site evaluators who observe subjects using the VE in the la-
boratory. However, this procedure requires suitable test spaces and access to an ade-
quate number of evaluators to suit the number of subjects. Additionally, this approach 
can be financially expensive and prohibitively costly in terms of the experts’ time 
involved in conducting the evaluation and their transportation to the location of the 
experiment. Usability testing for VEs could be done remotely where human subjects 
and evaluators could be separated by time and space either manually through video-
conferencing or through automatic data collection [3, 4]. Furthermore, it is well ac-
cepted that usability evaluation for any software should be done as early as possible 
and begin with developing a demonstration of the virtual system. Bowman et al. [5] 
note that keeping in mind usability from the very beginning stage in development 
process of  VE, will make developers more likely to avoid creating unintuitive VE 
that do not match task requirements.  

Another traditional method to collect data about VE usability issues is to ask the 
VE users to report if they have experienced any problems with usability or if some 
other system aspect did not fulfill their needs. While using self-reporting question-
naires is one of the most common methods to collect data, it has been shown to pro-
duce unreliable measures [6]. Self-reporting data can also be collected via interviews. 
However, these can be time consuming to conduct and, depending on the structure of 
the interview and the nature of the questions, capture of the data can be difficult. A 
particular problem with the use of observation and interview methods of data collec-
tion is the extensive effort required to later analyse the data. Analysis often involves 
costly transcription and coding schemes that are prone to bias due to reliance on in-
terpretation of the original data by the coder/s. 

To conduct studies of VEs it is critical to collect relevant participant data quickly 
and accurately [7]. De Leeuw and Nicholls [8] affirm the advantages of computer-
assisted data collection over traditional methods. The capture of data using a virtual 
reality system which supports playback and simulation has great advantages com-
pared to classical paper and pencil methods of data collection [9]. Some research 
handles automatic collection and analysis of data for standard GUI applications, e.g. 
[10], but very few efforts have been directed to VE automatic data collection. 

To overcome the barriers of evaluating VE usability on-site and to support early 
formative evaluation of the system, an automated and remote usability evaluation 
method that uncovers a user model of interaction in the VE is introduced in this paper. 
After a review of relevant literature in this area and presentation of our data collection 
taxonomy (section 2), we present the VE in which we have developed and trialed our 
method (section 3) followed by the method itself (section 4) and results (section 5). 
Our conclusions and future work appear in section 6. 

2 Literature Review and Taxonomy of Data Collection 

Collecting data for the events and actions that take place in a VE may involve differ-
ent approaches according to the purpose of the VE. Andreas et al. [11] divide their 
collaborative learning system into three different phases, and in each phase they use 
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various data collection methods to acquire data before, during and/or after a session. 
The data collection methods include initial and final questionnaires, text-chat log 
files, video recordings and interviews. To address the problem of the rapidly growing 
amount of user-generated social media data, Zhang et al. [7] developed a technical 
framework to demonstrate how to collect avatar-related data using a combination of 
bot- and spider-based approaches. The authors used the Second Life virtual social 
system to examine the differences in physical activity between male and female ava-
tars and between young and old avatars. Similarly, Yee and Bailenson [12] presented 
a method that relied on bot-based avatars implemented in PHP and MYSQL to collect 
and store the longitudinal behavioral profiles of users involved in a Second Life social 
virtual reality. 

Teixeira et al. [4] followed a user-centered design methodology to develop a  
virtual system called ErgoVR. One of the most important features of ErgoVR, of re-
levance to this paper, was the automatic data collection of variables of behavioral 
interaction such as: dislocation paths, trajectories, collisions with objects, orientation 
of the field of view and the occurrence of events activated by actions done by the 
user. Using ErgoVR software to automatically register the paths taken by the partici-
pants, Duarte et al. [13] showed how some features such as colors, windows, furni-
ture, signage and corridor width may affect the way users select paths within a VE. 
The study aimed to determine if these factors could be considered as predictors for 
route selection. 

While the majority of research focuses on collecting data from the virtual world, 
research has been conducted that collects data from the physical world via mobile 
devices. The data is then analyzed and used for augmenting the virtual worlds with 
real-life data. For example, Laaki et al. [14] first track the walking path of a human 
participant while listening to music and later use the data to simulate the trajectory on 
a map of a walking avatar listening to music. 

From our review of the literature, we can classify data which has been collected in 
virtual worlds according to the following taxonomy: 

• What data is collected. The type of data that can be collected is limitless. Data 
could be navigation information within the VE, actions achieved/attempted, text 
and chat archives, audio and video responses. Further examples of different types 
of data collected are mentioned in the other categories below. 

• Source/nature of the data (Physical/Virtual). Data collected could include the be-
havior of the user in the physical world while using the virtual world, or the beha-
vior of the user in the virtual world. For example, Grillon and Thalmann [15] 
present a method to track the physical movement of a human’s eye while interact-
ing with a virtual character. Eye-tracking data is used in order to determine wheth-
er a virtual character is being looked at so that it can adapt to appear more attentive 
during a public speaking exercise. White [16] presents a technique for classifying 
human motion through a virtual environment using Support Vector Machines and 
Kernel learning. The author makes use of the ease of use and flexibility of VE data 
collection to classify the human’s motion while exploring a modified version of an 
open source video game (Quake II). The authors claim the classified virtual motion 
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could be scaled to multi-agent team behaviors, demonstrating the myriad of ways 
in which the data captured can be utilized (next point). 

• How the collected data can be used. Collected data might be used to evaluate the 
usability of the virtual system, or to understand the behavior of the user. Sebok and 
Nystad [17] implement a design process to evaluate the usability of a virtual envi-
ronment. Different types of data are collected. These include task completion 
measures, understanding of the radiation field, sense of presence, workload and 
usability ratings. Holm et al. [18] present a method to evaluate the usability of a 
VR-based safety training system called SAVE. The usability of the system includ-
ing certain incident or usability problems encountered during the session was eva-
luated using data collected while testers used the virtual environment. Interaction 
and simulation data is acquired automatically and joined with external physiologi-
cal data to be visualized inside a complete 3D representation of the training scena-
rio. Chernova et al. [19] record human-human interaction collected in a virtual 
world and use this record to generate natural and robust human-robot interactive 
behavior in similar real-world environments. Bonebright et al. [20] present a very 
different usage of data captured in a VE. They offer a general methodological 
framework for evaluating the perceptual properties of auditory stimuli. The frame-
work provides analysis techniques to measure the effective use of sound for a va-
riety of applications including virtual reality. Borner and Lin [21] present work 
about the analysis and visualization of chat log data collected in 3-D virtual worlds. 
The log files contain chat utterances from different people that attended a demon-
stration of different learning environments. From the chat log files, the authors aim 
at answering questions such as: How many users participated in the discussion sur-
rounding the demo as logged in the chat files? How much overlap exists among the 
log files? How much do users chat and who chatted the most? How many utter-
ances are devoted to greeting, explanation, commands, questions, or other topics? 
How long is the average utterance length (number of words in an utterance) for dif-
ferent users? How often do users whisper? In later work [22], the authors present 
an analysis and visualization of user interaction data that reveals the spatial and 
temporal distribution of different user interactions in a 3D VE. We note from our 
examples that what data is collected is directly related to why it was collected and 
how it will be used.  

• What module collects the data. The data may be collected automatically from the 
virtual system itself, or there could be another external module that exports/pulls 
the data from the running virtual environment. As an example of the former, Teix-
eira et al. [23] automatically collect, via the ErgoVR system, the following data: 
Time spent, Distance travelled and Behavioral compliance with exit signs. As an 
example of the use of external modules, Börner et al [22] introduce two tools 
which read VE data files and visualize it. The first tool, called WorldMapper, 
creates a 2D clickable map showing the layout of the world as well as interaction 
possibilities. The second tool visualizes user interaction data such as navigation. 

• Purpose of the VE used to collect data. The VE could be the targeted VE or a demo 
VE used as a practice trial to collect data before the user can work with the targeted 
VE. As an example to testing VE, Griffiths et al. [24] present a tool called the  
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Nottingham Tool for Assessment for Interaction in Virtual Environments (NAIVE) 
for screening experimental participants experiencing difficulties. NAIVE compris-
es a set of VE tasks and related tests, with appropriate performance criteria levels, 
covering the main aspects of navigation (viewpoint) control and object manipula-
tion and operation. 

• How the log files are analyzed. The type of analysis performed on the log file/s 
collected from a VE can vary. Bruckman [25] differentiate between two types of 
log file data analysis: qualitative or quantitative. Usually, qualitative log file analy-
sis needs a manual interpretation, while quantitative analysis could be performed 
totally automatically or with some manual translation to data meaning. The author 
provides two examples for both qualitative and quantitative log files data analysis. 

• Location where the log file is stored. Log files used to monitor participants’ beha-
viors while using the virtual system may be classified into two categories 1) log 
files stored on the user’s computer, or 2) log files piped to an external database on 
a central server [26]. 

• Time period and trigger for registering data. Data may be continuously collected 
at regular time intervals (persistent registration) or data collection may be triggered 
to begin and end based on certain events (action-based registration) 

• Time when collected data is visualized. Visualizations can be performed in real-
time while acquiring the data during a session or from recorded data after the ses-
sion has been completed. Either could be achieved remotely where the subject of 
the VE and human evaluators are separated by time and space [27]. 

3 The Virtual Environment to Be Evaluated 

Before presenting the data collected and use of that data to draw meaningful conclu-
sions about the usability of our VE, it is important to review the goals of our VE [28]. 
Our VE is an educational virtual world that consists of a simulated ecosystem for an 
imaginary island called Omosa in which school students can learn scientific know-
ledge and science inquiry skills. The Omosa Virtual World has been implemented 
using Unity3D. The learning goal is for students to use science inquiry skills to de-
termine why the simulated animals, known as Yernt, are dying out. Our particular 
focus is on creating a world that encourages collaboration between the agents and the 
human and between the humans. Our future need to measure the extent and nature of 
collaboration has driven our interest in finding an automated method to measure and 
visualize the users’ interactions.  

The island of Omosa consists of four different locations the learner can visit. In 
each location there will be a virtual agent waiting for the visit of the group of compa-
nion learners. The learners can ask each agent a set of questions (between 7 and 9 
questions). The group members will collaborate to explore the island and visit several 
different locations. Currently we have developed four locations: the village, the re-
search lab, the hunting ground, and the weather station. In the village the student will 
meet both the fire stick agent and the hunter agent. In the research lab the students 
can meet the ecologist agent, and in the weather station the students can meet the 



48 N. Hanna, D. Richards, and M.J. Jacobson 

climatologist agent.  Each agent has a list of questions that the user can ask about the 
agent and each agent will present an alternative view on why the Yernt are dying out.  

In addition to interacting with various agents about the possible causes for the 
Yernt’s increased death rates, the students collect information and data notes to com-
pare the current and past states of Omosa and to generate hypotheses about the possi-
ble causes of the problem. There are four sets of notes the students can pick up. First, 
the rainfall notes are located in the weather station and contain information about 
temperature and rain level readings in different periods. Second, the village field notes 
are located in the village and contain information about the activities of the people in 
Omosa during an earlier period in time. Third, tree ring notes are located in the re-
search lab and contain information about the internal structure of the stems of the 
trees on the island. Fourth, ecologist notes located in the research lab contain notes 
about the changes in the predator-prey ecosystem of Omosa Island. After exploring 
the virtual world and collecting notes, data, and other observational evidence from the 
simulated island, the group members will be asked to write a report that summarizes 
their conclusion about what is the cause of the changes in the ecosystem of Omosa 
and what is the reason the Yernt are dying out.  

4 Data Acquisition and Visualization 

A user model is introduced by Mikovec and Curin [29] that can represent user activi-
ties in the virtual environment. The proposed model has three levels of detail concern-
ing activities: a) the motion of the user in the environment, b) the detailed behavior of 
the user in communicating with the other agents/users in the system and c) the users 
interactive activities with the program such as selecting from a menu or clicking on a 
button. 

In Omosa Virtual World, we used the above three levels of user model as a guide to 
determine which data should be collected about the user activities. In order to visualize 
the users’ activities and analyze their behavior, data acquisition occurs every one 
second, and the acquired data is stored in 3 different log files. The first log file allows us 
to simulate the movement of the user by storing the Cartesian coordinates of locomotion 
of the learner and contains the time of registration and the x-y-z coordinate. The second 
log file allows us to measure communication within the environment by storing which 
agent the learner meets, which question the learner asks and when the question is asked. 
The third log file allows us to measure the user’s interaction with the pro-
gram/environment by storing which item the learner collects and when it was collected. 
The amount of data collected during the user activity tracking is very large. For proper 
understanding of the meaning of these data, visualization methods must be used. 

4.1 Cartesian Coordinates of Locomotion  

Recording the trajectory of the learner while navigating within the system can be 
helpful in different ways. This piece of information could illustrate several important 
issues such as the length of time in seconds spent on a specific task and the distance 
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travelled with a certain locomotion. The following questions may be answered using 
the data in the Cartesian coordinate log file: which location of the virtual world does 
the user goes to; which places does he see; which place/s the user does not visit and so 
does not get the information contained in it? Since the log file registers the time along 
with the Cartesian coordinate, we may recognize the speed of navigation and in which 
location the user stays idle for a long time. When the user stays idle for a long time in 
an important place which contains data to be collected that is reasonable. However, if 
the user stays idle in an unimportant place this might identify a difficulty in using the 
system and this is a sign to potentially revise the usability of the current virtual sys-
tem. Also, the time spent in a specific task could be a measure of its difficulty.  

4.2 Detailed Behavior of the User 

Another level to help analyze and understand the behavior of the learner while using 
the VE is to determine which character (agent) the user meets and when and which 
object the user picked up and when. This information can illustrate the interaction the 
user has with the objects in the virtual world. The information could be used to show 
what agents and items the user is interested in while in the virtual system, and which 
items or agents the user does not pick up or see which may indicate problems in the 
human-computer interface design. 

4.3 The Interactive Activities with the Program 

The third level of user activity that is collected concerns the users’ interactions with 
the virtual world. This can involve clicking on certain symbols or choosing a function 
key. These actions can give information about the usability of the system, for exam-
ple, repeated exiting of the system (i.e., repeatedly taking the exit button and then 
going back in to the world) may be a sign that the user faces a problem about how to 
achieve something or is unsure what they should be doing.  

4.4 User Identification and User Models 

By collecting the above data we are able to capture a model of the user’s activities. 
These different types of data are stored in multiple Log files. Each of the three levels 
of user-model presented above has its own file to store its unique data. For each 
unique user and for each session there are three types of files—inventory Items, posi-
tions, and questions—and each type of log file contains data of each element of the 
user model. Log files in the Omosa Virtual World have a unique structure. The name 
of each log file contains a unique ID which is a concatenation of the user ID plus the 
date when the virtual world was used to distinguish each separate user/session.  

5 Results 

We have conducted two classroom studies involving Omosa Virtual World involving 
Year 9 students in Australia at the end of 2011. The data that we include in this paper 
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is taken from the second study that involved 54 students in four online sessions over a 
period of two weeks. For technical and logistical reasons, we did not collect data from 
all students in every session. The focus of our data collection was on traditional me-
thods such as video capture, pre and post knowledge tests, interviews and focus 
groups. The students used a printed “guidebook” that had learning activities for  
Omosa for each class period and written problems for the student to answer as  
assessments.  

In terms of retracing and understanding what the students did in the world, we have 
focused on using the log files captured using functions in Unity3D. Using this ap-
proach, we have been able to gain an understanding of what the students did in Omo-
sa and to be able to visualize their activities at the press of a button in a manner that is 
much faster than human coding of screen capture videos. Indeed, it is in response to 
the challenges of how to collect and analyze data in an efficient and meaningful way 
that we have developed the approach presented in this paper. Given that our interest is 
in the complex human behavior of collaboration, it was imperative that we developed 
techniques that would not require intensive qualitative analysis or the involvement of 
usability or collaboration/communication experts.  

In order to evaluate the usability of the Omosa Virtual World and to create user-
models of interaction we have written Boo scripts to automatically collect data into 
log files while students used the Unity3D game. Data analysis was done using both 
Microsoft Excel 2010 and Matlab 2012a. In accordance with the user-model pre-
sented above, three log files for each of the participants were collected, namely one 
log file for the user’s position, one log file for the virtual agents the user met, and 
another log file that captured which questions were asked and which notes were 
picked up. We next present the results for each of these levels. 

5.1 Cartesian Coordinates of Locomotion  

The user can click a button in Omosa Virtual World to see an aerial picture/map of 
the island. By clicking on any part on the map the user is taken directly to this loca-
tion. The position log file is used to register the path the user takes while navigating in 
the VE. This log file is able to show how many times the user transferred from one 
place to another and whether there is a certain place the user repeatedly visits. This 
file can be used to identify if the participant has experienced any navigation obstacles 
and also helps to identify how many times the user quit exploring the VE and went 
back to the main menu of the application. We used both Microsoft Excel 2010 for 
visualizing the first level of user-model of testing usability due to its ease of use and 
flexibility in creating charts, we also used Matlab 2012a for analyzing the sudden 
changes in user location coordination which is a reference of quitting the VE and 
getting back to application menu. The chart/graph produced for a single user is shown 
in Fig 1. We can include multiple users so that we can compare different navigation 
patterns, which will be particularly useful when seeking to compare different cohorts 
or different experimental treatments. 
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Fig. 1. Visualizing the motion path of one of the learners (dark trajectory), and the transition 
between different locations (light trajectory) 

5.2 Detailed Behavior of the User 

In Omosa, the user can interact with the system by meeting various agents and asking 
them questions regarding the problems facing the imaginary island, namely why the 
Yernt are dying out. Fig. 2 depicts which agent the student has met, where they met 
them and what notes/evidence they collected in that location. If we add arrowheads to 
the edges, the diagram will show the order in which these activities were performed. 

The detailed behavior log file provides a lot of data which can be used to evaluate 
the usability of the VE. Questions which were answered by the data in this log file 
include the percentage of encounters that have been made with each agent and the 
percentage of questions asked of each agent. The results for the percentage of ques-
tions asked to each agent by all the participants are shown in Fig. 3. It is clear that the 
Firestick and Hunter agents were asked 39.29% and 31.11%, respectively, of the 
questions the user should ask, the Climatologist agent is asked only 21.25%. This 
result reveals that participants did not ask the Climatologist agent as much as other 
agents. Table 1 provides the actual numbers of questions available and asked for each 
agent. The results suggest further investigation why the Climatologist was least popu-
lar. The results, in general, suggest possible modification of the guidebooks to ensure 
that students engage more with all agents in order to achieve the learning outcomes. 
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Fig. 2. Visualizing the agents the user meets and the items collected 

 

Fig. 3. Percentage of asking questions to each virtual agent 

To drill down more deeply into the users’ interactions with each agent, the data in 
the log files were used to show the percentage that each individual question was asked 
in order to determine which question/s were asked less by the participants. This could 
be used to change Omosa or the guidebook. In Fig. 4, we see that the least asked 
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questions to the Hunter agent are questions 2 and 3 which inquiries about “How long 
have you been here?” and “Where am I?” The questions least asked to the Ecologist 
agent are 3, 1, 2 and 5 “Where am I?”, “How are you?”, “How long have you been 
here?” and “What instruments do you use to study Omosa?”. The least questions 
asked to climatologist agent are 3, 6, 4 and 5 which inquiries about “Where am I? “, 
“Where should I go next? “, “What do you eat?” and “What do you hunt?” The Fire-
stick agent is the agent with the most asked questions, the question number 2 and 4 
are the least asked questions that are both asked only 30% of the time. 

Table 1. The average of asking questions to each agent 

 Hunter Ecologist Climatologist Firestick 
No. of Questions 9 7 8 7 

 
Average of asking questions  2.8 1.9 1.79 2.75 

 
 

 

Fig. 4. Percentage of asking each question to each virtual agent 

Another aspect of the interaction within the Omosa VE is the ability to collect 
items and notes. The log files have been used to determine which note is collected and 
when. Fig. 5. shows the percentage of participants who collected each item. Accord-
ing to the result of analysis, the notes about rainfall data which exist near the Clima-
tologist agent is the least collected item, picked up by only 40 % of the users. 

5.3 The Interactive Activities with the Program 

The third level in the user-model of interaction is the activities/actions the user per-
forms with the application; these activities could be clicking on a button or returning  
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Fig. 5. Percentage of collecting each item 

to the main menu. An option in Omosa VE is to show a map for the whole island and 
the user can be located directly in and place he selects. The user usually clicks to 
show the map for one of three reasons: first, when s/he finishes exploring certain loca-
tion and wants to move to another location, second, when s/he gets lost or has a prob-
lem in a specific area and wants to move to another location, third, when s/he gets lost 
or has a problem in a specific area and wants to move to get back to the same location 
again. In Fig. 6 the frequency of using the program map for each participant is shown 
along with the average of using the system application. It is clear that 75% of the 
users (15 of 20 users) are around the average of using the application map while 25% 
(5 of 20 users) are over the average of using the program. Overuse could indicate 
confusion over what they should be doing in each place. Underuse could indicate lack 
of coverage of the four locations. Some further discussion appears in the conclusion. 

 

 

Fig. 6. The frequency of using Omosa VE application Map 
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6 Conclusion and Future Work 

The aim of this paper is to present automated methods that can be used to shed light on the 
users’ interactions in a VE to better understand how the world was utilized and its usabili-
ty. Concerning the first level of the user model, the results show smooth exploration of 
Omosa, the only exception is when the user keeps navigating into the water around the 
island. In this situation the user will have to use the island map to get back to land. 

Concerning the second level of the user-model, the result of analyzing log file data 
shows that all four agents in Omosa are interrogated by some participants but that 
interaction is as low as 21.25% in the case of the Climatologist agent. Also we found 
that while all four notes were collected by one or more people, the percentage varies 
and the least collected evidence is the rainfall notes (with 40% of participant users). 
This apparent underutilization of the information available in Omosa has prompted a 
review of our design of Omosa and the associated learning activities and guidebooks. 

Concerning the third level of the user-model, the results show that the majority of 
the participants (75%) use the application map around 8-9 times to go from one loca-
tion to another to achieve the task they have to complete, while around 25% of the 
users used the application map more than this average. By reviewing the cases that 
registered the highest usage for the map, namely user numbers 1, 8, and 11 we find 
out that they are curious to explore the remote or isolated locations of Omosa Virtual 
World such as surfing on the surface of water or going deeper into the wilderness, and 
as a result they have to click on the application map to get back on land again. Con-
trary to our initial assumptions, the small percentage of over usage of the application 
map did not mean a problem in the flow of navigating Omosa. Rather it represented 
the curiosity of some students to explore different and new virtual places. 

In future work, we intend to make Omosa a more collaborative VE through adding 
the ability of online communication between the groups and introducing authentic 
collaborative tasks that require the human and agent to plan and work together to 
perform a task in each of the areas within Omosa. Automatic data collection will be 
upgraded to include collaboration awareness and collaborative interaction [30] to log 
if the individuals have faced difficulties in finding other groups online and clarifying 
other participants’ thoughts. Information in the upgraded log files about social inte-
raction will shed light on how teams collaborate, or do not collaborate, and that will 
help in improving the collaborative ability of Omosa. For these purposes, the log files 
may include text-chat logging, audio, and video logging. Overall, we hope that this 
research will contribute to the field by demonstrating the viability of using automated 
techniques for log file analysis in order to understand the dynamics of students learn-
ing trajectories in an educational virtual environment. 
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Abstract. Due to the wide use of low-cost sensors in environmental
monitoring, there is an increasing concern on the stability of marine sen-
sor network (MSN) and reliability of data collected. With the dramatic
growth of data collected with high sampling frequency from MSN, the
query answering for environment phenomenon at a specific time is in-
evitably compromised. This study proposes a simple approximate query
answering system to improve query answering service, which is motivated
by sea water temperature data collected in Tasmania Marine Analysis
and Network (TasMAN). The paper first analyses the problems of spe-
cial interest in missing readings in time series of sea water temperature.
Some current practices on approximate query answering and forecasting
are reviewed, and after that some methods of gap filling and forecasting
(e.g. Linear Regression (LR), Quadratic Polynomial Regression (QPR),
Moving Average (MA) and Autoregressive Integrated Moving Average
(ARIMA)) are introduced in designing the simple approximate query
answering system. It is followed by experiments on gap filling of time
series with artificial noise made in the original time series. Finally, the
comparison of different algorithms in terms of accuracy, computation
time, extensibility (i.e. scalability) is presented with recommendations.
The significance of this research lies in the evaluation of different sim-
ple methods in forecasting and gap filling in real time series, which may
contribute to studies in time series analysis and knowledge discovery,
especially in marine science domain.

Keywords: Sensor data, data and knowledge acquisition, approximate
information retrieval, statistical and machine learning.

1 Introduction

With the emergence of low-cost and smart sensors, sensor networks offer the
potential to facilitate scientific research such as environmental monitoring in
periodically collecting sensor readings from remote locations. Furthermore, it is
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predicted that there will be a growth in deployment of sensor networks because
of gradually decreasing cost of sensors [1]. TasMAN [2] is a typical application
of sensor network in marine research.

However, there are several issues about time series data gathered from low-cost
sensor networks. The first one is the concern on the stability of data collection
phase which is compromised by sensor node failures, transmission errors. In an-
other word, there may be many missing readings which can appear in gaps or
single breakpoints in time series. Another challenge is the gradual accumulation
of data readings which result in expansion of database storage and furthermore
slows down traditional query answering. The deployment of inexpensive sensors
also raise the question of irregularity in observation interval because of the aging
of device. Therefore, the study on how to technically deal with those problems in
time series is of critical importance. The aim of this study is to design a simple
approximate query answering system which can answer queries with approxi-
mate results. First, the gaps in time series are filled with the use of time series
forecasting methods. Moreover, approximate results are stored in database which
can answer the same queries for different users without duplicate computation.
Currently, there are few applications of approximate systems in marine sensor
networks.

The paper is organised as follows. It starts with briefly stating related re-
search in Section 2. Then we present the description of data pre-processing in
Section 3. Section 4 discusses various issues related to gap filling and approxima-
tion. Section 5 presents different methods used in designing approximate query
answering system. Section 6 evaluates different methods in practice. Finally, in
Section 7, it shows the implementation and user interface design in approximate
query answering system.

2 Related Research

Acharya et al. [3] offered a detailed description of the first approximate query
answering system (AQUA) which was designed to provide fast, highly accurate
approximate answers. The mechanism is to employ an approximate query en-
gine along with data warehousing. The approximate query engine has various
synopses and those synopses are used to approximately answer queries without
invocations to main data warehouses. Those synopses were updated periodically
and the accuracy of approximate query answers is ensured by the use of join
sampling and biased sampling. The deficiency of this system is the limitation
of queries with select, aggregate, group by and/or joins. This research enlight-
ened us in the design of approximate query answering system with pre-computed
synopses to lessen response time and periodical maintenance to deal with data
streaming issues.

Mestekemper et al. [4] evaluated some frequently used forecasting methods
and proposed a suitable model to forecast water temperature on the basis of
hourly data in their project. Based on the evaluation among some models usually
applied in econometrics (i.e. Least squares estimation (LS), Maximum likelihood
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estimation (ML) and Full maximum likelihood (FullML)), LS was noted as the
best model to fit and forecast water temperature using water and air tempera-
ture observations in previous days. Moreover, the LS model is further compared
with multiple regression analysis, second-order Markov process and Box-Jenkins
model. It is indicated that LS model outperformed those three models in hydro-
logic field. The proposed model can forecast water temperature for 3 days ahead
with reasonable accuracy. The significance of their research lay in the similar
research domain as in our project. They also found that the water temperature
for one hour is mainly related to the previous two to five earlier observations.

In general, there are insufficient researches in univariate time series gap-filling
especially in marine science domain. Most researches address gap-filling for one
time series in correlation to other related time series which may have some
readings at different locations, depths or for different phenomena. However, there
are tremendous studies in time series forecasting area which inspired us to apply
forecasting techniques in the gap filling practice.

3 Data Preprocessing

In this study, observation on sea water temperature is collected from TasMAN
marine sensor network.

3.1 Data Access

The original data in TasMAN is an open data source stored in XML format as
web documents. It can be achieved by a web link as follows:

http : //www.csiro.au/tasman/WDS/wds?start = 20110801000000&end =
20110807000000&request = GetObservation&format = xml&sensors =
1.100.1

In the hyperlink, sensors=1.100.1 is in the format of < network id > . <
feature id > . < sensor id >. There are several sensor node clusters in a
sensor network and similarly each cluster contains multiple sensors for different
phenomenon (i.e. water temperature, salinity, pressure, conductivity and etc.)
at different depths. The duration of observation is specified with a start time
and an end time (start=2011080100000 and end=20110807000000 stand for the
start time and end time respectively in the format of YYYYMMddHHmmss).
This research focus on a specific sensor 1.100.1(1.100.1 =< TasMAN > . <
CMARwharfnode > . < Temperature[EC250] >) which collects sea water
temperature observations at the depth of 1 metre underwater from the year
2008. It is difficult to directly view observations in web browser because the
large volume of data takes long time to be loaded.

3.2 Data Extraction

Data extraction is facilitated with a program due to large data volume and mul-
tilevel XML structure. Although the data source is theoretically approachable as
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hyperlink by web browser, data loading is fairly slow and sometimes fails when
a long duration is chosen which consequently results in large volume of XML
document. Moreover, there are four levels of elements from networks, features,
sensors and finally observations in the XML structure. There are six attributes
(id, time, value, qc flag, qa uncertainty and qa algorithm version) in each
observation element. The detailed description of the attributes are given in the
Fig.1.

Fig. 1. Attributes of the sensor data

The original format of time in XML file is not a standard time format for
data storage. Therefore, it is converted in the program to delete letter ’T’ in
time string for every observation. In addition, a daily aggregation of maximum,
minimum and average value has been made according to the original data when
there are enough observations in that day.

3.3 Data Archive

Microsoft Visual Studio and Visual C# are the platform and programming lan-
guage used in this research because their excellent performance in data presen-
tation and processing. The original data and daily aggregation are stored in
different tables in a MySQL database. With the original and pre-processed data
archived in the local database, the water temperature time series is indepen-
dent from the unstable web connection and can be manipulated locally without
corrupting original XML file.

4 Data Analysis

The time series used in this research covers water temperature observation from
February 19th, 2008 to March 20th, 2012. The standard sampling rate is ev-
ery five minutes. Theoretically, there are exactly 1492 days with daily expected
288 observations which counts to 429696 records in total. However, the actual
number of observations collected by the sensor is 387311, which means there are
substantial missing values (42385) in the time series. Holistically, there are three
apparent issues in terms of gaps, sampling numbers and sampling rate in the
original time series after data analysis.
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4.1 Gaps

It is found that missing observations mostly spread out as gaps which con-
tain a large number of missing values instead of individual breakpoints evenly-
distributed in the time series. When analysing the time series daily, there are
140 days with no records and many gaps persist for more than one week. Here
is a list of gaps in the time series as shown in the Fig.2.

Fig. 2. Statistics of gaps in the sensor data

Moreover, there are considerable amount of missing values unevenly-
distributed in those days with observations.

4.2 Sampling

It is assumed that the sampling rate for observation to be five minutes, there
should be 288 readings collected from the sensor every day. However, there are a
considerable number of days which are under-sampled or over-sampled. Here is a
pie chart to show the percentage of days which are under-sampled, well-sampled
and over-sampled as shown in Fig.3.

It depicts that theoretically the number of under-sampled days (627) counts
to approximately 46 per cent in the whole time series. More than half number
of dates in the time series shows a good performance of the sensor in collecting
sea water temperature observations. A few days (32) were over-sampled obser-
vations, which implies the sampling rate was changed during that time.

Under-sampling. In under-sampled dates, the number of samples also varies.
The following pie chart illustrates that more than 75 per cent of under-sampled
dates has a good coverage of samples (the sample number is greater than 250 per
day) in spite of naming under-sampling. In contrast, there are 54 days (8.61%)
in the chart that match the term of under-sampling in Fig.4.
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Fig. 3. Preliminary data analysis

Despite of slight variation in sampling frequency (seldom sampling interval
is more than five minutes but less than six minutes.), a considerable number of
slightly under-sampled days could be accepted when the data is used for daily-
based approximation.

Fig. 4. Statistics of under-sampled data

Over-Sampling. Generally, the frequency of over-sampling in the water tem-
perature time series is fairly low. There are 32 days in total (which is 2.37 per
cent of dates in time series) when more samples are collected probably due to
the change in sampling rate. The over-sampled days are distributed mainly in
June and August in 2011 when the sampling rate was changed from five minutes
to one minute. Furthermore, over-sampling would not make impact on daily ag-
gregations of maximum, minimum and average values of sea water temperature.

4.3 Sampling Rate

Theoretically, an ideal sampling rate should retain the same in the time se-
ries, which is advantageous for data analyse in focusing on the variations of a
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univariate time series. However, the sampling rate is changeable in water tem-
perature time series. During the period when the sensor was deployed to August
2010, the frequency was mostly maintained well with the time interval shorter
than five minutes and ten seconds. After that time, the sampling rate was re-
laxed to be irregular (sometimes less than one minute and sometimes greater
than seven minutes). Another notable change in sampling rate was in June and
August 2011 when it was reduced to around one minute.

4.4 Data Analysis by Quality Flags

Another noticeable figure is the quality control flag in the original observations.
The quality flag represented automated quality assessment done with the use of
the Fuzzy Set Theory in accordance to IODE flag standard used by both the
Argo floats and the Australian Integrated Marine Observing System [5]. Here is
a pie chart of data analysis according to quality flags as shown in Fig.5.

Fig. 5. Data analysis based on quality assurance and control

It shows that more than a quarter (2.32% + 23.13% = 25.45%) of data read-
ings are considered as good or probably good data by some QA/QC algorithms.
In contrast, the already identified bad data is less than ten per cent (8.55%). In
addition, about two thirds (65.99%) of original readings in time series have not
been assessed by any kinds of QA/QC algorithms.

5 Methodology

This section reviews four basic forecasting methods used in the design of the
simple approximate query answering system: Linear Regression (LR), Quadratic
Polynomial Regression (QPR), Moving Average (MA) and Autoregressive Inte-
grated Moving Average (ARIMA).
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5.1 Linear Regression (LR)

Linear regression is the first type of regression analysis. It is a linear predictive
model to identify the relationship between a scalar dependent variable y and
one explanatory variable denoted X. In a simple linear regression model, there
are two constant coefficients: the slope (a) and the intercept (b). After setting
up the model, if there is an input value for X which is not accompanied by y,
the model can predict the value of y with computation of the inputting X value,
slope and intercept (y = aX+b).

5.2 Quadratic Polynomial Regression (QPR)

Quadratic polynomial regression is another form of linear regression. In QPR,
the relationship between the scalar independent variable X and the dependent
variable y is interpreted as a second order polynomial. With infinite independent
variables, the second order polynomial represents a parabola. In QPR model,
there are three constant parameters: parameter for square of X (a), parameter
for X (b) and c term. After developing the model, if there is a input value X,
the model can predict the value of y with computation of the X value and terns
of a, b, c (y = aX2+ bX+c).

5.3 Moving Average (MA)

Moving average is used to estimate the average value in the time series especially
in removing the effect of random fluctuations. The calculation in moving average
is straightforward and involves finding the average value for the n most recent
time period and using that average as the forecast for the next time period. If
the value of n is a constant, moving average is a recursive computation for the
future time periods.

5.4 Autoregressive Integrated Moving Average (ARIMA)

In time series analysis, the Autoregressive Integrated Moving Average is a gen-
eralisation of an Autoregressive Moving Average (ARMA) model with an extra
integrated differencing coefficient which is targeted to remove non-stationarity.
In ARIMA(p,d,q), p stands the order of autoregressive part, d refers to inte-
grated part and q represents moving average parts.

6 Implementation and Evaluation

In the design of simple approximate query answering system, several assump-
tions are made in terms of user, prediction pattern, sampling rate, number of
data in approximation. First, the system caters for two categories of users: gen-
eral users who are interested in the general sea water temperature information
at a specific date (daily based) as well as specialists who are interested in wa-
ter temperature at a time specified to hour and minute. For general users, the
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daily water temperature is shown with maximum, minimum and average values.
Therefore the original observation is transferred to maximum, minimum and av-
erage value pairs every day, which means if the number of observations is less
than a fixed number (150) in a day, that day should be treated as no readings.
(The percentage of days with readings less than 150 is less than 5% in the whole
time series.) Second, the system applies a backward prediction pattern for gap
filling. In other words, if there is no reading at user specified time, the pro-
gram would compute the closest reading backward instead of finding the closest
readings after that time.

For sake of simplicity, the sampling rate is assumed to be fixed, which means
the system neglects the variance in seconds of sampling rate. (Sampling rate of
5 minutes 30 seconds and sampling rate of 5 minutes 1 second are treated as
similar.) Furthermore, the number of readings required for approximate compu-
tation is assumed to be proportional to the interval of gap. In the system testing
phase, some artificial gaps were randomly made in the time series. Therefore,
different methods refilled the artificial gaps. The performance of different fore-
casting methods was evaluated in terms of accuracy, time consumed and scal-
ability. The accuracy was determined by the difference of approximate results
comparing with the backup of original data. Here are two tables in evaluations
for daily-based approximation and sampling-rate-based approximation respec-
tively as shown in Fig.6 and Fig.7. The standard of accuracy is explained as
follows:

good: 70% of tests has variance between raw data and approximate result of
5%
reasonable: 70% of tests has variance between raw data and approximate results
of 10%
poor: less than 70% of tests has variance between raw data and approximate
results of 10 %

The standard of computation time is explained as follows:

short: less than 1500 milliseconds
medium: around 2000 milliseconds
long: greater than 3000 milliseconds

For general user in daily-based approximation, the performance of gap filling
methods was gradually degraded with the expansion of gap dates. Every method
was qualified in filling short gaps with fairly accurate results in a short time.
For medium gaps (<= 3), LR, QPR and ARIMA were competent in approx-
imation with reasonable accuracy and short computation time. When the gap
increased to more than 5 days, ARIMA was the only method that can provide
reasonable accurate results in an acceptable time interval. Therefore, ARIMA
was most scalable in daily-based gap filling in comparison to other methods.
Another noticeable finding was that the performance of each method would be
under-expected if the gap was longer than 7 days.
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Fig. 6. Daily-based approximation

Fig. 7. Sampling-rate-based approximation

Similar to daily-based approximation, the performance of gap filling methods
in sampling-rate based approximation was impaired with the increase of gap
time interval. All methods can quickly fill short gaps with accurate results. LR,
QPR and MA were further competent in recovering for medium gaps (<= 3).
When the gap exceeded 5 times of sampling rate, ARIMA and QPR can stably
provide approximate results for gap filling. In scalability aspect, ARIMA once
again outperformed other methods in scalability. When the gap was longer than
7 times of sampling rate, each method had a relatively poor accuracy and it took
longer time for approximation.



68 Z. Chen, M.S. Shahriar, and B.H. Kang

Fig. 8. Main Graphical User Interface

Because the daily data has been pre-processed to three figures (maximum,
minimum and average), the fluctuation in maximum and minimum values was
not well smoothed. Consequently, the water temperature values (especially max-
imum and minimum) fluctuated heavier than in sampling rate based approxima-
tion. In addition, the time series was locally linear in a short interval. Therefore,
the performance of each method (especially MA) in daily-based approximation
was not as good as it was in sample-rate-based approximation.

A noticeable feature of the simple approximate query answering system is
that the gap filling process stores the approximate values and therefore if users’
queries go to the same gap twice, the approximate results would not be double
computed. Therefore, the approximate query answering system can reuse ap-
proximate results in the future, which is also recorded in other researches such
as in [6,3,7].

Fig. 9. Overview for general user
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7 Demonstration of the System

In this section, the simple approximate query answering system is demonstrated
with screen shots. As shown in Fig.8, in the main user interface, users can select
from general users who are interested in the general sea water temperature infor-
mation at a specific date and specialists who are interested in water temperature
at a specific time (specified to hour and minute). There are three interfaces they
can enter: Overview (where approximation can be done), Original Data (raw
data with no approximation in gaps) and Approximation Comparison (approxi-
mate result at a chosen time if available).

In the general user interface shown in Fig.9, users can select a date from
calendar picker. If the date is selected and the search button is clicked, the water
temperature of that day would be shown in first viewer if available. Otherwise,
users can choose a method for approximation at different button. After that,
users can view the approximate results by selecting a method in the list box
at left. Moreover, users can view original data at that day by clicking original
data button left underneath and view approximate result comparison by clicking
compare approx button.

The difference of specialist interface shown in Fig.10 and general user interface
is that specialists can specify their time of interest to minutes. When the original
data at a date or time is not found in the original time series, there is a message
box to remind users shown in Fig.11.

A screen shot for original data as a Zed graph is shown in Fig.12. The X
axis is in the time format and Y axis is the water temperature in oC. The blue
bubble in the line chart is the observations collected the sensor. The comparison
of approximate results for different approximation methods is demonstrated in
Fig.13.

Fig. 10. Overview for specialist
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Fig. 11. Message box to remind users

Fig. 12. Time series visualization

Fig. 13. Water temperature approximation comparison for specialist user
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In the data, area users have options to save image and zoom in the image
in a selected area if they would like to view the comparison more clearly. The
enlarged image for demonstration is shown in Fig.14.

Fig. 14. Water temperature approximation comparison for specialist user(enlarged
version)

8 Conclusion

In this paper, a simple approximate query answering system is proposed in an-
swering queries with approximate results when queries go to gaps where observa-
tions are not found in the time series of sea water temperature. This paper first
introduces data pre-processing which includes data accessing, extracting and
archiving. Next, data analysis is made that found three main issues in terms of
gaps, sampling and sampling frequency. The paper further reviews some general
prediction methods which can also be applied in gap filling for missing values. It
is followed by implementation of those methods in the simple approximate query
answering system and experiments on performance of each method towards arti-
ficial gaps in terms of accuracy, computation time and scalability. Furthermore,
the performance of the simple approximate query answering system is demon-
strated in different scenarios. In summary, each approximation technique has
its advantages and limitations in gap filling and therefore the approach to im-
plement a hybrid model which combines different approximation methods is of
constructive significance in gap filling for time series in marine science domain.
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Abstract. Discovering knowledge from data for decision making is dependent on 
the existence of data relevant to the decision at hand. For decisions in domains that 
involve many different factors and concerns, such as seaport integration, data may 
exist across many repositories managed by different organizations with different 
goals and foci, not to mention different data structures, entities, labels, units of mea-
surement, categories and time periods. To use this data for decision making, ap-
proaches to combine the data and handle missing values are two of the problems, 
among others, that need to be addressed. In this paper we discuss the need for man-
aging micro and macro-level data and our approach to handle missing values. 

Keywords: Seaport Integration, Data Aggregation, Missing Values. 

1 Introduction 

Discovering knowledge from data for decision making is dependent on the existence 
of data relevant to the decision at hand. For decisions in domains that involve many 
different factors and concerns, such as seaport integration, data may exist across many 
repositories managed by different organizations with different goals and foci, not to 
mention different data structures, entities, labels, units of measurement, categories 
and time periods. In this paper we present an approach to address two key issues 
which will affect the quality of decision making in seaport integration and other do-
mains: data aggregation and missing values. We further discuss the notions of macro 
and micro data to allow strategic/high-level decision making to be conducted when 
only operational/low-level data is available. In Section 2 we discuss the need to ag-
gregate data from multiple sources and the role of macro and micro data to support 
strategic and complex decision making. In Section 3 we consider how to handle miss-
ing values in the context of identification of ports who were leaders in compliance 
with environmental standards. Conclusions and future work appear in Section 4. 

2 Aggregating Data from Multiple Sources 

Port authorities (PAs) tend to be concerned with operational decisions and have 
tended to make local decisions [8, 9]. However, the increasingly competitive global 
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environment demands that PAs engage in longer-term and higher-level decision mak-
ing be undertaken. Key reasons why strategic decision making does not occur in-
cludes the lack of available data and models or approaches to analyse the data. In our 
investigations concerning seaport integration, it became quickly apparent that poten-
tially relevant data exists in many different locations. This data may use different 
labels/names, units of measurement and time frames. Some concepts may overlap [1] 
and be difficult to match. We see in Figure 1 examples of data from just four of the 
relevant sources in the US seaport domain: U.S. Army Corps of Engineers, U.S. Cen-
sus Bureau, US Department of Homeland Security and US Department of Transporta-
tion. Each of those repositories offers a hierarchical structure or set of modules of 
information, which address a certain level of decision-making for each individual 
institution. If a seaport authority wishes to make any decision by analysing those data 
sets, the process will involve disaggregate analysis that unavoidably results in losing 
various degrees of information. In Figure 1 the data gathered/supplied by the US Cen-
sus Bureau represents aggregated and summarised data (i.e. macro level data and 
abstract/high level concepts such as “people and households” and “geography”). Dif-
ferent colours indicate that some variables concern different types of decisions and 
different subsystems (discussed further below) that comprise the seaport domain. 

 

Fig. 1. Macro data repositories on the US Data websites1 

                                                           
1US Data sites: www.marad.dot.gov/library_landing_page/data_and_ 
statistics/Data_and_Statistics.htm; 
www.bea.gov/international/index.htm;www.ndc.iwr.usace.army.mil/;
www.dhs.gov/xlibrary/assets/statistics/yearbook/2008/ 
ois_yb_2008.pdf 
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Figure 1 categorises the data according to its source. However, we could take an al-
ternative approach which collects the data based on the type of decision that is to be 
made. We developed a systemic model which we call Port-Decision System Ap-
proach (PDSA) [3] which includes a number of subsystems to describe the seaport 
domain. Economic (ES) – shaded dark blue, Factors of productions and technology 
(FPT) – shaded brown, Global and environmental processes (GEP) – shaded green, 
Preference and experience (PE) – shaded skintone, Population and social structure 
(PSE) – shaded light blue and Political system institutions (PSI) – shaded purple. To 
make decisions concerning each of these subsystems it is necessary to extract the data 
from different sources and aggregate it by subsystem, shown for example in Figure 2. 

 

 

Fig. 2. Micro-level data repositories on the US Data websites 

Looking closely at Figure 2 we can identify many low-level variables that have 
been compiled from multiple sources from the US data websites. Currently the deci-
sion maker is not necessarily aware that multiple hierarchies of data exist and would 
typically not have the skills or resources to combine the repositories to analyse the 
hierarchies. Our study involves exploration of these heterogeneous repositories in the 
quest for integrating data for analysis using data mining techniques so that evidence 
based guidance is provided for decision making. 

Finding a way to connect macro and micro-level data will be important to aid stra-
tegic decision making. Strategic decisions, such as whether to expand the workforce, 
tend to concern macro level goals and data. However, data tends to be captured at the 
micro or operational level, such as number of employees and turnover rates. As a 
result there may be a mismatch between using micro level data for macro level deci-
sion making. On the one hand, it can be argued that the greater the level of abstraction 
of concepts represented in the model the more comprehensive the approach and  
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widely applicable the model will be to the phenomenon under study. However, a de-
tailed representation of the model involving low level concepts (even instances) en-
hances its interpretability when implementing its outcomes in the real world. Table 1 
shows how different level variables can map to subsystems and one another. In the 
next subsection we consider approaches in the literature and an approach using graph 
theory. 

2.1 Data Aggregation Approaches in the Literature 

There are techniques from the management field that consider how to handle the 
problem of data aggregation for decision making. Three of these techniques are: 1) 
multi-attribute value theory (MAVT), 2) aggregation of information based on indica-
tors and 3) data level aggregation based on modelling abstraction. As described and 
used in [10], in this approach the attributes are associated to sub-attributes using ex-
pert weights (Wi,j) and an additive value function Vc(aj) that values an score between 
the preference of association and the given weight, illustrated in Figure 3.  

 

Fig. 3. Hierarchy of data aggregation based on MAVT [10] 

A second approach on aggregation of information based on indicators has its roots 
in economic studies in which successive aggregation of scores are formed from dif-
ferent levels of indexes and sub-indexes. The 2011 World Economic Forum in their 
Global Competitiveness Report [12] uses this concept to report a structured computa-
tion of information. Formally, each sub-index represents a lower factor which can be 
measured from a data sample. The index is the weighted average of two or more sub-
indexes. Finally, an indicator provides the higher factor which corresponds to an indi-
cation of the index worst and best possible outcomes. A third approach corresponds to 
typical data structures. Borshchev & Filippov [2] state that in general, aggregate val-
ues are used to model higher abstraction problems such as transportation networks. A 
decrease in the aggregation is performed when modelling problems use data to model 
exact sizes, distances, velocities and timings matter, as illustrated in Figure 4. 
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Fig. 5. Graph sample configuration 

 

Fig. 4. Approaches in modelling according to the data level abstraction [2]  

2.2 A Data Aggregation Approach Using Graph Notation 

The previous ap-
proaches provide 
alternative solu-
tions for data  
aggregation at 
different abstrac-
tion levels. Here 
to handle these 
different levels we 
suggest the use of 
graph theory to 
deal with hierar-
chical data struc-
tures. Graphs also 
provide visual 
benefits (Figure 5 
shows a configu-
ration based on the Table 1 formalisation) for understanding complex associations 
that otherwise need to be explained through complex analytical methods.  

A mathematical definition of a graph G corresponds to a collection of vertices or 
nodes and edges that connect pairs of vertices. Suppose N denotes data at the macro 

level. This level aggregates concepts into categories that represent complex sys-
tems. Ni, j  is the pair of nodes denoting origin and destination of data in the macro 

level status, for example, 2,6N traces a line from GEP ( 6N ) to FPT ( 2N ). kE de-

notes the second-level data following the Ni, j pathway, for example, 2,6,1E denotes 

the concept for air pollution/emissions that relates with environment and production 
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systems. Finally, we can drill further down to find the micro-level data named here as 

edges: jikla ,,,  jiklb ,,, , jiklc ,,, , jikld ,,, , jikle ,,, , jiklf ,,, , jig , , hi, j , jii , , and jij , .  

These edges display a cluster correlation of measurable variables which connect 
with the concepts described by the second-level data aggregation. We have been using 
data mining methods such as clustering and neural networks to identify relationships 
between variables and this work will be reported elsewhere. 

Table 1. Formalisation - data hierarchies 

Macro-levelColumna2Macro-level2Columna1Second-level Columna5Micro-level Column1
GEP N6 FPT N2 Air pollution/emissions E1,6,2 CO2 i1,1,6,2

SO2 i2,1,6,2
NOx i3,1,6,2
O3 i4,1,6,2

FPT N2 GE N6 Air pollution/emissions E1,2,6 facilities i5,1,2,6
PE N3 GE N6 Air pollution/emissions E1,3,6 Scientist j1,1,3,6

GEP N6 PSI N5 Air pollution/emissions E1,6,5 O3comply d1,1,6,5
Inadequacies d2,1,6,5

GEP N6 FPT N2 Water quality (Marine E2,6,2 oils i6,2,6,2
chemicals i7,2,6,2
runoff i8,2,6,2
NMS i9,2,6,2

FPT N2 GEP N6 Water quality (Marine E2,2,6 dredgeOcean i10,2,2,6
needWtTreat i11,2,2,6
facilities i12,2,2,6
Inadequacies i13,2,2,6

PE N3 GE N6 Water quality (Marine 
)

E2,3,6 Scientist j2,2,3,6

GEP N6 ES N1
Impacts of growth (land 
use patterns)

E3,6,1 CRP e1,3,6,1

MarketVal e2,3,6,1
LeaseNum e3,3,6,1
LeaseAcress e4,3,6,1

GEP N6 PSI N5
Impacts of growth (land 
use patterns)

E3,6,5 GAPStatus1 d3,3,6,5

GAPStatus2 d4,3,6,5
GAPStatus3 d5,3,6,5
GAPStatus4 d6,3,6,5
CountyArea d7,3,6,5

GEP N6 FPT N2
Impacts of growth (land 
use patterns)

E3,6,2 LandFarms i14,3,6,2

dredgeOcean i15,3,6,2

PE N3 GE N6
Impacts of growth (land 
use patterns)

E3,3,6 Scientist j3,3,3,6

_ _ _( , , ) _( , , , )

 

3 Handling Missing Values  

Most data integration systems focus on data aggregation. This issue is exacerbated by 
the fact, there are missing values affecting the different levels of aggregation. They 
are incorporated in any of the representations obtained and their analysis is useful to 
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Table 2. Observational dataset for missing value analysis 

 

facilitate knowledge discovery [7].  We discuss in this section our missing values 
approach after first describing the problem context of the example we provide. 

3.1 Knowledge Discovery for the Environmental Dimension of Seaports 

Many developments in methodology for incomplete data settings have predominately 
done in statistics. These methods need to be widely utilized in practice and thus we 
pose the question of how to arise new issues on missing values when conveying ques-
tions that PAs might want to answer in their deeds and duties. In previous work, we 
have identified data of a 
port with whom they 
should partner based on 
their compliance with 
environmental standards. 
Such a partnership can 
deliver competitive ad-
vantages and improved 
risk management per-
formance. To identify 
who is compliant within 
the context of environ-
mental management 
system standards (EMS) 
we need to identify what 
variables will be rele-
vant. Key environmental 
issues are summarized in 
Table 2. The variables 
cover three main areas:  
Reducing Air Pollu-
tion/Emissions includ-
ing particulate matter 
(PM), nitrogen oxides 
(NOx),  sulfur oxides 
(SOx). carbon dioxides 
(CO2), nitrogen oxides 
(NOx,)sulphur dioxides 
(SO2) and ozone ex-
pressed (O3); . Improv-
ing Water Quality:  
Dredging activities (dredgeOcean), species habitat creation (national marine sanctu-
aries (NMS)); Minimizing Impacts of Growth:  CountyArea. See Appendix in other 
paper by this author in this proceedings for descriptions of these variables. 
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Because these data are not always available, development of a missing value pro-
cedure is convenient for addressing several concerns caused by incomplete data. “In-
complete data may reduce the precision of calculated statistics because there is less 
information than originally planned. Another concern is that the assumption behind 
many statistical procedures is based on complete cases” [11. p.1]” 

Table 3. Univariate Statistics for environment dataset 

 

3.2 Missing Value Analysis 

In this section we want to consider the impact of missing covariate data in the analysis 
of data aggregation at different abstraction levels. Horton and Switzer [4] report in a 
review of missing data methods from 26 original articles, how infrequent a missing 
covariate data analysis (i.e. multiple imputation) appears in observational studies. The 
impact of missing values is embedded in the data structure and therefore its analysis is 
critical. Typically, the methodology of missing covariate data answers the following 
questions:  

1. Where are the missing values located? 
2. How extensive are they? 
3. Do pairs of variables tend to have values missing in multiple cases? 
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4. Are data values extreme?  
5. Are values missing randomly? 

Table 3 displays a summary of missing values for the sample of variables considered. 
We see that some values are not missing at all, while other variables, such as facilities 
and oils, are missing around 9% of the time. We conveniently assessed the most 
common methods (i.e. listwise, pairwise, regression estimation) with the assumption 
that the pattern of missing values does not depend on the data values, i.e. the data is 
missing completely at random (MCAR). However, running Little’s [6] missing value 
test we conclude that significance value is less than 0.05 for our dataset. In this case 
data are not MCAR and then we need to use expectation-maximization (EM) estima-
tion. EM depends on the assumption that the pattern of missing data is related to the 
observed data only (see Table 4). The overall summary of missing values is displayed 
in Figure 6 in three pie charts that show different aspects of missing values in the 
data. a) The variables chart shows that 14 of 24 variables have at least one missing 
value on a case. b) The cases chart shows that 11 of 44 cases have at least one missing 
value on a variable. c) The values chart shows that 40 of 1,056 values (cases x va-
riables) are missing.   

Table 4. Little’s MCAR test, EM means : Little’s MCAR test: Chi-Square=76.849, DF=56,  
Sig. = 0.34, The EM Algorithm failed to converge in 25 iterations 

facilities Oils chemicals CO2 O3cont SO2 
36.91 148940.68 3026.39 86651799.6 83.77 171032.42 

NOx GAPStatus1 LeaseNum LeasesAcres DredgeOcean 
63615.32 8192467.23 928.59 4976108.6 7062010.38 

 

Fig. 6. Pie charts of summary of missing values 

Table 5 indicates that three groups of variables record similar or related informa-
tion: group 1 (leaseNum, leaseAcres, NMS), group 2 (chemicals, oils, facilities, in-
adequacies) and group 3 (O3cont, SO2, CO2, Ocomply, NOx). The table suggests that 
if we do not know the value of one variable within a group, probably we do not know 
the value for the other groups either.  

The patterns chart in Figure 7 displays missing value patterns for the analysis  
variables. Each pattern corresponds to a group of cases with the same pattern of  
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Table 5. Patterns of missing data showing three groups. aVariables are sorted on missing 
patterns. bNo of complete cases if variables missing in that pattern (marked with X) are not 
used. 
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2              X 35 
1 X             X 36 
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2     X X X X X      36 
1  X X X X X X X X      37 

 
 

incomplete and complete data. For instance, pattern 4 represents cases that have miss-
ing values on group 3 (O3cont, O3comply, O3, CO2, SO2, NOx). The chart orders 
analysis and patterns to reveal where monotonicity exists. That is, there will be no 
“islands” of non-missing cells in the lower right portion of the chart and no “islands” 
of missing cells in the upper left portion of the chart. This dataset is nonmonotone and 
there are any values that would need to be imputed in order to achieve monotonicity.  

The bar chart in Figure 8 shows that the majority of the cases in the dataset have 
pattern 1, i.e. the pattern for cases with no missing values. Patterns 2 and 4 represent 
missing values in around 5% of the cases. i.e., group 2 (chemicals, facilities, inadequ-
acies, oils) and group 3 (O3cont, O3comply, O3, CO2, SO2, NOx) and pattern 6 that 
includes the variable dredgeOcean.  

Estimated means are displayed in Table 5 for: 

• The means from listwise deletion tend to be higher for group1 and group 2 whilst 
the means for chemicals, CO2, CRP, GAPstatus1, GAPstatus3 and LeaseNum 
vary greatly. Because the data are not missing completely at random, estimates 
other than EM may be biased.  

• The estimates for groups 2 and 3 with the greatest number of missing values in-
clude a large number of extreme values. 
 

To observe if the distribution is more in line with the original data avoiding greater 
differences and random variations, it might be necessary to test the data to determine 
whether these values are not missing at random (MAR). Figure 9 displays multiple 
pairs of line charts, showing the mean and standard deviation of the imputed values of 
the variables chosen by the model as dependent at each iteration method for each of 
the 5 requested imputations. There should not be any patterns in the lines and look 
suitably random [10]. We see patterns that suggest the missing values are not random. 
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Fig. 7. Missing value patterns chart 

 
Fig. 8. Bar chart of missing value patterns 

4 Conclusions and Future Work  

Discovering knowledge from data for decision making is dependent on the existence 
of data relevant to the decision at hand. In the context of with whom PAs should part-
ner based on their compliance with environmental management system standards 
(EMS), we have dealt with the maximum information from multiple levels and types 
of data, starting with macro-level data and ending with the micro-level data analysis.  
 



84 A.X. Halabi Echeverry and D. Richards 

 
 

 
 

 

Fig. 9. Line charts to check if any patterns and that missing data are random 
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We are exploring the implementation of literature approaches on data aggregation 
such as [10], using graph notation to deal with hierarchical data structures and provid-
ing the visual benefits of graphs for understanding complex associations that other-
wise need to be explained through complex analytical methods.  

Missing value analysis suggests that if we do not know the value of one variable 
within a group, probably we do not know the value for the other groups either. The 
latter is corroborated our observations in that that dependency can be evident on va-
riables pertaining to the same second-level of aggregation. That is, within the sample 
there is a correspondence of groupings displayed in the formalisation aggregation and 
the missing value pattern instances. 

We will be conducting further analysis of the PDSA using time series data in a 
more comprehensive dataset for Latin American seaports in the quest to identify the 
legal, technical and political factors and associations that affect the decision making 
process of regional port authorities.  
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Abstract. From a managerial perspective, a model to measure the performance 
of knowledge acquisition and creation in organizations has been created based 
on the Data Envelopment Analysis (DEA) methodology. An application in 
higher educational institutions (HEIs) is shown. The model is found suitable for 
this purpose and is able to give some important insights to managers on what 
areas and to what extent they should improve in order to become efficient.  

Keywords: Data Envelopment Analysis (DEA), Performance measurement, 
Knowledge creation, Knowledge acquisition, Knowledge management. 

1 Introduction 

An efficient knowledge management is crucial for an organization to achieve sustain-
able competitive advantages. Knowledge acquisition and creation are two of the most 
important elements in knowledge management. Knowledge acquisition is the process 
where an organization imports knowledge and expertise from external sources. On the 
other hand, knowledge creation refers to the process where the workers generate new 
knowledge, ideas, solutions, products, and services. 

In this paper, these two elements are assessed collectively based on the fact that the 
ultimate outcome of knowledge acquisition is the creation of new knowledge. Eva-
luating them together would give management an overall picture on both areas. 

The goal and originality of this paper is to develop a measurement model based on 
the Data Envelopment Analysis (DEA) methodology to evaluate these two elements 
in organizations. Some basic concepts of DEA are reviewed next. An explanation of 
the developed model follows. An actual application is then elucidated and discussed. 
Finally, conclusions and future research directions are drawn based on the findings.  

2 Original DEA Models 

DEA is a mathematical model for measuring relative efficiencies of a group of homo-
genous Decision Making Units (DMUs). It minimizes subjective judgments and is 
capable of handling multiple inputs and outputs. Assuming that there are n DMUs, 



 Data Envelopment Analysis for Evaluating Knowledge Acquisition and Creation 87 

each with m inputs and s outputs, the relative efficiency score of a test DMU0 is ob-
tained using the following model [1]: 
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where, 

r = 1 to s, 
i = 1 to m, 
j = 1 to n, 
yrj = amount of output r produced by DMUj, 
xij = amount of input i consumed by DMUj, 
ur = weight assigned to output yr, 
vi = weight assigned to input xi. 

 
Fundamentally, for a test DMU0, Model (1) compares the inputs and outputs among 
all DMUs and determines the optimum set of weights  (ur and vi) which would give 
DMU0 the highest possible efficiency score ε0, while constraining the efficiency 
scores of all DMUs to be within 1. The model is run n times to determine the efficien-
cy scores for all DMUs. ε0 = 1 indicates that a particular DMU is efficient, while a 
value less than 1 means it is inefficient. 

Model (1) can be converted into its dual form, Model (2), which is also known as 
the envelopment form in DEA [1]. For a guideline on how to transform Model (1) 
into Model (2), readers are referred to [2].  
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Model (2) has a feasible solution of 10 ≤<θ  and the optimal solution of a test DMU0 
is θ0 = 1, λ0 = 1, and λj = 0 ( 0≠j ). In other words, an efficient DMU has a score of θ = 

1; while inefficient DMUs have scores of θ < 1. For each inefficient DMU, Model (2) 
identifies a set of corresponding efficient DMUs as benchmarks for improvement. The 
reference sets for inefficient DMUs are identified from the non-zero λ values. In addi-
tion, for an inefficient DMU, DEA proposes improvement targets either by reducing the 
inputs by multiplying with θ0 while maintaining the output levels, or by increasing the 
outputs by multiplying with 1/θ0 while maintaining the input levels.  

Model (2) is generally preferred than Model (1) because it is less computational 
cumbersome. This can be reflected from the constraints of the models. The constraints 
of Model (1) are more complicated than those of Model (2). Furthermore, Model (2) 
is favored because it can identify reference sets for the DMUs as described above. It 

should be noted that both efficiency scores, 0ε  and θ0, obtained from the two models 

are identical.  
In short, the main function of DEA is as an analytical tool to assess and benchmark 

the performance of various DMUs.  

3 Developed Model for Knowledge Acquisition and Creation 
Performance Measurement 

DEA serves as a suitable tool to evaluate the performance of knowledge acquisition 
and creation in an organization by viewing it as a process that converts multiple in-
puts into multiple outputs. These input and output data are analyzed using a perfor-
mance measurement model developed based on Model (2). The results of the analysis 
will be the performance scores of all DMUs and improvement targets for those ineffi-
cient ones. The conceptual framework of the evaluation model is illustrated in Fig. 1. 

One important issue in performing an analysis using DEA is determining what in-
put and output data to be used. Thus, a review on the past literature has been done. 
Tables 1 and 2 summarize the measures, their references, and descriptions. Note that 
the list is not meant to be distinctive and can be edited based on managerial opinions. 

Next, to propose improvement targets for inefficient DMUs, the outputs are to be 
increased by multiplying with 1/θ0, while the inputs remain unchanged. Reducing 
inputs is undesirable because knowledge workers, as an input, are one of the most 
valuable assets of an organization. The improvement targets are formulated as: 

 
0

1
ˆ

θ
×= rr yy   (3) 

4 An Application 

An application of the developed model will be demonstrated in higher educational 
institutions (HEIs). Higher education is a knowledge-intensive industry and thus it  
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Fig. 1. Conceptual framework of knowledge acquisition and creation performance measure-
ment model 

Table 1. Input measures 

Measures and References Descriptions 

x1: Number of knowledge

workers [3-9] 

Knowledge workers are one of the fundamental elements of knowledge acquisition and 

creation. They acquire and generate new knowledge, ideas and solutions. A worker’s

mind itself is a developer and reservoir of tacit knowledge. They solve problems and

make important decisions to improve the organizational performance. 

x2: Investment in IT and KMS

per year [4-5], [8-11]  

Information technology (IT) and knowledge management system (KMS) are the two basic

architectures of knowledge discovery. With these, workers can rapidly search, acquire,

extract, and retrive knowledge. Moreover, IT and KMS support the collaborations and

communications among the workers and enable the formation of virtual communities of

practice (CoPs) both internally and externally which are important for knowledge

acquisition and creation.  

x3: Number of meetings for

idea generation attended per

employee per month [3], [9],

[12-15] 

Examples of idea generation meetings are brainstorming and strategic meetings. In such

meetings, new knowledge and ideas would be sparked and generated through interactions 

and discussions among the workers. 

x4: Expenditures on training

and educational programs per

year [3-11], [13-14]  

Ongoing training and educational programs are means to transfer up-to-date knowledge to 

the workers. External trainers can also be hired to give training sessions on special 

knowledge. This has proven to be an effective way of acquiring external knowledge and

diffusing it to the target audiences. After the workers have acquired new knowledge, their

personal knowledge bases are enhanced and more new ideas and knowledge can be 

generated. 

x5: Number of R&D projects

per year [4-5], [9], [16]  

An organization’s success is greatly influenced by its innovations. R&D projects are

necessary for an organization to create new products, inventions and services. The number 

of R&D projects serves as a proxy measure for the level of effort of an organization in

developing new knowledge. 
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Table 2. Output measures 

Measures and References Descriptions 

y1: Number of new knowledge, 

ideas, and solutions created per 

employee per month [3], [6-7], [15]  

New knowledge, ideas, and solutions are created by the knowledge workers via 

the process of knowledge creation. In addition, by acquiring knowledge exter-

nally, new knowledge, ideas and solutions may be imported into a company as 

well. 

y2: Number of new products, 

inventions, and services generated 

per year [3-6], [8-9] 

New products, inventions, and services can be generated via knowledge 

acquisition and creation. Particularly, the outcomes of R&D projects are new 

products and services which can improve an organization’s competitiveness 

and increase its market share.  

y3: Number of knowledge assets 

generated per year [3-9], [16] 

Another output of knowledge acquisition and creation is the generation of 

knowledge assets such as patents, copyrights and scientific publications. By 

leveraging its knowledge assets, an organization can achieve sustainable 

competitiveness.  

 
 
serves as a perfect test subject for the model. This section explains the implementa-
tion of the model to assess HEIs’ knowledge acquisition and creation performance.  

A survey was conducted using a specially designed questionnaire to collect the da-
ta needed. It was conducted through mails within Malaysia. Firstly, the recipients 
were sampled from the Malaysian Ministry of Higher Education’s online database. 
Next, the questionnaire was sent to potential respondents along with an explanation 
cover letter. The respondents chosen were presumably in a position to comment on 
their institutions’ knowledge management and have access to the information needed. 

At the end of the survey, 23 usable responses were obtained. In this study, the data 
were used to compute relative efficiencies of the HEIs. Response rate does not have 
effects on the results’ accuracy, and thus it is not a concern as long as the responses 
are sufficient for the analysis.  

A MATLAB program was written based on the developed model. The data were 
analyzed using the program to obtain the performance score of each HEI. Results are 
summarized in Tables 3 and 4. Table 3 shows the performance score and ranking 
along with the reference set for each DMU. Table 4 presents the improvement targets 
for the inefficient DMUs. 

DMUs with a score of 1 are efficient, while those score less than 1 are considered 
inefficient. From Table 3, it can be observed that performance scores of the DMUs 
range from 0.1501 to 1, with an average score of 0.6431. Out of 23 DMUs, 7 are effi-
cient and 16 are inefficient. As additional information, the third column shows the 
ranking of the DMUs based on their scores. From this piece of information, the organ-
izations can know where they are positioned relatively to their competitors in the 
same industry and take it as a motivation to improve their performance. 

Also recorded in Table 3 are the corresponding λ  values of the reference sets. The 

greater the λ  value means the referred DMU is closer to the DMU under evaluation 
in terms of their input-output data. This information is useful for an organization to 
know which efficient DMUs it is being benchmarked with, so that it can improve 
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itself by learning from them. For example, DMU3’s performance score is 0.64, and 
from Table 3, its manager can know that the efficient DMUs it is being benchmarked 

with are DMU16 and DMU22 with λ  values of 0.69 and 1.25 respectively. By under-
standing the operations of these 2 DMUs, appropriate strategies can be devised to 
improve its knowledge acquisition and creation. Furthermore, the manager can choose 

to focus more on DMU22 because of its larger λ  value.  

Table 3. Performance scores and reference sets of DMUs 

DMU Score Rank 
Reference Set 

DMU λ  DMU λ  DMU λ  DMU λ  DMU λ  

1 1.0000 1 1 1.00         

2 1.0000 1 2 1.00         

3 0.6400 11 16 0.69 22 1.25       

4 0.3345 20 5 0.02 22 0.49       

5 1.0000 1 5 1.00         

6 0.5054 13 2 0.01 5 0.01 13 0.38 22 1.29   

7 0.8157 10 1 0.11 13 1.27 22 0.09     

8 0.2545 21 13 0.01 16 0.47       

9 0.8341 9 13 0.27 16 0.47       

10 0.2400 22 13 0.24 16 0.10 22 1.99     

11 1.0000 1 11 1.00         

12 0.5555 12 2 0.12 11 0.01 13 0.51     

13 1.0000 1 13 1.00         

14 0.3604 19 2 0.01 11 0.01 13 0.28 22 0.35   

15 0.1501 23 13 0.98 16 0.22 22 0.64     

16 1.0000 1 16 1.00         

17 0.8889 8 16 0.25         

18 0.4308 17 5 0.01 13 0.05 16 0.54 22 0.32   

19 0.4630 15 2 0.02 11 0.02 13 0.10 16 0.10 22 0.47 

20 0.4551 16 1 0.01 16 0.18       

21 0.4895 14 5 0.01 13 0.01 22 1.49     

22 1.0000 1 22 1.00         

23 0.3735 18 1 0.35 13 0.95 22 0.60     

 
Improvement targets were determined for every inefficient DMU as recorded in 

Table 4. These targets can be used by an institution as a guideline for future im-
provements. Take DMU7 as an example, its performance score is 0.8157, thus the 
output levels have to be improved by 22.6% (1/0.8157 = 1.226). Its improvement 

targets are therefore 1ŷ = 8, 2ŷ = 24, and 3ŷ = 323. In order for DMU7 to be effi-

cient, it has to increase these measures respectively while maintaining the same input 
levels. With this information on hand, the manager can then decide on how to channel 
the resources into specific improvement initiatives. 
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Table 4. Improvement targets for inefficient DMUs 

DMU 
Improvement Targets 

1ŷ  2ŷ  3ŷ  

3 55 18 8 

4 15 3 30 

6 40 26 111 

7 8 24 323 

8 12 8 8 

9 4 4 70 

10 63 21 63 

12 2 64 182 

14 12 14 14 

15 27 54 200 

17 3 3 3 

18 24 12 24 

19 18 22 11 

20 3 9 3 

21 45 5 21 

23 27 27 268 

5 Conclusions 

This paper has presented a performance measurement model for knowledge acquisi-
tion and creation using DEA. It proves to be a suitable model to evaluate these aspects 
effectively and conveniently. The information obtained from the developed model 
could help organizations to identify the inefficient areas and improvement targets in 
order to become efficient. These can be done by referring to their corresponding effi-
cient benchmarked DMUs and the improvement targets. 

The model has been tested in HEIs, which represent a highly knowledge-based in-
dustry. However, since knowledge acquisition practices may vary from one industry 
to another, it is necessary to test the model in other industries. In addition, though the 
measures proposed in this paper are as generic as possible to ease their future applica-
tions in other areas, they should be reevaluated based on different industries and mod-
ified wherever necessary.  

Another element that can be included in future studies is finding the best practices 
and critical success factors of knowledge acquisition and creation in one industry. By 
collecting additional information such as what techniques and practices that organiza-
tions have implemented and upon obtaining their performance scores, it should shed 
some lights on which of the techniques and practices are indeed leading the organiza-
tions toward effectiveness and sustainable competitive advantages.  
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Abstract. Emotion detection from text is still an appealing challenge. The ap-
proaches to this problem have been done firstly based on just emotional key-
words, and then extended with utilizing also other generic terms. However, they 
still lack of some useful semantic features, such as a psychological characteris-
tic that emotion is the result of a mental state sequence. Recent works focus on 
using rules to exploit those features, but have the coverage problem. In this pa-
per, we propose a method using the high-order Hidden Markov Model whose 
states are automatically generated to model the process that a mental state se-
quence causes an emotion. Our experiments on the ISEAR dataset have shown 
a better result in comparison with the state-of-the-art methods. 

1 Introduction 

Nowadays, computers are good to a certain degree at understanding human natural 
language, even at the semantic level, thanks to the achievements in the field of natural 
language processing. However, computers still misunderstand human language due to 
many obstacles. One of them is that what a human expresses may have various mean-
ings depending on his emotion. Hence, it is necessary to make computers able to rec-
ognize human emotion so that they could understand human language better. This 
emotion detection problem, firstly introduced by Picard in 1997 as Affective Compu-
ting [13], is an appealing challenge. It can be used for various applications such as 
improving human-computer interaction, computer tutors, expressive text-to-speech 
engine and games, etc. [13] Nevertheless, though there have been many works with 
different approaches to this problem, more improvements are still required. 

One criterion that can be used to classify those approaches is the kind of source 
they use to detect emotion. An intuitive source is multi-modal data, which includes 
voices, facial expressions, gestures, etc. Besides, emotion detection from textual data 
still attracts many works, because a large proportion of information stored in comput-
ers, as well as on the Internet, is in the textual form [9]. 

Emotion is such an abstract concept that there is still no proper definition for it [8]. 
Thus, the representation for emotion that computers can understand and evaluate 
should be the next thing to consider. For emotion representation, many studies in 
psychology have agreed on the categorical model, which classifies emotion into  
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discrete categories. A well-known example for this is Ekman’s six basic universal 
emotions [5]. The more recent one is the dimensional model in [15], which considers 
an emotion as an entity constituted by some particular features. Each feature is mod-
eled by one dimension, so each emotion can be represented as a point in that dimen-
sional space based on its feature values. Generally, most of works focus on the  
categorical model, but how many and which categories should be used is commonly 
agreed to be different depending on a particular application domain [10]. 

Intuitively, the first approach to detect emotion from text is to identify emotional 
keywords. However, there are sentences that have emotion but contain no keyword so 
that cannot be detected by this way [9]. A remarkably successful approach to solve 
this problem is to use the LSA model to exploit the hidden semantic relation among 
keywords and other “generic” terms, thereby the emotion for those terms can be esti-
mated so that they can also be used as marks to identify emotion [17]. However, since 
this is a bag-of-words model, the order of those marks is ignored. According to [13], 
the works in psychology has shown that which emotion a human would have depends 
on his mental state at that time, and more general, the sequence of prior mental states. 
Therefore, that order is significant to determine the emotion. Such a psychological 
characteristic of emotion is the focus of recent works. Those approaches use manually 
deduced detection rules that examine those characteristics to determine the emotion. 
Their drawback is low coverage, because to define a sufficient rule set manually, even 
for a specific domain, is not a trivial task. 

In this paper, we propose a method that uses a high-order Hidden Markov Model 
(HMM) for emotion detection from text. Although the HMM has been used for emo-
tion detection from multi-modal data, there has been no work that uses it for textual 
data. The key idea is to transform the input text into a sequence of events that cause 
mental states, then use the HMM to model the process that state sequence causes the 
emotion. The HMM is automatically constructed based on a training dataset. 

The rest of this paper is organized as follows. In the next section, we describe more 
detail about related works on emotion detection from text and indicate their advantag-
es as well as their drawbacks. Section 3 presents our emotion detection method with 
details of the important steps in the process. Section 4 describes our experiments and 
presents the result of the system evaluated with the ISEAR dataset. The last section 
summarizes our contribution and future work. 

2 Related Works 

In the keyword-based approach, the first task to do is to construct the lexicon of emo-
tional keywords. This can be done by picking up from the dictionary for each emotion 
a set of words that express that emotion obviously. Then, these sets can be expanded 
based on some of word relations (synonym, hypernym in WordNet1). Many publicly 
available resources have been created such as WordNet-Affect [18] and  
 
                                                           
1 The information about WordNet can be found at http://wordnet.princeton.edu 
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SentiWordNet [7]. After that, emotion detection for a text is done by identifying emo-
tional keywords in that text. The most recent works have also taken into account some 
basic linguistic information of the text to improve the detection. [1] makes use of a 
parser to analyze the sentence structure, the tense, the referred person to apply some 
fixed rules to determine whether a sentence with emotional keywords is actually has 
emotion. [2] uses a parser to find the head word of the sentence, which has a major 
impact on the emotion expressed in that sentence, as well as the contrasts such as 
negative words that may change the emotion. This approach is straightforward, but its 
accuracy highly depends on the quality of the emotional keyword sets. Besides, the 
problem of polysemy also affects the detection. However, the most weakness of this 
approach is that those sentences that have emotion but do not contain any emotional 
keyword cannot be detected [9]. 

To overcome that weakness, [17] proposes a method that uses LSA to reduce the 
dimension number of the Vector Space Model (VSM) to exploit the hidden semantic 
relation among terms. Hence, by evaluating the semantic similarity among “generic” 
terms, which have no explicit emotion, and predefined affective terms (in WordNet-
Affect [18]), those “generic” terms could also be assigned an emotion. In particular, 
each emotion has a pseudo-document constructed from the affective terms that ex-
press that emotion directly (together with their synset), and then the representing vec-
tor of that document, as well as that emotion, is calculated. An input text is also 
represented by an LSA vector to be compared to the representing vector of each emo-
tion by the cosine similarity. Thereby the most likely emotion for it can be deter-
mined. After that, [10] compares the LSA with other dimension reduction variants, 
namely, PLSA and NMF. Their evaluation on the ISEAR dataset shows that using 
PLSA yields the best result. In general, by having “generic” terms as extra marks, this 
approach can yield a better result than the first approach that uses only emotional 
keywords. However, as mentioned above, this approach has not taken into account 
psychological characteristics of emotion. 

Based on the works in psychology, [19] constructs a predefined set of Emotion 
Generation Rules (EGR). From a training dataset in which each sentence is tagged 
with the most suitable EGR, they manually deduce a set of sequences that consist of 
semantic labels and concepts. Each concept is then replaced by the attributes defined 
for it in a domain-specific ontology. Afterwards, a set of Emotion Association Rules 
(EAR) can be extracted from that sequence set using the a-priori algorithm. Finally, 
the most appropriate rule to identify emotion for an input text is determined by the 
Separable Mixture Model. This is a novel method, but has the problem of coverage, 
because it is hard to have a sufficient and precise ontology, as well as to define EGR 
manually for every situation in practice and to construct an annotated dataset for those 
EGRs. Another work in [8] shows that most emotions are expressed with the presence 
of causes. Therefore, they use some predefined rules based on syntactic structures to 
extract emotion causes from the sentences that contain an emotional keyword. Then 
those emotion causes are used as a clue to recognize emotion. It requires linguistic 
analysis to derive emotion causes extracting rules, thus also costs much manual labor. 
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3 Proposed Method 

Our method is based on the idea that the emotion depends on the human mental state 
[13], and the other idea that it is caused by emotional events [8]. We formalize these 
two ideas as the process of emotion invocation. This process starts with a certain men-
tal state and transitions to another state when an event occurs based on both the cur-
rent state and that event, and so on. In each mental state, an emotion might be invoked 
or not. 

To model this process, we use a high-order HMM. Each HMM state corresponds to 
a certain mental state, and the symbols that it can emit correspond to the events that 
could cause that mental state. For every text, we consider it as a sequence of events. 
In other words, we consider the whole-idea that the text expresses is constituted by 
several sub-ideas, each of which is a part of that text and describes a certain event. 
Using the Viterbi algorithm with the HMM, we could find the most appropriate state 
sequence corresponding to that sequence of events, and thereby determine the most 
probable emotion of that text. 

We implement our method as two phases. The preceding phase is to construct the 
high-order HMM. At first, the states of the HMM are automatically generated, and 
then its parameters are estimated. Both of these tasks are based on the same training 
dataset, in which each pattern is tagged with its right emotion. The following phase is 
to use the constructed HMM to detect emotion for an input text. The details of these 
two phases are described in the next sections. 

3.1 Constructing the HMM 

The first task in this phase is to generate the states of the HMM. It begins by introduc-
ing each training pattern text, from an emotion-tagged corpus, to a syntax parser. By 
analyzing its syntactic structure, the syntax parser identifies grammatical components 
of the text and outputs the stemmed form as well as syntactic function for each com-
ponent. Based on this output, we could split the text into grammatically separate parts, 
each of which is either a sub-idea or a grammatical element. More clearly, each sub-
idea corresponds to a clause or a phrase in the text, and grammatical elements corres-
pond to the function words (such as conjunction, adverb...), which are used to link 
those sub-ideas together. Then, every sub-idea extracted from the corpus is 
represented by one LSA vector. By clustering those vectors based on their sematic 
similarity, the HMM states are generated automatically, each of which corresponds to 
one obtained cluster. There are also a number of special states to model the grammati-
cal elements. After that, the last step is to use the emotion-tagged corpus again to 
estimate the parameters of the HMM. 

Besides the main tasks above, a preliminary task is to determine which sub-ideas 
are semantically closely related, thus should belong to the same HMM state. For this, 
we propose to use the VSM enhanced by LSA to reduce its dimension, and acquire its 
parameters through a large plain text corpus. However, we note that LSA is not man-
datory and other techniques could be employed instead for the same purpose. 



98 D.T. Ho and T.H. Cao 

 

Fig. 1. HMM Constructing Process 

Figure 1 describes the whole process of this phase. The rest of this section de-
scribes more detail about its essential steps. The first is how to split the text, the fol-
lowing is how to generate states for the HMM, and the last is how to estimate the 
parameters of that high-order HMM. 

Text Splitting. For each training pattern, the first thing to do is to split its text to 
transform it into a sequence of sub-ideas. Those sub-ideas expressed in the text should 
be somehow separable, and we assume that they are grammatically separable. There-
fore, to split the text, we have to analyze its syntactic structure. In addition, a text 
might have various kinds of syntactic structures, which might be simple such as a 
phrase, a simple sentence that has only one clause, or might be more complex such as 
a complex sentence with more than one clause, a paragraph, or even a document. 
Generally, we consider that every text contains one or more phrases and clauses, as 
well as the function words that linked them together. Each phrase or clause corres-
ponds to one sub-idea, which may describe a primary event that directly causes the 
emotion of the text, or a related event as well as a contextual factor that has an influ-
ence on the emotion. Each function word is a conjunction, a preposition, an adverb, 
…, which has influence on the meaning expressed by those sub-ideas. We group 
grammatically similar function words together, and call those groups grammatical 
elements. Consequently, we have a unified view in which every text is a sequence of 
sub-ideas and grammatical elements. This unified view allows our method to handle 
any kind of input text, as long as its syntactic structure is analogous with the training 
patterns. 

We accomplish this step by utilizing a syntax parser to identify the syntactic func-
tion for each element of the text. Then, by analyzing this result, we find appropriate 
splitting points to split the text into a sequence of separate and integral parts, each of 
which corresponds to one phrase or one clause or one function word. 

To have a better result, the text should be stemmed. The stemming could be done 
simultaneously with the syntax parsing by the same syntax parser, or by another en-
gine separately. 

Semantic Similarity Comparing. After having all the text patterns in the training 
dataset separated into sequences of sub-ideas and grammatical elements, a set of 
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HMM states is generated so that every sub-idea could be assigned to one appropriate 
state. Moreover, the sub-ideas that are closely related by semantics should belong to 
the same state, while semantically different sub-ideas should belong to different 
states. Hence, at first, it demands a mechanism to compare those sub-ideas semanti-
cally. To fulfill this demand, we propose to use the VSM in combination with the 
LSA. 

Every sub-idea is essentially a text, we consider it as a document for convenience. 
We recall that the VSM uses term-by-document matrix to represent the occurrence of 
terms in each document. Then each document is represented by a vector, which cor-
responds to one column of this matrix. Each element of this vector corresponds to a 
distinct term and represents the weight of that term in that document. The weight must 
reflect the term frequency in the document, and is usually evaluated with the tf-idf 
weighting schema, which considers a term important to a document only if it has high 
frequency in that document while is not so common with respect to the whole set of 
documents. In practice, the size of the term-by-document matrix is often very large, 
because there are about tens of thousands of documents and terms to be modeled by 
the VSM. 

The LSA, in fact, is a dimension reduction method for the VSM. This method is 
based on singular vector decomposition to decompose a large original matrix into a 
set of a much smaller number of orthogonal factors so that it can be approximated 
from that set by linear combination. Each document, therefore, can be represented by 
a vector of about 200 to 300 weights instead. This not only makes computational op-
erations of the VSM less time-consuming, but also helps the VSM less sensible with 
noise. However, the most important effect of this reduction is that it could take advan-
tage of an implicit higher-order structure in the association of terms with documents 
to identify semantically related texts accurately even in the case they have no com-
mon words [4]. Besides, it could partly solve the problem of polysemy. 

The semantic similarity sim of two documents can be evaluated by the cosine of 
the angle between the two representing vectors of them in the dimension-reduced 
space. It can be used to obtain the distance d between two documents, which is re-
quired by a clustering algorithm. The value of d must be opposite to the value of sim 
and is not negative. Therefore, since the value of sim is in the range [-1, 1], the value 
for d is computed by formula (1), so that the range of d is [0, 1]. 

 
1 , 01, 0 (1) 

Generation of HMM States. After having a mechanism to compare semantic simi-
larity between two sub-ideas, the HMM states are generated by clustering the  
sub-ideas acquired from the training dataset based on their semantic similarity. We 
consider two clustering algorithms to use in our method. The first is the DBScan algo-
rithm, by which the clustering is based on the density of these sub-ideas [6]. The ad-
vantage of this algorithm is that it does not require preselecting the cluster number, 
and the average distance from each vector to the center of its cluster is much smaller. 
Nevertheless, this algorithm also has a drawback that in practice there is often a large 
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number of isolated sub-ideas, thus using it would result in too many clusters. This is a 
serious problem due to the explosion of required memory space and calculation time 
for the high-order HMM, which are exponents of the cluster number. Therefore, we 
propose to use the k-Means algorithm to have a reasonably small number of clusters. 

For each obtained cluster, we have a corresponding state generated for it in the 
high-order HMM. The representing vector for that state is chosen as the mean of all 
vectors representing the sub-ideas in that cluster. Hence, the emission probability of a 
symbol by that state can be calculated based on the similarity measure between the 
representing vectors of that symbol and that state. Beside them, each grammatical 
element also has a special state generated for its own. For example, each conjunction 
“and”, “or”, “not” belongs to a different special state, while “but”, “yet”, “however” 
correspond to the same special state. 

Estimation of HMM Parameters. The Hidden Markov Model is a statistical model 
to model a system that, beside the generated set of states, consists of a set of symbols, 
such that a directly observable sequence of symbols is emitted by a hidden sequence 
of those states. The transitions between states and the emission of a symbol by a cer-
tain state obey a certain probability distribution. The first-order HMM is the simplest 
form of HMM, in which the probability that the system transition to a next state de-
pends only on the current state, and the emission probability of a symbol at each step 
depends only on the current state in that step. In a more complex form, n-order HMM 
with n ≥ 1, the transition probability of a state, as well as its emission probability is 
dependent on the n-1 preceding states of the current state. 

In our method, each symbol is a sub-idea, which is a clause or a phrase. In other 
words, a symbol is a combination of arbitrary number of terms. Thus, the symbol set 
is infinite, so that we cannot define it directly, as well as the symbol emission proba-
bility distribution. Instead, we assume that a state could emit any symbol with a cer-
tain probability, and that probability is derived from the semantic similarity that is the 
cosine of the angle between its representing vector and the mean vector representing 
that state. 

According to the emotion invocation process mentioned above, the target state of 
each state transition is determined based on the sequence of prior states. Hence, we 
have to choose a high-order HMM to handle this dependency. Moreover, with the 
special HMM states corresponding to grammatical elements, our HMM could also 
handle the grammatical relations in the text, such as negative relation, conditional 
relation, causal relation, … in emotion detection. 

We implement the high-order HMM by using a modification of a method that 
transforms a high-order HMM into an equivalent 1st-order HMM [21], so that the 
algorithms for the 1st-order HMM can be used directly. We have to modify the trans-
forming method because, in a proper high-order HMM, the symbol emission probabil-
ity depends on a number of previous states while, in the high-order HMM we used, it 
depends only on the current state. For one reason, it is more intuitive and straightfor-
ward to compute this probability based on only one current state. Another reason is 
that, in our opinion, this helps the HMM parameters estimation more tolerant with a 
small dataset. 
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To estimate the parameters for the HMM, at first, for each emotion we add a spe-
cial state tagged with its name, which can emit only symbol “EMOTION”. Then we 
add to the state sequence of each training pattern the special state corresponding to its 
emotion. After that, the parameters of the model, which are state transition probability 
and symbol emission probability, are computed simply by counting from those state 
sequences. 

3.2 Using the Constructed HMM for Emotion Detection 

In the second phase of our method, we use the high-order HMM constructed in the 
first phase for emotion detection. The process diagram of this phase is shown in Fig-
ure 2. There are only two new processes, one generates a corresponding symbol se-
quence for an input text, and the other detects the emotion. All other processes are the 
same as the corresponding ones in the first phase. 

 
 

 

Fig. 2. Emotion Detection Process 

For every input text, first it is transformed into a sequence of symbols by the same 
way as with training patterns. Then we add the symbol “EMOTION” to the end of 
that sequence. Finally, using the Viterbi algorithm on the constructed high-order 
HMM, the most probable state sequence to generate that symbol sequence would be 
found. Hence, the tag of the last state, which corresponds to the symbol “EMOTION”, 
is the name of the most probable emotion for that input text. 

4 Experiments 

4.1 Training the LSA Model 

For the experiments, we use an already available implementation of LSA, the GenSim 
packet [14]. To train the LSA model, we choose the British Academic Written Eng-
lish (BAWE) corpus, which is freely available for academic research purpose and 
totally comprises about 6.5M words2. Furthermore, all stop-words, which are com-
monly used in most sentences, are filtered out from both training patterns and input 

                                                           
2 http://wwwm.coventry.ac.uk/researchnet/BAWE/Pages/BAWE.aspx 
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texts before introduced to the LSA. We use the SMART’s stop list3, which contains 
570 words. One more remark is that we choose the number of dimensions of the LSA 
model as 200, a typically used value. 

4.2 ISEAR Dataset 

For constructing and training the high-order HMM, we use the ISEAR (International 
Survey on Emotion Antecedents and Reactions) dataset [16]. This dataset consists of 
7666 textual pieces tagged with the most appropriate of seven major emotions (joy, 
fear, anger, sadness, disgust, shame, and guilt) chosen by close to 3000 students. 
About half of these pieces are complex sentences or have multiple sentences that can 
be transformed into a sequence of more than one symbol. Thus, the interaction among 
multiple states that affects the emotion can be considered to be existent. 

More importantly, using the ISEAR dataset for evaluation allows us to compare 
our method with the best methods mentioned in [10], which also uses this dataset for 
evaluating. Besides, to have an equal comparison, we also take into account only four 
emotions (anger (includes both anger and disgust), fear, joy and sadness) as [10] does. 
The number of patterns for each emotion is shown in Table 1. 

Table 1. Number of textual pieces for each emotion in ISEAR dataset 

Emotion Anger Fear Joy Sadness  Total 
Number 2,192 1,095 1,094 1,096 5,477 

4.3 Stanford Syntax Parser 

To split the input text, we need a syntax parser to analyze its grammatical structure. In 
our experimentation, the syntax parser we choose is the Stanford Parser (SP), because 
it is highly tolerant with grammatical mistakes [2]. The SP provides various kinds of 
output, but we use only three of them. 

The most important one is the Penn Treebank output [11], in which the syntax 
components of the input text are tagged with its syntactic function and are organized 
in a hierarchical tree. Traversing that tree top-down, starting from its root, for each 
node, we find which of its child-nodes is the “S” node (which stands for Simple dec-
larative clause). The traversing is continued recursively with only those child-nodes. 
After the traversing has stopped, the last traversed node of each sub-branch corres-
ponds to one part of the input text to be split, and the text of that part can be obtained 
by traversing that node in the deep-first order. The input text is split this way into 
separate sub-ideas and grammatical elements. More clearly, each clause (“S” node) or 
phrase (“PP”, “NP”… node) corresponds to one sub-idea, and each function word 
identified by the SP, which is a conjunction such as “and”, “or”, “but”… (“CC” 
node), “if”, “although”… (“IN” node), corresponds to one grammatical element. 

                                                           
3  http://jmlr.csail.mit.edu/papers/volume5/lewis04a/ 

a11-smart-stop-list/english.stop 
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The next one is the stemming output for both of the BAWE corpus and the ISEAR 
dataset. With stemming, the accuracy of the LSA model is slightly improved. The last 
one is the type dependency output of the SP, which describes grammatical relation-
ships between syntax components in a sentence [12]. Utilizing those relationships 
could help to integrate deeper syntactic information into the emotion detection. For 
experiments, we utilize the negation modifier relationship to add the NOT state into 
the state sequence generated from the input text. 

4.4 Results 

To evaluate our method, we divide the ISEAR dataset randomly into two parts: one 
consists of 2/3 pieces used for training, and the other consists of the remaining pieces 
used for testing. Besides, we choose to use the average distance between vectors and 
the center of its cluster as the threshold, so that a state can emit a symbol only if the 
similarity measure between their representing vectors is larger than this threshold. 

With the 2nd-order HMM, we conduct experiments with various values for the 
number of the states generated by clustering to compute the average result over 5-fold 
cross validation for each, which is shown in Table 2. We assume that the high-order 
HMM must have at least 5 states, one for each of the four emotions and one more for 
the neutral state, which invokes no emotion. Therefore, we choose the number of 
states so that it is a multiple of 5, starting with the value of 5 and then increasing 
gradually. The best result is obtained when the state number is 45. 

Figure 3 is the chart of the result shown in Table 2. At first, when the state number 
is still too small, the precision is low since the HMM could not model enough emo-
tion detection cases. The best result is achieved when the state number is 45. After 
that, while the precision just increases slightly, the recall falls down, so that the result 
is not improved. The reason is that for the high-order HMM with too many states, the 
training dataset is no longer large enough to train it well. For the same reason, the 
average result obtained over 5-fold cross validation using the 3rd-order HMM is 
worse than 2nd-order with the same state number of 45. 

Table 3 shows the comparison between our method using the 2nd-order and 3rd-
order HMMs, which both have 45 states, and other methods using LSA or PLSA [10]. 
The result shows that our method using the automatically constructed high-order 
HMMs is better than the method using LSA or PLSA. 

Table 2. Average result of 5-fold cross validation with the 2nd-order HMM 

N 5 25 45 65 85 105 125 145 
Precision 0.398 0.434 0.449 0.465 0.466 0.467 0.476 0.479 
Recall 0.278 0.292 0.291 0.284 0.269 0.263 0.265 0.262 
F1 0.327 0.349 0.353 0.352 0.341 0.336 0.340 0.339 

Table 3. Comparing the results of the high-order HMMs and LSA/PLSA methods 

Method 2nd-order HMM 3rd-order HMM LSA PLSA 
F1 0.353 0.341 0.228 0.270 
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Fig. 3. Average result chart of 5-fold cross validation using 2nd-order HMM 

5 Conclusion and Future Work 

We have presented our proposed high-order HMM for emotion detection from text. 
On one hand, it can take into account both the psychological characteristic of emotion 
that is the process of emotion invoking and linguistic information that are grammati-
cal relations of the input text. On the other hand, the proposed method could detect 
emotion expressed by “generic” terms, by integrating the VSM with LSA as a seman-
tic similarity comparing mechanism for both constructing HMM states and matching 
parts of the input text to those states. Evaluation by cross validation on the ISEAR 
dataset shows a promising result. 

This method could be further improved by using a better dimension reduction me-
thod such as PLSA, and by taking into account more linguistic information. Besides, 
we will also improve the HMM or try other probabilistic models to handle higher 
order dependencies between states and learn more efficiently from a spare training 
dataset. 
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Abstract. A statistical-based approach to word alignment involving automatically 
projecting part-of-speech (POS) tags is presented. The approach is referred to as 
the “lazy man’s way” because it improves POS assignment for a resource-poor 
language by exploiting its similarity to a resource-rich one. This unsupervised 
learning method combines the N-gram and Dice Coefficient similarity functions 
in order to align English texts with Malay texts thus projecting the POS tags from 
English to Malay. It is a quick method that does not require the laborious effort 
needed to annotate the Malay dataset. A case study, an experiment done on 25 
terrorism news articles written in Malay, has shown that leveraging pre-existing 
resources from a resource-rich language, i.e. English, to supplement a resource-
poor language, i.e. Malay, is feasible and avoids building new text-processing 
tools from scratch. The system was tested on the Malay corpus, consisting of 5413 
word tokens. The results reached values of 86.87% for precision, 72.56% for 
recall and 79.07% for F1-Score. This shows that the “lazy man’s way”, where a 
resource-poor language just exploits the rich linguistic information available in 
English, increases bitext projection accuracy significantly. 

1 Introduction 

The Malay language is widely used in Malaysia, Brunei, Singapore and Indonesia 
with around 300 million users approximately [1]. It is a type of Indo-European 
language and has relatively few resources and has small corpora of texts.  (A corpus 
is a collection of various written or spoken texts in machine-readable forms.) This has 
been a hurdle for researchers to investigate the language computationally [2]. The 
characteristics and uniqueness of the Malay language attract linguists to explore the 
underlying challenges and opportunities.  Malay is inflectional language in which the 
language performs massive affixation, reduplication and composition [3].  Annotated 
textual data in Malay are currently scarce. Available data are limited and not publicly 
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available. Examples of private data include the Malay Practical Grammar Corpus [4], 
the Dewan Bahasa Pustaka (DBP) Database Corpus1, the Malay Corpus by Unit 
Terjemahan Melalui Komputer from the University Science of Malaysia [5] and, more 
recently, the MAlay LEXicon (MALEX) [6]. The freely available Malay 
Concordance Project Corpus2 is a collection of 3 000 000 words extracted from 
classical Malay texts, ones that are not related to this research domain.  

Text-processing tools such as lemmatisers, part-of-speech taggers (POS-taggers), 
analysers, stemmers and parsers are available for only a few resource-rich languages, 
such as English, German and Japanese.  Parallel corpora or bitext are extensively 
studied in the machine translation field where the aligned phrases and words are used 
to create translation models [7].  A parallel corpus appears to be a good statistical 
resource. Hence, this research is conducted to exploit the linguistic information from a 
resource-rich language for the benefit of the Malay language by using a bitext 
mapping, thus avoiding building a Malay tagger from scratch.  In this study, English 
is chosen as its taggers are very well established with an accuracy of up to 98% 
accuracy, and therefore there is almost no room for improvement [8, 20].  

Although it is acknowledged that different languages encode types of grammatical 
information differently, the proposed technique is able to resolve most syntactic 
disambiguation between English and Malay.  A model comprising of the N-grams of 
two characters and the Dice Coefficient similarity function is used to leverage the pre-
existing resource.  Reuse of resources helps to reduce costs and overheads in system 
development.  The aim of this paper is to develop an automated POS-tagger for 
Malay by projecting the linguistic resources from a resource-rich language, i.e. 
English.  The system takes as input 1) Malay terrorism text, 2) its translated English 
text tagged with an open-source tagger and 3) a manually generated dictionary look-
up of Malay-English words relevant to the domain.  The output is Malay text with 
projected POS tags from the annotated English corpus. In comparison with our 
previous research [9], significant improvements of 11% and 6% have been achieved 
for precision and recall, respectively. 

2 Related Work 

Limited research is made available on POS tagging for Malay.  Lack of linguistic 
tools and limited access to computational resources daunt researchers from 
conducting further investigation on this language.  Research on Malay linguistics has 
been explored thoroughly by Ranaivo-Malaicon in a series of publications [10, 11, 
12]. The studies include lexical and morphological analyses, and tagging. The POS 
tags are inferred from the rule-based morphological analyser. Building a 
morphological analyser is computationally expensive and laborious. A study on 
Malay POS tagging to complement MALEX, the annotated Malay lexicon, focusing 
on the problem of syntactic drift has been conducted [13]. The tagsets are identified 
from a data-driven approach and the study presented a list of possible syntactic drifts 
                                                           
1 http://www.dbp.gov.my 
2 http://mcp.anu.edu.au/ 
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for the Malay language. Further in this area, the researchers performed a corpus-based 
approach to the analysis of grammatical class in Malay [14].  An analysis of four 
DBP novels involving around 120 000 words was conducted over this supervised 
system.  Each of these words was laboriously tagged using the DBP tagsets, 
consisting of 71 different word classes.  Then, the annotated corpus was used to 
predict unseen words in a totally new novel of the same genre.   

An open source corpus with over 26 000 Malay words extracted from modern Malay 
texts on the World Wide Web was used to develop a Malay sentence tokeniser, 
lemmatiser and POS-tagger [15].  However, the tags were not purely generated but 
partially taken from the KAMI Malay-English lexicon of various genres [16] and the 
work was reported incomplete. Nevertheless, this supervised approach of lemmatisation 
achieved 94.5% overall accuracy. A closely related work on bitext mapping is reviewed 
in [17]. A pattern recognition algorithm known as the Smooth Injective Map Recognizer 
and the Geometric Segment Alignment algorithm are used to align English and Malay 
texts.  Additionally, the prototype required a translation lexicon constructed from a 
machine-readable English-Malay dictionary and a lemmatiser to lemmatise texts. 
Tagging and lemmatisation are performed using Brill’s tagger [23].  However, no work 
on POS tagging is involved in this research. More recently, a trigram Hidden Markov 
Model (HMM) for tagging Malay texts was introduced in [18].  It is a supervised 
statistical tagger that learns from a tagged bilingual Malay-English dictionary which 
contains only 576 words [19]. The accuracy of the tagger reached up to 67.9% for an 
average of 1840 test tokens.  The results show that HMM is a promising method to 
predict tags for Malay words but the overall process to prepare the Malay corpus 
involves a highly expensive morphological analysis.   

3 POS Tagging 

POS tagging is the first stage in automated text analysis. The development of 
language technologies can scarcely begin without this initial phase. A POS tagger is 
software that reads text in some language and associates a POS tag to each word.  
POS tags represent syntactic and morphological categories.  It is a significant step in 
semantic disambiguation. The term “POS tag” is often used interchangeably with the 
terms “category,” “word class,” and “lexical category” in linguistic publications.   

There are three ways to conduct POS tagging - supervised, semi-supervised and 
unsupervised [20].  Supervised learning requires a collection of sample data to be learnt 
and the pattern found is used to determine new instances. Semi-supervised learning 
takes very little data to initiate the learning process. This approach is suitable when the 
nature of the domain possesses a limited dataset. Unsupervised learning has no target 
attribute and this leaves a challenge to the algorithm to explore the data to find intrinsic 
structures in it. A comprehensive review finds that supervised and semi-supervised POS 
taggers generate better results than unsupervised methods.  This is evidenced by the 
Stanford POS tagger which was trained on the Wall Street Journal corpus. It records up 
to 97.24% accuracy [21]. A range between 96% and 97% accuracy is achieved for most 
Indo-European languages such as English, French, Dutch and German [20]. There is 
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also an error-driven transformation-based tagger for English, known as Brill’s tagger, 
which automatically learns and induces tagging rules from a pre-tagged English corpus 
[23, 24].  It is the first widely used tagger to have an accuracy of above 95%.  A mirror 
of Brill’s tagger is the latest version and is known as the CST tagger3. Unsupervised 
learning methods are only claimed to be an alternative solution to older supervised and 
semi-supervised algorithms. Christodoulopoulos et al. [25] uncovered further evidence 
for this analysis. The study showed that the best accuracy i.e. the F1 score recorded for 
unsupervised POS taggers, for less-studied languages, was only 76.1%. 

It is interesting to highlight that this research focuses on a statistical unsupervised 
learning approach, an approach which is new to Malay.  The unsupervised learning 
method is opted for due to: 1) the relative successes of such a method in other foreign 
languages, 2) the lack of annotated data to build a supervised classifier and 3) the 
desire to come up with a quick-turnaround solution.  A bilingual or parallel corpus is 
proposed as a possible solution to the issue of the non-existence of a Malay corpus. 
Also, as a Malay terrorism corpus is not available, there is no training data.  This 
proposed research is hoped to bridge the gap in performance between supervised 
learning POS tagging and unsupervised learning POS tagging. 

Ambiguity is the challenge to POS tagging.  In this context, ambiguity refers to a 
word with multiple POS tags.  However, this problem occurs more frequently in 
English than Malay.  For example, the common tag for the word bank is a noun as in 
the river bank.  However, in the phrase bank the money, the word bank is tagged as a 
verb.  The phrase we can can the can illustrates a more complicated example where 
the three occurrences of the word can correspond to the auxiliary, verb and noun 
categories respectively.  Using contextual rules is one way of solving this problem. 

4 Proposed Approach 

This paper presents an unsupervised POS tagging approach to tag Malay terrorism 
texts using a bilingual Malay-English corpus.  An N-gram scoring method for two 
characters is integrated with the Dice Coefficient function [26] in order to calculate 
the probability distribution of letter sequences between Malay and English texts. (An 
N-gram for N = 2 is commonly referred to as a “bigram.”  A bigram is a sequence of 
graphemes, the smallest semantically distinguishing unit in a written language, i.e. 
alphabetical letters) N-grams are a measure of assessing the similarity of two strings 
[28]. They perform well on languages of different structures and are widely 
implemented in much text-mining research. The use of the Dice Coefficient function 
in bitext alignment research is referred to in [27].  It is a simple statistical method to 
measure the string closeness of two different texts and gives good results.  

The use of bigrams is proposed as a significant improvement to several limitations 
observed in the research: 1) the morpheme similarity measure requires a morphological 
analyser and 2) the effort to pre-align the bilingual corpus is an expensive option. An N-
gram based model is faster and smaller at matching two languages with dissimilar 

                                                           
3 http://cst.dk/online/pos_tagger/uk/ 
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patterns [29] and performs better than the sequence of morphemes approach as 
experimented in [30]. A dictionary look-up of different lexemes is introduced in the 
framework.  (In linguistics, a lexeme refers to a variation of a word.  It is the minimal 
unit of language that has a semantic interpretation. For example, the words “cry,” 
“cries,” “cried” and “crying” are lexemes for the lemma “cry”. A lemma is the basic 
morphological unit of a language, which is often referred to as the “base word.”)  The 
dictionary developed in this research is a lexical database that is organized around 
lexemes, which are listed in the dictionary as separate entries.  Bigram scoring is used 
to pick the English lexeme with the highest similarity score to a given Malay word.  
This is a simple and faster solution to building a morphological analyser for Malay. 
Developing a Malay morphological analyser is not easy since the language is 
agglutinative and inflectional and performs massive affixation, reduplication and 
composition. The proposed framework is shown in Fig.1.  

 

 

Fig. 1. Unsupervised Malay tagger framework [9] 

The output of the framework is automatically tagged Malay text.  This is done by 
projecting the associated English POS tag to the matched Malay word.  A fully 
unsupervised Malay tagger is introduced in this paper. 

5 Word Alignment Algorithm 

Consider as input a Malay sentence: “Peristiwa keganasan sukar dipercayai itu yang 
berlaku di Indonesia adalah tragik.” The text “The unbelievable/JJ terrorism/NN 
events/NNS that/WDT happened/VBD in/IN Indonesia/NNP were/VBD tragic/JJ” is 
the translated and tagged version of the sentence (Note: DT = Determiner; JJ = 
Adjective; NN = Singular Noun; NNS = Plural Noun; WDT = Wh-Determiner; VBD 
= Past Tense Verb; IN = Preposition, Conjuction; NNP = Singular Proper Noun).  
The Malay sentence is tokenized and the closest translation for each word is 
calculated and selected from the lexicon. Let us illustrate this process using the Malay 
phrase “sukar dipercayai.” This is an example of many-to-one text mapping as 
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opposed to the previous example of one-to-one mapping [9]. DME is a Malay-English 
dictionary of terrorism related words and phrases. Lexemes for “percaya” and its 
related phrases are stored with their translation.  This information serves as the 
thesaurus of the word, as in Fig. 2.  

 

 

Fig. 2. Sample lexicon 

Lexemes are used in the lexicon to avoid building a Malay morphological analyser 
for lemmatisation. This is one of highly computational task in NLP.  Using the 
example discussed earlier, the two lists of words are defined as follows:  

WM    =  {peristiwa, keganasan, sukar dipercayai, itu, yang, berlaku, di, 
Indonesia, adalah, tragik} 

WE = {the/DT,  unbelievable/JJ, terrorism/NN,  events/NNS, that/WDT,     
happened/VBD, in/IN, Indonesia/NNP, were/VBD tragic/JJ}  

          = {E1, E2, E3, E4, E5, E6, E7, E8, E9, E10} 

The algorithm searches the best matching word in WE for each word in WM using the 
lexicon.  The lexicon is referred to as DME in this working example. As for the Malay 
phrase “sukar dipercayai,” the DME list is extracted as follows:  

DME (sukar dipercayai) = {unbelievable, unreliable} = { d1, d2 } 

The morpheme similarity of each word di with each of the English words in WE is 
calculated using a combination of bigram score and the Dice Coefficient function as 
formalised below: 

    jEd
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where 
jEdi

N ∩ is the number of bigrams common to both di and Ej, idN is the number 

of bigrams found in di, and jEN is the number of bigrams found in Ej.  

Given the phrase ‘sukar dipercayai’, the translations found in the lexicon, DME are 
unbelievable and unreliable. Let d1 represents unbelievable and d2 represents 
unreliable for the DME (sukar dipercayai).  The algorithm compares each of the 
lexicon word in the DME, in this case is the d1  and d2  with the words E1, E2, E3, E4, 
E5, E7, E8, E9 and E10.  In the first iteration, the calculation of the values Sim(d1,E1) 
and Sim(d2,E1) are performed to find the closest match.  These are referring to the 
Sim(unbelievable,the) and Sim(unreliable,the) respectively.  Next, the bigrams of 
each d and E are generated.  This process produces the bigram strings of 
un,nb,be,el,li,ie,ev,va,ab,bl,le, un,nr,re,el,li,ia,ab,bl,le and th,he.  The number of  
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bigrams for each word is calculated.  In this iteration, d1, d2 and  E1 gained 11, 9 and 
2 bigrams respectively. Then, the algorithm performs pair-wise matching of the list of 
bigrams as shown in the Fig. 3:  

 

Fig. 3. Bigrams pair-wise matching of the English words / phrases 

Using (1), the similarity score for the word the given unavailable as in 
Sim(unavailable, the) is 0. Similarly, very poor match of Sim(unreliable, the).  The 
second iteration continues with the word E2 (unbelievable) and this algorithm iterates 
until E10(tragic).  However, in this example, the second iteration returns the highest 
correlation score.  The word unbelievable appears to be the most plausible translation 
of the Malay phrase ‘sukar dipercayai’ as the calculation returned the highest 
probability score i.e. 1.  After all words in WM and WE are statistically compared, the 
bitext are mapped as depicted in Fig.4. 

 

Fig. 4. Malay-English bitext mapping  

Finally, the POS tag of each English word is projected to its corresponding Malay 
word so as to create the annotated Malay terrorism corpus: The/DT unbelievable/JJ 
terrorism/NN events/NNS that/WDT happened/VBD in/IN Indonesia/NNP were/VBD 
tragic/JJ. In this work, all delimiters such as commas, exclamation marks, question 
marks and other symbols are ignored.   

6 Experimental Results 

Initially, the dataset for the experiment was only available in hardcopy form.  Among 
these were 25 news articles on Indonesian terrorism. These articles were digitized and 
formatted accordingly. The experimental setup involved the following processes: 

i.  The 25 Malay terrorism news articles were translated into English using Google 
Translate4.  The accuracy of the translation was checked by a human expert an 
amended where necessary. 

                                                           
4 http://translate.google.com/# 
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ii. The translated corpus was then tagged using a free version of Brill’s transformation-
based learning tagger known as the CST tagger (referred to as the annotated English 
corpus). Brill’s tagger is a rule-based tagger with 48 different tagsets and expressive 
disambiguation rules.  

iii. A Malay-English terrorism lexicon was hand-crafted using the online ‘Dictionary 
Malay & English’5  and this serves as the vocabulary of the research.  (Within 
this paper we often refer to it as the “list of words” or the “dictionary look-up.”)  
Although this is the most laborious step, it requires significantly less effort than 
building a morphological analyser. 
 

An English - Malay bilingual corpus of 25 news articles on Indonesian terrorism, with 
263 sentence pairs and 5413 word tokens, was used to evaluate the framework. The 
Malay texts were manually tagged by a language expert using our own tagsets, which 
were made equivalent to Brill’s tagsets. Each of our tagsets is limited to contain up to 
six Brill tagsets, as shown in Table 1. In this research, all variants of verbs, nouns, 
pronouns, cardinal numbers and adjectives produced by the CST Tagger are generalized 
as VB, CN, PN, CD and ADJ respectively. These entities are significant for the later 
development. Regular words were removed in the Malay corpus leaving only 3466 
prominent word tokens. Commercially available Malay taggers are nonexistent. 
Comparison of the proposed system was, therefore, made against the results of human 
experts. Several manual tagging rules of thumb were applied to reduce the variation 
between the human and automated systems. 
 

Table 1. Tagsets 

Our Tagsets Equivalent Brill’s Tagsets 
Common Noun 
(CN) 

1.  Noun, Singular or Mass (NN) 
2. Noun, Plural (NNS) 

Proper Noun (PN) 
1. Proper  Noun,  Singular  (NNP) 
2. Proper  Noun,  Plural (NNPS)  

Pronoun 
(PRN) 

1. Personal Pronoun (PRP) 
2. Possessive Pronoun  (PRP$) 

Verb (VB) 

1. Verb in base form  (VB) 
2. Verb in past tense (VBD) 
3. Verb in gerund / present participle (VBG) 
4. Verb in past participle (VBN) 
5. Verb in non-3rd person singular present  
(VBP) 
6. Verb in 3rd person singular present (VBZ) 

Cardinal Number 
(CD) 

1. Cardinal Number (CD) 

Adjective (ADJ) 1. Adjective (JJ) 

 
A set of 25 Malay news articles focusing on Indonesian terrorism was tagged by a 

native Malay speaker using the above tagsets, i.e. CN, PN, PRN, VB, CD and ADJ.  
The proposed tagsets are used to reduce variation in comparison to using Brill’s 
tagsets, where multiple tagsets are applied to similar categories of entities.  Each 

                                                           
5 http://kamus.lamanmini.com/index.php 
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Malay word was tagged by the system and by the human. A word tagged by the 
system in the same way as the human was regarded as a correct system tagging.  
Wrong tags were recorded when a mismatch was found between the system’s tagging 
and the human’s tagging, whilst words untagged by the system were considered to be 
have been missed by the system.  The overall results are shown in Table 2. 

Table 2. Results Analysis 

# Sentences # Words # Entities # Correct # Wrong # Missed 
263 5413 3466 2515 380 571 

 
Precision and Recall are the evaluation metrics best suited to measuring the 

performance of text processing systems.  Precision is the probability that a projected 
tag is relevant, while recall is the probability that a tag is relevant. In [31], the 
precision and recall metrics are defined for word alignment as follows: 

  and                        (2) 

where A  = set of alignments produced by the system and  Ar = set of alignments 
produced by the human.  Alternatively, in relation to the data in Table 2, the above 
formulas can be interpreted as follows: 

Precision = # Correct / (# Correct + # Wrong) 
Recall = # Correct / (# Correct + # Wrong + # Missed) 

However, accuracy of most text processing systems is evaluated using the F1-Score. 
F1-Score is the weighted harmonic means of precision and recall. It is calculated as 
follows: 

F1-Score = (2 x Precision x Recall) / (Precision + Recall)  

In this research, Precision, Recall and F1-Score were calculated for the entire texts in 
the Malay corpus. The numbers of correct, wrong and missed tags were counted for 
all words as exemplified in the Fig. 5. 

 

Fig. 5. Example of test data 
(Legend: C = Correct, W = Wrong and M = Missed) 

The results demonstrate that the system achieved 86.87% precision, 72.56% recall 
and 79.07%. These results indicate that the tagger attains slightly better annotation 
accuracy than in the previous experiment [9]. The reason for this could be that the size 
of the corpus is 12 times larger than the previous size. Observations have found that 
the size of the dictionary look-up increases proportionately with the size of the tested 
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corpus. Consequently, the probability of an English word getting correctly aligned 
with a Malay word is increased. A total of 1444 pairs of Malay-English words in the 
dictionary look-up have been collected from this experiment.  

As far as we are aware, no previous work has studied the alignment of a Malay 
corpus with an English corpus by projecting tags using statistical approaches. Thus, 
the technique is considered promising and novel. The results indicate that this 
implementation works well when the sentence pair is good, i.e. when there is no data 
scarcity problem. In linguistics, data scarcity refers to a condition where the data 
needed for a language model is inadequate. However, some interesting problems have 
arisen from this experiment, which we now discuss. There were 571 missing words, 
which is about 16% of the total number of entities. In this experiment, “missed” 
means skipped or not processed by the system.  It was found by observation that a 
word was missed due to either it not being in the dictionary / lexicon or it being 
associated with a many-to-one entity. Clearly, system performance can be increased 
further by adding those missing words to the dictionary / lexicon. On the other hand, 
ambiguous tagging results returned by Brill’s tagger contributed to reducing system 
performance. Fig. 6 shows an erroneous tagging produced by Brill’s tagger.  Words 
given the wrong tag are underlined. 

  
Dulmatin/NNP ,/, 39/NNP ,/, is/VBZ among/IN three/CD suspected/VBN militants/NNS who/WP 
were/VBD shot/NN dead/JJ  

Fig. 6. Brill’s tagging errors 

It is interesting to highlight that even though the type of data used, i.e. Indonesian 
terrorism text, is greatly different to that in Brill’s test corpus [23], the system has 
performed reasonably well, even with very small samples. The most significant 
difference between the results lies in the type of the language structure. Nevertheless, 
the proposed statistical technique has shown that bitext mapping between two 
languages with different structures and grammars is permissible.  The integration of 
grammar rules is expected to increase the performance significantly.   

7 Conclusions 

Firstly, it has to be pointed out that the results described in section 5 are based on a 
single test corpus of Indonesian terrorism text consisting of 5413 running words. For 
a better evaluation on the ability of the system to annotate Malay texts, further tests on 
a larger terrorism corpus from different countries would be necessary. Secondly, the 
bigram scoring method combined with the Dice Coefficient similarity function and a 
dictionary look-up shows promising results for the auto-tagging of Malay with 
Finally, the bitext alignment method appears to be a powerful unsupervised learning 
technique mapping two dissimilar languages. Unsupervised techniques heavily reduce 
the labour required to annotate a Malay corpus, and generate quick results. It is hoped 
that this idea will encourage more linguistic research on resource-poor languages. 
Moreover, this work shows that the tagger performed reasonably well (in terms of 
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accuracy and speed) in the Malay terrorism domain, equivalent to most existing 
taggers working in less restrictive domains. 

There are numerous ways to improve the methods presented here, such as using 
rules to tie in the many-to-one entities and applying semantic disambiguation rules for 
Malay, as successfully demonstrated in [22].  Named Entity Recognition of the 
annotated Malay terrorism corpus is an extension of this research and is currently a 
work in progress. 
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Abstract. Natural language processing in complex domains, such as
law, requires elaborate features, and their interaction is often difficult
to model: thus traditional machine learning approaches might fail to
perform satisfactorily. This paper describes our approach to assign cate-
gories and generate catchphrases for legal case reports. We describe our
knowledge acquisition framework which lets us quickly build classifica-
tion rules, using a small number of features, to assign general labels to
cases. We show how the resulting knowledge base outperforms machine
learning models which use both the designed features or a traditional bag
of word representation. We also describe how to extend this approach to
extract from the full text a list of more specific catchphrases that describe
the content of the case.

1 Introduction

In the legal field the problem of information overload is particularly pronounced,
with a very large amount of legal material stored in textual form. Due to the
importance of precedence in common law, legal research generally is based on
searching through the case law of applicable jurisdictions looking for facts that
are similar to the facts of the current case. Given the large number of court
decisions to be scrutinized, information searching can become a very onerous
task for legal professionals [16]. Thus natural language processing applications
are potentially very useful in the legal domain. Among the possible applica-
tions of language analysis techniques to law, this paper examines the task of
generating catchphrases for legal case reports. Case reports often contain a list
of catchphrases: phrases that present the important legal points of the case.
Catchphrases can be seen as a summary of the case, with an indicative rather
than informative function: they present all the legal points considered instead of
just summarising the key point(s) of a decision. Automatic generation of catch-
phrases (both for old documents which do not have any catchphrase as well as
to automate the creation of catchphrases for new documents) would improve
the performance of retrieval systems and aid research of case law to practising
lawyers.

Examples of legal catchphrases for two cases are given in Table 1. It can
be seen that there are different types of catchphrases, some are more general
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Table 1. Examples of catchphrases list for two cases

COSTS - proper approach to admiralty and commercial litigation - goods transported
under bill of lading incorporating Himalaya clause - shipper and consignee sued ship
owner and stevedore for damage to cargo - stevedore successful in obtaining consent
orders on motion dismissing proceedings against it based on Himalaya clause - steve-
dore not furnishing critical evidence or information until after motion filed - whether
stevedore should have its costs - importance of parties cooperating to identify the real
issues in dispute - duty to resolve uncontentious issues at an early stage of litigation -
stevedore awarded 75% of its costs of the proceedings

MIGRATION - partner visa - appellant sought to prove domestic violence by the pro-
vision of statutory declarations made under State legislation - ”statutory declaration”
defined by the Migration Regulations 1994 (Cth) to mean a declaration ”under” the
Statutory Declarations Act 1959 (Cth) in Div 1.5 - contrary intention in reg 1.21 as to
the inclusion of State declarations under s 27 of the Acts Interpretation Act - statu-
tory declaration made under State legislation is not a statutory declaration ”under”
the Commonwealth Act - appeal dismissed

and specify the broad category of the case, such as “Costs” and “Migration”
in the example. Others are much more specific in presenting particular issues
examined in the case; for example, “stevedore not furnishing critical evidence
or information until after motion filed”. We propose to tackle different kinds of
catchphrases with different methods; in particular we address the more general
“high level” catchphrases as a categorization task, where we assign the category
of a case by choosing from a list of possible labels. In a separate step we deal
with the “second level” of catchphrases. As these seem very specific for each case,
and thus re-use is very limited, we propose to identify and extract important
fragments from the full text of the case as candidate catchphrases.

Text categorization is often tackled with machine learning approaches which
try to automatically learn the weights and interactions between features. How-
ever machine learning requires large amounts of training data and the result
may still be inferior to manually engineered models; see for example, de Maat
et al. [15] for a comparison of machine learning versus knowledge engineering in
classification of legal sentences. In this paper we describe our approach based
on knowledge acquisition to generate catchphrases for legal text, and show how
it outperforms machine learning techniques. In particular, we designed a range
of novel features and built a knowledge base composed of rules that assign a
specific label (such as Costs, Migration, etc.) to case reports.

The paper is organized as follows: after describing the corpus in Section 3, we
present two simple automatic methods for categorizing cases in Section 4. The
main contribution of the paper is the Knowledge Acquisition (KA) framework
described in Section 5. We then show that this KA approach performs better
than machine learning, trained both with a traditional bag-of-words representa-
tion or with the features we designed for this task (Section 6). Finally in Section
7 we describe how to extend this approach for the more challenging problem of
extracting specific catchphrases from the full text of the case, in order to cover



120 F. Galgani, P. Compton, and A. Hoffmann

lower-level catchphrases such as “stevedore not furnishing critical evidence or
information until after motion filed”. For this more challenging task, we are de-
veloping a KA approach which uses an additional number of features, designed
to recognize important portions of text, and we have devised an automatic evalu-
ation method to estimate the performance of the knowledge base and thus guide
the acquisition of rules.

2 Related Work

Different kinds of language processing have been applied to the legal domain,
for example automatic summarization [11,3], machine translation [4] and citation
analysis [8,20]. Among these tasks, the most relevant to our general catchphrases
generation task is extractive summarization, where important fragments of text
are identified and extracted; see for example [7].

The specific task of assigning the first level of catchphrases; however, appears
more related to text categorization, as in this case we are in fact choosing a
general label for the document rather than looking for important content inside
it. A variety of methods have been researched for document categorization; see
for example [17] for a general overview. In particular, examples of categorization
approaches to legal cases include the work of Thompson [18], Goncalves and
Quaresma [9] (who showed that some linguistic processing, including stemming
and part-of-speech tagging, helped assign general topic categories to Portuguese
legal cases) and more recently the work of Ashley and Brüninghaus [1], who
attempted to automatically classify textual descriptions of case facts according
to a scheme of classification based on fact-specific concepts called Factors.

Regarding the comparison of incremental Knowledge Acquisition (KA) with
Machine Learning (ML), some recent works have analysed the advantages of the
former in different natural language processing tasks, including email classifica-
tion [13], open information extraction for the web [12], legal citation classifica-
tion [8] and POS tagging [19]. These works make use of the Ripple Down Rule
methodology (RDR) [2], an error-driven, example based, KA approach in which
the incremental refinement of the knowledge base is achieved by patching the
errors it makes, using exception rules. While our knowledge base is not organized
in a tree structure and does not have exception rules, we take inspiration from
RDR, in that the proposed knowledge acquisition is incremental and rules are
added to cover cases not yet classified.

3 Corpus of Legal Catchphrases

We use as a source of data the legal database AustLII1, the Australasian Legal
Information Institute [10], one of the largest sources of legal material on the net,
which provides free access to reports on court decisions in all major courts in
Australia.

1 http://www.austlii.edu.au
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We created an initial corpus of 2816 cases accessing case reports from the Fed-
eral Court of Australia (FCA), for the years 2007 to 2009, for which author-made
catchphrases are provided, and we extracted the full text and the catchphrases
of every document. Among the list of catchphrases, we distinguished the first
level of catchphrases from the others (an example was given in Table 1).

The first level catchphrases of each case can be recognized as they are listed
first, and they are usually in upper case; we call these the label(s) of the docu-
ment. From the 2816 cases, we extracted a total of 3504 labels (2296 cases have
one label, 396 have two, 124 have three or more). In total we found 254 different
labels in the corpus. Of these, 132 labels occurs only once, 33 twice, the remain-
ing 89 more than twice. The 20 most frequent labels are given in Table 2. Each
case has also on average 6.8 lower-level, more specific, catchphrases (10.4 words
long on average). In total we collected 19251 of these catchphrases, of which
15303 (79.5%) were unique, appearing in only one document in the corpus.

We also downloaded FCA cases from the year 2006, to be used later as a test
set. This test set contains 1073 cases, with a total of 1254 labels (929 cases have
one label, 112 two labels, the rest three or more). In total there are 149 different
labels in the test set, of which 48 do not occur in the training set at all. These
cases were not used to develop our knowledge base, but were used for the final
evaluation, described in Section 6.

To add more information to the cases, we also extracted citation data from
LawCite, a service provided by AustLII. For each case in our corpus, we down-
loaded both the catchphrases (where available) and the full text (from AustLII),
of both cited (previous) cases and more recent cases that cite the case being con-
sidered (citing cases). For citing cases we also searched the full text to extract
the location where the citation is explicitly made, and extracted the containing
paragraph(s). We then accessed the full text of any law or specific section of the
law cited by the judge, and extracted the title of these sections (for example, if
section 477 is mentioned in the text, we extract the corresponding title: COR-
PORATIONS ACT 2001 - SECT 477 Powers of liquidator). Each case has on
average 10.5 related cases (either cited by the current case or citing it), and 8.3
references to law.

Our corpus thus contains the initial 2816 cases with their given catchphrases,
and all cases related to them by incoming or outgoing citations, with catch-
phrases and citing sentences explicitly identified, and the references to acts and
sections of Acts.

4 Automatic Categorization of Cases

We developed two simple baseline methods to assign labels to cases. The first
one, called CITLEG, assigns labels based on the analysis of cited and citing
cases and legislation. The underlying intuition is that a group of cases that cite
each other are likely to belong to the same category. For each case, two steps are
executed. In the first step the algorithm collects all the labels of all the cited and
citing cases. Then it extracts the label that occurs most often (only if it appears
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Table 2. The 20 most frequent labels in our corpus

Label Counts Label Counts

PRACTICE AND PROCEDURE 661 INTELLECTUAL PROPERTY 61
MIGRATION 518 EVIDENCE 56
CORPORATIONS 295 CONTRACT 46
ADMINISTRATIVE LAW 235 CORPORATIONS LAW 36
COSTS 170 INCOME TAX 34
TRADE PRACTICES 161 COPYRIGHT 27
INDUSTRIAL LAW 93 PROCEDURE 24
BANKRUPTCY 86 CONTRACTS 24
NATIVE TITLE 79 MIGRATION LAW 24
TAXATION 73 EQUITY 23

in at least two cases). The label that appears second most often is also selected
if it occurs in at least three cases.

In the second step we look at references to both cases and legislation, to check
if reference(s) to specific Acts, sections of Acts, or previous cases, indicate (i.e.
are strongly correlated with) a particular label. We take all references to any
case or legislation (including specific sections) in the corpus. Then for each Act,
section or case we count how many times it occurs together with each label of
the corpus rather than other labels, defining:

– Y ES(ref, label): how many times ref is cited in cases of the category label
– NO(ref, label): how many times ref is cited in case of other categories

To select labels, in the second step of CITLEG, we select for each case all the
labels for which there is any reference (in the case) with Y ES(ref, label) ≥
5 (the ref occuring at least five time with the corresponding label) and
Y ES(ref, label) ≥ 2 ∗ NO(ref, label) (the ref occuring at least with the la-
bel the double the times without the label).

The other baseline method that we developed is based on the hypothesis that
similar cases are given the same label(s). To test this hypothesis we compute
a similarity matrix between each pair of documents, and then check if similar
documents have the same label. We tried three different similarity measures:

– Jaccard similarity coefficient: we look at the occurrence of every term in the
documents (without counting how many times it occurs). The coefficient is
the ratio between the size of the intersection of the words in the two docu-
ments, compared to the size of the union of the words in the two documents:

Jaccard(d1, d2) =
|d1 ∩ d2|
|d1 ∪ d2| =

∑N
i=1 xi,d1 · xi,d2∑N

i=1 xi,d1 +
∑N

i=1 xi,d2 −
∑N

i=1 xi,d1 · xi,d2

where xi,d = 1 if word i is in document d, 0 otherwise.
– TF cosine: we consider also the number of occurrences of each term in the

documents. We build a vector of frequencies of each term for the two docu-
ments and then take as a similarity measure the cosine between the vectors:
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TFcos(d1, d2) =

∑N
i=1 tfi,d1 · tfi,d2√∑N

i=1 tf
2
i,d1 ·

√∑N
i=1 tf

2
i,d2

where N is the total number of terms, and tfi,d the number of times term i
occurs in document d.

– TFIDF cosine: compute the cosine similarity using TFIDF score as the
weights:

TFIDFcos(d1, d2) =

∑N
i=1 tfidfi,d1 · tfidfi,d2√∑N

i=1 tfidf
2
i,d1 ·

√∑N
i=1 tfidf

2
i,d2

Where the tfidf is computed as:

tfidfterm,d = tfterm,d · idf(t) = tfterm,d · log
(
NDocstot
NDocs(t)

)

In order to choose the best similarity measure for our task, we computed similar-
ities between each pair of documents, and then measured how many documents
have the same label as their nearest neighbour. Using the Jaccard coefficient,
1678 cases have the same label as their nearest neighbour (over a total of 2816,
59.6%), using TFcos the number goes up to 1756 (62.4%) and using TFIDFcos
only 1513 (53.7%) cases.

For this reason we chose the TF cosine as the best way to measure similarity
for the Nearest Neighbour method. In the task of giving labels to a set of
documents, this method cannot be actually used to make predictions as is, be-
cause it needs to know the label of the nearest neighbour to assign a conclusion;
however, we show later how to use it together with the knowledge base to assign
labels to those cases not covered by the rules, taking te label of the most similar
labelled case.

5 Building a Knowledge Base for Case Categorization

We developed an efficient knowledge acquisition framework, to build a knowledge
base that assigns labels to cases. The knowledge base contains rules that specify a
number of conditions, evaluated against each case. If the conditions are satisfied
by a case, the label given by the rule conclusion is assigned to it.

5.1 Rule Language

Feature design is often a very critical as well as time-consuming step in develop-
ing any natural language application. For categorization tasks, often the simple
presence of specific terms has been used, both in machine learning and rule based
systems (i.e. [13]). However, when manually examining legal texts, we realized
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that more complex features are needed, which also take into account corpus-level
information as well as citations to other cases or pieces of legislation.

The proposed rules have the form condition− >conclusion; if the condition
matches the current case, the conclusion specifies which label should be given to
the case.

The condition part of each rule consists of the conjunction of constraints on
two types of attributes: the first type is document-level attributes which refer
to a specific label (the same as the conclusion of the rule). The document level
attributes, for a given label, are:

1. Cit how many times the label is given in cases cited by the current case or
citing it.

2. CitPerc how many times the label occurs in related (cited or citing) cases
as a percentage of the total (i.e. at least the 40% of the related cases have
this label).

3. MaxRank the maximum rank of the label in related cases (i.e. it is the first
or second most frequent label).

4. MinNumLeg minimum number of legislation items or cases cited in the
document, which satisfy:
– MinYes minimum number of Y ES(ref, label).
– MinRatio minimum ratio Y ES(ref, label)/NO(ref, label).

The second type of attribute refers to a specific term (one or more words),
which can be equal to the label or different. To constrain this we need to specify
a term (or use the label) and specify minimum and maximum thresholds for the
following attributes:

5. Term frequency (Tf): number of occurrences of the term in this document.
6. TFIDF: computed as the TFIDF rank of the term in the document (i.e.

TFIDF(term)=10 means that the term has the 10 highest TFIDF value for
this document). The TFIDF formula was given in the previous Section.

7. CitSen: how many time the term occurs in all the sentences (from other
documents) containing a citation to the present case.

8. CitCp: how many times the term occurs in all the catchphrases of other
documents that cite or are cited by the case.

9. CitAct: how many time the term occurs in the titles of any Act cited by
the case.

The conclusion of a rule is generally a label (i.e. “Costs” or “Migration”) to
be assigned to the case. An example of a rule which contains conditions for a
particular label is:

Tf(native title)≥1.0 and MaxRank(native title)=0 − > label=native
title

if the label native title has Tf≥1 in the document and it is the most common
catchphrase among the cited/citing cases, it is assigned to the case. A rule which
has condition related to other terms would be, for example:
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Tf(discovery) ≥ 8.0 and CitCp(discovery)≥1.0 − > label=practice
and procedure

if the word discovery occurs at least 8 times in the document and at least once in
the catchphrases of cited/citing cases, then the label “practice and procedure”
is given to the case.

It is also possible to create a rule without a specific conclusion (we call these
generic rules): the rule tests the given conditions for all possible labels, and any
label which satisfies the conditions is assigned to the document. A generic rule,
tested for each possible label, is for example:

Cit(AnyLabel)≥8.0 andMaxRank(AnyLabel)=0− > label=MatchedLabel

anylabel must occur in at least 8 cited/citing cases and be the most common in
cited/citing cases; this condition is tested for each case on all the possible labels
and if a case has a label that satisfies both constraints, it is assigned to it.

5.2 Knowledge Acquisition

During the knowledge acquisition phase, rules are acquired from a user looking
at examples of cases. We built a tool that allows the user to inspect the cases
and create and test rules. The user, for each document, can explore the relevant
labels and the other catchphrases of the case. The interface also shows citation
information, the catchphrases and relevant sentences of cited/citing cases, and
which parts of the relevant legislation are cited with their titles. The user can
also see frequency information (according to the attributes previously described)
for different terms, including the terms that form the given label.

During knowledge acquisition, the user looks at a case not yet classified, and
writes a rule to assign the correct label to it: the user picks relevant attribute(s)
that would give the correct classification to the current case and creates one or
more conditions. While making the rule, it is tested on all the training corpus; in
this way the user can see, after adding each condition, the number of cases cor-
rectly and wrongly matched by the rule. The system also presents other matches
for manual inspection, and lists which kind of cases were misclassified by the
rule, listing the correct labels of the misclassified cases. For a generic rule, we
can also see which labels were matched. Table 3 gives an example of the kind of
information given by the system to assist rule creation. Using this information
and looking at specific examples, the user can refine the rule until satisfied and
then commit it to the knowledge base.

While adding a condition to a rule we can also compute the probability that
the improvement given by the rule/condition is random. As initially described
in [5], for a two-class problem (the case has the label/the case does not have the
label), we can use a binomial test to calculate the probability that such results
could occur randomly. That is, when a condition is added to an existing rule,
or added to an empty rule, we compute the probability that the improvement
is random. The probability of selecting randomly n cases and getting x or more
cases with the specified label is:
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r =

n∑
k=x

(
n

k

)
pk(1− p)n−k =

n!px(1− p)n−x

x!(n− x)!

where p is the random probability, i.e. the proportion of cases with that label
among all cases selected by the current rule. If we know how many cases the new
condition correctly labels (x), we can calculate this probability which can help
the user in creating a condition that minimize the value of r.

Despite taking inspiration from the Ripple Down Rule methodology, the rules
are not organized in a tree. That is, when a new rule is created it is added to the
knowledge base without any particular order. When a new case is classified, all
the rules are executed and any rule that fires (i.e. the case satisfies the conditions
of the rule) assigns a label to the case. In this way every case can be assigned
more than one label if more than one rule fires, but also it will not be assigned
a label if no rule fires.

We tried to make the knowledge acquisition process quick and easy for the
user: when creating a rule the user is guided both by the particular examples
shown by the system, and by the statistics computed on the large training
dataset. The user can see all the applicable attributes and pick those which
seem most relevant for the case at hand and testing the rule on all the corpus
he/she can get an impression of the quality of the rule and refine it (potentially
looking also at other examples), until he/she is satisfied. The rule is then com-
mitted to the knowledge base, without having to worry about any interaction
with previous rules.

Table 3. Example of system information while creating a rule

Tf(native title)≥1.0 and MaxRank(native title)=0 − > label=native title
1: Matches= 54/57=0.947 new matches= 27/28=0.964
2: Total ‘native title’ = 79 matched= 54/79=0.683
3: Errors: ‘aborigines’: 2, ‘aboriginals’: 1, ‘costs’: 1
4: Probability Random improvement= 4.18e-80

Row1:The rule matches 57 cases, of which 54 (94.7%) are correct (have “native title”
label). Of these only 28 (27 correct) were not matched by the rules already in the KB.
Row2:The total number of cases with the label native title is 79 (so this rule covers
54/79=68.3% of them). If the conclusion was generic this row would give a list of labels
posted by the rule.
Row3: The three cases which are labelled incorrectly have labels ‘aborigines’ (twice),
‘aboriginals’ (once) and ‘cost ’ (once) (one of the cases has two labels).
Row4: The probability that a random rule would be this good is 10e-80.

6 Experimental Results

Following the procedure just described we created a knowledge base of 27 rules.
Of the 27, 7 rules are of type generic, i.e. they can assign different labels to cases,
while the other 20 deal with a specific label only. These rules assign label(s) for
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1846 cases (out of 2816 cases), giving in total 2051 labels, of which 1681 (81.96%)
are correct. 1653 cases are assigned only one label, while 181 cases are given two
labels and 12 have three. The remaining 970 cases were not assigned any label by
the rules. There are also occasions in which multiple rules fire for the same case
giving the same label, thus increasing the confidence that the label is appropriate
for the case (for example 1320 labels were assigned at least by two rules, of which
1185, 89.77%, are correct). The rules were inserted by one of the authors, and
no legal expert was involved. The time to create the rules was logged, and we
measured an average time of 4.5 minutes per rule (121 minutes in total) which
includes looking at a case, choosing the attributes, testing and refining the rule
and committing it.

We then evaluated the rule base on a unseen test set of 1073 cases (from
the Federal Court of Australia, year 2006, as described in Section 3). The rules
assigned a label to 663 cases (585 cases get one label, 71 get 2, 7 get three, while
the remaining 410 are not assigned a label). Of the 748 labels given in total, 576
are correct (77.00%). The trends for precision and recall as rules are added to
the knowledge base are shown in Figure 1a for the training set and in Figure 1b
for the test set.

(a) Training set: 2816 documents. (b) Test set: 1073 documents.

Fig. 1. Precision, Recall and F-measure as the size of the KB increases

To better understand the performance of the knowledge base, we compared
the results with those obtained with a simple automatic method CITLEG and
with some Machine Learning algorithms. For machine learning, we initially used
as features a bag of words representation, where each case is described by all the
words occurring in it. We removed stopwords from and stemmed all the remain-
ing terms, using the NLTK library2 and the included Porter stemmer. We used
as features for each document the presence or absence of every term in the cor-
pus. In addition, we also trained the models with an alternative representation,
using the same features of the rule system: for each case we encoded the values

2 http://www.nltk.org/
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of the nine features described in Section 5 for every possible label. This repre-
sentation makes use of citation information which is not available in the bag of
words model. We trained two kinds of machine learners, a Naive Bayes model
and a Support Vector Machine model, using the implementations in WEKA3

and LibSVM4 respectively. Both models have been successful in many natural
language processing applications, and we chose one model from the class of dis-
criminative models (SVM) and one from generative models (Naive Bayes). We
also experimented with decision trees (in particular J48) but as this did not
improve the performance, the results are omitted from the paper.

The performance of the knowledge base is compared with a range of baselines
in Table 4 for the training set, and Table 5 for the test set. The methods in the
tables are:

– KB: the knowledge base of 27 rules.

– CITLEG: the method based on citations to cases and legislation, described
in Section 4.

– KB+CITLEG: for each case, if the rules assigns at least one label to the
case, we consider only that label(s); if no rule fires we use CITLEG to get a
label for the case.

– KB+NN: for each case, if the rules assign at least one label to the case, we
consider only that label(s), otherwise we follow the list of nearest neighbours
(as defined by TF cosine similarity, see Section 4) until we find a case which
has at least one label assigned by the rules, and use the same label for the
current case.

– The two machine learners: naive bayes (NB bow and NB myfeat) and
support vector machine (SVM bow and SVM myfeat), both using the
bag of words representation or using the features we designed.

We can see from the two tables that, on the unseen test set, the rules obtain
greater precision (77%) than any other method. However, because the rules tend
not to cover every case, it is the combination of the rules with the automatic
methods that give the highest recall and F-measure. In particular using the
knowledge base and the nearest neighbour method as the backup for cases not
covered by the rules gives the best performance with an F-measure of 63%.

The machine learning algorithms seem to overfit the training data to a much
higher degree than the other methods, with a low performance on unseen test
data. The rules on the opposite suffer only a minor loss of performance when
tested on new unseen data. Both Naive Bayes and SVM fail in generalizing
the features we designed, and we obtained better performance using the more
standard bag of words representation; however this also failed to outperform even
the quite simple baseline CITLEG. We suggest that since the models were trained
with over 10 millions words, it seems unlikely that significant improvement would
be obtained by providing more training data for the learners.

3 http://www.cs.waikato.ac.nz/ml/weka
4 http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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We can conclude that knowledge acquisition is much more successful in en-
coding the way complex features interact with each other in different cases. Once
the feature set was designed, it took a relatively short time to create high pre-
cision rules which cover a significant portion of the cases. Another advantage of
using our knowledge acquisition framework is that the rule base can easily be
extended, inserting additional rules, for example to cover new classes or to use
new features, while the machine learners would need to be re-trained and would
require new annotated data.

Table 4. Performances measured on the training set (2816 cases)

Method AvgLabelsPerDoc Precision Recall F-measure

KB 0.73 0.820 0.484 0.609
CITLEG 1.44 0.562 0.631 0.595

KB+CITLEG 1.07 0.694 0.598 0.643
KB+NN 1.14 0.675 0.621 0.647
NB bow 1.00 0.462 0.371 0.411
SVM bow 1.00 0.257 0.207 0.229
NB myfeat 1.00 0.610 0.490 0.543
SVM myfeat 1.00 0.997 0.801 0.889

Table 5. Performances measured on the test set (1073 cases)

Method AvgLabelsPerDoc Precision Recall F-measure

KB 0.70 0.770 0.459 0.575
CITLEG 1.32 0.555 0.600 0.577

KB+CITLEG 1.03 0.667 0.578 0.620
KB+NN 1.16 0.631 0.629 0.630
NB bow 1.00 0.492 0.421 0.454
SVM bow 1.00 0.314 0.269 0.290
NB myfeat 1.00 0.194 0.166 0.179
SVM myfeat 1.00 0.259 0.222 0.239

7 Extracting Lower-Level Catchphrases

As outlined in the Introduction, categorising the cases according to the top level
hierarchy is part of a wider project of generating the full range of catchphrases
for legal case reports. As shown in Table 1, together with one or two high level
catchphrases, there are several lower level, more specific catchphrases, whose re-
use among cases is very limited. To tackle this kind of catchphrase, we propose
to use an extractive approach, where important fragments of text are extracted
from the case reports as candidate catchphrases.

We are extending our knowledge acquisition framework for this task and plan
to build a knowledge base with rules that operate at the sentence level, and
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Table 6. Examples of rules for catchphrase extraction

SENTENCE contains at least 2 terms with Tf > 30 and CpOcc > 200 and AvgOcc <
2.5 and TFIDF < 10 within a window of 2 terms

SENTENCE contains at least 2 terms with Tf > 5 and CpOcc > 20 and FcFound >
0.02 and CitCp > 1 and TFIDF < 15
and contains at least 2 terms with Tf > 5 and CpOcc > 2 and FcFound > 0.11 and
AvgOcc < 0.2 and TFIDF < 5

SENTENCE contains at least 10 terms with CitCp > 10
and contains at least 6 terms with CitCp > 20

SENTENCE contains the term corporations with Tf > 15 and CitCp > 5

provide conditions to enable a sentence to be recognized as relevant and thus
extracted and proposed as a catchphrase. Similarly to the approach described
above, we plan to acquire a range of rules from a user, and use some simpler
automatic methods as a fall-back for the cases not covered by the knowledge
base.

In order to extend the approach for relevance identification, we need to ex-
tend the feature set. While the rules identify important sentences, looking at one
sentence by itself is clearly not enough to decide its importance; we must con-
sider also document-scale information to know what the present case is about,
and at the same time we need to look at corpus-wide information to decide
what is peculiar to the present case. For this reason we have developed several
ways of locating potential catchphrases in legal text, based on different kinds
of attributes, such as frequency attributes (how many times a term appear in
the document, how many times on average in other documents, in how many
documents it appears, tfidf score, etc.), statistical information (i.e. likelihood of
appearing in catchphrases), citation information (such as occurrences in citation
sentences, in catchphrases of related cases and in the titles of various legisla-
tion), and linguistic information such as part of speech tags, the use of specific
dictionaries, patterns of words etc.

We hypothesize that such a rich feature set should allow us to create high
precision rules to identify relevant sentences in the full text, using a knowledge
acquisition procedure similar to the one already described, where a user looks
at specific cases to select different attributes and their weights, and is guided
by the system both with specific examples and with statistics gathered from the
training set. To determine the quality of the results, we developed also an eval-
uation method based on approximate matching between the sentences and the
given catchphrases using Rouge[14], which would allow us to quickly estimate
the performance of a set of rules on a large dataset of catchphrases. The eval-
uation method was described in [7], some preliminary results using knowledge
acquisition were presented in [6]. Table 6 gives some examples of possible rules
that identify important sentences.
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8 Conclusion

This paper presents our knowledge acquisition approach to generate different
levels of catchphrases for legal case reports, to assist legal research and provide
help to lawyers searching for relevant precedents.

To give high level labels to cases, we first developed a baseline automatic
method of selecting labels looking at citation information. We then designed a
range of more complex features, including citation and frequency information,
and developed an efficient knowledge acquisition framework that allows the quick
creation of classification rules using those features. A small knowledge base was
built using this tool in approximately two hours. When evaluated on unseen data,
the knowledge base, in conjunction with a nearest neighbour back-up method,
obtains a precision of 63.1% and a recall of 62.9%, outperforming two different
machine learning models trained both using the designed features and a more
traditional bag of words representation.

We conclude that our knowledge acquisition approach seems better able to
capture the interaction between the complex features required to perform clas-
sification in this challenging domain. Machine learning, despite being given the
same features and a large amount of training data, fails to generalise to unseen
data.

We are now extending this approach for the task of extracting more specific
and longer catchphrases from the full text of the cases. For this problem the
feature space required to capture relevance in the text is even more complex,
and it thus seems unlikely that machine learning could obtain good results on
this challenging task. We believe the best approach is to extend our knowledge
acquisition framework to handle a larger number of features and to present a
more thorough evaluation of rule performance (needed to guide the knowledge
acquisition), while keeping the creation of rules as simple as possible for the
users.

Acknowledgments. The authors would like to thank Philip Chung, Andrew
Mowbray and Graham Greenleaf from AustLII for their valuable help and con-
structive comments.
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Abstract. In this study, we describe how to extract a sentence which
serves as a correct answer for a how-to question about actions to be taken
on the Web. The distinguishing feature of this study is the extraction
of sentences using a set of queries, after collecting queries considered to
be effective for answer extraction. By using a query set, it is possible to
extract the answer considered to express the contents of the Web page
pertinent to the question. In the results of the experiment, the average
recall was 77.3% and the average precision was 62.9%.

Keywords: How-to type question answering, Web documents, query
set, extraction.

1 Introduction

Due to the rapid spread of the Internet, there are vast amounts of information
available. For day-to-day questions, the opportunity to find answers in informa-
tion found on the Web using a search engine has been increasing. However, to
use existing search engines, it is necessary to adequately represent the question
in the search query. In addition, there is the problem that we must look for
ourselves to locate answer phrases and sentences on the pages that are found.

In order to solve such a problem, question answering system to extract the
answer and present it has been studied for natural language question. In the
existing study, question answering system is divided into two types: One is the
inference type system, another is extraction type system. Since the former are
limited areas that can be answered, extraction type has mainly been studied in
recent years.

In the extraction type, to conduct study [1] assuming that answers for “WH”
questions are nouns and noun phrases is a mainstream approach. In contrast,
studies of the non-factoid type, in which the answer is extracted as text corre-
sponding to “why” questions that ask for a reason or “how” questions that ask
for actions, have been less prevalent than studies corresponding to WH questions.

The purpose of this study is to extract correct answers for questions without
leakage from sentences on the Web, focused on how-to questions. How-to type

D. Richards and B.H. Kang (Eds.): PKAW 2012, LNAI 7457, pp. 133–139, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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question is a question which asks description of means. In this study, we propose
a method for extracting question-answering sentences that we have implemented,
and evaluate its effectiveness.

2 Related Work

Studies by Asano et al. and Murdoch et al. are related studies of how-type sys-
tems [2,3]. These studies specify an approach in which a “method” and “proce-
dure” are described in terms of bulleted lists, table structures, and the structure
of the HTML document.In order to measure whether it is a satisfying answer
for a how-to question Asano et al. introduced two rate scales in the accuracy of
explanation, and the viewpoint of the detail. One is the degree of answer agree-
ment and another is the degree of explanation detailed.And they verified what
kind of feature there is in a document with a high rate scale, and whether a
rate scale could be predicted from the feature of a document for the document
searched by the how-to question.

Yamamoto et al. [4] make use of the property by which a word from the same
vocabulary chain found in multiple sentences takes on similar meanings because
of its action expression. Thus, that which should be considered as the correct
answer is described over multiple sentences. They found that the specification
of an appropriate range was difficult. The range over which a similar noun has
chained and that which a chain follows is extracted as the answer. Here, the
recall was 56.2% and the precision was 56.6%.

3 Proposed Method

In this paper, we propose a method for extracting an answer focusing on the
number of occurrences of a specific word that are included in the Web document
to realize a how-to question-answering system.

3.1 Summary the Proposed Method

A word appearing the most in a given document is clearly relevant to the docu-
ment content. We realized that a search question and the word with the highest
frequency of appearance had a strong relation in the Web documents returned by
the search engine. We considered that whether or not that word is contained in a
given sentence might be an indicator of whether that sentence is an appropriate
answer. Moreover, we considered that the word with the highest frequency of
appearance was a more important word, not only within one document but over
two or more documents. Finally, we considered that a sentence containing two
or more of these words is more appropriate than a sentence that contains only
one of these words. With these considerations in mind, we proposed a method
to extract such sentences. Figure 1 gives an outline of the proposed method.
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Fig. 1. Flowchart of the proposed method

3.2 Construction of a Query Set

First, we conducted a morphological analysis of sentences extracted from the
Web document and decomposed into words. Next, we calculated the importance
of each word. The importance of a word was defined by the Eq. (1) below.

Iw =
1

log |D|+1
|d:d�tj|

×N (1)

In Eq. (1), D is the total number of documents, d is the number of documents
containing the word i, N is the number of appearance of the word. The number
of appearances of the word refers to the number of appearance of words in all
documents. The importance refers to the TF-IDF method. This method assumes
that a word used by a fewWeb documents, rather than a word used by manyWeb
documents, best expresses the subject of the document. In this study, we used
the reciprocal because we want words that are used in many Web documents to
be considered important words. By using the reciprocal, the importance of words
that appear in manyWeb documents will be raised. A threshold value is provided
in this importance measure, and words scoring higher than that threshold value
are considered for the query set used for sentence extraction.Figure 2 gives an
outline of the proposed method. In Fig.2, Words that threshold is greater than
10 are contained in a query set.

Referring to the query set, we extract the sentences that include two or more
words in the query set as answer sentences. Figure 3 presents an example of
extraction. In this example, the underlined sentences were extracted as answers.
We also set sentences with overlapping contents to one after extracting the an-
swer sentence.
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Fig. 2. Example of construction of a query set

�������	�
��	���
�
�����
�

��	�	��������������������������	
	��

��	��

�������	�
��	�

��������	��
������������	����������	����
����������

����������	��
���������	����
���
�	����


��

���	����������	
���
�	���

�������
��
��	
���	���������
����

������������

���� ��	�
��	 ��
�
�����
�

��	�	���������������������

����	
	����	��

�������	�
��	�

Fig. 3. Example of answer extraction

3.3 Consideration of Part of Speech

When there are many words included in a query set, many sentences will be
extracted as answers. Thus, we consider the following factors when extracting
an answer.

(1) Some words are not included in the query set.

Auxiliaries and particles, as well as the verbs “be” and “do” and the nouns
“become”, “answer”, and “question” of the noun appear so often that they
cannot form a valid query to extract an answer. Therefore these words are
not included in a query. Moreover, unknown words and signs are not included
in a query.

(2) A sentence that does not contain a verb is not taken as an answer.

Since a how-to question is a question that asks for a method, a sentence
without a verb is not suitable as an answer. Therefore, any sentence that
does not contain a verb is not extracted as an answer.

(3) The part of speech of the sentence ending is considered.

As a result of investigating the part of speech of the sentence ending of a
correct answer for a how-to question, we determined that the part of speech of
many sentence endings is a verb, a particle, or an auxiliary verb. Therefore,
we extracted sentences whose endings matched the parts of speech of the
answer.
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4 Experiment

We conducted an experiment in order to evaluate whether the method proposed
in this study is effective. The proposed method was implemented in Java. We
used Sen for the morphological analysis and to track the stored words and the im-
portance of words in MySQL. We constructed query sets by performing searches
from the MySQL table which associated words and the importance of words.

4.1 Experiment Method

We obtained sentences from Web pages using existing search engines such as
Google. Since Google regards a page that is linked from many other pages as high
priority, we can incorporate this measure with partial reliability. We extracted
answers from sentences on the top 20 Web pages (a total of 6910 sentences)
written in Japanese, with each question sentence turned into a query using the
proposed method.

4.2 Evaluation Method

We evaluated the how-to question-answering system using the recall, precision,
and F-score given by Eq. (2), Eq. (3), and Eq. (4).

recall =
Num of correct sentence extracted

Num of total correct sentence
(2)

precision =
Num of correct sentence extracted

Num of total sentence
(3)

F − score =
2× precition× recall

precition+ recall
(4)

In the experiment, we used the ten questions(how to stop a nosebleed and how
to run fast etc.) used by Yamamoto et al. [4].

In addition, “a correct sentence” is defined as a sentence that has been shown
to resolve the questions in this experiment. These were evaluated by hand, with-
out considering whether the method was actually effective. We provide an ex-
ample of the evaluation of answers extracted for “How to stop a nosebleed” in
Table 1.

4.3 Experiment Result

We provide a threshold for the importance of a word when constructing a query
set , including a word if its importance exceeds the threshold in the query set
and thus constructing the query set. Therefore, the words contained in a query
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Table 1. Example of evaluation of answers extracted for “How to stop a nosebleed”

Evaluation Extracted@answer sentence

Knob to the bottom of the nose with your thumb and forefin-
ger, press 5 to 10 minutes.

Since its bleeding from a capillary vessel in the case of a nose-
bleed, it is most that a life is not in danger, but it will be
serious if an allowance is overdue in case of general bleeding.

set are determined by a threshold, and the sentences extracted as answers are
determined by a threshold. We extracted answers while changing the threshold
for each question, thus evaluating the average of each value in order to determine
whether the current threshold is optimal for extracting answers. We present the
relationship between the threshold and the evaluated variables in Table 2.

The largest F value occurs when the threshold is 10. Table 3 compares the
extraction accuracy of previous studies by Yamamoto et al. [4].

Table 2. Relation between the threshold and the evaluated variables

Threshold 5 10 15 20 25

recall 79.41 77.32 69.58 59.61 48.42

precision 58.28 62.85 58.30 58.19 52.95

F-score 67.22 69.34 63.44 58.89 50.58

Table 3. Comparison of extraction accuracy

proposed method Yamamoto et al.

recall 77.3 56.2

precision 62.9 56.6

F-score 69.3 56.4

4.4 Discussion

As the cause by which F value became the maximum when the threshold is
10, the number of the words contained in a query set is considered to be the
cause. When a threshold value is small, the number of the words contained in a
query set will increase, many incorrect answer sentences to the question will be
extracted, and precision will fall. If a threshold value is high, the number of the
words contained in a query set will decrease, and correct answer sentences will
not be extracted, and recall will fall. For these reasons, we considered F value
has become the maximum when a threshold value is 10.

The average recall was 77.3% and the average precision was 62.9% when the
threshold is 10. As the cause of a precision fall , since we used the number of
appearances of a word in all pages when determining the importance of that
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word, a word from a sentence that is not a suitable answer of a how-to question
may have been used as a query. Another reason might be that a query used
when extracting a sentence is often used in a statement unrelated to resolving
the question. In this case, it is assumed that we have extracted an unrelated
sentence.

5 Conclusion

This study has proposed an extraction method focused on the importance of the
words used in answer extraction to realize a how-to question-answering system.
Since the average recall in the evaluation experiment was 77.3%, a sufficiently
high value compared with preceding studies to validate the proposal of this study.

Future work will seek to increase both recall and precision by deleting sen-
tences that are unsuitable answers and by specifying and narrowing the queries
to extract more appropriate answers. In addition, it is also necessary to extract
a range of two or more sentences because some Web pages do not convey the
desired meaning in a single sentence. Moreover, it is necessary to conduct exper-
iments using large-scale data and performance scoring to narrow the extracted
answer sentences in order to realize a system.
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Abstract. We present in this paper a part of our work in the field of image 
indexing and retrieval. In this work, we are using a statistical probabilistic 
model called Pachinko Allocation Model (PAM). Pachinko Allocation Model 
(PAM) is a probabilistic topic model which uses a Discrete Acyclic Graph 
(DAG) structure to present and learn possibly correlations of topics which were 
responsible of generating words in documents, like other topic models such as 
Latent Dirichlet Allocation (LDA), PAM was originally proposed for text 
processing, it can be applied for image retrieval since we can assume that image 
is a text and parts of image (local points, regions ,…) can represent visual 
words like in text processing field. We propose to apply PAM on local features 
extracted from images using Difference of Gaussian and Salient Invariant 
Feature Transform (DoG/SIFT) techniques. In a second part, PAM is applying 
on global features (color, texture …), these features are calculated for a set of 
regions resulting from 4×4 division of images. The proposition is under 
experimental evaluation.   

Keywords: Image Indexing and Retrieval, Pachinko Allocation Model, Scale 
Invariant Feature Transform, Image Local Features, Color Texture Features, 
Global Features.  

1 Introduction 

Managing a huge amount of data including images is a widely occurred problem due to 
the expansion of computer science and multimedia, retrieval tasks become more and 
more difficult. Image retrieval is an important field of research in image processing 
applications and it knows lot of works and propositions, among them the use of 
"probabilistic topic models" which have been originally developed in the context of text 
modeling. Topic models try to find and use latent (hidden) semantic spaces that are 
more accurate to model documents in the context of retrieval tasks and overcome 
problems such as synonymy and polysemy due to count vector representation of 
documents, instead, each document is generally assumed to consist of multiple hidden 
topics that are responsible of generating words in the document. Images can also 
considered as mixture of topics (a mixture of one or more object/object parts), this fact 
allow the use of these models in image modeling and retrieval. 
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Latent semantic analysis LSA [3] was the first model to apply in image indexing 
and retrieval, in [7] they use LSA to construct an image search engine on the web 
called ImageRover, LSA uses a Singular Value Decomposition (SVD) for mapping 
into the semantic space. The pLSA [4] is the probabilistic variant of LSA. Instead of 
using SVD, it assumes a probabilistic model where each document is represented by a 
mixture of topics (hidden topics), each topic denotes a distribution over the discrete 
words (visual words in image retrieval context). 

Latent Dirichlet Allocation LDA [1] is a generative probabilistic model which is 
similar to pLSA. The main difference is that topic probabilities can be easily assigned 
to new document which not the case for pLSA. Correlated Topic Model CTM [2] is 
another topic model which is similar to LDA but with some differences concerning 
topic proportions. Pachinko Allocation Model (PAM) [12] is a topic model which has 
been used for object recognition tasks [9], and it mainly differs from previous models 
by the possibility of capturing correlation between topics and not only between words. 
pLSA, LDA, and CTM have been studied and compared in [5] which represent an 
important reference in the use of topic models in both object recognition and retrieval 
tasks, another important point of [5] is that his work focus on the use of topic models 
in "real-world" noisy databases and, for this purpose she used a database consist of 
more than 240,000 images which have been downloaded from the public Flickr 
repository. 

In this paper, we propose the application of PAM in two ways, first with local 
features of images extracted by Difference of Gaussian and Scale Invariant Feature 
Transform (DoG/SIFT) technique, while in the second one, it is used with a set of 
color and texture features, note that PAM was absent from [5].  

The paper's overview is as follow. We will first mention the technique used for 
extracting features from images, then we will speak about the appropriate 
representation of these feature in order to use them in topic models. PAM will be 
presented in the 3rd section. 

2 Image Features Extraction 

We work in the first part on local features like in [5], those features are calculated at 
interest points in images, DoG (Difference of Gaussian) detector is used to detect 
such interest points and their associated regions. The DoG is scale-invariant region 
detector which first detects a set of interest points, then it filters this set to preserve 
only points that are stable under a certain amount of additive noise. First, keypoints 
(interest points) are identifying by scanning the image over location and scale. It 
detects localization and scale of keypoints as scale-space extrema of the function ( , , ), which is the difference-of-Gaussian function convolved with the input 
image ( , ) : ( , , ) ( , , ) ( , , ) ( , ) 

Where k indicates a constant multiplicative factor and  ( , , ) ( )/  is a Gaussian kernel.  
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Fig. 1. Detection of extrema in scale-space by comparing a pixel(x) to its neighbors (◦) in the 
current and adjacent scales [9] 

Local 3D extrema of D(.) are detected by comparing each pixel to its 26 neighbors, 
8 neighbors in the current scale space level and 9 from both above and below space 
levels (see Figure 1). A point is selected only if it is larger or smaller than any of these 
neighbors.  

 

Fig. 2. 2x2 descriptor array computed from an 8x8 set of samples [9] 

Computation of features for keypoints detected by DoG detector is realized with 
the Scale Invariant Feature Transform SIFT [9]. First, an orientation, scale, and 
location are assigned to keypoints. The scale and location are determined by DoG 
detector, while one or more orientation are assigned to the keypoint based on the 
dominant gradient orientation of the local image patch surrounding the interest point. 
An orientation histogram is used to identify dominant gradient directions by selecting 
peaks within. This histogram is formed from the gradients’ angles of sample points 
within a region around the keypoint, weighted by each gradients’ magnitudes. An 
interest point is created with that orientation for each dominant orientation (multiple 
interest points might be created for the same location and scale, but with different 
orientations)[5]. The descriptor is formed from a vector containing the values of all 
the orientation histogram entries, a 4x4 array of histograms with 8 orientation bins in 
each is used, that means 4x4x8=128 element feature vector for each keypoint [9]. The 
vector is normalized to ensure invariance to illumination conditions. SIFT features are 
also invariant to small geometric distortions and translations due to location 
quantization [5]. More details about SIFT technique are available in [5]. 
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Fig. 3. Stages of keypoints selection [9] 

Since local features for images have been calculated, we need to define an appropriate 
representation to use with topic models. Thus, an equivalent to word as elementary parts 
in documents has to be found for images known as “visual words”. SIFT descriptors 
extracted are high dimensional and their entries are continuous, thus a vector quantization 
is applied to derive discrete visual words. We apply k-means clustering  on SIFT features 
vectors of each image and we keep the mean (cluster’s centroid) of resulting clusters as a 
visual word and the dimension of its cluster as the term frequency. We need also to 
cluster again all the centroids extracted by the first clustering in order to construct the 
corpus vocabulary and thus a bag-of-words model can be derived.  

In the second experiment, images are divided into 4×4 regions, then color and 
texture features are calculated for every region. For color features, we chose to 
calculate color moments in RGB and HSV spaces, while for texture, we calculate 6 of 
Haralick texture indices. Each region is considered as a visual word and a kmeans 
clustering is performed to construct the corpus vocabulary.  

We will present next the Pachinko Allocation Model. 

3 Pachinko Allocation Model  

The Pachinko Allocation Model (PAM) [12] is a probabilistic topic model which uses 
a Discrete Acyclic Graph (DAG) structure to present and learn possibly sparse topic 
correlations. In PAM, the concept of topics is extended to be distribution not only 
over words, but also over other topics. PAM connects words in V and topics in T with 
an arbitrary DAG, where topic nodes occupy the interior levels and the leaves are 
words. Graphical model of PAM is presented in figure 3. 

 

Fig. 4. Graphical Model of PAM [12] 
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To generate a document in PAM model we follow the process: 

• Sample ( ), ( ), … , ( )  from ( ), ( ), … , ( ), where ( ) is a 

multinomial distribution of topic ti  over its children. 
• For each word w in the document,  

- Sample a topic path   of length : , , … , .    is 
always the root and    through      are topic nodes in topics T.  

   is a child of ( ) and it is sampled according to the multinomial 

distribution  ( )( )   .  

- Sample the word w from   ( )    .  

The joint probability of generating a document d is: , ( ), ( ) ( )  

( ( )( ) ( | ( ) ) 

And a marginal probability of document d is: 

( | ) ( )           ( ( | ( )( ) ) ( | ( ) )) ( ) 
Four level PAM is often used, and it differs from PAM which allows arbitrary DAGs 
to model topic correlations. PAM has been used in [8] under the context of object 
recognition task.  

 

Fig. 5. Model structure for four topic models [12] 

We are interested to infer topics and subtopics to use them in indexing and retrieval 
task. 

4 Similarity Measure and Evaluation 

The similarity between images can be measured by the similarity between their 
corresponding distributions, Kullback Leibler (KL) divergence can be used to mesure 
the difference (divergence) between two distributions p and q  
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( , )  

To evaluate the retrieval performance, we use precision-recall pair [6]: 

         

A: number of relevant images retrieved. 
B: Total number of image retrieved. 
C: Total number of relevant images in the database. 

5 Conclusion and Current State  

In this paper, we propose to use a probabilistic topic model called Pachinko 
Allocation Model for image indexing and retrieval. We chose to use this model 
because of success obtained by similar models. The model is applying on local 
features and also on a set of color and texture global features. We expect to finish 
testing this proposition soon. 

The extraction of local features using DoG/SIFT method and the construction of 
visual words representation have been achieved, the package of [10] was used for this 
phase of work. A subset of Corel image database [11] with 900 training images and 
100 test images is used for evaluation, we chose to use 6 visual words per image, and 
a vocabulary of 52 visual words. 
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Abstract. It is well known that classification models produced by the
Ripple Down Rules are easier to maintain and update. They are compact
and can provide an explanation of their reasoning making them easy to
understand for medical practitioners. This article is devoted to an empir-
ical investigation and comparison of several ensemble methods based on
Ripple Down Rules in a novel application for the detection of cardiovas-
cular autonomic neuropathy (CAN) from an extensive data set collected
by the Diabetes Complications Screening Research Initiative at Charles
Sturt University. Our experiments included essential ensemble methods,
several more recent state-of-the-art techniques, and a novel consensus
function based on graph partitioning. The results show that our novel
application of Ripple Down Rules in ensemble classifiers for the detec-
tion of CAN achieved better performance parameters compared with the
outcomes obtained previously in the literature.

1 Introduction

Ripple Down Rules produce models which are easier to maintain and update
than other alternatives, [5], [37]. In addition they have the most compact repre-
sentations of the models, which can be better explained to and understood by
medical practitioners, see Section 4 below for more details. The present article
deals with an experimental investigation and comparison of several ensemble
methods based on Ripple Down Rules in a novel application for the detection of
cardiovascular autonomic neuropathy (CAN) in diabetes patients. Our experi-
ments included several essential ensemble methods, a few more recent state-of-
the-art techniques, a novel consensus function based on graph partitioning, and
used the Diabetes Screening Complications Research Initiative (DiScRi) data
set collected at Charles Sturt University, Albury, Australia.

DiScRi is a very large and unique data set containing a comprehensive col-
lection of tests related to CAN. It has been previously considered in [20], where
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decision trees were used. Our new results based on Ripple Down Rules and pre-
sented in this paper have achieved substantially higher accuracies compared with
the previous outcomes in [20].

The paper is organised as follows. Section 2 deals with cardiovascular au-
tonomic neuropathy. Section 3 describes the Diabetes Complications Screening
Research Initiative (DiScRi) organised at Charles Sturt University, and the cor-
responding data set. Section 4 contains brief background information on Ripple
Down Rules (RDR). Section 5 describes ensemble methods investigated in this
paper. Section 6 presents the experimental results comparing the efficiencies of
several ensemble methods based on RDR for this application domain. These out-
comes are discussed in Section 7, where the main conclusions are also provided.

2 Cardiovascular Autonomic Neuropathy

Cardiovascular autonomic neuropathy (CAN) is a condition associated with
damage to the autonomic nervous system innervating the heart and highly preva-
lent in people with diabetes, [13], [14], [29]. It is known as one of the causes of
mortality among type 2 diabetes patients. The classification of disease progres-
sion associated with CAN is important, because it has implications for planning
of timely treatment, which can lead to an improved well-being of the patients
and a reduction in morbidity and mortality associated with cardiac arrhythmias
in diabetes.

The most important tests required for identification of CAN rely on assessing
responses in heart rate and blood pressure to various activities, usually consisting
of five tests described in [13] and [14]. It is often difficult for clinicians to collect
all test data from patients, since they are likely to be suffering from other illnesses
affecting their general fitness and making it hard to follow correct procedures
for all tests. More details on various other associated tests for CAN are given in
the next section.

3 Diabetes Complications Screening Research Initiative

This paper used the data set of test results and health-related parameters
collected at the Diabetes Complications Screening Research Initiative, DiScRi,
organised at Charles Sturt University, [8], [20], [34]. There are no other alterna-
tive data sets containing comparable collections of test outcomes. The collection
and analysis of data in the project has been approved by the Ethics in Human
Research Committee of the university before investigations started. People par-
ticipating in the project were attracted via advertisements in the media. The
participants were instructed not to smoke and refrain from consuming caffeine
containing drinks and alcohol for 24 hours preceding the tests as well as to fast
from midnight of the previous day until tests were complete. The measurements
were conducted from 9:00am until 12midday and were recorded in the DiScRi
data base along with various other health background data including age, sex
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and diabetes status, blood pressure (BP), body-mass index (BMI), blood glu-
cose level (BGL), and cholesterol profile. Reported incidents of a heart attack,
atrial fibrillation and palpitations were also recorded. The most important set of
features recorded for CAN determination is the Ewing battery [13], [14]. There
are five Ewing tests in the battery: changes in heart rate associated with lying to
standing, deep breathing and valsalva manoeuvre and changes in blood pressure
associated with hand grip and lying to standing. In addition features from the
ten second samples of 12-lead ECG for all participants were extracted from the
data base. These included the QRS, PQ, QTc and QTd intervals, heart rate
and QRS axis explained below. The QRS complex reflects the depolarization of
the ventricles of the heart. The duration of the QRS complex is called the QRS
duration. The time from the beginning of the P wave until the start of the next
QRS complex is called the PQ interval. The longest distance from the Q wave
to the next T wave is called the QT interval. The period from the beginning of
the QRS complex to the end of the T wave is denoted by QT interval, which if
corrected for heart rate becomes the QTc. It represents the so-called refractory
period of the heart. The difference of the maximum QT interval and the min-
imum QT interval over all 12 leads is known as the QT dispersion denoted by
QTd. It is used as an indicator of repolarisation of ventricular. The deflection of
the electrical axis of the heart measured in degrees to the right or left is called
the QRS axis.

A preprocessing system has been implemented in Python to automate several
expert editing rules that can be used to reduce the number of missing values
in the database. These rules were collected during several discussions with the
experts maintaining the database. Preprocessing of data using these rules pro-
duced 1299 complete rows with complete values of all fields, which were used
for the experimental evaluation of the performance of data mining algorithms.
The whole data base contained over 200 features. We have created several lists
ranking the features in the order of their relevance to CAN classification and
used them in consultation with the experts maintaining the data base to select
the most essential features, [30], [31].

In this paper discussing of the outcomes of our experiments we use the follow-
ing acronyms for the features contained in the Ewing battery listed in Figure 1.
The same acronyms are used in the original DiScRi data base.

Acronym Feature

LS HR Lying to standing heart rate change

DB HR Deep breathing heart rate change

VA HR Valsalva manoeuvre heart rate change

HG BP Hand grip blood pressure change

LS BP Lying to standing blood pressure change

Fig. 1. Acronyms for the Ewing features
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First of all we have investigated the set of all Ewing features. Since it is often
difficult to collect all tests and there are many missing values in the data base,
we also included the largest subsets of four features chosen in the Ewing battery.
These subsets can help clinicians in those situations when one of the tests is
missing. Figure 2 explains the notation used for the subsets of features analysed
in our experiments.

Notation Features included in the subset

EALL All 5 Ewing features:

LS HR, DB HR, VA HR, HG BP, LS BP

ELSHR 4 Ewing features with LS HR excluded:

DB HR, VA HR, HG BP, LS BP

EDBHR 4 Ewing features with DB HR excluded:

LS HR, VA HR, HG BP, LS BP

EVAHR 4 Ewing features with VA HR excluded:

LS HR, DB HR, HG BP, LS BP

EHGBP 4 Ewing features with HG BP excluded:

LS HR, DB HR, VA HR, LS BP

ELSBP 4 Ewing features with LS BP excluded:

LS HR, DB HR, VA HR, HG BP

Fig. 2. Notation for subsets of the Ewing battery

4 Induction of Ripple Down Rules

In medical applications of data mining it is especially important to consider
the classifiers producing models that can be expressed in a form understandable
by medical practitioners. It is well known that Ripple Down Rules create very
compact classifiers that can be expressed by a smaller number of decision rules,
compared to other systems. This is why in the present paper we investigate
several ensemble classifiers based on Ripple Down Rules.

Ripple Down Rules (RDR) were initially introduced by [5] as an approach
facilitating the maintenance problem in knowledge based systems, see also [6].
Their applications in various domains have been actively investigated, for in-
stance, in [24], [26], [36] and [41]. The readers are directed to [37] for background
information and a survey of the whole area. Multiple Classification Ripple Down
Rules (MCRDR) [25] are of particular interest for medical applications, since
they are capable of producing multiple conclusions for each instance, which may
correspond to several diagnoses for one patient. Other, more general approaches
have also been developed recently, see [3], [11] for further details. Let us also
refer to [2], [7], [9], [10], [11], [16], [19], [35], [39], [45], [48] for examples of recent
contributions.
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As a brief introduction required for understanding the output of algorithms
considered in this paper, we follow [11] and recall that RDR uses binary trees,
where each node contains a rule, a conclusion, a cornerstone case and two
branches labelled as the true (or exception) branch and a false branch. Dur-
ing inferencing, if a rule at the current node is found to be true then the true
branch is followed and the same can be said of the ‘false’ branch. The process
continues until a node is reached where there are no children along the next
appropriate branch. The conclusion returned is the one associated with the last
successful rule. A number of variants of RDR models, including advanced meth-
ods developed recently and indicated above, use more general trees.

The present paper investigates several ensemble methods based on Induction
of Ripple Down Rules in their ability to detect CAN in the DiScRi data set. We
used an implementation of a RIpple-DOwn Rule learner available in Weka and
known as Ridor. It uses Induction of Ripple Down Rules originating from [18].
A complete RDR model produced by Ridor for all Ewing features on the DiScRi
data set contains only 14 rules and is easy to understand for practitioners. For
comparison, let us note that for the same data set Alternating Decision Trees
produced 31 rules, J48 classifier produced a model with 55 rules, and Decision
Table created 315 rules. Thus, for the DiScRi data set we see that Ripple Down
Rules create the most compact models. RDR models are also easier to maintain
and update using new contributions from the experts in the area.

5 Ensemble Methods

Experimental investigation of various algorithms applied to particular areas is
important, since better performance can be achieved in practical applications by
using previous research and experience to match algorithms to the application
directions and types of problems rather than applying one and the same algo-
rithm to all problems. This is also confirmed by the so-called “no-free-lunch”
theorems, which imply that there does not exist one algorithm which is best
for all problems, [43]. We have investigated the performance of the following
ensemble techniques: Bagging, Boosting, Dagging, Decorate, Grading, HBGF,
MultiBoosting and Stacking.

• Bagging (bootstrap aggregating), generates a collection of new sets by re-
sampling the given training set at random and with replacement. These sets
are called bootstrap samples. New classifiers are then trained, one for each
of these new training sets. They are amalgamated via a majority vote, [4].
Bagging is probably the most widely used ensemble method, see [32].

• Boosting trains several classifiers in succession. Each classifier is trained on
the instances that have turned out more difficult for the preceding classi-
fier. To this end all instances are assigned weights, and if an instance turns
out difficult to classify, then its weight increases. We used highly successful
AdaBoost classifier described in [17].

• AdaBoost of Bagging is a novel combined ensemble classifier where AdaBoost
is used after Bagging based on Ripple-Down Rules has been applied.
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• MultiBoosting extends the approach of AdaBoost with the wagging tech-
nique, [42]. Wagging is a variant of bagging where the weights of training
instances generated during boosting are utilized in selection of the bootstrap
samples, [1]. Experiments on a large and diverse collection of UCI data sets
have demonstrated that MultiBoosting achieves higher accuracy significantly
more often than wagging or AdaBoost, [42].

• Stacking can be regarded as a generalization of voting, where meta-learner
aggregates the outputs of several base classifiers, [44]. (For our data set
StackingC produced the same outcomes and so we did not include it as a
separate algorithm.)

• Decorate is constructing special artificial training examples to build diverse
ensembles of classifiers. A comprehensive collection of tests have established
that Decorate consistently creates ensembles more accurate than the base
classifier, Bagging, Random Forests, which are also more accurate than
Boosting on small training sets, and are comparable to Boosting on larger
training sets, [33].

• Dagging is useful in situations where the base classifiers are slow. It divides
the training set into a collection of disjoint (and therefore smaller) stratified
samples, trains copies of the same base classifier and averages their outputs
using vote, [40]. Our experiments have shown that for CAN data Ridor does
not require this type of assistance provided by Dagging.

• Grading trains meta-classifiers, which grade the output of base classifiers as
correct or wrong labels, and these graded outcomes are then combined, [38].

• Consensus functions can be used as a replacement for voting to combine the
outputs of several classifiers. Here we used the HBGF consensus function,
following the recommendations of [15] and our previous experience with con-
sensus functions and data sets in [12], [47], and [46]. It is based on a bipartite
graph with two sets of vertices: clusters and elements of the data set. A clus-
ter C and an element d are connected by an edge in this bipartite graph if
and only if d belongs to C. (The weights associated to these edges may have
to be chosen as very large constants if the particular graph partitioning algo-
rithm does not allow zero weights and can handle only complete graphs.) An
appropriate graph partitioning algorithm is then applied to the whole bipar-
tite graph, and the final clustering is determined by the way it partitions all
elements of the data set. We used the HBGF program implemented in C#
in the Centre for Informatics and Applied Optimization of the University of
Ballarat. It relies on METIS graph partitioning software described in [27].

6 Experimental Results

We used 10-trial 10-fold cross validation to assess the performance of AdaBoost,
Bagging, Dagging, Decorate, Grading, HBGF, MultiBoosting and Stacking for
5 subsets of the Ewing features listed in Figure 2. Our experimental results
comparing the performance of these ensemble classifiers for the whole set of 5
Ewing features and for its 5 subsets are presented in Tables 2 through to 4.
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Fig. 3. Accuracies of ensemble classifiers for CAN

These tables include the standard measures of performance: accuracy, precision
and recall. Since a number of different associated terms are used in medicine and
data mining to discuss these notion, we include a brief overview here.

The accuracy of a classifier is the percentage of all patients classified correctly.
It is equal to the probability that a prediction of the classifier for an individual
patient is correct. Precision is the ratio of true positives to combined true and
false positives. Recall is the ratio of true positives to the number of all positive
samples (i.e., to the combined true positives and false negatives). Sensitivity is
the proportion of positives (patients with CAN) that are identified correctly.
Specificity is the proportion of negatives (patients without CAN) which are
identified correctly. Sensitivity is also called True Positive Rate. False Positive
Rate is equal to 1 - specificity.

In our tables with outcomes assessing ensemble classifiers, precision and recall
refer to their weighted average values. This means that they are calculated for
each class separately, and a weighted average is found then.

For the class of patients with CAN, the precision is the ratio of the number
of patients correctly identified as having CAN to the number of all patients
identified as having CAN. The recall calculated for the class of patients with
CAN is equal to sensitivity of the whole classifier. For the cohort of patients
without CAN, the precision is the ratio of the number of patients correctly
identified as having no CAN to the number of all patients identified as free
from CAN. The precision of the classifier as a whole is a weighted average of its
precisions for these classes.

Likewise, for the class of patients with CAN, the recall is the ratio of the
number of patients correctly identified as having CAN to the number of all
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patients with CAN. For the cohort of patients without CAN, the recall is the
ratio of the number of patients correctly identified as being free from CAN to
the number of all patients without CAN. The recall of the classifier is a weighted
average of its recalls for both classes.

For ease of comparison, summary diagrams of the accuracies of all ensemble
algorithms for all 5 subsets of Ewing features are given in Figure 3.

To provide complete information of all classifier parameters to the readers, we
include Table 1 with command line arguments used in Weka SimpleCLI to run
these classifiers in our experiments.

Table 1. SimpleCLI command lines indicating all parameters of ensemble classifiers

Classifier Command line

AdaBoost weka.classifiers.meta.AdaBoostM1 -P 100 -S 1 -I 10 -W
weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

Bagging weka.classifiers.meta.Bagging -P 100 -S 1 -num-slots 1 -I 10 -W
weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

Dagging weka.classifiers.meta.Dagging -F 10 -S 1 -W
weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

Decorate weka.classifiers.meta.Decorate -E 10 -R 1.0 -S 1 -I 10 -W
weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

Grading weka.classifiers.meta.Grading -X 10 -M
“weka.classifiers.rules.Ridor -F 3 -S 1 -N 2.0” -S 1 -num-
slots 1 -B “weka.classifiers.rules.Ridor -F 3 -S 1 - N 2.0”

MultiBoosting weka.classifiers.meta.MultiBoostAB -C 3 -P 100 -S 1 -I 10 -W
weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

Stacking weka.classifiers.meta.Stacking -X 10 -M
“weka.classifiers.rules.Ridor -F 3 -S 1 -N 2.0” -S 1 -num-
slots 1 -B “weka.classifiers.rules.Ridor -F 3 -S 1 -N 2.0”

AdaBoost of Bagging weka.classifiers.meta.AdaBoostM1 -P 100 -S 1 -I 10 -W
weka.classifiers.meta.Bagging – -P 100 -S 1 -num-slots 1 -I 10
-W weka.classifiers.rules.Ridor – -F 3 -S 1 -N 2.0

7 Discussion and Conclusion

It is interesting that, for the Ewing features of the DiScRi data set, bagging and
boosting based on Ripple Down Rules have clearly outperformed other ensem-
ble methods; and the best outcomes have been obtained by a novel combined
ensemble classifier where AdaBoost is used after Bagging based on Ripple-Down
Rules has been applied. Good performance of Adaboost of bagging demonstrates
that diversity of the ensemble classifiers used in two levels is crucial for success
of the combined multi-level ensemble classifier.
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Table 2. Accuracy of ensemble classifiers based on RDR

Subsets of features

EALL ELSHR EDBHR EVAHR EHGBP ELSBP

AdaBoost 92.53 92.22 87.07 88.68 91.53 90.84

Bagging 92.38 92.15 86.22 89.99 89.99 89.76

Dagging 81.22 81.76 76.44 79.75 80.29 81.83

Decorate 89.30 90.22 82.22 86.61 86.14 87.91

Grading 87.22 87.99 81.83 85.84 85.30 86.91

HBGF 86.31 86.67 80.09 85.34 84.15 85.43

MultiBoosting 91.53 91.69 85.76 90.84 90.30 90.76

Stacking 87.53 87.99 81.37 86.45 85.37 86.99

AdaBoost of Bagging 94.61 93.91 91.83 93.76 94.15 93.84

There are several reasons, why other techniques have turned out less effec-
tive. First, Dagging uses disjoint stratified training sets to create an ensemble,
which benefits mainly classifiers of high complexity. Our outcomes demonstrate
that Ripple Down Rules are fast enough and this kind of benefit is not essen-
tial. Second, HBGF and other consensus functions can only be used as advanced
replacements for majority voting, since they do not discriminate between base
classifiers being combined. Finally, stacking and grading use a meta classifier to
combine the outcomes of base classifiers. These methods are best applied to com-
bine diverse collections of base classifiers. In this paper we were interested only in
those base classifiers, which are easy to maintain and update and which produce
models with compact representations that are easier for medical practitioners to
interpret, and so we considered only Ripple Down Rules as base classifiers. In
this setting stacking clearly performed worse than bagging and boosting.

DiScRi is a very large and unique data set containing a comprehensive col-
lection of tests related to CAN. It has been previously considered in [20], where
decision trees were used. Our new results based on Ripple Down Rules and ob-
tained in the present paper have achieved substantially higher accuracies and
other performance parameters compared with the previous outcomes in [20].
This improvement is even more significant, because [20] did not use ten-fold
cross validation. Overall, the outcomes of the present paper are also appropriate
for other areas in general when compared to recent results obtained for other
data sets using different methods, for example, in [21], [22], [23], [28] and [47].

The outcomes obtained in this paper also confirm that the sets EALL and
ELSHR are the best subsets of Ewing features to determine CAN. This obser-
vation has independent additional significance for clinical practitioners planning
and organising tests.
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Table 3. Precision of ensemble classifiers based on RDR

Subsets of features

EALL ELSHR EDBHR EV AHR EHGBP ELSBP

AdaBoost 0.926 0.922 0.870 0.886 0.916 0.910

Bagging 0.930 0.924 0.865 0.904 0.905 0.911

Dagging 0.821 0.822 0.765 0.802 0.813 0.828

Decorate 0.898 0.904 0.828 0.868 0.875 0.889

Grading 0.875 0.881 0.822 0.860 0.860 0.879

HBGF 0.864 0.867 0.802 0.854 0.841 0.853

MultiBoosting 0.917 0.918 0.857 0.910 0.908 0.914

Stacking 0.878 0.881 0.818 0.869 0.862 0.880

AdaBoost of Bagging 0.947 0.940 0.919 0.938 0.943 0.940

Table 4. Recall of ensemble classifiers based on RDR

Subsets of features

EALL ELSHR EDBHR EV AHR EHGBP ELSBP

AdaBoost 0.925 0.922 0.871 0.887 0.915 0.908

Bagging 0.924 0.921 0.862 0.900 0.900 0.898

Dagging 0.812 0.818 0.764 0.798 0.803 0.818

Decorate 0.893 0.902 0.822 0.866 0.861 0.879

Grading 0.872 0.880 0.818 0.858 0.853 0.869

HBGF 0.863 0.865 0.799 0.853 0.839 0.851

MultiBoosting 0.915 0.917 0.858 0.908 0.903 0.908

Stacking 0.875 0.880 0.814 0.865 0.854 0.870

AdaBoost of Bagging 0.946 0.939 0.918 0.938 0.941 0.938

As a possible direction for future research, following advice of one of the refer-
ees let us mention that it would be also interesting to investigate the performance
of expert systems for the detection and classification of CAN created in direct
interaction with human experts.

Acknowledgements. Our research on topics of this paper has been supported
by several grants from the University of Ballarat.

The authors are grateful to two referees for comments and corrections that
have helped us to improve the presentation, and for an indication of a possible
direction for future research.



Detection of CAN by Ensemble Classifiers 157

References

1. Bauer, E., Kohavi, R.: An empirical comparison of voting classification algorithms:
Bagging, boosting, and variants. Machine Learning 36, 105–139 (1999)

2. Bindoff, I., Kang, B.H.: Simulated Assessment of Ripple Round Rules. In: Kang,
B.-H., Richards, D. (eds.) PKAW 2010. LNCS (LNAI), vol. 6232, pp. 180–194.
Springer, Heidelberg (2010)

3. Bindoff, I., Kang, B.H.: Applying Multiple Classification Ripple Round Rules to a
Complex Configuration Task. In: Wang, D., Reynolds, M. (eds.) AI 2011. LNCS
(LNAI), vol. 7106, pp. 481–490. Springer, Heidelberg (2011)

4. Breiman, L.: Bagging predictors. Machine Learning 24, 123–140 (1996)

5. Compton, P., Jansen, R.: Knowledge in Context: a strategy for expert system
maintenance. In: Second Australian Joint Artificial Intelligence Conference, AI
1988, pp. 292–306 (1988)

6. Compton, P., Jansen, R.: A philosophical basis for knowledge acquisition. Knowl-
edge Acquisition 2, 241–258 (1990)

7. Compton, P., Peters, L., Edwards, G., Lavers, T.: Experience with Ripple-Down
Rules. Knowledge-Based Systems 19(5), 356–362 (2006)

8. Cornforth, D., Jelinek, H.: Automated classification reveals morphological factors
associated with dementia. Applied Soft Computing 8, 182–190 (2007)

9. Dazeley, R., Kang, B.: Generalising Symbolic Knowledge in Online Classification
and Prediction. In: Richards, D., Kang, B.-H. (eds.) PKAW 2008. LNCS (LNAI),
vol. 5465, pp. 91–108. Springer, Heidelberg (2009)

10. Dazeley, R., Park, S., Kang, B.: Online knowledge validation with prudence analysis
in a document management application. Expert Systems with Applications 38,
10959–10965 (2011)

11. Dazeley, R., Warner, P., Johnson, S., Vamplew, P.: The Ballarat Incremental
Knowledge Engine. In: Kang, B.-H., Richards, D. (eds.) PKAW 2010. LNCS
(LNAI), vol. 6232, pp. 195–207. Springer, Heidelberg (2010)

12. Dazeley, R., Yearwood, J., Kang, B., Kelarev, A.: Consensus Clustering and Super-
vised Classification for Profiling Phishing Emails in Internet Commerce Security.
In: Kang, B.-H., Richards, D. (eds.) PKAW 2010. LNCS (LNAI), vol. 6232, pp.
235–246. Springer, Heidelberg (2010)

13. Ewing, D., Campbell, J., Clarke, B.: The natural history of diabetic autonomic
neuropathy. Q. J. Med. 49, 95–100 (1980)

14. Ewing, D., Martyn, C., Young, R., Clarke, B.: The value of cardiovascular auto-
nomic function tests: 10 years experience in diabetes. Diabetes Care 8, 491–498
(1985)

15. Fern, X., Brodley, C.: Solving cluster ensemble problems by bipartite graph par-
titioning. In: 21st International Conference on Machine Learning, ICML 2004,
vol. 69, pp. 36–43. ACM, New York (2004)

16. Finlayson, A., Compton, P.: Incremental Knowledge Acquisition Using Generalised
RDR for Soccer Simulation. In: Kang, B.-H., Richards, D. (eds.) PKAW 2010.
LNCS (LNAI), vol. 6232, pp. 135–149. Springer, Heidelberg (2010)

17. Freund, Y., Schapire, R.: Experiments with a new boosting algorithm. In: Proc.
13th Internat. Conf. Machine Learning, pp. 148–156 (1996)

18. Gaines, B., Compton, P.: Induction of Ripple-Down Rules applied to modeling
large databases. J. Intell. Inf. Syst. 5(3), 211–228 (1995)



158 A.V. Kelarev et al.

19. Ho, V., Compton, P., Benatallah, B., Vayssière, J., Menzel, L., Vogler, H.: An
incremental knowledge acquisition method for improving duplicate invoices detec-
tion. In: Proceedings of the 25th International Conference on Data Engineering,
ICDE 2009, pp. 1415–1418 (2009)

20. Huda, S., Jelinek, H., Ray, B., Stranieri, A., Yearwood, J.: Exploring novel features
and decision rules to identify cardiovascular autonomic neuropathy using a hybrid
of wrapper-filter based feature selection. In: Sixth International Conference on
Intelligent Sensors, Sensor Networks and Information Processing, ISSNIP 2010,
pp. 297–302 (2010)

21. Jelinek, H., Khandoker, A., Palaniswami, M., McDonald, S.: Heart rate variability
and QT dispersion in a cohort of diabetes patients. Computing in Cardiology 37,
613–616 (2010)

22. Jelinek, H., Rocha, A., Carvalho, T., Goldenstein, S., Wainer, J.: Machine learn-
ing and pattern classification in identification of indigenous retinal pathology. In:
Proceedings IEEE Conference Eng. Med. Biol. Soc., pp. 5951–5954 (2011)

23. Kang, B., Kelarev, A., Sale, A., Williams, R.: A New Model for Classifying DNA
Code Inspired by Neural Networks and FSA. In: Hoffmann, A., Kang, B.-H.,
Richards, D., Tsumoto, S. (eds.) PKAW 2006. LNCS (LNAI), vol. 4303, pp. 187–
198. Springer, Heidelberg (2006)

24. Kang, B., Yoshida, K., Motoda, H., Compton, P.: A help desk system with intelli-
gent interface. Applied Artificial Intelligence 11(7-8), 611–631 (1997)

25. Kang, B., Compton, P.: Multiple Classification Ripple Down Rules. In: Third
Japanese Knowledge Acquisition for Knowledge-Based Systems Workshop (1994)

26. Kang, B., Gambetta, W., Compton, P.: Verification and validation with ripple-
down rules. International Journal of Human-Computer Studies 44(2), 257–269
(1996)

27. Karypis, G., Kumar, V.: METIS: A software package for partitioning unstructured
graphs, partitioning meshes, and computing fill-reducing orderings of sparse matri-
ces. Technical report, University of Minnesota, Department of Computer Science
and Engineering, Army HPC Research Centre, Minneapolis (1998)

28. Kelarev, A., Kang, B., Steane, D.: Clustering Algorithms for ITS Sequence Data
with Alignment Metrics. In: Sattar, A., Kang, B.-H. (eds.) AI 2006. LNCS (LNAI),
vol. 4304, pp. 1027–1031. Springer, Heidelberg (2006)

29. Khandoker, A., Jelinek, H., Palaniswami, M.: Identifying diabetic patients with
cardiac autonomic neuropathy by heart rate complexity analysis. BioMedical En-
gineering OnLine 8 (2009),
http://www.biomedical--engineering--online.com/content/8/1/3

30. Liu, H., Motoda, H.: Feature Selection for Knowledge Discovery and Data Mining.
Kluwer Academic Publishers, Boston (1998)

31. Liu, H., Motoda, H., Setiono, R., Zhao, Z.: Feature selection: An ever evolving fron-
tier in data mining. Journal of Machine Learning Research – Proceedings Track 10,
4–13 (2010)

32. Mandvikar, A., Liu, H., Motoda, H.: Compact Dual Ensembles for Active Learning.
In: Dai, H., Srikant, R., Zhang, C. (eds.) PAKDD 2004. LNCS (LNAI), vol. 3056,
pp. 293–297. Springer, Heidelberg (2004)

33. Melville, P., Mooney, R.: Creating diversity in ensembles using artificial data. In-
formation Fusion 6, 99–111 (2005)

34. Ng, E., Hambly, B., McLachlan, C., Matthews, S., Jelinek, H.: WEKA machine
learning classification in identifying autonomic dysfunction parameters associated
with ACE insertion/deletion genotypes. In: Proceedings of the IASTED Interna-
tional Conference Biomedical Engineering, BioMed 2012, pp. 161–166 (2012)

http://www.biomedical--engineering--online.com/content/8/1/3


Detection of CAN by Ensemble Classifiers 159

35. Richards, D.: A social software/Web 2.0 approach to collaborative knowledge en-
gineering. Information Sciences 179(15), 2515–2523 (2009)

36. Richards, D., Compton, P.: Taking up the situated cognition challenge with rip-
ple down rules. International Journal of Human-Computer Studies 49(6), 895–926
(1998)

37. Richards, D.: Two decades of Ripple Down Rules research. Knowledge Eng. Re-
view 24(2), 159–184 (2009)

38. Seewald, A.K., Fürnkranz, J.: An Evaluation of Grading Classifiers. In: Hoffmann,
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Abstract. The World Wide Web contains a massive amount of information in 
unstructured natural language and obtaining valuable information from 
informally written Web documents is a major research challenge. One research 
focus is Open Information Extraction (OIE) aimed at developing relation-
independent information extraction. Open Information Extraction systems seek 
to extract all potential relations from the text rather than extracting a few pre-
defined relations. Existing Open Information Extraction systems have mainly 
focused on Web’s heterogeneity rather than the Web’s informality. The 
performance of the REVERB system, a state-of-the-art OIE system, drops 
dramatically as informality increases in Web documents. 

This paper proposes a Hybrid Ripple-Down Rules based Open Information 
Extraction (Hybrid RDROIE) system, which uses RDR on top of a conventional 
OIE system. The Hybrid RDROIE system applies RDR’s incremental learning 
technique as an add-on to the state-of-the-art REVERB OIE system to correct 
the performance degradation of REVERB due to the Web’s informality in a 
domain of interest. With this wrapper approach, the baseline performance is that 
of the REVERB system with RDR correcting errors in a domain of interest. The 
Hybrid RDROIE system doubled REVERB’s performance in a domain of 
interest after two hours training. 

Keywords: Ripple-Down Rules, Open Information Extraction.  

1 Introduction 

The Web contains a large amount of information mainly in unstructured text and its 
quantity keeps increasing exponentially to an almost unlimited size. Web information 
extraction (WIE) systems analyze unstructured web documents and identify valuable 
information, such as particular named entities or semantic relations between entities. 
WIE systems enable effective retrieval of Web information to support various 
applications such as Automatic Text Summarization (ATS), Information Retrieval 
(IR) and Question-Answering (QA) systems. 

The Web IE task has a number of significant differences compared to the 
traditional IE task of extracting particular instances from a small range of well-written 
documents. Most Web documents are not written under strict supervision and tend to 
be written informally.  The followings are some characteristics of Web documents 
which affect extraction: 



 Improving Open Information Extraction for Informal Web Documents 161 

Informal Writing Styles. Huge amounts of Web documents are written informally 
and do not following strict writing styles like journalistic text [1]. Many NER 
techniques as part of a WIE rely on title and trigger words. As these markers are often 
absent in Web documents, there can be significant errors.  

Spelling Mistakes and Incomplete Sentences. Web documents often include 
spelling mistakes and incomplete sentences, which hinder the syntactic analysis and 
cause extraction errors, since most of the existing systems are trained with formal 
texts with an assumption that the content of texts follows strict writing guidelines.  

Large Amount of Newly and Informally Generated Vocabulary. Web documents 
contain a large number of newly generated unknown words, informal slang and short 
abbreviations which cannot be found in the formal dictionaries that are often utilized. 

Web IE seeks to extract a large number of facts from heterogeneous Web 
documents while traditional IE has focused on extracting pre-defined relationships 
from smaller numbers of domain-specific documents. Open IE differs from previous 
IE in that its goal is to avoid using pre-defined target relations and extraction models 
for individual target relation. The OIE approach is intended to reduce the amount of 
time necessary to find the desired information. The open IE paradigm was proposed 
as ‘preemptive IE’ [2]. TextRunner [3] is an example of Open IE applied to Web IE.  

Most OIE systems are developed using Machine Learning (ML) approaches and 
require a large amount of training data. They use self-supervised learning which 
generates a labeled training dataset automatically with some heuristics. For example, 
TextRunner uses an NLP tool to label entities and a parser to identify 
positive/negative examples with a small set of hand-written heuristic rules. A limit 
with this approach is that it cannot handle NLP errors since it relies on prior automatic 
labeling from NLP tools. This seriously affects the system performance as mentioned 
in [4], for example when a verb is incorrectly tagged as noun. Current OIE systems 
tend to use well-written journalistic documents as training data, probably to minimize 
errors from the NLP tools they depend on. It is likely that such training data is not the 
most appropriate for Web IE. 

We have recently demonstrated how we can build an RDR-based OIE system that 
outperformed a previous machine-learning OIE system, TEXTRUNNER on Web data 
in a narrow range of interest [5]. Although the RDROIE system has not been tested on 
data outside the range of interest, necessarily it will perform worse a general OIE 
system in general domain. Therefore, we suggest that if we build an RDR-based OIE 
system to correct the errors of a more general system then overall it should produce 
better results because the minimum performance should be that of the general system 
performance.  

Our contributions are summarized as follows: 

• We propose the Hybrid RDROIE system that employs Ripple-Down Rules’ 
incremental learning technique as an add-on to the state-of-the-art REVERB 
system in order to handle any performance degradation of REVERB due to the 
Web’s informality. 

• We evaluate the state-of-the-art REVERB system on a Web dataset with a fair 
level of Web informality and analysed errors that critically degrade performance. 
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• We demonstrate how the Hybrid RDROIE system handles informally written 
Web documents and doubles the performance of the REVERB system in a 
domain of interest after two hours training. 

The remainder of this paper is structured as follows. Section 2 presents related work 
and section 3 presents an error analysis of the REVERB system on Web data. Section 
4 explains our Hybrid RDROIE system in detail, section 5 presents the experimental 
setting and results and section 6 discusses the results and future work.  

2 Related Work 

2.1 Open Information Extraction 

Sekine [6] introduced a new paradigm “On-Demand Information Extraction (ODIE)” 
which aims to eliminate high customization cost from target domain change. The 
ODIE system automatically discovers patterns and extracts information on new topics 
the user is interested in, using pattern discovery, paraphrase discovery, and extended 
named entity tagging. Shinyama et al. [7] developed the ‘preemptive IE’ framework 
with the idea of avoiding relation specificity. They clustered documents using 
pairwise vector-space clustering, and then they re-clustered documents based on 
named entity types in each document cluster. The system was tested on limited size 
corpora, because the two clustering steps made it difficult to scale the system for Web 
IE. TextRunner is the first open IE system for Web IE [3]. Two versions have been 
developed. The first is called O-NB which treated OIE task as a classification 
problem using a Naïve Bayes classifier [3].  The more recent system is O-CRF, which 
which treated the task as a sequential labeling problem using ‘Conditional Random 
Fields (CRF)’ [4]. O-CRF outperforms O-NB almost doubling recall. StatSnowball 
[8] performs both relation-specific IE and open IE with a bootstrapping technique 
which iteratively generates weighted extraction patterns. It employs shallow features 
only such as part-of-speech tags. In StatSnowball, two different pattern selection 
methods are introduced: l1-norm regularized pattern selection and heuristic-based 
pattern selection. Wu et al. [9] introduced a Wikipedia-based Open Extractor (WOE) 
which used heuristic matches between Wikipedia infobox attribute values and 
corresponding sentences in the document for self-supervised learning. WOE applied 
two types of lexical features: POS tag features and dependency parser features. 
Although with dependency parser features the system ran more slowly, it 
outperformed the system with POS tag features. Fader et al. [10] presented the 
problems of state-of-the-art OIE systems such as the TEXTRUNNER system [4] and 
the WOE system [9] where system outputs often contain uninformative and 
incoherent extractions. To address these problems, they proposed two simple 
syntactic and lexical constraints on binary relations expressed by verbs. Furthermore, 
the REVERB system proposed by Fader et al. is a ‘relation first’ rather than an 
‘arguments first’ system, to try to avoid the errors of previous systems. REVERB 
achieved an AUC1 that is 30% higher than WOEparse and more than double the AUC 
AUC of WOEpos or TEXTRUNNER [10]. 

                                                           
1 Area Under the Curve computed by a precision-recall curve by varying confidence threshold.  
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2.2 Ripple-Down Rules (RDR) 

The basic idea of RDR is that cases are processed by the knowledge based system and 
when the output is not correct or missing one or more new rules are created to provide 
the correct output for that case. The knowledge engineering task in adding rules is 
simply selecting conditions for the rule which is automatically located in the 
knowledge base with new rules placed under the default rule node for newly seen 
cases, and exception rules located under the fired rules. The system also stores 
cornerstone cases, cases that triggered the creation of new rules. If a new rule is fired 
by any cornerstone cases, the cornerstones are presented to the expert to select further 
differentiating features for the rule or to accept that the new conclusions should apply 
to the cornerstone. Experience suggests this whole process takes at most a few 
minutes. A recent study of a large number of RDR knowledge bases used for 
interpreting diagnostic data in chemical pathology, showed from logs that the median 
time to add a rule was less than 2 minutes across 57,626 rules [11]. 

The RDR approach has also been applied to a range of NLP applications. For 
example, Pham et al. developed KAFTIE, an incremental knowledge acquisition 
framework to extract positive attributions from scientific papers [15] and temporal 
relations that outperformed machine learning [16]. Relevant to the work here, RDR 
Case Explorer (RDRCE) [17] combined Machine Learning and manual Knowledge 
Acquisition. It generated an initial RDR tree using transformation-based learning, but 
then allowed for corrections to be made. They applied RDRCE to POS tagging and 
achieved a slight improvement over state-of-the-art POS tagging after 60 hours of 
KA.  The idea of using an RDR system as a wrapper around a more general system 
was suggested by work on detecting duplicate invoices where the RDR system was 
used to clean up false positive duplicates from the general system [12]. 

3 Error Analysis of REVERB on a Web Dataset 

In this section, we analyse the performance of the REVERB system on a Web dataset, 
Sent500 and categorise the types of errors. The experiment is conducted on the Web 
dataset referred to as ‘Sent500’ and the detail of it is explained in section 5.1. 
Originally, in this dataset, each sentence has one pair of entities manually identified 
for the relation extraction task, but tags are removed for this evaluation. That is, there 
are no pre-defined tags in the Sent500 dataset used here.  

Extractions are judged by the following: Entities should be proper nouns; pronouns 
such as he/she/it etc. are not treated as appropriate entities. In a tuple, entity1, relation 
and entity2 should be located in the appropriate section. For example, if entity1 and 
relation are both in entity1 section and the relation section is filled by noise then, it is 
treated as an incorrect extraction. On the other hand, if entity1, relation and entity2 
are properly located, then some extra tokens or noise are allowed as long as they do 
not affect the meaning of extraction. For example, the tuple extraction (Another 
example of a statutory merger , is , software maker Adobe Systems acquisition of 
Macromedia) is incorrect but the tuple extraction (Adobe , has announced the 
acquisition of , Macromedia) is correct. N-ary relations such as (Google , has 
officially acquired YouTube for , $ 1.65 bil) are treated as a correct extraction. 
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Table 1. The performance of the REVERB system on the Sent500 

 Total VERB NOUN+PREP VERB+PREP INFINITIVE 
P 41.32% 69.72% 42.03% 69.86% 50.00% 
R 45.25% 55.62% 26.13% 54.26% 20.45% 
F1 43.20% 61.88% 32.22% 61.08% 29.03% 

Table 1 shows the performance of the REVERB system overall and on four 
different classes. The overall result is evaluated based on all extractions from Sent500 
using REVERB, while the four category results are evaluated based on extraction of 
the pre-tagged entities and relations in Sent500. The results show that overall REVEB 
performance on Sent500 is quite poor at around 40%. The VERB and VERB+PREP 
categories show higher precision than the NOUN+PREP and INFINITIVE categories. 
Especially, the recall of NOUN+PREP and INFINITIVE categories is very low, 
26.13% and 20.45%, respectively. This is because that the REVERB system aims to 
extraction binary relations expressed by verbs. 

Table 2. Incorrect extraction errors analysis on each category 

 VERB NOUN+PRE
P 

VERB+PRE
P 

INFINITIVE 

Correct relation but 
incorrect entities 

84% 18% 91% 33% 

Correct relation and 
entities but incorrect 
position with noise 

4% 27% 0% 0% 

Incorrect relation and 
entities 

12% 55% 9% 67% 

Table 2 summaries the types of incorrect extraction errors on four categories. For 
VERB and VERB+PREP categories, most of false positive errors, 84% and 91% 
respectively, are due to incorrect entity detection while relation detection is correct. 
As REVERB extracts entities using noun phrases, which are located nearest to the 
detected relation, it often recognizes an inappropriate noun phrase as an entity.  

For example, in a sentence ‘Google has acquired the video sharing website 
YouTube for $ 1.65billion ( 883million ) in shares after a large amount of speculation 
over whether __ was talking about a deal with __ .’, (Google, has acquired, the 
Video) is extracted instead of (Google, has acquired, YouTube).  

Some of entities have boundary detection errors due to noise or symbols used 
within an entity. For instance, REVERB only extracted ‘Lee’ for an entity ‘Tim 
Berners – Lee’. On the other hand, in the NOUN+PREP and INFINITIVE categories, 
most of false positive errors, 55% and 67% respectively, are due to incorrect detection 
of both relations and entities.  
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Table 3. Missed extraction errors analysis on each category 

 VERB NOUN+PREP VERB+PREP INFINITIVE 
NLP error 72% 7% 14% 0% 
Non-verb-based relation 11% 93% 5% 100% 
Noise 11% 0% 0% 0% 
Unusual expression 6% 0% 81% 0% 

Table 3 presents the types of missed extraction errors on the four categories. In the 
VERB category, 72% of errors are caused by NLP errors. For example, in ‘Google 
Buys YouTube.’, REVERB misses an extraction because ‘Buys’ is tagged as a noun.  

Due to the Web’s informality such as informally used capital letters, NLP tools 
often incorrectly annotate Web datasets. In the VERB+PREP category, 81% of the 
errors are due to unusual expressions. REVERB includes approximately 1.7 million 
distinct normalized relation phrases, which are derived from 500 million Web 
sentences. As REVERB uses this set of relation phrases to detect relations, it tends to 
miss relations not expressed in the system. For example, in the sentence ‘Kafka born 
in Prague’, the relation ‘born in’ is not detected while in the sentence ‘Kafka was 
born in Prague’, the relation ‘was born in’ is correctly detected. Moreover, in the 
sentence ‘Google acquire YouTube’, the relation ‘acquire’ is not detected while in the 
sentence ‘Google acquires YouTube’, the relation ‘acquires’ is correctly detected.  

In the NOUN+PREP and INFINITIVE categories errors are mostly due to non-
verb-based relation extraction. As REVERB aims to extract binary relations expressed 
by verbs, it only can extract NOUN+PREP and INFINITIVE type relations when 
there is verb before a NOUN+PREP and INFINITIVE relation phrase. That is, when 
there exist tuples like (entity1, verb NOUN+PREP, entity2) and (entity1, verb TO 
VB, entity2), REVERB can extract NOUN+PREP and INFINITIVE type relations in 
the Sent500 dataset. For example, a tuple (Novartis , completes acquisition of 98% 
of , Eon Labs) is successfully extracted from the sentence ‘Novartis completes 
acquisition of 98 % of Eon Labs , substantially strengthening the leading position of 
its Sandoz generics unit ( Basel , July 21 , 2005 )’ while no tuple is extracted from the 
sentence ‘Here is the video of the two _ founders talking about the Google acquisition 
in their YouTube Way !’ because there is no verb between two entities ‘Google’ and 
‘YouTube’. In the INFINITIVE case, for instance, a tuple (Paramount Pictures , 
agreed to buy , DreamWorks SKG) is correctly extracted from the sentence ‘- 
Viacom s Paramount Pictures agreed to buy DreamWorks SKG for $ 1.6 billion in 
cash and debt , wresting the movie studio away from NBC Universal and securing the 
talents of Steven Spielberg .’, while no tuple is extracted from ‘Adobe About to Buy 
Macromedia .’ because there is no verb between ‘Adobe’ and ‘Macromedia’. 

The REVERB system has shown very poor recall on Sent500. 89% and 95% of the 
false negative errors (which affects recall) on VERB and VERB+PERP are due to the 
Web’s informality (NLP error, noise and unusual expression). Also, 93% and 100% 
of false negative errors on NOUN+PERP and INFINITIVE are due to non-verb 
relations. The aim of Hybrid RDROIE is to correct REVERB’s. 
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4 Hybrid RDROIE System Architecture 

The Hybrid RDR-based Open Information Extraction (Hybrid RDROIE) system 
shown in Fig. 1 consists of four main components: preprocessor, NLPRDR KB 
learner, REVERB system and TupleRDR KB learner. We considered that it was more 
efficient to clean up NLP errors before using REVERB rather than just fixing errors 
after. This is because as shown above, REVERB’s recall is very poor and one of main 
reasons is NLP error. If we use REVERB first before NLPRDR KB, then we cannot 
improve REVERB’s recall. In section 4.1, the implementation details of the three 
components are explained; the RDR rule syntax is described in section 4.2 and RDR 
KB construction demonstrated in section 4.3 and finally the user interface is shown in 
section 4.4. 

 

 

Fig. 1. Architecture of the Hybrid RDROIE system 

4.1 Implementation 

Preprocessor. The preprocessor converts raw Web documents into a sequence of 
sentences, and annotates each token for part of speech (POS) and noun and verb 
phrase chunk using the OpenNLP system. It also annotates named entity (NE) tags 
using the Stanford NER system. Annotated NLP features are used when creating rules.  

NLPRDR KB Learner. The NLPRDR KB is built incrementally while the Hybrid 
RDROIE system is in use. The systems takes a preprocessed sentence as a case and 
the NLPRDR KB returns the NLP classification result. When the NLP classification 
result is not correct, the user adds exception rules to correct it.  There are three steps: 

Step1: NLP Classification. The NLPRDR KB takes each preprocessed sentence 
from the preprocessor and returns the classification results. If RDR rules are fired and 
the fired rules deliver correct the classification results, then the system saves the case 
(a sentence) under the fired rules. The system also saves the refined sentence based on 
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the fired rule’s conclusion action and sets the current case sentence as the refined 
sentence and passes it to the REVERB system for tuple extraction. If the root rule is 
fired and the sentence is correct, then the current case sentence is kept as is. 

Step2: Create RDR Rule. Whenever the NLPRDR KB gives incorrect classification 
results, the user adds rules to correct the classification results.  

Step3: Evaluate and Refine RDR Rule. Once the new rule is created, the system 
automatically checks whether the new rule affects KB consistency by evaluating all 
the previously stored cornerstone cases that may fire the new rule. To assist the 
expert, the user interface displays not only the rule conditions of previously stored 
cases but also the features differentiating the current case and any previously stored 
cases, which also satisfy the new rule condition but have a different conclusion. The 
expert must select at least one differentiating feature, unless they decide that the new 
conclusion should apply to the previous case.   

As the NLPRDR KB corrects NLP errors on the sentence, more tuples can be 
extracted from the REVERB system. 

TupleRDR KB Learner. The TupleRDR KB is used to correct errors on REVERB’s 
tuple extractions, whereas the NLPRDR KB described above was used to tidy up NLP 
errors on the given sentence before using REVERB. 

The TupleRDR KB is built incrementally while the system is in use. In the Hybrid 
RDROIE system, the user gets the tuple extractions in the form of binary relation 
(entity1, relation, entity2) from the REVERB system. The TupleRDR KB returns the 
tuple classification result and if the tuple classification result is incorrect, the user 
adds exception rules to correct it. There are following three steps: 

Step1: Tuple Classification. The TupleRDR KB takes each tuple extraction from the 
REVERB system and returns the classification results. If the RDR rules fire and the 
fired rules deliver the correct classification results, then the system saves the case (a 
tuple extraction) under the fired rules and also saves the corrected tuple based on the 
fired rules’ conclusion action. If the root rule is fired and the tuple is correct, then 
only action is to save the correct extraction in the database. 

Step2: Create RDR Rule. Whenever incorrect classifications results are given (by 
the REVERB system or the TupleRDR KB add-on), the user adds rules to correct the 
classification results.  

Step3: Evaluate and Refine RDR Rule. Same as step3 in NLPRDR KB. 

4.2 Hybrid RDROIE’s Rule Description 

An RDR rule has a condition part and a conclusion part: ‘IF (condition) THEN 
(conclusion)’ where condition may indicate more than one condition. A condition 
consists of three components: (ATTRIBUTE, OPERATOR, VALUE). In the 
NLPRDR KB, the ATTRIBUTE refers to the given sentence and in the TupleRDR 
KB, ATTRIBUTE refers to the given sentence and each element of the given tuple, 
ENTITY1, RELATION and ENTITY2. Both the NLPRDR KB and the TupleRDR 
KB provide 9 types of OPERATOR as follows: 
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• hasToken: whether a certain token matches  
• hasPOS: whether a certain part of speech matches  
• hasChunk: whether a certain chunk matches 
• hasNE: whether a certain named entity matches  
• hasGap: skip a certain number of tokens or spaces to match the pattern 
• notHasPOS: whether a certain part of speech does not match  
• notHasNE: whether a certain named entity does not match 
• beforeWD(+a): checks tokens located before the given attribute token by +a 
• afterWD(+a): checks tokens located after the given attribute token by +a 

VALUE is derived automatically from the given sentence corresponding to the 
ATTRIBUTE and OPERATOR chosen by the user in the user interface.  

In both NLPRDR KB and TupleRDR KB, conditions are connected with an ‘AND’ 
operator. A sequence of conditions begins with the  ‘SEQ’ keyword and it is used to 
identify a group of words in sequence order, so patterns can be detected. For instance, 
the sequence condition: ‘SEQ((RELATION hasToken ‘born’) & (RELATION 
hasToken ‘in’))’ detects ‘born in’ in the RELATION element of the tuple. 

In NLPRDR KB, a rule’s CONCLUSION part has the following form:  

(fixTarget,   --- target element 
 fixType,   --- refinement type, default is token 
 fixFrom,   --- classification result before refinement 
 fixTo)  --- classification result after refinement 
In TupleRDR KB, a rule’s CONCLUSION part has the following form:  
(relDetection,  --- relation existence detection 
 fixTarget,   --- target element  
 fixFrom,   --- classification result before refinement 
 fixTo)  --- classification result after refinement 

4.3 Examples of Hybrid RDROIE Rules 

The Hybrid RDROIE system is based on Multiple Classification RDR (MCRDR) 
[13]. Fig. 2 demonstrates MCRDR-based KB construction as the NLPRDR KB 
system processes the following three cases starting with an empty KB (with a default 
rule R1 which is always true and returns the NULL classification).  

 

Fig. 2. MCRDR structure of the NLPRDR KB system 
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Case1: A sentence ‘Google Buys YouTube.’ 

 The default rule R1 is fired and the KB system returns a NULL classification and 
the user considers this is an incorrect classification result because ‘Buys’ should be 
refined as ‘buys’. 
 A user adds a new rule R2 under the default rule R1. 
Case2: A sentence ‘Google Buys YOUTUBE.’ 
 Rule R2 is fired but the user considers the result is incorrect because ‘YOUTUBE’ 
should be refined to ‘YouTube’ to be correctly tagged by NLP tools and extracted by 
REVERB. 
 A user adds an exception rule R3 under the parent rule R2. 
Case3: A sentence ‘Adobe system Acquire Macromedia.’ 
 Default rule R1 fires and the KB system returns a NULL classification, which the 
user considers as an incorrect result because ‘Acquire’ should be refined to ‘acquires’ 
to be extracted correctly by the REVERB system.  
 A user adds a new rule R4 under the default rule R1. 

Fig. 3 shows an MCRDR based KB construction as the TupleRDR KB system 
processes the following three cases (tuples) starting with en empty KB. 

 

Fig. 3. MCRDR Structure of the TupleRDR KB System 

Case1: Tuple (Prague July 3, 1883 , died near , Vienna June 3, 1924 ) from the 
given sentence ‘Franz Kafka ( born Prague July  , 1883 died near Vienna June 3, 
1924 ) was a famous Czech - born , German - speaking writer .’ 

 The default rule R1 is fired and the KB system returns a NULL classification, 
which the user considers as an incorrect classification result because ENTITY1 
contains ‘Prague July 3, 1883’ instead of ‘Franz Kafka’. 
 A user adds a new rule R2 under the default rule R1. 
Case2: Tuple (Wolfgang Amadeus Mozart , died , 5 December 1791) from the 
given sentence ‘Wolfgang Amadeus Mozart died 5 December 1791.’ 
 Rule R2 fires and classifies the given tuple as ‘no relation tuple’ and the user 
considers it as an incorrect result because the tuple contains a correct relation. This 
happens since the NE tagger has not tagged the token ‘Mozart’ as PERSON NE.  
 The user adds an exception rule R3 under the parent rule R2.  
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Case3: Tuple (Google , has acquired , the Video) from the given sentence ‘Google 
has acquired the Video sharing website YouTube for $ 1.65billion ( 883million ).’ 
 The default rule R1 fires and the KB system returns a NULL classification, which 
the user considers as an incorrect result because ENTITY2 contains ‘the Video’ 
instead of ‘YouTube’. 
 A user adds new rule R4 under the default rule R1. 

4.4 Hybrid RDROIE User Interface 

The Hybrid RDROIE system provides a graphic interface that aids in creating and 
adding RDR rules and maintaining the KB system by end-users. Because most of the 
relevant values are displayed automatically and the system is built based on the 
normal human process of identifying distinguishing features when justifying a 
different conclusion, a user should be able to manage the system after few hours 
training. Industrial experience in complex domains supports this [11]. Fig. 4 presents 
the Hybrid RDROIE user interface. The Hybrid RDROIE system is written in Java 
(Java 1.6) and adopted the OpenNLP system (version 1.5), the Stanford NER system 
(version 1.5) and the REVERB OIE system (version 1.1). 

 

 

Fig. 4. User Interface of the Hybrid RDROIE system 

5 Experiments 

Section 5.1 describes the Web dataset used. Section 5.2 shows the initial knowledge 
base construction of the Hybrid RDROIE system and the section 5.3 presents the 
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results achieved by the Hybrid RDROIE system and discusses how our system 
improved the existing performance of the REVERB system on the Web data 

5.1 Web Datasets 

The experiments were conducted on the two Web datasets, Sent500 and Sent300, 
which were also used in experiments for the RDROIE system [5]. Sent300 was used 
as training dataset to construct the RDR KB and Sent500 was used as test dataset to 
test the performance of the overall Hybrid RDROIE system. Sent300 is derived from 
the MIL dataset developed by Bunescu and Mooney [14]. The MIL dataset contains a 
bag of sentences from the Google search engine by submitting a query string ‘a1 
******* a2’ containing seven wildcard symbols between the given pair of arguments. 
Sent500 was developed by Banko and Etzioni [4]. It contains some randomly selected 
sentences from the MIL dataset and some more sentences for ‘inventors of product’ 
and ‘award winners’ relations using the same technique as used for MIL datasets. In 
Sent300 and Sent500, each sentence has one pair of entities manually tagged for the 
relation extraction task, but those entity tags were removed in this experiment. That 
is, there are no pre-defined tags in our training and test dataset.  

5.2 RDR Initial KB Constructions 

This section presents the analysis of the initial KB construction using the Hybrid 
RDROIE system. In processing the Sent300 training set, 119 NLP errors were 
identified and rules were added as each error occurred. For the NLPRDR KB, 28 new 
rules were added under the default rule R1 and 6 exception rules were added for the 
cases which received incorrect classification results from earlier rules. Secondly, 98 
tuples extracted from the REVERB system, which could not be corrected by fixing 
NLP errors with the NLPRDR KB were identified as incorrect relation extractions 
and rules were added for each incorrect tuple extraction. For the TupleRDR KB, in 
total, 14 new rules were added under the default rule R1 and 5 exception rules were 
added for the cases which received incorrect classification results from earlier rules. 

As the Hybrid RDROIE system handles for both NLP error and tuple error, all 
rules are used together within a single process flow. In total 53 rules were added 
within two hours. KB construction time covers from when a case is called up until a 
rule is accepted as complete.  This time is logged automatically. 

5.3 Hybrid RDROIE Performance 

The Hybrid RDROIE system was tested on the Sent500 dataset. Table 4 presents the 
performance of the Hybrid RDROIE system on total extractions and on four category 
extractions. The REVERB system extracts multiple tuples from a sentence without 
using pre-defined entity tags. The performance on total extractions is evaluated on all 
tuple extractions of the REVERB system. The performance on four extraction types is 
calculated based on the explicit tuples when the pre-defined entity tags exist.  
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Table 4. The performance of the Hybrid RDROIE system on total extraction and on four 
categories of extraction on the Sent500 dataset 

 Total VERB NOUN+PREP VERB+PREP INFINITIVE 
P 90.00% 90.24% 74.00% 90.00% 85.00% 
R 81.45% 83.15% 66.67% 86.17% 77.27% 
F1 85.51% 86.55% 70.14% 88.04% 80.95% 

 
On total extractions, overall the Hybrid RDROIE system achieved 90% precision, 

81.45% recall and an F1 score of 85.51%, while the REVERB system by itself 
achieved 41.32% precision, 45.25% recall and a 43.20% F1 score on the same dataset 
(see table 1). That is, the Hybrid RDROIE system improved the performance of the 
REVERB system by almost double. Precision improved as the TupleRDR KB 
reduced false positive errors by filtering incorrect extractions and recall improved as 
the NLPRDR KB reduced false negative errors by amending informal sentences. 

Across the four category extractions, on average the Hybrid RDROIE system 
improved around 30% on precision, recall and F1 score over all four categories. 
VERB and VERB+PREP categories achieved high precision and NOUN+PREP and 
INFINITIVE categories also achieved reasonably good precision. In particular the 
recall of NOUN+PREP and INFINITIVE categories improved dramatically from 
26.13% and 20.45% to 66.67% and 77.27%, respectively. This improvement suggests 
that the Hybrid RDROIE system supports relation extractions on non-verb expression 
while the REVERB system mainly extracts relation expressed by verbs. 

 

 

Fig. 5. Performance improvement of the Hybrid RDROIE system from the REVERB system on 
F1 score over four categories 

Fig. 5 presents the performance improvement of the Hybrid RDROIE system over 
the REVERB system on F1 score over four categories. For all categories the Hybrid 
RDROIE system improved REVERB performance. In particular, NOUN+PREP and 
INFINITIVE category had the biggest improvement.  
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6 Discussion 

Table 4 shows that the Hybrid RDROIE system achieves high precision and recall 
after only two hours initial KB construction by a user on a small training dataset. 
Given the very rapid training time we suggest that rather than simply having to accept 
an insufficient level of performance delivered by the REVERB system in a particular 
application area, it is a worthwhile and practical alternative to very rapidly add rules 
to specifically cover the REVERB system’s performance drop in that application area. 

In the Hybrid RDROIE system, lexical features are mainly utilized when creating 
RDR rules. Because it is difficult to handle the Web’s informality using NLP features 
such as part-of-speech, chunk phrase and named entity most of errors for the 
REVERB system occurred because of NLP errors on the Web dataset. 

The advantage of utilising lexical features directly was demonstrated by the 
REVERB system’s performance compared to previous OIE systems such as the 
TEXTRUNNER and WOE systems [4, 9], but we note that this was for data without a 
high level of informality.  The REVERB system primarily utilises direct lexical 
feature matching techniques using the relation phrase dictionary, collected from 500 
million Web sentences. Previous OIE systems such as the TEXTRUNNER system 
and the WOE system utilised more NLP features such as part-of-speech and chunk 
phrase and used machine learning techniques on a large volume of heuristically 
labelled training data (e.g. 200,000 sentences used for TEXTRUNNER and 300,000 
sentences for WOE). The Hybrid RDROIE system, similarly utilises lexical features 
to handle the Web’s informality and improve the REVERB system’s performance 
further. In consequence, as shown in table 4, the Hybrid RDROIE system 
outperformed the REVERB system and achieved a good balanced overall result 
compared to other OIE systems. Section 4.3 showed examples of the Hybrid RDROIE 
system using lexical features in rule creation.  We note that other systems focusing 
more on NLP issues outperformed REVERB on this data set, but we also note that as 
shown in [5] a pure RDR approach did even better. 

The Hybrid RDROIE system is designed to be trained on a specific domain of 
interest. One might also comment that the rules added are simple fixes of lexical 
errors, and to produce a large system would need a large number of rules.  This is 
really the same type of approach as REVERB with its vast relation phase dictionary.  
If the Hybrid RDROIE system is to be used for a particular domain, which we believe 
would be the normal real world application, we see little problem in adding the rules 
required and keeping on doing this as new errors are identified and we note that in 
pathology people have developed systems with over 10,000 rules [11].  The Hybrid 
RDROIE system required very little effort and the study here it took about two 
minutes on average to build a rule. Experience suggests that knowledge acquisition 
with RDR remains very rapid even for large knowledge bases [11].  On the other 
hand, if the aim was a very broad system, it would also be interesting to see if it was 
possible to extend domain coverage by some type of crowd sourcing, with large 
numbers of people on the web contributing rules.  
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Abstract. Ripple-Down Rules (RDR) has been successfully used to implement 
incremental knowledge acquisition systems. Its success largely depends on the 
organisation of rules, and less attention has been paid to its knowledge repre-
sentation scheme. Most RDR used standard production rules and exception 
rules. With sequential processing, RDR acquires exception rules for a particular 
rule only after the rule wrongly classifies cases. We propose censored produc-
tion rules (CPR), to be used for acquiring exceptions when a new rule is created 
using censor conditions. This approach is useful when we have a large number 
of validation cases at hand. We discuss inference and knowledge acquisition al-
gorithms and related issues. The approach can be combined with machine learn-
ing techniques to acquire censor conditions.  

1 Introduction 

Ripple-Down Rules (RDR) has been successfully applied in many practical know-
ledge-based system developments for the last 20 years [1]. It has been extended to 
cover a range of problems, such as single classification (SCRDR) [2], multiple classi-
fications (MCRDR)[3], configuration[4], etc. It is notable that the success of RDR 
largely depends on its distinctive operational semantics on standard production rules 
(SPR), rather than representational differences. 

Conventional production systems, such as OPS5[5], use an unordered collection 
of standard production rules. Each rule has a basic form,  

 
IF [condition] THEN [action]. 

 
The data operated on by the system is held in a global database called the working 
memory. Unordered production systems operate as follows:  

1. Match. Evaluate the [condition] part of the production rules to determine whether 
they satisfy the current data of working memory. 
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2. Conflict resolution. Select one production rule which satisfied the [condition] part 
based on conflict resolution strategy;  

3. Act. Perform [actions] of the selected production rule. 

This sequence is repeated until no further rules can be matched, or an explicit end 
state is reached through an action [6].  

This approach is based on the claim that declarative knowledge should be sepa-
rated from procedural knowledge. Bench-Capon [7] described the requirements of 
‘declarativeness’ as follows: “If our aim is to separate the knowledge represented in a 
program from the techniques used to manipulate this knowledge, for we can make no 
assumptions as to what computation will have taken place before a particular state-
ment in the knowledge base is used. Ideally then, we would want our representation to 
be referentially transparent, and for the meaning of statements in the representation 
to be independent of other statements in the knowledge base and of the means of ma-
nipulating the knowledgebase.” It was claimed that well written production rules may 
improve knowledge maintenance and understanding [8]. Furthermore, this enables 
domain experts and researchers or engineers to put their expertises into the tasks they 
might perform better. That is, the researchers or engineers focus on the development 
of the inference engines, and the domain expert should only be concerned with dec-
larative knowledge [9].  

However, Bench-Capon conceded that this principle is usually compromised in 
practice. “In practice, this ideal of declarativeness must often be compromised, but 
declarativeness is a property to which the representation should aspire.” [7] Expe-
rience in expert system developments reveal that knowledge acquisition and mainten-
ance are still significant problems even though production rules were created by fol-
lowing the knowledge separation principle [10]. In addition, experience shows pattern 
matching is not efficient in conventional production systems. To improve pattern 
matching efficiency, research such as RETE [6], implicitly creates orders between 
production rules.  

RDR took the opposite direction from conventional production systems by making 
explicit use of an ordered collection of standard production rules. An RDR system 
executes production rules without re-evaluation of rule ordering or without using 
conflict resolution strategy, since the rule execution order is already determined when 
the rules are acquired. Ordered production systems operate as follows: 

1. Match. Evaluate [condition] of the production rules from the root node to deter-
mine whether or not they satisfy the given current data in the working memory. If a 
fired production rule specifies the next production rule to be evaluated, the infe-
rence engine evaluates it; otherwise stop the inference process. 

2. Act. Perform [actions] of the selected production rule. 

In particular, RDR has a special rule structure to resolve knowledge maintenance 
problems. RDR has an explicit structure - an assertion rule + exception rule/rules. 
Production rules in an RDR knowledge base have the following structure:  

 
[Rule 1] Assert Rule: IF [condition] THEN [action] [CC 1] 
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[Rule 1.1] Exception Rule: IF [condition] THEN [action] [CC 2] 
[Rule 1.1.1]Exception Rule: IF [condition] THEN [action] [CC 3] 

[Rule 1.2] Exception Rule: IF [condition] THEN [action] [CC 4] 
… 

Exceptions are used in different ways, depending on the chosen RDR approach. With 
multiple classification RDR a rule will fire as long as none of its exception rules fires, 
but with single classification a rule will fire as long as none of its exception rules fires 
and as long as no older sibling rule fires.  

Even though RDR took a significantly different approach for organising production 
rules, and was obviously successful in incremental knowledge base system develop-
ments, it does not differentiate its production rule representation from the convention-
al representation. RDR systems in general process cases sequentially and new rules 
are progressively added whenever the current knowledge base suggests wrong con-
clusions. Whenever a new rule is created, it is necessary to validate the rule normally 
by checking whether or not the future cases are given the correct classifications.   

The problem changes when a large volume of cases are available for validation. 
This situation arise 1) when the RDR system acquires production rules in batch mode 
with large volumes of labelled or unlabelled cases, and 2) when the RDR system al-
ready is used routinely and has many cases already processed. The batch mode means 
when a rule is acquired all cases that satisfy it are processed at the same time. In this 
situation, a new rule that is acquired usually covers a number of inappropriate cases. 
To remove these incorrect cases, we can choose one of the following strategies:  

1. Direct Refinement strategy: The expert directly refines the new rule adding con-
ditions until all incorrect cases are removed, or  

2. Deferred Refinement strategy: The expert creates the new rule with the current 
condition and adds exception rules later to correct errors whenever errors are  
detected. 

The ‘deferred refinement strategy’ is practical since it does not need too much effort 
to refine the rule, but it does allow errors. The ‘direct refinement strategy’ is desirable 
since it does not allow incorrect classifications or minimally allows them, but it is not 
easy to construct this kind of rule with resource constraints such as limited time and 
information. However, if we have enough case data to acquire exceptions and we can 
get help from other learning techniques, it would be better that the experts directly 
add exceptions to refine the new rule.  

For this purpose, we adopted an alternative production rule representation, called 
censored production rules (CPR) [11], for RDR. It was originally proposed as a me-
chanism for reasoning with incomplete information and resource constraints and the 
certainty of an inference could be varied to conform to cost constraints [12]. Howev-
er, if we have enough data, the exceptions can be extracted directly using CPR [13]. 
Previously CPR have been used with unordered rules in conventional expert systems, 
but it could be combined with an RDR approach[14]. This paper presents how CPR 
can be combined with the existing RDR methods. We will review SPR and its exten-
sions, and then we discuss how CPR can be combined with RDR.  
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2 Related Work 

2.1 Standard Production Rule  

Most expert systems employ the standard production rules and each rule is defined as 
 
IF [condition] THEN [action].  
 

For example, we can write admission rules as follows: 
 
R1:  IF [<student, GRE score, greater than 1350>]  

THEN [<student, admission status, yes>] 
 
R2:  IF [<student, GRE score, less than 1350>]  

THEN [<student, admission status, no>] 
 

The elements of [condition] and [action] are object-attribute-value (OAV) triplets or 
entity-attribute-value (EAV) [15]. For example, in rule R1, [condition] has ‘student’ 
as object, ‘GRE score’ as attribute, and ‘greater than 1350’ as value. Similarly, [ac-
tion] has ‘student’ as object, ‘admission status’ as attribute, and ‘yes’ as value. Even 
though [condition] and [action] triplets are similar in format, they represent different 
semantics. While the value in [condition] is matched with any value provided in a 
data case, the value in [action] assigns (or produces) value/values to an attribute. This 
process is sometimes referred to binding, since the attribute does not have a value, but 
once it is matched, a value is bound.  This format is surprisingly flexible, since it is 
in effect a notation for binary relations. Multiple [condition] and [action] elements can 
be combined by conjunctive [AND] or disjunctive [OR] clauses [7].  One of the 
main criticisms of the standard production rule approach is that “it severely fragments 
the knowledge that exists in the data, thereby resulting in a large number of rules. The 
fragmentation also makes the discovered rules hard to understand and to use.” [16] 

2.2 Extension of Standard Production Rule with an ELSE Statement  

One extension of standard production rules is to add an ELSE statement as follows: 
  
IF [condition] THEN [action] ELSE [alternative action]. 

 
For example, R1 and R2 can be combined as follows: 

 
R3:  IF [<student, GRE score, greater than 1350>]  

THEN [<student, admission status, yes>] 
ELSE [<student, admission status, no>] 

 
Rule R3 is equivalent to both R1 and R2 and is more compact than the basic rule re-
presentation format. However, it is generally advisable to avoid the use of ELSE 
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statements in expert systems [15]. On the one hand, validation of such rules is more 
difficult than those of their basic IF-THEN equivalents. On the other hand, when en-
countered in the inference process, such rules will tend to always reach a conclusion. 
This can result in some unexpected results. Knowledge bases with many rules con-
taining ELSE may behave more like conventional programs. 

2.3 Extension of Basic Production Rule with Censor Statement 

Another extension of standard production rules is censored production rules (CPR), 
which have the exceptions, called censors, to the standard production rules [11-12]. 
Each rule in CPR takes the form 
 

IF [condition] THEN [action] UNLESS [censor-condition]. 
 
For example, the following rule represents a censored production rule: 
 

R4:  IF [<student, GRE score, greater than 1350>]  
THEN [<student, admission status, yes>] 
UNLESS [<student, GRE score, older than 5 years>] 

 
CPR was proposed in a different context. Firstly, it was proposed as the idea of a 
logic in which the certainty of an inference could be varied to conform to incomplete 
information and resource constraints [11]. This Variable Precision Logic (VPL) used 
CPR to encode both domain and control information. Hierarchical Censored Produc-
tion Rules (HCPR) extend VPL by explicitly considering specificity as well as  
certainty. HCPR were ‘Hierarchical’ since “it is possible for related HCPRs with dif-
ferent levels of specificity to be treated in a tree structure” [17-19]. Secondly, the 
rule-plus-exception model (RULEX) was proposed for modelling human classifica-
tion learning to investigate the psychological plausibility of a “rule + exception” 
learning strategy [20-21]. The RULEX representation assumes that people tend to 
form simple logical rules and memorize occasional exceptions to those rules when 
learning to classify objects, so it learns a decision tree on a trial-by-trial basis  
using induction over examples. The model accounts for many fundamental classifica-
tion phenomena. Furthermore, research showed individuals vary greatly in their 
choices of rules and exceptions to the rules, which leads to different patterns of gene-
ralization[20]. Yiyu et al. [22] suggested a RULEX based information analysis. Third-
ly, the censored production rule approach was used in summarising or transforming 
machine learning models. Delgado et al. [23] surveys various exception rule mining 
in the association rule mining context, but in most methods rules only have excep-
tions, but no relations to each other. Liu and his colleagues proposed a method, called 
general rules, summaries and exceptions (GSE) to organize, summarize and present 
discovered association rules[24] or decision trees [16].  Dejean [25] proposed an 
exception rule learning method for learning linguistic structures, where he tried to use 
exceptions to remove noise in linguistic data. Lastly, Boicu et al. [26] suggest a  
knowledge acquisition system that uses censored production rules in the knowledge 
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acquisition context, where the system (agent) helps the experts find possible general 
rules and their exception rules. 

We wish to use censored production rules in RDR. Our approach differs from the 
previous research. RDR differs from VPL and HCPR since it explicitly structured 
rules based on the assert rule and its exceptions relation. VPL does not consider the 
order of rules and HCPR only considers relations based on ‘specificity’. Though Liu 
and his colleagues [16, 24] structured the rules as a tree hierarchy, they did not con-
sider domain knowledge as part of knowledge acquisition. Boicu et al. [26]  used 
censored production rule as well as domain experts, but it is not clear how they orga-
nised the rules. In a previous study of possible knowledge representations for RDR, 
censored production rules, but then called composite rules, were investigated and in 
simulation studies were shown to learn a single classification domain more rapidly 
than other RDR [14]. This study used the conventional deferred refinement strategy 
for RDR whereas here we examine the utility of CPR for direct refinement when 
many validation cases are available. 

3 RDR with Censored Production Rule 

In this section, we will describe how to combine CPR with RDR. Our use of censored 
production rules is based on multiple classifications RDR (MCRDR), although the 
approach should be able to be used for any RDR variant. The RDR process is de-
scribed Fig. 1.  

Algorithm Process () 
Process a case with current knowledge base  
------------------------------------------------------------------------------------------- 
create a queue of Case object named as case-pool;  
while case-pool is not empty do 
    current-case ← dequeue from case-pool; // current-case is a Case object  
    fired-rule-set ← Inference (current-case, root-rule); 
    if fired-rule-set is not empty then 
         while fired-rule-set is not empty do 

fire-rule ← dequeue from fired-rule-set; // fired-rule is a Rule object 
 

               if fired-rule is wrong then 
                   create an empty Rule object named as new-rule;  

   AcquireRule(current-case, fired-rule, new-rule); 
    Else 
        create an empty Rule object named as new-rule;  
        AcquireRule(current-case, fired-rule); 
    end if     
end while  

Fig. 1. Algorithm Process () 

RDR retrieves all cases to be processed as a case-pool, where each element is a 
Case object and a Case holds an identifier, attributes and a class, if this has been  
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specified. For each case, RDR obtains the inference result using the Inference (cur-
rent-case, root-rule, temp-conclusion, final-conclusion) algorithm. The result of the 
inference is a set of Rule objects and each object contains a rule identifier, parent rule 
identifier, condition, and a conclusion class.  If there is no inference result or a 
wrong inference result, the experts acquire new rules using AcquireRule (current-
case, fired-rule, new-rule) algorithm.  new-rule is an object of Rule which has a null 
value.  
 

Algorithm Inference (Case case, Rule current-rule, Queue temp-conclusion, 
Queue final-conclusion) 
Get fired rules with a case and current knowledge base  
------------------------------------------------------------------------------------------- 
get a queue of Rule objects named as child-rule-set  
     that have current-rule as parent from knowledge base; 
 

if child-rule-set is empty then  
    enqueue current-rule into  final-conclusion; 
else 
    set a Boolean named as isChildFired as false; 
    while child-rule-set is not empty do 
        child-rule ← dequeue from child-rule-set; 
        if condition of child-rule is matched to  case then 
            if censor-condition of child-rule is not matched to  case then 
               push child-rule to temp-conclusion; 
               isChildFired=true; 
            end if 
        end if 
    end while 
end if 
 
if isChildFired equals true then 
    enqueue current-rule into  final-conclusion; 
end if 
 
if temp-conclusion is not empty then  
    current-rule ← dequeue from temp-conclusion; 
    Inference (case, current-rule, temp-conclusion, conclusion); 
else 
    return final-conclusion; 
end if  

Fig. 2. Algorithm Inference () 

The detailed inference process is described in Fig. 2. The inference process starts 
with four parameters – case (an object of Case), current-rule (an object of Rule), 
temp-conclusion (a queue of Rule objects temporarily fired), and final-conclusion  
(a queue of Rule objects finally fired). Initially the process starts with a null value for 
temp-conclusion and final-conclusion and root rule for current-rule. With these para-
meters RDR retrieves the child rules of current-rule. If there is no child rule, the  
 



182 Y.S. Kim, P. Compton, and B.H. Kang 

current-rule becomes an element of final-conclusion. If there are child rules, RDR sets 
isChildFire as false and evaluates all child rules whether or not any rule is fired. If any 
rule is fired the fired rule adds an element of temp-conclusion and isChildFire is set as 
true. After evaluating all child rules, if isChildFire is false, current-rule is added as 
final-conclusion. Finally if temp-conclusion is null, RDR returns final-conclusion; 
otherwise, it picks a temporary fired rule from temp-conclusion and performs the 
inference process with this rule. The inference process with the CPR based RDR is 
the same as standard production rule based RDR. The only difference is that the CPR 
based RDR needs to evaluate whether or not the censor conditions are matched to the 
given case. If any censor-condition is matched, the rule is not fired; otherwise it is 
fired.  The censors is logically interpreted as 

 
IF [condition] &  [censor-condition] THEN [action]. 
 

The steps for evaluating [condition] and [censor-condition] can be combined together 
and there is no critical difference in inference process between the SPR based RDR 
and the CPR based RDR. However, censors are used in a different way to negating 
conditions. This will be discussed in the next section. 

The rule acquisition process with CPR-based RDR is summarized in Fig. 3. The 
process is initiated with three parameters – current case (current-case), current fired 
rule/s (fired-rule), and a new rule (new-rule). At first, new-rule is null and its value 
changes over the rule acquisition process. The expert changes the condition of new-
rule using current-case and the cornerstone case/s of fired-rule. Once the expert fina-
lises the condition composition, the system retrieves a set of cases that satisfy the 
condition of new-rule as well as those of fired-rule. As discussed above the expert 
attempts to define the most appropriate condition for new-rule. The rule is then tested 
on the validation cases.  As a rule will nearly always be over-generalised, censor 
conditions are added until all the incorrect validation cases are all removed. Finally 
the new rule is added to the knowledge base as a child of the current fired rule. 

Algorithm AcquireRule (Case current-case, Rule fired-rule, Rule new-rule) 
Acquire a new rule to handle the current case  
------------------------------------------------------------------------------------------- 
modify condition of new-rule;   
retrieve a set of cases that satisfy the condition of new-rule; 
if condition of new-rule is sufficient then 
    while incorrect cases is empty do 
        add censor-condition to new-rule;  
    end while 
else 
    AcquireRule (current-case, fired-rule, new-rule); 
end if 
register new-rule as a child of fired-rule;  

Fig. 3. Algorithm AcquireRule () 
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4 Discussion 

4.1 Cornerstone Cases 

One of the unique features of RDR is that it keeps cases that were used to create rules, 
called cornerstone cases, and they are used in consequent knowledge acquisition [2]. 
Introducing CPR to RDR makes changes in cornerstone case management. While the 
conventional RDR approach only maintains conforming cases for a new rule, the CPR 
based approach maintains non-conforming cases as well as conforming cases. The 
non-conforming cases are used to create censor conditions and the conforming cases 
are used to create the main rule condition. This feature allows the CPR based RDR to 
use more information when the expert creates a rule.  

Let us assume that CPR is used to classify documents.  Words in a document are 
used as conditions and topics are used as conclusions. Documents are classified in 
batch mode, such that when a rule is created, all documents that satisfy the condition 
are also classified into the conclusion. Let us assume that the expert creates the fol-
lowing rule with a document, doc-1. 
 
 IF document contains word-1 THEN class=topic-1 [doc-1] 
 
With this rule, documents which have word-1 will be classified into topic-1. Howev-
er, it is possible some of the classified documents should not classified into topic-1. In 
this case, the expert can directly add censor rules to exclude them. For example, the 
following censors can be added into the above rules. 
  

IF document contains word-1 THEN class=topic-1 
 UNLESS document contains word-2 [doc-2] 
 UNLESS document contains word-3 [doc-3] 
 
The censor rule conditions (word-2 and word-3) are not in doc-1 but in doc-2 and in 
doc-3. Therefore, in this case doc-1 is used as a conforming cornerstone case and doc-
2 and doc-3 are used as non-conforming cornerstone cases. If an exception rule is 
created for this rule, it is necessary to consider both cornerstone cases.  

4.2 Combining with Machine Learning 

Machine learning techniques can be combined with RDR as follows: Firstly, machine 
learning techniques can be used to create knowledge bases automatically with a data 
set. For example, Gaines and Compton proposed a Binomial theorem based RDR  
induction method [27] and  Wada et al. [28-29] proposed a Minimum Description 
Length (MDL) based induction method. Secondly, machine learning methods can be 
used to provide simulated experts in evaluating RDR [14, 30]. Lastly, machine learn-
ing techniques can be used as a part of knowledge acquisition. The MDL method 
proposed by Wada et al. provided for both induction and knowledge acquisition on 
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the same knowledge base [27]. We suggest that they can also be combined by using 
machine learning techniques to identify censors.   

To exemplify this, we used the ‘adult’ data set, obtained from the UCI machine 
learning repository (http://archive.ics.uci.edu/ml/datasets/Adult). This data set con-
sists of 32561 training and 16281 test data with about 7% missing value records in the 
training data. The data has 6 continuous and 8 nominal features and the response class 
is a binary nominal feature. Each case describes whether case person has more or less 
than $50K income. The data set also provides reference performance for different 
machine learning methods, whose error rates ranges from 14% to 21%. Let us assume 
that the expert acquires the following rule without censors: 

 
IF (person, marital-status, Never-married)  
THEN (person, income, <50K)  
(491/10,683) 

 
This rule covers 10,683 cases, but a total of 491 cases (4.6%) of these have the wrong 
class (>=50K). To learn censor condition with machine learning, we used See5 
(http://www.rulequest.com/see5-info.html), a commercial version of the well known 
C4.5 decision tree learner. Fig. 4 shows a decision tree generated by C5 using 10,683 
cases covered by the above rule.  

Decision tree: 
 
capital-gain > 7443: 
:...age > 22: >50K (135) 
:   age <= 22: 
:   :...age <= 20: <=50K (4) 
:       age > 20: >50K (6) 
capital-gain <= 7443: 
:...capital-loss > 2206: 
    :...capital-loss <= 2339: <=50K (23/7) 
    :   capital-loss > 2339: >50K (19) 
    capital-loss <= 2206: 
    :...education-num <= 12: <=50K (8246/88) 
        education-num > 12: 
        :...education-num <= 14: <=50K (2107/181) 
            education-num > 14: 
            :...age <= 32: <=50K (62/6) 
                age > 32: >50K (81/32) 
 
Classification result (10683 cases) : 
 
    (a)   (b)    <-classified as 
   ----  ---- 
    209   282    (a): class >50K 
     32 10160    (b): class <=50K  

Fig. 4. C5 Decision Tree Result 
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The decision tree shows that if a person has a capital gain of more than $7,443 and 
their age is greater than 20, his/her income is greater than 50K. This condition covers 
141 cases out of the wrongly classified 491 cases (28.7%).  
 

[1] UNLESS  (person, capital-gain, >7443)  AND  
(person, age, >20)  [141/0]; 

 
Similarly the following censor conditions can be added based on the decision tree 
results: 

[2] UNLESS  (person, capital-gain, <=7443)  AND  
(person, capital-loss, >2339)  [19/0]; 

[3] UNLESS  (person, capital-loss, <=2339)  AND  
(person, education-num, >14)  AND  
(person, age, >32)  [81/32]; 

 
However, this approach has problems since the subset of cases covered by the rule are 
likely to be unbalanced. In such cases, standard classifiers tend to be overwhelmed by 
the large classes and ignore small classes, resulting in very poor performance for the 
minor class. Therefore, the censors acquired by using a decision tree may perform 
badly. On the one hand, the censors may not cover all incorrect cases. In our example, 
the decision tree rules correctly classify a total 209 cases out of 491 cases, which have 
‘>50K’ income, but also wrongly classify 32 cases, which have ‘<=50K’ as the class, 
and classify them into the ‘>50K’ class. The censors obtained by a decision tree may 
be incomplete (not cover all incorrect cases) or incorrect (censor 3 classifies 32 cases 
wrongly). It would be useful to use machine learning techniques that manage this kind 
of problem, such as OcVFDT [31].  

5 Conclusions 

This paper proposes a new RDR approach that uses censored production rules instead 
of the standard production rules. This suggested method can be integrated with any 
existing RDR approaches. We discussed the impact of censored production rules on 
the inference and knowledge acquisition processes. The introduction of censored pro-
duction rule should not affect on the inference process, but changes the knowledge 
acquisition process. The censored production rule based RDR can preserve richer 
context information than the standard production rule based RDR. We expect our 
approach would be appropriate when there are large volumes of data that have class 
flags or batch mode knowledge acquisition (e.g. document classification) is appropri-
ate. Our approach should be beneficial in knowledge acquisition for validating cases. 
This paper covers only preliminary suggestions, and in future work the supposed ad-
vantages will be investigated experimentally.  
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Abstract. Rated Multiple Classification Ripple Down Rules (RM) and Ripple 
Down Models (RDM) are two of the successful prudent RDR approaches pub-
lished. To date, there has not been a published, dedicated comparison of the 
two. This paper presents a systematic preliminary evaluation and analysis of the 
two techniques. The tests and results reported in this paper are the first phase of 
direct evaluations of RM and RDM against each other.  
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1 Introduction 

Traditional knowledge based systems (KBS) have been often criticized for ignoring 
Knowledge Acquisition (KA) and maintenance innovations [1], [2]. Consequently, 
Ripple Down Rules (RDR) was introduced as an incremental KA technique whereby 
KA and maintenance are essentially integrated and usually not requiring the addition-
al services of a knowledge engineer. RDR has since been used in commercial applica-
tions including in the Pathology Interpretative Expert Reporting System (PIERS) 
system, which has been described as user maintained and not requiring knowledge 
engineering expertise [3]. Due to RDR’s inability to provide more than a single classi-
fication, Multiple Classification RDR (MCRDR) was introduced with the ability to 
generate multiple classifications [4]. A further advancement in RDR technologies was 
the idea of Prudence Analysis (PA). Prudence was introduced to address KBS brittle-
ness, which occurs when a KBS does not realise when its knowledge is inadequate for 
a particular case [5]. A prudent KBS is one with a mechanism to issue warnings or 
alerts whenever a current case is beyond the system’s expertise. This paper reports on 
a methodical comparison of two PA techniques: RM and RDM. These two methods 
had been independently evaluated before but have never been directly compared. 
Another contribution of this paper is the introduction of a Multiple Classification 
version of RDM.  

2 Rated MCRDR (RM) 

RM is a hybrid approach combining MCRDR with an Artificial Neural Network 
(ANN) [6]. RM is based on [7]’s premise that if captured, a pattern of fired MCRDR 
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rules can provide an additional context about a given domain. A grouping of this pat-
tern can be given a value representing its contribution to a particular task [7]. RM has 
a MCRDR output simplifying mechanism which indexes MCRDR conclusions into a 
set of binary inputs for the ANN. These inputs are assigned a 0 or 1 value depending 
on whether the particular rule was fired for the current case. The following diagram 
illustrates the basic composition of RM.  

 

Fig. 1. A basic RM schematic. The bolded MCRDR outputs represent 1 and 0 for the non 
bolded outputs. 

The indexed binary set is fed into a standard 3 layer perceptron ANN such that 
each firing terminating rule will produce a 1 input for the ANN, and a 0 input for non 
firing terminal rules. For example, in the RM diagram, the terminating rules are in-
dexed into a binary word 01011 which is the input for the ANN. The ANN uses two 
main learning approaches. If there are no new rules added to MCRDR, a standard 
back-propagation algorithm with a sigmoid thresholding function is engaged. If a new 
rule is added in MCRDR, an additional input is created for the ANN. This may be 
problematic to the ANN in terms of erasing the previously learned information. To 
counteract this threat, new shortcut connections are introduced from the newly created 
input to each output node. The shortcut weights are calculated using the single step 
initialization formula [6] (see equation 1 below).          
              log  .. (  ) (((∑ ) (∑ ))/ )      (1) 

where A and B are the weighted sums at the hidden and output nodes respectively, ƶ is 
the step distance modifier in the range of 0 to 1. It is the rate of adjustment of for the 
new features and determines how quickly the shortcut weights adjust to the correct 
output. m is the number of newly added inputs and ∂ is the sum of differences be-
tween the network calculated outputs and the target outputs (or error sum value) at an 
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output neuron. As the MCRDR produces different classifications, the ANN learns the 
patterns of the fired rules for each classification. A warning is then given whenever 
the MCRDR and the ANN produce different classifications.      

3 Ripple Down Models (RDM) 

RDM, like RM has two main components, the RDR part and a complementary outlier 
detection mechanism. As in RM, RDM first engages an RDR engine and passes the 
output to the complementary outlier detection component. In RDM, the RDR output 
passed to the outlier detector is a model (hence the acronym RDM) [8]. A model is 
made up of situated profiles. Each situated profile consists of a number of profiles 
corresponding to the number of attributes in a case. RDM has two outlier detection 
functions:  the Outlier Estimation with Backward Adaptation (OEBA) for continuous 
attributes and the Outlier Detection for Categorical Attributes (OECA) for discrete 
attributes [9].  

For OEBA, profiles of each attribute in a case are grouped as a Situated Profile and 
organised according to the conclusions generated by RDR. For example, an OEBA 
Situated Profile may contain minimum and maximum values for each attribute for the 
corresponding RDR classification. For each classification produced by RDR, a Model 
comprising the Situated Profile(s) is returned to the outlier detection component. 
Ideally, OEBA should flag an anomaly for incorrect classifications by RDR. If an 
outlier was flagged incorrectly, then Backward Adaptability adjusts the appropriate 
profiles’ minimum and maximum values. In OECA, each profile keeps a set of an 
attribute’s values, a corresponding M value and a New Value Ratio (NVR. The NVR 
is the ratio of the current attribute’s M value and the M value for the last updated val-
ue in the profile [8].  An anomaly is flagged when the NVR of a case is greater than a 
set threshold.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. RDM schematic 
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Originally, RDM was designed with models passed from a single class RDR  
engine [8]. This research developed a multiple classification version of RDM where 
models were passed from a MCRDR rule base. The primary difference between the 
two versions is that the MCRDR alternative has the ability to generate multiple mod-
els from a single case if need be. As in RM, the prudence of RDM is in how well the 
warning system works. Figure 2 shows the general architecture of RDM. 

4 Evaluation Methodology 

4.1 Simulated Expert 

Evaluating KA methods is an important but difficult task mainly because it is hard 
and expensive to get a readily available expert for controlled tests [10]. A common 
solution to this problem has been the use of simulated experts. Simulated experts have 
been used extensively in testing RDR methodologies [7], [6], [10]. For this research, 
the simulated expert uses a ruleset file (for each dataset) generated from the See5 tool. 
For each dataset, only cases that could be matched to a rule (or condition) were used 
such that the resultant simulated expert was faultless and missed no cases. 

4.2 Test Data 

Three simple UCI datasets were used for these tests mainly because developing per-
fect simulated experts for such data is less time consuming. The tests reported in this 
paper are a preliminary part of a wider research project. Table 1 describes the three 
datasets used. The last column of the table shows the ratio of each dataset’s rules to 
the total number of cases.   

Table 1. Description of datasets 

Name Type Instances Rules in SE Rules Ratio 

Iris Plants  Numerical  146 5 3% 

Car Evaluation  Categorical  288 15 5% 

Physical Action Numerical  250 60 24% 

4.3 Evaluation Metrics 

The comparison of the two PA systems, RM and RDM was based on two metrics: 
Balanced accuracy and prudence. Balanced accuracy is based on the system’s True 
Positives (TP), True Negatives (TN), False Negatives (FN) and False Positives (FP). 
The TP in this case is when a warning was issued correctly. TN is when a warning 
was not issued correctly. FN includes instances when a warning was not issued but 
should have. When a warning was issued incorrectly, then this is a FP [8]. Balanced 
accuracy combines these metrics to prevent a scenario where a system can warn on 
every case and still get an accuracy of 100%. The following formula is used for ba-
lanced accuracy: 
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                    ( / )/ ( / )/           (2) 

where α = TN + FP, β= TP+ FN and Τ= TN + TP + FN + FP. 
The prudence of a system will be determined by the effectiveness of its warning 

mechanism. This will be the rate of correct warnings minus the rate of incorrect warn-
ings. For example, given a dataset of 40 cases in which 10 are TP’s and 30 are TN’s, a 
system with 8 TP’s and 3 FP’s will have a prudence measure of (8/10)% - (3/40)% 
which is 72.5%. Formula 3 is used to calculate the prudence measure.                                             ( / )% ( / )%    (3) 

where TPs is the number of correct warnings issued by the system, TP is the total 
number of warnings that should have been issued. In this study, the total number of 
warnings expected is the number of rules in the simulated expert. FPs is the incorrect 
warnings issued by the system and T is the total number of cases in a dataset. 

Incorrect warnings and the proportion of the TP in the data also affect the overall 
prudence measure of a system. In cases where a dataset has a large proportion of 
TP’s, it may be better to lower the warning threshold so that the system issues more 
warnings. As the dataset grows and fewer rules are added to the system, there might 
be a need to raise the warning threshold effectively increasing the system’s prudence. 
This is because as the system acquires knowledge and sees fewer new cases, the fre-
quency of warnings is likely to decline.  

5 Results and Analysis 

Table 2 displays the two PA systems’ corresponding TP, TN, FP and FN metrics on 
the three datasets. For the Physical Action dataset, RM was tested with two different ƶ 
values, 0.01 and 0.9. In the other datasets, RM’s ƶ value was set at 0.5.Table 2 shows 
the two systems’ balance accuracy (calculated using formula 2) and prudence meas-
ures computed from formula 3. 

Table 2. RM and RDM’s confusion metrics, Balanced Accuracy (BA) and Prudence (P)  

Dataset System TP TN FP FN BA 
(%) 

Pr (%) 

Iris RM 4 142 0 0 100 100 

RDM 4 135 7 0 99.86 95 

Car Evaluation RM 115 48 73 52 52 40 

RDM 160 102 23 3 89 42 

Physical Action RM 
( 0.01) 

146 8 89 7 42 30 

RM  
( 0.9) 

119 47 50 34 60 56 

RDM 160 29 40 21 54 44 
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5.1 Analysis  

The RM method seems to have a slightly better balanced accuracy and prudence over 
RDM in the Iris dataset. In the Car Evaluation dataset, RDM outperformed RM by a 
vast margin in terms of BA but was just slightly better in Pr. However, [7] advises 
that RM’s accuracy and prudence is not preset and can be controlled by altering the  ƶ value. For the dataset that RM was tested with different  ƶ values, it is clear that a 
high ƶ  value (0.9) produces a higher BA and Pr than RDM and a low  ƶ value con-
versely resulted in a BA and Pr much less than RDM’s. Based on the results in  
Table 2, there does not seem to be an obvious correlation between balanced accuracy 
and prudence. However there seems to be a consistency in that the system with the 
higher BA also had a higher PA. The ratio of rules to the total number of cases a data-
set has does not seem to affect the prudence of either system. The prudence results 
were expected to be lower for the Physical Action dataset since each rule covers very 
few cases. The likelihood of a misclassification in such a setting is compounded by 
the fact that the differences between the rules may be minute. So when a system has 
proportionally many, almost similar rules, it is likely that some rule may overlap with 
another, resulting in a lot more misclassifications. For these tests however, this claim 
was not affirmed.   

6 Conclusion  

RDM and RM are two PA systems whose accuracy and viability have been demon-
strated in different domains [8,11]. These two approaches have not been directly 
compared previously. This paper presented a preliminary comparison of the two sys-
tems using three relatively small datasets. For the smallest and simplest dataset, RM 
appears to have a higher accuracy and prudence, albeit by a small margin. RDM out-
performed RM in the categorical dataset and in the Physical Action dataset, RDM’s 
performance was almost midpoint between RM’s optimal setting ( ƶ 0.9) and worst 
setting ( ƶ 0.01). The tests conducted for this paper are part of a bigger research 
project whose aim is to integrate RM and RDM into a single, prudent anomaly detec-
tion system. Future tests will use bigger, complex datasets and will use optimal confi-
gurations for the two systems.   
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Abstract. Automatic story generation systems must consider both consistency 
and coherency issues in the stories that they produce. This paper discusses the 
different agent models adapted to enhance the planning process of Picture 
Books 2 to produce stories that contain a logical flow of events. Along with the 
agent models, the ontology structure utilized as the source of storytelling  
knowledge must be efficiently designed to support the tasks of the agents. Pre-
liminary results show that the interaction among the agents enabled the story 
planner to perform better than the earlier version of Picture Books 2 in generat-
ing logical stories. 

Keywords: Automatic story generation, Agents, Ontology.  

1 Introduction 

Picture Books 2 [1] was developed to produce fable-like stories for children age 6-8 
years old. It follows from its predecessor, Picture Books 1 [2], where the series of 
events focused on a child’s behavioral development from negative to positive, com-
mencing with his disobedience, experiencing the consequences of his actions, and 
acquiring a positive behavior at the end of the story. Though the system is able to 
generate good stories as evaluated by human experts, the reasoning engine used by its 
planner to reason over the storytelling knowledge is inadequate. The planner simply 
retrieves the causal chain of events between the initial state (the setting of the story) 
and the target goal (or moral lesson) of the story to be generated. By solely relying on 
a causal chain of events, the scoring function used to select among candidate sets of 
story events is random, resulting in stories with unbelievable or illogical flow.  

There are two main factors for this. First, events are represented as a chain of 
cause-effect using the binary relation EffectOf. This representation is insufficient to 
support the planner in inferencing over the events chain. The events must be aug-
mented with pre-conditions and post-conditions to define the criteria to be satisfied 
for an event to occur, and to be satisfied after the event has taken place, respectively.  

The second factor is the lack of representation of the world state. The story world 
state comprises the first level among five levels of story knowledge representation 
defined by [3]. As characters perform actions and interact with one another, their 
physical and emotional states, as well as the states of the different objects (that they 
manipulate or use for interaction) in the environment, also change. Succeeding events 
and actions may be influenced by these changes. Thus, a mechanism must be in place 
to track the world state for use by the story generator during its planning. 



196 K. Ang and E. Ong 

This paper presents our work in developing PB Planning Agents (PA), a story 
planner for Picture Books 2 that utilizes three agents in the generation of children’s 
stories. These three agents are adapted from the multi-agent framework of the Virtual 
Storyteller [4] that models three types of knowledge, namely the plot agent for narra-
tive structures, the character agent for representing story characters, and the world 
agent to represent the world state. 

2 Related Systems 

PB-PA is a story planner that utilizes agents to model the various knowledge sources 
needed in generating a story. The work is motivated by the current limitations in the 
implementation of the Picture Books 2 system along two aspects, namely on event 
representation and modeling of the world state.  

This section gives a brief overview of the issues in the Picture Books 2 system. A 
more detailed discussion of the planning process and knowledge representation can be 
found elsewhere ([1], [5]). A review of the approaches utilized by existing story gene-
rators to model the story world state is also provided. This section ends with a discus-
sion of the knowledge representation employed in PB-PA. 

2.1 Picture Books 2 

In Picture Books 2 [5], the theme of the story was determined based on an input pic-
ture comprising of multiple scenes. Each scene contains story elements that were 
specified by the child from a predefined repository of backgrounds, characters and 
objects. A theme-based cause-effect planner then utilized a semantic ontology that has 
been manually populated with knowledge relevant to the target themes. This know-
ledge includes explicit events represented as a series of cause and effect chain. The 
task of the story planner involved organizing these events into a logical flow to depict 
a child’s daily activities as he explores and learns about his environment while under-
going behavioral development. 

Like its predecessor, Picture Books 1 [2], Picture Books 2 adopted an author-
centric approach to its story generation process. In an author-centric approach, the 
system “computationally models the creative process of a human author” [6]. A plan 
library containing predefined author goals and character goals is utilized to control the 
flow and outcome of the story, resulting in stories with consistent plot and structure. 

However, whereas Picture Books 1 uses pre-scripted action sequences, the story 
planner of Picture Books 2 reasons through the semantic ontology by retrieving a 
causal chain of events between the initial state to the target goal of the story [7]. This 
led to the generation of stories that lack coherency, as evaluated by human experts. 

Picture Books 2 defined coherency in terms of the story making sense and is easy 
to understand [1]. Because coherency can be enhanced through the use of discourse 
markers [8], the system achieved coherency by focusing on the generation of appro-
priate discourse markers to connect two events together in a single sentence, as shown 
in Listing 1. 
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Listing 1. Danny the dog went to camp. 

 #1 The camp is very crowded. 

 #2 He feels dizzy, because he sees the marshmallow.  

 #3 Danny the dog fixes a bedsheet. 

Another story that lacked coherency is shown in Listing 2, wherein both the objects 
found in the input scene, marshmallow and flashlight, were correctly introduced in the 
story. However, the marshmallow did not affect the story plot and was never men-
tioned again. 

Listing 2. Danny the dog went to camp (again). 

 #1 One dark evening, Danny the dog was in the camp for camp-

ing. He gets a white marshmallow.  
 #2 The camp is very far. He feels tired, since he walks.  

 #3 Danny the dog feels thirsty. He feels refreshed, because 

he drinks a water.  

 #4 He walks. Danny the dog sees a shadow. He feels scared. He 

does not know what to do.  

 #5 He turns on a flashlight. Danny the dog searches the sha-

dow. 

 #6 He is not scared anymore. He learns that when He is 

scared, He should search shadow. 

 #7 Since then, Danny the dog learns to be brave. 

A story is coherent if it contains logical events, in terms of believable character ac-
tions based on his trait, history of past events, and the current state of the story world. 
Incoherent stories, such as those in Listings 1 and 2, were generated due to the insuf-
ficiency of the representation of events in the semantic ontology of the system. Pat-
terned after ConceptNet [9], Picture Books 2 made use of binary relations, such as 
EffectOf to model the causal relation between two events, CapableOf to model the 
actions a character can perform, and its complement ReceivesAction to model actions 
that can be applied to an object [5]. No representation of the world state is maintained 
as the story progresses. Consequently, the events that happen in the story were not 
checked to determine if the next action is possible given the current world state. 

2.2 World State 

The story world state [3] is an instantiation of the current properties and relationships 
of a concept (e.g., characters, objects, locations) in a certain point of story time. Dif-
ferent terms and representations of world states are implemented for various systems. 
Tale-Spin [10] made use of conceptual dependency expressions. Minstrel [11] used a 
schema-based representation to represent its goals, actions, and states of the world. It 
implemented a case-base problem-solving approach in constructing stories revolving 
around King Arthur and his knights. Similarly, Mexica [12] also stored its previous 
stories to construct a new one. However, it made use of the linguistic representation 
of actions to store knowledge about valid sets of actions and world states. In contrast, 
the Virtual Storyteller [4] had three sources of knowledge which are the plot agent, 



198 K. Ang and E. Ong 

the character agent and the world agent. The latter modeled the world state. Finally, 
Fabulist [6] made use of the intent-driven partial order causal link tuples to track and 
control the coherent flow of the causal chain of events that happen in the story.  

2.3 Knowledge Representation 

Picture Books 2 provides two models of the knowledge used by its story planner – the 
storytelling knowledge and the ontology. The storytelling knowledge contains the 
narratological information necessary to produce a coherent story, and includes  
the character traits that drive the possible themes of the story to be generated. 

On the other hand, the ontology contains commonsense knowledge about concepts 
and their relationships that are familiar to children. The ontology follows the binary 
structure of ConceptNet [9], wherein a semantic relation is used to define the relation-
ship between two concepts, such as those illustrated in Table 1. 

Table 1. Sample Concepts and Semantic Relations in Picture Books 2 

Category Concept1 Relation Concept2 
Agent Character CapableOf Look
Things Morning HasProperty Sunny
Functional Telescope UsedFor Gaze
Transition Rest EffectOf Dizzy
Transition Cheat HasResolution Apologize
Conflict Helpful CausesConflictOf Ignore

 
PB-PA adopted the semantic ontology model of Picture Books 2 and categorized 

this as the domain knowledge or the static knowledge of the system. However, mod-
ifications were made to the relations supported by the planner. Table 2 shows some of 
the new relations used by PB-PA.  

PB-PA also modeled world states in the form of fabula elements, parameters, con-
ditions, primitives, and links. Links represent the causal relationships that exist be-
tween fabula elements.  This model of the world state has been adapted from Trabas-
so’s General Transition Network (GTN) model [13] that was modified in the Virtual 
Storyteller [4] to comprise the story elements and causal relationships for use in story 
generation. In PB-PA, the fabula elements goal, event, action, perception, and inter-
nal element are linked together through four kinds of causal relations, which are the 
physical causality, psychological causality, motivation, and enablement.   

A sample fabula element in illustrated in Table 3 for the concept lose, which is an 
event. It requires the parameters #agent and #patient, and an optional parameter 
*location. The symbol ‘?’ represents a variable which may refer to a state or element in 
the world. States include ?know, ?hasProperty, and ?holds, and world element such as 
?mainchar.  

Primitives [14] are composed of the most basic actions, such as ATRANS (transfer 
of abstract relationship, i.e., give) and PTRANS (transfer of physical location of ob-
ject, i.e., grasp). It was utilized to reduce the need for appending similar conditions 
for each fabula element.  



 Planning Children’s Stories Using Agent Models 199 

Table 2. Sample Relations in PB-PA 

Category Relation Description & Example (conceptX-rel-
conceptY) 

Object containedIn Defines object y where object x is usually found in, 
i.e., Water-containedIn-waterjug 

ProducedBy Defines what the entity y can produce, i.e., 
Shadow-producedby-tangible 

Character onlyDoneBy Defines the action x that can be done by agent y 
only, i.e., Fly-onlyDoneBy-bird 

canBe Defines the profession a character can have, i.e., 
Child-canbe-student 

Generic NegativelyEqualTo Relates two opposite concepts, i.e., Love-
negativelyEqualTo-hate 

kindOf Concept x is a possible value of the attribute y, i.e., 
Thirsty-kindOf-bodilyneeds 

Emo_inference Follows Denotes emotion y can be experienced after expe-
riencing emotion x, i.e., Satisfaction-follows-hope 

Spatial DoneAt 
 

Indicates a location y where the action x can be 
done. i.e., Fly-doneAt-outdoor 

FoundAt Indicates where the entity x can be found, i.e., 
Bird-foundAt-outdoor 

Time HappensAt Defines when (day y) the event x can take place, 
i.e., Class-happensAt-weekday 

StartsAt Defines the time y when the event x commences, 
i.e., Class startsAt-morning 

Table 3. Structure of a Fabula Element 

Category event 

Concept lose(#agent, #patient, *location) 
Primitive GRASP 

Pre-condition ?inCareOf(#agent, #patient) ^ 
?know(#agent, ?location(#patient)) ^ 
?isA(#agent, character) ^  
?isA(#patient, object) 

Post-condition ¬?holds(#agent, #patient) ^ 
¬?hasProperty(#patient, lost) ^ 
¬?know(#agent, ?location(#patient)) 

Recommendation ?is(?trait(#agent), irresponsible) 

A set of conditions is also defined for each fabula element. Pre-conditions must be 
satisfied before a fabula element can be executed, to ensure that the execution of an 
event is logical based on the current world state. Post-conditions are the resulting 
states the world must possess after the fabula element is executed. Recommendations 
are conditions that may or may not be satisfied. Character agents use these to deter-
mine if they are acting according to their current states. Recommendations are used to 



200 K. Ang and E. Ong 

aid in the reduction of the n
a fabula element, such as 
substitute for the binary rela

3 Agents in Plann

The design of the PB-PA 
plan that corresponds to th
Figure 1, these are the plot 

Fig

The plot agent serves as 
identified theme of the sto
maintain an overall plot and

The character agent gen
ensure consistency of the c
racter believability as descr

The plot agent and the 
which represents the story w
of character actions. The w
current world state correspo

3.1 Plot Agent 

[17] stated that a guiding fo
emerging story to go to a m

necessary relationships. For instance, a recommendation
?trait(#agent)-is-irresponsible, may be used
ation irresponsible-tendsTo-lose. 

ning 

planner utilizes three different agents to generate a st
he input scenes and the selected theme. As illustrated
agent, character agent, and world agent.  

  

g. 1. Architecture of the Story Planner 

the director and ensures that the story path will lead to 
ory. It supervises the actions of the characters in order
d structure [15]. 

nerates the plan of action of a character given his goals
haracter actions to his personality and thus leading to c

ribed in [16]. 
character agent work hand-in-hand with the world ag
world and tracks the changes to the environment as a re

world agent checks if an action can occur by verifying if 
onds to the pre-conditions of an action or event. 

orce must be present during story generation to prevent 
meaningless direction. This premise is comprised of th

n for 
d to 

tory 
d in 

the 
r to 

s, to 
cha-

ent, 
esult 
f the 

the 
hree 



 Planning Children’s Stories Using Agent Models 201 

essential parts, which are the character and his environment, the conflict, and the con-
clusion. The conflict is the action and counter action it evokes, while the conclusion is 
described as the final state of the world. 

To achieve the premise of the story, the plot agent selects the best-fit theme given 
the input scenes and supervises the events based on this theme. Following the ap-
proach in Picture Books 2, the theme is selected based on the negative traits of the 
main character [1]. A scoring function based on the conditions of a theme and the 
elements of the input scenes is used. The conditions include existence (in the input 
scenes) and positioning (on a specified location in the selected background) of the 
necessary characters and objects needed in the theme. 

After trimming the candidate themes down based on the negative traits, it proceeds 
to checking the adherence of the input scenes to the set of post-conditions of both the 
conflict action and resolution. These are based on the required existence and position-
ing of the characters and objects in the scene. The following shows a sample post-
condition of the action lose: 

 Lose:=  ¬?holds(#agent, #patient) ^  
   ¬?hasProperty(#patient, lost) ^  
   ¬?know(#agent, ?location(#patient)) 

The conflict lose has a post-condition which is for the character (the agent) not to 
hold the object (the patient) and requires that object to be lost (property). “Lost” in 
this case is defined to be the absence of the object in the scene, which should be de-
picted in the middle scene of the input picture. The third component of the post-
condition requires the character to be unaware of the location of the object.  

A point is given for every condition satisfied by the input scene. These points are 
used to calculate the score to derive the best-fit theme. If the input scenes match all 
the conditions of the conflict and resolution, then that theme is the best-fit theme. This 
criterion focuses on the possible character and objects that the user can place in the 
scenes. The highest scoring theme would then be selected to formulate the setting, 
which introduces the characters, objects, and location of the story. It is the starting 
point from which the story progresses. 

To support its task, the plot agent makes use of a collection of narratological know-
ledge, comprising of themes and author goals that drive the flow of the story. This 
narratological knowledge is synonymous to the storytelling knowledge of Picture 
Books 2. The author goals [2], first introduced in Picture Books 1 but modified to 
work with the planning strategy of PB-PA, represent the different parts of the premise 
for the story. Its structure is depicted in Table 4.  

Since stories revolve primarily around the main character, the events that happen in 
the story are composed mainly of actions that the character performs to satisfy his 
goal. A mechanism to ensure coherence in the story based on the selected theme is to 
verify if the actions to be performed by the character could lead him first to the con-
flict, then to experience its consequences, and finally to the resolution of the conflict. 
In cases of deviations, the plot agent formulates possible events to force the character 
to change his plan of actions towards the achievement of the story theme. This may 
include, among others, the performance of an action that necessitates the explicit use 
of objects and the possible introduction of new characters into the story. The semantic 
ontology, presented in Section 2, is used to identify the set of events, in consultation 
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with the world agent. If a story plan cannot be generated, the plot agent selects the 
next highest scoring theme and performs the same process again. 

Table 4. Sample theme structure, ‘Danny learns to be responsible’ 

Theme Title ?MAINCHAR LEARNS TO BE RESPONSIBLE 

Target Trait Responsible 

Conflict Action Author Goal: lose 

Fabula 
Element 

Category Event 

Concept lose(#agent, #patient, *location) 
Primitive:  GRASP 

Pre-
condition:  

?inCareOf(#agent, #patient) ^ 
?know(#agent, ?location(#patient)) ^ 
?isA(#agent, character) ^  
?isA(#patient, object) 

Post-
condition:  

¬?holds(#agent, #patient) ^ 
¬?hasProperty(#patient, lost) ^ 
¬?know(#agent, ?location(#patient)) 
 

Recommen-
dation: 

?is(?trait(#agent), irresponsible) 

Pre-
condition 

?love(#agent, ?owner(#patient)) ^ ¬?owns(#agent, # 
patient) ^ ?love(?owner(#patient), # patient) 

Post-
condition 

NULL 

Conflict Coun-
ter-Action 

Author Goal: search 
… 

Resolution Author Goal: find 
… 

3.2 Character Agent 

In a character-centric story generation system, characters are emphasized in the story 
and their cognitive processes are simulated as they act and react to the environment of 
the story world they are situated in [16]. These actions and reactions must be believa-
ble depending on their personalities. 

The character agent maintains a character frame, as illustrated in Table 5, to pro-
vide a static model of a character’s predefined basic information, such as its name, 
gender, traits, roles and desires. 

The personality of a character is one of the primary factors considered by the plot 
agent to select the theme. It contains both positive and negative traits of a character. 
(Note that a negative trait means the absence of the particular trait and can be used as 
a theme where the character undergoes behavioral changes as he learns this new trait.) 

Desires define the general goal that a character wants. This includes both the de-
sires for an action and for an object (a noun), for example, children love play and 
children love sweets. 
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Roles describe the relationship and the emotion of one character to another. For in-
stance, Peggy is Peter’s sister and Peter loves Peggy. Likewise, Peter is the brother 
of Peggy and also Peggy loves Peter. While the roles define the initial emotion of a 
character towards another, the emotions may change over time within the context of a 
story. In case Peter does something to make Peggy mad, then the emotion of Peggy 
towards Peter may change. 

Table 5. Character frame representation 

Name Peter 

Gender Male 

Traits Negative responsible, helpful, obedient 

Positive honest, brave, persevering 

Roles Sister (Peggy) 

Desire Play, Sweets 

Bodily needs Food: false 
Water: false 
Rest: false 
Excitement: false 
Comfort: false 

Physical state Mind state Normal 

Holds Water jug 

Emotion Love(Peggy) 

Perception ?location(water jug, camp) 

The character frame also models the dynamic attributes of a character, namely its 
bodily needs, physical state, emotion and perception, which are all affected based on 
the post-conditions of an action. Every action that is performed triggers the world 
state to change, including the states of the character. 

Bodily needs define the basic needs of a character – food, water, excitement, com-
fort, and rest. At the start of the story, all these attributes are set to false. As the story 
progresses, one or more of these attributes may be set based on the action performed 
by the character. For example, if Danny played in the camp, he will feel tired based 
on the post-condition of the action play. The post-condition of the action play would 
trigger an update in Danny’s character frame, setting his need to take a rest to true. 

Emotion has a significant role in modeling characters. It influences the next actions 
that the characters would perform. As there are infinite emotions present, the OCC 
model [18] was adapted to be able to represent these in a manageable degree.  The 
initial emotional state of a character is set to null. As roles are populated, these emo-
tions change to adhere to the predefined emotion of a character towards another.  
Character emotions are also modified as a character performs an action, based on the 
defined effects or post-condition of the stated action. 

Perception is what the character perceives to have happened in the world. It stores 
the current world state that the character is aware of. Updating the perception of the 
character is essential because not all facts in the story world are what the character 
perceives to be. For instance, if Danny lost the water jug while playing but he was at 
that time distracted, then he may not notice that the water jug was lost.  
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A character may have multiple goals. The character agent selects which goal to 
pursue first based on the character’s current state. Goals are prioritized based on their 
intensity; goals triggered by emotions are prioritized first, followed by the bodily 
needs, and last by the desires. At the start of the story, a character would pursue a goal 
based on its desires. After every execution of an action, the character reevaluates its 
goal by checking the world state. If no other important issues that must be addressed 
are found then the character would keep on executing its plan of action to accomplish 
its current goal. When a circumstance happens, for instance, while Danny was playing 
he suddenly got hurt. In this case, Danny would abandon his current goal and focus 
on his new goal which is to attend to his wound. After the accomplishment of this 
goal and no other goals that need immediate concern are present, then the abandoned 
goal will carry on if it still holds.  

Whenever a goal is triggered, the character agent generates the plan of action for 
the character to accomplish its goal. The plan of action is a causal chain of events that 
is retrieved from the domain knowledge. A goal is considered “accomplished” if the 
post-conditions of that goal have been satisfied. These conditions are also taken from 
the domain knowledge. 

A goal and its corresponding plan of action are stored in the agent’s character 
frame. Each is represented as a story plan element linked to another. Shown below is 
a sample plan of action for the goal find. 

Goal(find) := action(search) ^ event(found) 

3.3 World Agent 

A story world is comprised of the characters and objects, as well as their locations and 
properties. Without a model of the world, Picture Books 2 [1] is unable to track the 
location, the position and the state of a character or an object at a particular point in 
the story. 

The world agent holds the state of the story world at a particular point in time. This 
state, combined with the domain knowledge, is used by the plot agent to determine if 
the pre-conditions of an action or an event have been satisfied, thus allowing its ex-
ecution in the story to take place. The state is updated after the completion of an  
action or event, and the new values are determined from the post-conditions of the 
completed action. 

4 Preliminary Results 

Though Picture Books 2 was able to generate stories, it is important to consider the 
quality of the resulting stories. Instead of a simple ontology structure comprising of 
binary EffectOf relations between two events and a story planner that utilizes a ran-
dom strategy to select the events to be included in the story plan, PB-PA adapted 
different agents to reason over an ontology that has been enhanced with more know-
ledge to guide the planning process.  

Preliminary experiments conducted on PB-PA yielded an important question – 
How would the plot agent ensure that the consistent actions of the character (in rela-
tion to its predefined character traits) would not hinder the progression of the story to  
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the selected theme? The traits assigned to the character may hinder the plot agent 
from generating stories that would adhere to the story theme. For instance, the target 
trait to be developed in the story is honesty, given the premise break => lie => apo-
logize. However, if the main character also possesses the responsible trait, then the 
character agent would not permit the character to break an object, as breaking an ob-
ject is an act attributed to an irresponsible character (given the conceptual relation 
break-onlyDoneBy-irresponsible). In order to select the best-fit story for the theme, 
PB-PA first generates all possible stories for the theme without validating the consis-
tency of the actions to the character’s traits. After all the possible plans are generated, 
PB-PA then performs a re-scan to score each of the story plan based on the consisten-
cy of character actions. Thus, the heuristics for the story plan is based on the number 
of actions done consistently in proportion to all the actions done by the character, 
which is retrieved by checking the recommendation of each fabula element. 

The use of world states captured the state of the story world whenever an event or 
an action has taken place. This is very helpful in assuring that the conditions for the 
occurrence of an event or the performance of an action are satisfied. An example story 
plan (modified to be readable) is shown in Listing 3.  

Listing 3. Plan elements for the occurrence of a shadow 

 #1 Bird fly near bonfire. 

 #2 Danny the dog saw shadow using the <INSTRUMENT> in the 

camp. 

While Listing 2 (line #4) shows that Picture Books 2 is able to produce the same 
story in which the character Danny felt scared because he saw a shadow, it was not 
able to narrate how the shadow came about because the planner simply followed a 
causal chain of events that does not take into consideration the possibility of that 
event happening or how it happened. On the other hand, PB-PA’s use of world states 
allowed it to detect that for a character to see a shadow, a source must be present, 
which is why the bird was introduced. 

Listing 4 is a sample partial story plan that is generated by PB-PA. Story lines #1 
to #3 are part of the story setting that brought the character to the input location. In 
line #4, the character agent creates a plan for the character’s initial goal (i.e., to play). 
The character performs play to satisfy its goal. The world agent can be seen working 
in line #6 – an effect of play is that the character would become tired. However, the 
plot agent discovers that if it lets the character continue to address its new concern 
(which is to get some rest), the story will not lead to its intended conflict. The plot 
agent has to intervene; it does so by checking if it can insert an event with the pre-
vious action to advance the story. For instance, while playing, a character can be dis-
tracted and lead him to lose something, as narrated in line #5. Furthermore, because of 
this distraction, the character was not able to perceive that the waterjug was lost. As 
the story progresses to line #9, the character needed the waterjug to have a drink, 
which triggers his perception to lead him to a realization that the waterjug is missing. 
This realization has an emotional effect on the character, as presented in line #10. The 
fear of losing an object led to a goal of the need to find the missing object, as seen in 
the subsequent text in the story.  
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Listing 4. Partial story plan, ‘Peter learns to be responsible’ 

 #1  One evening, Peter wanted to play in the camp. 

 #2  Peter borrowed Peggy's waterjug. 

 #3  Peter went to the camp. 

 #4  Peter played in the camp. 

 #5  Peter lost the waterjug in the camp. 

 #6  Peter felt tired. 

 #7  Peter felt thirsty. 

 #8  Peter wanted to drink the water from the waterjug. 

 #9  Peter realized that he lost the waterjug in the camp. 

 #10 THUS Peter felt scared. 

 #11 Peter wanted to find the waterjug in the camp. 

 #12 Peter searched the waterjug in the camp. 

 #13 Peter found the waterjug in the camp. 

 #14 From then on, Peter learned to be responsible. 

 

The evaluation process for PB-PA should follow the method employed by its pre-
decessors, Picture Books 1 and 2, in order to provide a baseline for comparing the 
quality of the generated stories. Manual evaluation by three experts (literary writers 
and/or child educators) will be conducted. Because this research focused on the story 
planning process, the evaluation metrics will give importance on the content of the 
story plan rather than the surface text. The stories will be evaluated in terms of cohe-
rence and cohesion; character, objects and background; and content. A discussion of 
these criteria can be found in [1]. 

5 Comparative Analysis with Related Systems 

The use of agents to guide the planning process is not new. The idea has been adapted 
from previous works, specifically the Virtual Storyteller [4]. Both systems provide 
their characters the ability to act believably in a story world under the guidance of the 
plot agent to achieve a well-structured plot. 

PB-PA employed a more simplistic approach in handling its knowledge and its 
characters. Virtual Storyteller provided a more precise representation of its characters 
that is the basis for its corresponding goals and actions. Its characters may possess 
mixed emotions, such as being happy and slightly sad. This is modeled through a 
range of intensities, -100 to 100. On the other hand, PB-PA only models its emotion 
in bipolar forms, such as the character being sad or being happy.  

Furthermore, since Virtual Storyteller is character-centric, the system prioritizes 
character believability in generating its stories [15]. Although PB-PA uses character 
agents, it prioritizes the generation of a story that adheres to the given theme. While 
characters have the choice to select their respective next actions, the plot agent often 
intervenes if the story is not progressing towards the fulfillment of the story theme.  

The use of recommendations allows a PB-PA character to perform an action that 
may not be according to its current state when it is the last available option. Recom-
mendations [6] provide a way for the planner to be able to generate stories that does 
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not strictly adhere to a character’s state. Consequently, the recommendation plays an 
important role in computing for the heuristics of the generated stories.  

Virtual Storyteller also utilizes episodic scripts to handle its global plot structure 
[19]. It has a set of goals and constraints that each episode should satisfy. The equiva-
lent of the episodic scripts in PB-PA is the use of author goals. Each story theme has 
three author goals, which represents the premise of the story. An author goal 
represents a fabula element that must be performed by a specified character to pro-
ceed to the next author goal.  

Compared to its predecessors, Picture Books 1 and 2, PB-PA provides a more flex-
ible and logical approach in generating stories. Picture Books 1 [2] generated its sto-
ries using a predefined set of planning rules (author goals and character goals), thus 
hindering the system to generate story variants on the fly. Picture Books 2 [1] ad-
dressed this limitation by eliminating the need for a predefined set of author goals and 
instead relied solely on the causal chain of events as defined in its ontology. However, 
evaluation showed that this was not enough to generate logical stories. PB-PA ad-
dressed this through the adaptation of the agents that organize the process of generat-
ing the story plan. While all agents should be satisfied for an event to occur, the plot 
agent supervises the story progression to ensure that the story flows to the direction of 
the selected theme.  

6 Conclusion 

The task of the story planner involves making a myriad of decisions at each point of 
the story, from identifying a character action that is consistent with its trait to ensuring 
that the flow of the story progresses towards a coherent plot that attains the selected 
theme. Previous events that have occurred in the story world and have changed the 
state of the world must also be considered. The work presented in this paper showed 
that the interaction of three agents, namely the character agent, the plot agent, and the 
world agent, is essential to aid the story planner in its task, by managing the character 
representation, maintaining coherency in the story flow, and tracking the world state, 
respectively.  

However, the preliminary results detailed in this paper only illustrate the successful 
execution of some of the functions of each agent. Given that the ontology is barely 
populated with sufficient storytelling knowledge, the candidate actions that can be 
performed are limited. Because of this, the tasks of the agents are yet to be evaluated.  
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Abstract. Virtual Learning Environments are increasingly used in education to 
encourage collaborative learning and engagement with the learning material. 
However, collaborative activity is often minimal and superficial. We propose a 
multi-agent collaborative virtual learning environment in which the agents sup-
port communication skills and collaboration among and with learners. Our 
framework is underpinned by Activity theory which is a theoretical model of 
human activity that reflects its collaborative nature. 

Keywords: multi-agent, virtual environment, collaborative learning, activity 
theory.  

1 Introduction 

Collaborative learning is an educational approach based on the idea that learning is a 
social behavior that involves groups of learners working together as a team to find a 
solution to a problem or complete a required task. Johnson and Johnson [1] found that 
classroom learning improves significantly when students participate socially, interact-
ing in face-to-face collaborative learning. Collaboration is broadly defined as the 
interaction among two or more individuals and can encompass a variety of behaviors, 
including communication, information sharing, coordination, cooperation, problem 
solving, and negotiation. Collaborative learning is much more efficient in learning 
situations that need discovery by allowing the learner to be actively involved through 
presenting ideas and defending them, being ready to be questioned about his beliefs 
and accepting the opinion of others; what is important in collaborative learning is that 
there should not be a right answer.  

Computer supported collaborative learning (CSCL) may be defined as the educa-
tional use of computer technology to facilitate group learning. CSCL can increase 
student responsibility, initiative, participation, learning and higher grades, as well as 
increase communication with peers through discussion of course concepts [2]. 3D 
Virtual Learning Environments (VLE) can provide an engaging and immersive expe-
riential learning experience. While the use of 3D VLE for collaborative learning is 
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compelling, collaborative activity is often minimal or superficial. We propose that 
collaboration can be facilitated via the inclusion of multi-agent technology where the 
agents become learning partners. Using Activity Theory (AT) as a foundation, we 
have designed the Multi-Agent Collaborative VIrtuaL Learning Environment 
(MACVILLE). AT provides a number of useful concepts that can be used to analyze 
collaborative learning activities and to create a conceptual framework for collabora-
tion between learners and agents. 

In the next section we briefly present Activity Theory, followed by a review of re-
lated literature (section 3). In section 4 we introduce MACVILLE. Section 5 provides 
an instantiation of MACVILLE. Conclusions and future work appear in section 6.  

2 Activity Theory 

Activity Theory (AT) is a theoretical framework for analyzing human practices in a 
given context. According to AT, people are embedded actors (not processors or sys-
tem components) with both individual and social levels interlinked at the same time. 
The origin of activity theory can be found in the early writings of Vygotsky (1896-
1934), who suggests that social activity, the basic unit of analysis, may serve as an 
explanatory principle in regard to human consciousness. 

Kuuti [3] sees three levels in an activity: activity, action, operation. Fig. 1 depicts 
the Hierarchical Levels of an Activity that describe the short-term processes that take 
place during the course of that activity. The activities level consists of actions or 
chains of actions. The first condition for any activity is the presence of a need. Needs 
stimulate but do not direct the activity. 

 
 

 
 

Fig. 1. Hierarchical Levels of an Activity Fig. 2. Structure of Activity theory 

In his general model, Engeström [4] asserts that human activity is “object-oriented, 
collective, and culturally mediated” [5] and composed of subject, object, actions, and 
operation, as shown in Fig.. 2.  The subject, object, and community interact through 
tools, rules, and a division of labor [6]. A subject is a person or a group engaged in an  
 

 
 

 

 
 

Activity 

Action 

Operation 

Motive 

Goal 

Conditions 

 
 
 
 
 

 

Subject Object 

Community Rules Division of 
Effort 

Tools 

Outcome 



 A Framework for a Multi-agent Collaborative Virtual Learning Environment 211 

activity. An object aids the subject and motivates activity [7]. The Subject uses Tools 
to interact with Object. Tools are used to mediate the activity. In the same way, 
Community uses Division of Effort to interact with Object, and uses Rules to interact 
with Subject. Internalization is a key concept where the subject uses tools seamlessly 
and automatically to execute actions which require conscious thought or planning. 
The Subject will make a plan according to his mental model of the real world and 
then s/he will use actions to achieve this plan. If actions are not performed according 
to the subject’s plan, s/he will adjust them and retry to execute actions [3]. In sum-
mary, key AT concepts include: object-orientedness; hierarchical structure of activity; 
internalization/externalization; mediation and development.  

3 Related Work  

3D VLE have been used for collaborative learning. An early example is the Virtual 
European Schools (VES) project [8] that simulates a classroom where several students 
are allowed to navigate within the environment simultaneously; a text-chat facility 
enables students to communicate with each other. More recently, C-VISions [9] is a 
multi-user collaborative science education environment in which users interact with 
the environment to make scientific experiments. Monahan et al. [10] present a colla-
borative multi-user virtual reality web-based system called CLEV-R which provides 
communication tools to support collaboration among students. Liu et al. [11] present 
an agent-based approach to design and implement a virtual e-learning. The system 
includes student agent, teacher agent and instructor agent. The learner can log in the 
system and select learning material and discuss it with other learners or teacher. 

CSCL research using AT includes the work by Gifford and Enyedy [12]. They 
propose a framework called Activity Centered Design (ACD). Their proposed frame-
work is based on three main concepts of AT: a) that activity is mediated by cultural 
artifacts; b) that activity must be analyzed at various levels; and c) that internal activi-
ty (thinking) first occurs in the social plane (contextualized activity). In ACD, learn-
ers progress through activities as partial participants to full participants. Jonassen and 
Rohrer-Murphy [13] argue that AT provides a powerful framework for analyzing 
needs, tasks, and outcomes for designing constructivist learning environments. Zurita 
and Nussbaum [14] identified six steps to propose a conceptual framework for mobile 
Computer Supported Collaborative Learning (MCSCL) activities. Liang et al. [15] 
further build on the six steps to define components and their relationships for colla-
borative network learning. Norris and Wong [16] use AT to identify any difficulties 
that users may have when navigating through QuickTime Virtual Reality Environ-
ments (QTVR). The authors use a technique called the Critical Decision Method 
(CDM) which relies on the user recalling memorable incidents while doing a certain 
task. CDM is used to provide data to Activity theory. Miao [17] presents a conceptual 
framework for the design of virtual problem-based learning environments in the light 
of activity theory. We build upon this framework. 
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4 MACVILLE Framework Based on Activity Theory  

The proposed framework uses AT to analyze the components of activities which may 
take place in a collaborative multi-agent VLE. As described next and depicted in  
Fig. 3, each component has a part in the real world and another part in the virtual 
world.  

4.1 The Components of the Virtual Activity 

Using Activity Theory we may analyze the virtual activities that may happen between 
different agents and the human learner as follows: 

Subject – subjects in the virtual world are the multi-agents in different locations. 
When the learners sign into the system, they will be able to visit different locations; in 
each location there will be an activity to do. The agent in each location will collabo-
rate with learners in fulfilling the required task. 

Tools – include the 3D graphic character, 3D character animation and agent rea-
soning model. The 3D graphic of the agent should be interesting and believable so the 
human learner would be encouraged to collaborate with these agents (characters). 3D 
character animation is related to the reasoning model of the agent. The motion or 
animation is a reflection of what the agent reasons or decides to do. The reasoning 
model of the agent will follow the model of Belief-Desire-Intention (BDI) which 
helps the agent in realizing the environment around him and carrying out the required 
activity; the agent should also realize the role of the learning in performing the activi-
ty and the intersection with his role. As the agent is going to collaborate with the 
learning the reasoning model of the agent should be integrated with both the social 
and collaborative model which enables the agent to be friendly and cooperative with 
the human user. 

Community - is the environment in which the virtual activity is carried out and in-
cludes virtual communication that happens between the learners and the agent while 
performing the activity. Virtual communication includes interaction between the hu-
man learner and virtual agent. If the learners face some difficulty in doing the activity 
the agent will guide the learner to understand how to carry out the virtual activity.  

Rules - are those controlling the performance of the activity in the virtual world. 
The initial rule is to determine the target of each activity the learner will participate in 
each location in the environment. Learners and agents should specify their roles in the 
activity, their roles should integrate together to fulfill the target determined in the first 
rule. The agent should be able to check the learners’ behavior and progress in achiev-
ing the activity. If the agent detects inactivity, the agent may begin role-playing to 
encourage and direct learners to continue collaboration in the activity. 

Division of Effort- is the division of roles in the virtual world. Human-agent group 
will be responsible for doing the virtual activity. 

Object- the object in the virtual world would be to achieve the shared tasks be-
tween the learners and the agent; combining the objects of the virtual and physical 
activities will lead to reaching the final outcome of real world activity.  
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4.2 The Components of the Physical Activity  

In considering the activities that may happen between the companion learners or the 
colleague learners in the physical or online communication, the components of AT 
may be represented as follow: 

Subjects- the subject in the physical world are the learner companions who physi-
cally collaborate with the learner in exploring the virtual ecosystem, collecting data,  
finding evidence and writing the final report. Other subjects are learner colleagues, 
and they are other human learners who explore the virtual ecosystem, make their own 
conclusion and write their final report. 

Tools- voice communication is the tool which is used between each learning com-
panion; text message is the communication tool among online learner colleagues. 
Database and Internet protocols are technical tools used to connect different collabor-
ative learning groups.  

Community- the environment in which physical collaboration takes place includes 
face-to-face communication between collaborative learning companions who share 
the same physical place and interact. Together the learning companions explore the 
environment, discuss, adopt roles such as leader, provide guidance to one another, 
draw conclusions and complete activities such as writing and submitting reports. Each 
learning group will be able to see others’ reports and comment on their conclusion. 
Online communication between learning groups may include debating with a col-
league learner to defend a conclusion and negotiating a conclusion. 

Rules - the rules that control the communication between learners may be divided 
into two sections: the first section is the rules that control the physical communication 
between the two learning companions who share the same computer and exist in the 
same physical place. These rules include discussion that may take place between the 
two learners, guidance of navigation and conclusion, decision making, role playing, 
knowledge sharing between the companion learners, note taking and making conclu-
sion represented in the final report. The second section is the rules that manage the 
online communication among groups which may be located in different places. These 
rules may include justifying to each group their own decision, defending their idea if 
the other groups criticize their report, questioning to inquire about the reasons why 
other groups adopt a different point of view about the causes to the problem, compari-
son of the pretexts of other groups and their own reasons on which the conclusions 
were taken, making conclusion about whether the result of their report is reasonable 
enough or whether other groups have reached a better conclusion and finally updating 
their first conclusion. Updating the first conclusion could be by adopting the other 
group’s conclusion or by persisting on their first one. 

Division of Effort- human learners could be divided into learner-learner physical 
group and learner-learner online group. Collaboration learning takes place by discus-
sion and guidance in the first case and by debating and negotiation in the second case. 

Object- while the objective in the virtual world is to collect data and perform activ-
ity in order to be able to write the final report, the objective in the physical world is to 
collaborate with the companion learner in making the conclusion, and debate with 
colleague learners about their own conclusion. 
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Fig. 3. The proposed framework for virtual collaborative learning based on Engestrom’s  
expanded Activity Theory model 
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5 Agent Architecture in MACVILLE 

A number of agent-based architectures for collaborative learning have been proposed 
[18-21]. Liang, Ruo and Bai [15] have also proposed the use of activity theory in their 
abstract architecture. However, these approaches tend to have simple multi-agent 
architectures comprised of agents with different roles, such as teacher, instructor or 
students. Incorporating the concepts, philosophy and assumptions on which AT is 
based, we propose that a multi-agent collaborative learning environment should con-
tain components to handle the cognitive processes including memory and its related 
processes as well as the social and collaborative processes as shown in Fig. 4: 

 

 

Fig. 4. Agent Architecture 
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reasoning processes, the agent may add a piece of knowledge that is not in his memo-
ry for later use; this process is similar to learning. 

 

Social and Collaborative Process. One of the most important elements of learning 
which is absent from a traditional text based learning system is social interaction with 
other learners. The agent in a collaborative learning environment should have the 
ability to socially interact with the human learner and encourage collaboration togeth-
er. The social processes begin with understanding whether the social situation is com-
petitive or collaborative. The agent may have a mechanism to identify the learning 
and the social properties of the learner. The Partner Progress Evaluation process is a 
continuous process that the agent should do during execution of the collaborative 
activity with the human learner, the agent should make sure that the learner is partici-
pating with him/her. The agent is going to evaluate the progress of the task relying on 
another two processes: planning process to determine the share of the agent and the 
learner and a process to acquire the properties of learner which may lead the virtual 
agent to adopt different evaluation criteria. At the end of the social and collaborative 
process the agent will need to take a social action such as encouraging the learner to 
do more effort, or congratulate the learner for his hard working. 

5.1 Applying the Framework 

In order to design and implement MACVILLE we follow the six-step methodology 
designed by Zurita and Nussbaum [14]. We apply these steps to an existing VLE we 
have created that currently only supports collaboration in the real world and only 
between companion learners and not among learning groups; interaction and activities 
in the virtual world are not collaborative. Our VLE is an ecosystem for an imaginary 
island called Omosa created to help students learn scientific knowledge and science 
inquiry skills. The goal is to determine why the fictitious animals, known as Yernt, 
are dying out. The island consists of four different locations the learner can visit. In 
each location there will be a virtual agent waiting for the visit of the group of compa-
nion learners to ask their help in doing a specific activity which at the end will give 
the learners data, material and evidence that may all them to hypothesize the cause of 
the problem on the island. There will be a manager agent to welcome the learning 
group and introduce the problem facing the island. The group members will collabo-
rate to explore the island and visit the four different locations. The four locations are 
village, research lab, hunting ground and weather station. Inside each location group 
members will meet a different agent and they will have to collaborate with him/her in 
collecting data and evidence to understand the cause of the changes in the ecosystem 
of the island. In the village, group members will meet an agent who will collaborate 
with them in collecting data from the village about its past and current state. In the 
hunting ground, group members will encounter another agent with whom they can 
count the numbers of prey, predator and human hunters. The hunting-ground agent 
gives learners clues about past numbers. In the location of the research lab, the re-
searcher agent will ask for the help of the learner in getting samples from soil cores to 
examine the earth for pollen grains and char deposits. In the weather station location, 
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group members will encounter a climatologist agent who will ask their help in mea-
suring today’s temperature and rain level and write it down in a certain table where 
they can see past measurements about temperature and rain level. 

After exploring the virtual world and collecting data and evidence from the imagi-
nary island, the manager agent will ask the group members to write a report that 
summarizes their conclusion about what is the cause of the changes in the ecosystem 
of the island (Omosa) and what is the reason the imaginary animal (Yernt) are dying 
out. After finishing writing the report and submitting it online the group of companion 
learners will be transferred to a window where they can see other groups’ reports and 
they can send text messages or speak online to the other groups in order to discuss the 
conclusions they reached and defend their own conclusion. As this activity has no 
specific right answer, each group could adopt another group’s conclusion if they find 
it is more persuasive than theirs, or they could defend and retain their conclusion. 

In this context, we now apply the six steps [19] to Omosa as follows: 

1. Characterize collaborators. The learners will be grade 9 students of both genders. 
The learners will be divided into groups of two on each computer, so they can 
collaborate while navigating the virtual world and in the same time keep the 
number of the group small to keep them focus on the learning activity. 

2. Define the global educational objective. The high level aims are to learn the 
processes in scientific inquiry including data collection and hypothesis testing 
and to learn concepts from biology particularly concerning ecosystems. 

3. Establish the desired social interaction skills. The social aim is to practice face-to 
face communication among the two learning companions, online communication 
among different learning groups, and virtual communication among the learning 
companion and the virtual agent. Specific social skills will include discussion, 
negotiation, role-taking, etc. as identified in Fig. 3. 

4. Identify the type of collaborative activity. The type of collaborative activity 
needed to teach the student the educational skills will involve drawing conclu-
sions and (virtual) communication amongst learning companions, groups and vir-
tual agents to teach the social skills. 

5. Define activity tasks. Learners perform a variety of tasks, either learner-agent 
task, learner-learner physical task, learner-learner online task. 

6. Define the roles and rules. Types of social relationships among companion learn-
ers can include guidance from one learner to the other and discussion between the 
two companion learners to find out one or more possible scientific conclusions to 
the problem presented by the virtual world. Types of social interaction between 
both companion learners and the virtual agent include guidance from the agent to 
the learner in case the learner stops interacting in the virtual environment, and so-
cial interdependency relation as both the companion learners and the virtual agent 
will be involved in doing activities in the virtual virtual ecosystem. The types of 
social interaction among the learning groups of colleagues may include cognitive 
conflict when groups have different conclusions; each learning group will try to 
negotiate with other learning colleagues to defend their own report results. 

5.2 Collaboration in MACVILLE-Omosa  

MACVILLE-Omosa has six agents (manager agent, hunting ground agent, climatolo-
gist agent, village agent, research lab agent and virtual animal agents) that are going 
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to interact with the learners. Additionally there are other agents that perform pre-
determined tasks in the background. They do not directly communicate with the 
learners but their existence adds more believability to the environment (such as vil-
lagers who talk and interact with each other but not with learners). The multi-agent 
virtual collaborative activity diagram is presented in Fig. 5. Note that while we antic-
ipate that each companion group will complete every activity in each of the four loca-
tions, it is possible that groups could divide up the activities. If multiple 
groups/processors were available the activities can be conducted in parallel and in any 
case all activities must be completed before the report can be written; hence, the use 
of synychronisation bars. 

• Manager agent: The role of manager agent is to give hints to the learners about the 
problem that faces the island, and direct them to the different locations where they 
may find clues to make a scientific conclusion about the cause of the problem. 

• Hunting ground agent, climatologist agent, village agent, research lab agent: They 
are the four agents that the learners are going to meet in different scenes on the isl-
and and each agent will collaborate with learners to do a different activity which 
will provide more information about what has changed the ecosystem of the island. 

• Animal Agents: They are the flocks of prey and predators, in one of the tasks the 
learner will have to count the number of individual animals and find a possible re-
lation between the numbers of prey and predators in the present and past time.   

 

Fig. 5. Multi-agent activity diagram 
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1. Skills in making scientific conclusions: To evaluate the effect of the collaborative 
virtual environment on making scientific query, a pretest and posttest technique 
will be applied to test how much the scientific query skill has developed. 

2. Social skills involving interaction with the virtual agent: As part of the Social and 
Collaborative Processes in the architecture of the agent, there is a process called 
Partner Progress Evaluation in which the agent will evaluate learner collaboration 
in the virtual task by using some parameters such as idle time of learner, incorrect 
responses from learner, and duration of time spent in each activity/location. 

3. Social skills involving interaction among human learners: As a way to evaluate the 
development of the social skills among learners as a result of human-human  
interaction, a pre and post assessment of learners’ attitude toward collaborative 
learning and companion learner will be made, also data related to collaboration of 
learner will be gathered and learning session will be video and audio recorded and 
evaluated using DFCS coding [23]. Further to measure 2 and 3, we have  
also created methods for automatic data acquisition of user models and system 
usability [24]. 

7 Conclusion and Future Work 

This paper presented the design of a framework for a multi-agent collaborative virtual 
learning environment based on Activity Theory which is used to design the activities 
in both the virtual and the physical world. Also, the paper provides the design of an 
agent architecture that is appropriate for this special type of virtual environment cha-
racterized as containing cognitive and social/collaborative cores. The proposed 
framework builds on an earlier framework for collaborative virtual environment based 
on AT [17]. Future work will include implementing the reasoning model of the colla-
borative agent and group-group collaboration plus evaluation of the system. 
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Abstract. In conceptualising a multi-agent reputation point system, we 
discovered that software agents’ roles were similar to human’s common 
processes of personal knowledge management (PKM), namely get/retrieve 
knowledge, understand/analyse knowledge, share knowledge and connect to 
other knowledge (GUSC).  The proposed reputation point system entails that 
the ‘connect’ process is mediated, but the other three were found to be within 
and related to that process. This paper discusses the emergence of personal 
intelligence within the roles assigned to software agents in mediating the PKM 
of their human counterparts. Recommendation of future work includes an agent 
simulation to prove this emergence within the assigned roles. 

Keywords: Multi-Agent System, Reputation Point, Personal Knowledge 
Management, Personal Knowledge Network.  

1 Introduction 

Recent researches in agent-mediated knowledge management (KM) have diversified 
into the more focused aspect of KM, which is personal knowledge management 
(PKM) [1, 2, 3, 4]. In investigating PKM, it is found that knowledge workers connect 
to other knowledge workers within and outside of the organisations in order to get, 
understand, and share knowledge to improve their work performance. Subsequently, 
this expands to another focused domain called the personal knowledge network, 
which is introduced in the multi-agent reputation point framework. 

Researches in PKM suggest the existence of a series of processes called 
get/retrieve knowledge, understand/analyse knowledge, share knowledge, and connect 
to other knowledge sources and software agents are proposed to mediate these 
processes on behalf of their human counterparts. However, there is a difference 
between the human aspects of PKM processes and the human-agent PKM processes 
when the system view of organisational KM is included. The question in mind is: if it 
is possible for agents to have their own sequence of PKM processes, how should this 
be implemented? 
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This paper proposes a multi-agent reputation point system framework and proposes 
the process flow of multi-agent PKM roles based on GUSC model. The GUSC model 
is derived from the preliminary study on PKM processes among knowledge workers 
in the Malaysian context, which is proposed to be implemented in agent-mediated 
domain. 

2 Related Works 

It is important to understand the theoretical background of this study to further 
enlighten the future research in the domain of agent-mediated PKM where the need of 
multiple roles in agent-mediation is found significant.  This section includes the two 
main areas of research that are closely related to this study: personal knowledge 
management (PKM) processes; and software agents and human-agent systems. 

2.1 Personal Knowledge Management (PKM) Processes: Theory to Technical 

McFarlane [5] suggested that a good definition for PKM by Gorman and Pauleen [5], 
who state that PKM is “an evolving set of understandings, skills and abilities that 
allows an individual to survive and prosper in complex and changing organisational 
and social environments”.  It is argued that this definition is suitable due to the idea of 
being ‘personal’ in KM, suggesting that the main focus is on the individual, his or her 
understanding of knowledge, and the classification and systematisation of that 
knowledge for personal and professional growth. From this definition, some pattern of 
‘systemisation’ is revealed from the social sciences aspect of the PKM theory. It 
brings the adoption of PKM concepts into the application of information and 
communication technology. 

Considering that PKM encompasses an understanding of “the idea of knowledge 
applied to individual tasks and needs” [5] and concurrent with the emergence of Web 
2.0 tools since the past decade, a number of studies investigate the technicality of the 
PKM processes. Apart from the previous works on PKM over Web 2.0 [6, 7, 10], 
recent works looked into the automation of PKM processes using agent technology 
with the concept of GUSC (Get-Understand-Share-Connect) Model [1, 3].  The 
evolution of PKM processes from theory to technical in the past decade progressed 
from total conceptual theory of human practice [5, 8, 9, 11] (shown in italics in Table 
1) to application of the concept on existing behaviour identified over Web 2.0 tools 
usage [6, 7, 10], and eventually to the current study of agent-mediated PKM processes 
[1, 3].  Table 1 shows how the processes under the theoretical and application of PKM 
processes over Web 2.0 matches the current GUSC Model. Table 1 also shows the 
fundamentals of ‘get/retrieve’ and ‘understand/analyse’ knowledge in the PKM 
processes, which are both theoretically and technically significant. On the other hand, 
the processes of ‘share’ and ‘connect’ to other knowledge (people and/or artefact) on 
emergence is significant with the usage of technology in general, and Web 2.0 in 
specific. The agent-mediated PKM is suggested to take ‘share’ and ‘connect’ 
processes to ensure that the fundamental processes are implementable. 
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Table 1. PKM Processes from Theory to Technical 

Authors 
(according to year) 

Significant PKM Processes 
Get / 

Retrieve 
Understand / 

Analyse Share Connect 

McFarlane (2011) [5] • Acquired 
• Readily 

Retrieved 
• Stored 

• Internalised 
• Categorised 
• Classified 

 • Readily 
Accessed 

Jarche (2010) [6] • Aggregate • Understand  • Connect 
Razmerita, Kirchner & 
Sudzina (2009) [7] 

• Create • Codify 
• Organise 

• Share 
• Collaborate 

 

Verma (2009) [8] • Find • Learn 
• Explore 

 • Connect 

Grundspenkis (2007) 
[9] 

• Gather 
• Search 
• Retrieve 
• Store 

• Classify   

Pettenati, et al. (2007) 
[10] 

• Create • Organise • Share  

Avery, et al. (2001) 
[11] 

• Retrieve • Evaluate 
• Organise 
• Analyse 

• Collaborate 
• Present 

• Secure 

Table 2. Software Agents Characteristics and Capabilities 

Authors Definition of Software Agents Application in 
GUSC 

Coen 
(1991) [12] 

Programs that engage in dialogs and negotiate and 
coordinate the transfer of information 

Get, Share,  
Connect 

Russel and 
Norvig 
(1995) [13] 

Anything that can be viewed as perceiving its environ-
ment through sensors and acting upon that environment 
through effectors 

Connect 

Gilbert, et al 
(1995) [14] 

Software entities that carry out some set of operations on 
behalf of a user or another program with some degree of 
independence or autonomy, and in so doing, employ some 
knowledge or representation of the user’s goals or desires 

Understand 

Maes 
(1995) [15] 

Autonomous agents are computational systems that inha-
bit some complex dynamic environment, sense and act 
autonomously in this environment, and by doing so rea-
lise a set of goals or tasks for which they are designed 

Understand,  
Connect 

Jennings, et 
al. (2000) 
[16] 

An encapsulated computer system that is situated in some 
environment and that is capable of flexible action in that 
environment in order to meet its design objectives 

Get, Under-
stand, Share, 
Connect 

Ali, Shaikh 
and Shaikh 
(2010) [17] 

Computational systems that inhabit some complex dy-
namic environment; sense and act autonomously in this 
environment and by doing so realise set of goals or task 
for which they are designed 

Understand,  
Connect 
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2.1 Software Agents and Human-Agent Systems 

Software agents are considered to have the capabilities that PKM processes would 
need. Table 2 concisely summarises the capabilities of software agents that allow 
further exploration of agent-mediated PKM processes, especially in defining the role 
of GUSC for the system based on the definitions given by authors in the past two 
decades. This summary does not consider the BDI (Belief-Desire-Intention) notions 
of software agents, since those are the intangible aspects of the agent-mediated system 
not discussed here. 

The role of agents is applicable in the perspective of social intelligence, which 
operates within a social network where “agents search the space within the control of 
the agent-mediated system” [3]. In this environment, socialisation between software 
agents and their human counterparts is consistent with the concept of SECI model 
interactions by Nonaka and Takeuchi [18]. The forms of knowledge (i.e. explicit and 
tacit knowledge) are interchanged within the interactions that occur between humans, 
between human and agent, and between agents as shown in Table 3. 

Table 3. Social interactions within agent environment 

SECI Interactions Social Interactions within Agent Environment 
Externalisation 
Tacit  Explicit 

Human  Agent 
The task of finding the knowledge expert is mediated by an agent, 
when the knowledge seekers SHARES by passing the messages and 
documents to the agent in explicit form. 

Combination 
Explicit  Explicit 

Agent  Agent 
Agent GETS the messages and documents from other agents, in 
explicit form. 

Internalisation 
Explicit  Tacit 

Agent  Human 
The knowledge seeker UNDERSTANDS the messages and docu-
ments found by the agents. 

Socialisation 
Tacit  Tacit 

Human  Human 
The knowledge seeker and the knowledge expert (the agents’ hu-
man counterparts) CONNECT to each other. 

 
In supporting the human-agent interactions shown in Table 3, a meta-level 

approach to building agent systems is suggested [3], which requires a comprehensive 
analysis of humans’ and agents’ functions. A novel technique is suggested for 
building multi-agent systems based on the concept of nodes, where a human entity is 
conceived (e.g. a knowledge worker), working cooperatively with a software agent in 
a virtual workspace called a node [3]. “A node consists of a knowledge worker and 
one or more agents, also known as role agents, to perform some roles of the 
knowledge worker”, and the knowledge worker has a set of functions, some of which 
could be delegated to the agents [3].  This work is supported by the analysis of 
human-human interactions, which reveals the two types of function of a knowledge 
worker: common functions (e.g. open document, create/edit document, 
upload/download document, delegate role, request, request response); and unique 
functions based on the knowledge held (e.g. analyse problem, propose solutions, 
response-to-request).  
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3 GUSC Roles in Reputation Point System Framework 

A multi-agent reputation point system is proposed in the current study, which is the 
basis of this research.  The methodology for this research is confined to the analysis 
on the process flow design of the reputation point system based on related works.  In 
other words, the literature and design analyses are triangulated to conclude the 
findings of an emerging PKM processes within the roles assigned to agents. 

The multi-agent reputation point system is based on one of the PKM processes, 
which is ‘connect to other knowledge’, elaborated from a preliminary case study on a 
researcher’s PKM, where people connection and networking is vital in locating 
knowledge experts and that connecting to others is an important process in research 
[1]. “The basic concept of formalising software agents to mediate the work processes 
usually handled by the human counterpart is by having him/her to delegate the tasks 
to software agents ” [1]. In order to understand the ‘connect’ process, this system is 
separated into three main processes, based on the preceded interview survey analysis: 
(i) identify knowledge source (as shown in Figure 1), (ii) search the network and 
merit reputation point (as shown in Figure 2), (iii) initiate connection to knowledge 
source (as shown in Figure 3). 

The ‘get knowledge’ process suggested in the PKM model has a similar process 
flow as Figure 1, until the initial stage of Figure 2. Compared to Figure 1, the agent 
with the role of ‘getting the knowledge’ (or ‘GET agent’) needs to check the log for a 
similar task done previously by the system. If the ‘knowledge’ is similar to previously 
found, the agent reports the result back to the base, with a query whether the human 
knowledge seeker would like to get the latest updates for less than a month old (or 
any other duration justified to be suitable as default); the agent continues to look for 
updates for existing results that are older than this default duration.   

Figure 1 includes a subprocess called ‘analyse,’ which consists of a series of 
discrete processes that the agent performs like compare or match keywords or criteria 
of knowledge expert before deciding or choosing on a knowledge source.  For new 
task that does not match any records in the log, the agent searches the network to find 
the ‘explicit knowledge’, and further search the Internet if the ‘knowledge’ does not 
exist in the organisational network. 

In Figure 2, where documented ‘knowledge’ is found and ‘analysed’,  the GET 
agent’s task is completed once the analysis returns with some results worth reporting 
back to the human knowledge seeker. From the point where GET agent achieved its 
goal, the CONNECT agent continues (if the task to connect is assigned by the human 
counterpart) with the merit of reputation point (shown in Figure 2 in dotted box).   

A reputation point means a merit point assigned to a profiled knowledge expert 
based on reviews by and/or references from others.  In other words, whatever happens 
in this area in Figure 2, splitting of work involving multiple agents takes place: the 
GET agent analyses the explicit knowledge and reports back to the base, and the 
CONNECT agent analyses the reputation point. The remaining process after this 
juncture is for the CONNECT process of PKM. 

In ‘understanding knowledge’, the reputation point system includes the ‘analyse’ 
segment in its process flow, in both Figures 1 and 2.  ‘Analyse’ compares or matches 
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keywords or criteria of ‘knowledge’, which can be explicit knowledge or knowledge 
expert.  This depends on the location of the ‘analyse’ stage required in the process 
flow.  It can be a role of an independent UNDERSTAND agent, or a role that belongs 
to the GET and CONNECT agents. 

 

 

Fig. 1. Identify knowledge source 

 

Fig. 2. Search the Internet and Merit Reputa-
tion Point 

The concept of ‘sharing knowledge’ is very subjective in real life, since it is totally 
relied upon the behaviour of the human knowledge experts’ willingness to share with 
the community. In Figure 3, there is another agent with a ‘sharing’ role (which we 
called as SHARE agent) that ‘advertises’ their human counterpart’s profile. The 
SHARE agent performs the role of sharing updates in the profile and extends this 
updates to the rest of the nodes. For example, knowledge seekers or experts who have 
tried to connect to this profiled agent may be interested to get updates from this 
SHARE agent, since the (nodal) connection is logged. When there is an update from 
the knowledge expert, the SHARE agent retraces the connection trials previously 
made by the CONNECT agents, by checking the log and sends the updates to the base 
of those CONNECT agents. 

4 Discussions 

From the findings, it is shown that the reputation point system embeds the GUSC 
framework within it by assigning multiple agents that carry different roles similar to 
the GUSC concept in PKM.  As agents are expected to be ‘intelligent’ enough to 
perform the roles they are assigned to, it is believed that a form of ‘personal 
intelligence’ emerges in these roles. While a human knowledge worker manages  
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his/her personal knowledge, the multi-agent system could mediate the whole process, 
even though the initial idea (of designing the reputation point system) is to focus on 
only one of the four processes. 

 

 

Fig. 3. Initiate connection to knowledge 
source 

 

Fig. 4. Multiple nodes replicated from a single 
multi-agent environment for PKM processes 

Figure 4 shows an ecosystem of agents that carry different roles in fulfilling the 
tasks of managing personal knowledge on behalf of their human counterparts. In 
mediating a human knowledge seeker, the roles include GET, UNDERSTAND, and 
CONNECT, whereas the SHARE role may be useful in mediating the task of a human 
knowledge expert. Both knowledge seeker and knowledge expert can be the same 
human who manages personal knowledge and is willing to share via his/her profile 
(i.e. SHARE role agent). 

The online information/resources exchange include interactions and necessary 
communication across the nodes for fulfilling the CONNECT role and SHARE role 
agents’ tasks. The offline interactions include any offline communication between the 
humans that are carried out after the role agents have fulfilled their tasks in 
connecting them.  

5 Conclusion 

By narrowing down the details of each segment of the reputation point system into 
agents’ roles, the further work to be carried out is to develop the primitives based on 
these roles: GET, UNDERSTAND, SHARE, and CONNECT. With the well-designed 
primitives, a simulation of such processes will be made using the BDI (Belief-Desire-
Intention) architecture because the intelligence of the GUSC agents may highly 
depends on the strong notions expected to be the characteristics of the software 
agents. 
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Abstract. Knowledge around graduate attributes (GAs) is an area in need of 
knowledge management strategies. GAs are the qualities and skills that a uni-
versity agrees its students should develop during their time with the institution. 
The importance of GAs and ensuring they are embedded and assessed is widely 
accepted across higher education. This research paper uses Grounded Theory 
and Network Maps to gain insights into the issues of similarities and differences 
in the discourse around our sample universities. To cover these two perspec-
tives, we had two researchers involved in data analysis, one with the goal of 
distilling key ideas and identifying similarities and the other with the goal of 
untangling and drawing out differences. There is no unified taxonomy of man-
aging GAs. The motivation to create such ontology is to push the standardiza-
tion process that will enable the connection among academic systems and  
improve educational workflows, communication, and collaboration between 
universities. 

Keywords: Graduate Attributes, Grounded Theory, Knowledge Management, 
Ontologies, Higher Education.  

1 Introduction 

Just as the world’s financial and economic situation is changing very quickly, the 
requirements for higher education are growing very quickly [1]. Therefore, actively 
managing the comparatively large amount of knowledge in a university is a complex 
and subtle process that involves priorities, needs, tools, and administrative support 
components [2]. Branin [3] states that Knowledge Management (KM) has been ap-
plied to the education industry since the post-World War II and sputnik era of 1950 to 
1975. According to Petrides & Guiney [4] the use of KM in the Higher Education 
(HE) sector enables the encouragement of practical know-how, and effectiveness of 
educational institution management. KM in higher education also offers the benefits 
of a practical assessment framework that depends on the effectiveness of information 
management [4]. 

The knowledge needed by an organisation is closely related to the mission and ac-
tivities of the organisation. In the case of universities, knowledge plays an obvious and 
central role; the core mission can be summed up as knowledge creation (research) and 
dissemination (teaching and outreach). Management of research related knowledge is 
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primarily handled at the discipline, departmental, research group or even individual 
researcher level. Management of data and knowledge related to administrative activi-
ties is supported by information systems (IS) common to many large organisations, 
such as financial accounting and human resource management systems. The concept of 
Knowledge Management Systems (KMS) in Higher Education (HE) is not as common 
or as widely used when compared to the corporate world. KMS “refer to a class of 
information systems applied to managing organizational knowledge. That is, they are 
IT-based systems developed to support and enhance the organizational processes of 
knowledge creation, storage/retrieval, transfer, and application” [5, p.114]. 

A less considered area for technology-support, but one in desperate need of KM 
strategies, is the handling of Graduate Attributes (GAs). GAs are the qualities, skills 
and understandings that a university agrees its students should develop during their 
time with the institution such as communication skills, critical thinking, team work, 
creativity, ethics, social responsibility etc. Treleaven & Voola [6] highlight the vari-
ous, interchangeable terms related to graduate attributes: key skills; key competen-
cies; transferable skills; generic skills; employability skills [7]; soft skills [8] [9]; 
graduate capabilities [10]; generic graduate attributes [11] [10]; professional skills; 
personal transferable skills [12] and generic competencies [13]. However, such phras-
es as generic skills, graduate attributes, graduate qualities, etc. can be thought of as 
synonymous/hyponymous [10]. This research paper uses the term graduate attributes 
as this term is most commonly in current use in Australia, the country in which this 
research was conducted.  

The importance of GAs and ensuring they are embedded and assessed within a 
program of study is widely accepted across the sector. Furthermore, GAs are being 
used as a key strategy for defining and distinguishing one institution from another. 
There is currently confusion over how GAs should be defined, what these attributes 
look like within each discipline, how they should be taught, assessed and evaluated, 
and how their adoption should ultimately shape teaching practices in higher educa-
tion. One popular definition nonetheless, is that adopted by the Australian Technology 
Network “the qualities, skills and understandings a university community expects its 
students to develop during their time at the institution and, consequently, shape the 
contribution they are able to make to their profession and as a citizen” [14]. Our ini-
tial investigations lead us to believe that graduate attributes are a form of soft, typical-
ly discipline specific knowledge that place importance on communication and critical 
thinking and problem solving skills. Furthermore, with the changing nature of Aus-
tralian society we note there has been added emphasis on greater indigenous and  
international cultural awareness along with an expectation of wider community en-
gagement on the part of university graduates. 

Nonetheless, research has suggested there is a lack of shared understanding on 
what graduate skills are, and when and how to integrate and develop such skills in the 
curriculum [11] [15]. A key weakness in the literature is the vagueness in the concep-
tion of generic skills and the proliferation of terms in the literature [15]. For example, 
the notions of sustainability and ethical practice are difficult to conceptualize and 
capture as “skills” or “attributes”. While critical thinking and teamwork are clearly 



 Towards an Ontology-Based Approach to Knowledge Management 231 

enabling skills, sustainability and ethical practice are perhaps better conceptualized as 
graduate dispositions [16].  

With the plethora of terms used to describe GAs across the sector, the Department 
of Education, Science and Training [17] and employer groups like Business Council 
of Australia (BCA) cited in [18] are calling for a more consensual and systematic 
approach to developing graduate attributes. To ensure high standards, the Australian 
Government has established the Australian Universities Quality Agency (AUQA), 
now called TEQSA (Tertiary Education Quality and Standards Agency), as an inde-
pendent not-for-profit national organisation that promotes, audits and reports on quali-
ty assurance in Australian HE. There is growing pressure from TEQSA for Higher 
Education institutions to demonstrate that graduate attributes not only exist but they 
are implemented in a way that delivers evidence-based higher levels of attainment of 
the unit learning outcomes.  

In this paper we present some of the data analysis we have performed in the GA 
domain using grounded theory. We also outline an ontology based approach to handle 
the complexity which exists in the domain. The domain analysis and approach offered 
in this paper seeks to contribute towards our research questions:  

• What is the underlying ontology of Graduate Attributes present in Australian 
institutions of higher education? 

• How can we create a common core of Graduate Attributes for use across 
higher education institutions? 

In the next section, we develop further our understanding of the GA domain through 
grounded theory. After that, we outline the research we are undertaking to bring some 
clarity to field. Conclusions and future work appears in the end. 

2 Related Work on Ontologies in Higher Education 

There exist many definitions of ontology; some of them are given in [19] [20]. How-
ever, most researchers conclude that an ontology can be helpful when there is a need 
to define a common vocabulary of terms for some application domain. Ontologies can 
be developed at different levels and for different purposes. For example, there are top-
level (or high-level/upper/foundation), domain, task and application ontologies. 

Studying the ontologies in HE, Milam [20] points out that ontologies for HE are 
created for: representing the institution, representing academic discipline, document-
ing the data, creating meta data about learning and management systems, describing 
the nature of higher education enterprise, creating online resources for training mate-
rials and teaching.  

Ontologies offer possibilities for organising and visualising educational knowledge 
and for this knowledge to be shared and reused by different educational applications 
[21]. Although ontologies exist in the domain of HE [22] [23], these ontologies are 
mostly oriented to the problems of teaching process formalization, sharing courses, 
etc. Until now, the complexity in the GA domain has not been the point of considera-
tion for ontology researchers. 
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3 The Research Methodology 

We have used Grounded Theory (GT) [24] in this paper for the primary data analysis 
of the GA domain within the context of the HE sector in Australia. Grounded Theory 
is a data analysis approach involving searching for concepts by looking for the codes 
[25], which can be thought of as themes. Codes are generated by analysis of the data, 
and a process of constant comparative analysis is used, which compares these codes 
until a foundation is discovered leading to theory generation. This paper does not 
provide an in-depth analysis or discussion of the different perspectives and approach-
es to GT, but presents the approach used for the purposes of this research. The method 
of GT enabled us to work systematically through a basic data corpus, generating 
codes to refer to both low level concepts and to more abstract categories. A picture 
paints a thousand words, so for this reason the Network Maps are able to present the 
concepts through Grounded Theory.  

One key strength of Grounded Theory is that it can be used to uncover themes aris-
ing in the literature (incl. documents, repositories, websites, etc.) on a given topic or 
Hermeneutic Unit that would otherwise not be so visible. The underlying themes we 
may label “codes”. The “groundedness” of these codes, that is to say the occurrence 
of the codes in the literature tell us how important a particular theme is in the litera-
ture. We then construct a network map whereby codes are subjectively joined to one 
another. The number of times any given code may be joined with another is referred 
to as the “density” of the code. The combination of the code groundedness with its 
density permits us as researchers to gain a more complete understanding of a topic, 
which in turn informs further interpretevist or positivist research approaches. 

In 2012 the Australian HE sector consists of 37 public universities and 2 private 
universities that are autonomous and self-accrediting; 4 other self-accrediting higher 
education institutions; and about 150 other institutions accredited by state and territo-
ry governments (such as theological colleges and providers specializing in profes-
sional and artistic courses of study). While our interest is in the GA domain for the 
whole of Australia, we restricted this ‘pilot’ analysis to 8 Australian Universities, 
trying to include at least one representative institution from each of the major groups 
(Go8 – University of Melbourne (UNIMELB), University of Queensland (UQ); IRU 
– Griffith University (GU), Murdoch University (MURDOCH); ATN - Curtin Uni-
versity (CURTIN); New Generation – Edith Cowan University (ECU), Regional – 
University of Southern Queensland (USQ) and one non-aligned – Macquarie Univer-
sity (MQ)). The universities and their identifier codes are shown in table 1. 

Using the workbench Atlas.ti™ we have created a Hermeneutic Unit (HU) contain-
ing a set of primary documents as sources of GAs from the sample of eight Australian 
Universities. The primary documents were the list of graduate attributes and their 
descriptions available publically on the eight university websites to create eight tex-
tual primary documents to be examined in the Hermeneutic Unit of Graduate 
Attributes. 

From these documents codes are created. The codes then are used to draw the 
Network Maps or Diagrams showing subjective relationships between different codes  
 



 Towards an Ontology-Based Approach to Knowledge Management 233 

Table 1. List of sample Australian Universities studied using GT in the GA domain 

Source # Name of University University Code 
1 Macquarie University, NSW MQ 
2 Griffith University, QLD GU 
3 Curtin University, WA  CURTIN 
4 University of Melbourne, VIC UNIMELB 
5 Murdoch University, WA MURDOCH 
6 University of Queensland, QLD UQ 
7 University of Southern Queensland, QLD USQ 
8 Edith Cowan University, WA ECU 

 
or nodes.  Afterwards, the network maps are created providing a graphical view of 
the graduate attributes with their differences. Map creation involves simply using the 
codes established, as nodes in a network map. The task the researcher then faces is to 
construct the links or relationships between the nodes. Whilst there is only one rela-
tion able to be expressed between any two nodes, and this relation is fixed throughout 
the hermeneutic unit, any number of relations may be created, representing many 
kinds of relationships between the other nodes. 

Some relations used are: is-associated-with; is-part-of; is-cause-of; contradicts; is-
a; is-cause-of and is-property-of.  Carefully looking at the network maps shows two 
integer values on each code. The former relates to the “groundedness” or occurrence 
of this term in the source documents. The second numerical value on each code re-
lates to the density of this code (showing how many other codes this code is related 
to) in the network. Both of these values permit the researcher to gain some under-
standing of the importance of one code over another. 

Our research questions encompass two ways of looking at the GA data. Firstly, our 
question involves the establishment and evolution of multiple set[s] of assessable gradu-
ate attributes which could be at the institutional/discipline/department/group/individual 
level. Secondly, we are concerned with benchmarking and assurance of a minimum set 
of equivalent graduate capabilities. To cover these two perspectives, we had two re-
searchers involved in data analysis using GT, one with the goal of distilling key ideas 
and identifying similarities in keeping with the more standard use of GT to draw out 
themes; the other with the goal of untangling and drawing out differences. We have 
used the network maps to explore the GA domain extensively from both of these angles 
as presented below. 

4 Findings 

Network maps provide interesting ways to explore the data. However, due to limita-
tions in how much content can be legibly presented in one graph, it is not possible to 
explore all the data concurrently. Thus, we display only selected specific codes and 
their connections. For example in table 2, researcher one has selected the codes with 
the highest groundedness (above 10) or occurrence or ‘embedding’ in the literature; 
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while figure 1 explores the codes that relate to only two selected universities, namely 
Melbourne and Macquarie; one university that is a Go8 and another that sits just out-
side that group but aspires to be a Go8. We present a small selection of our maps. 

4.1 Distilling and Simplifying the GA Domain: Researcher One  

Based on the work of the researcher seeking to extract common concepts, 48 codes 
were identified. Viewing the network map in Figure 1 shows two values on each 
code. The first value relates to the GROUNDEDNESS or occurrence of this term in 
the graduate attributes source documents. The second value on each code relates to 
the DENSITY (with how many other codes this code is related to) of this code in the 
network. Both of these values permit some understanding of the importance of differ-
ent codes over one another. Table 2 shows the codes with groundedness of equal to or 
greater than 10 in descending order of groundedness while figure 1 provides a com-
parison of two universities (Macquarie and Melbourne). We see in table 2, the relative 
emphasis on each GA code for each of the 8 universities. For example, we see that 
Curtin, Griffith and UQ have the strongest focus on Discipline Knowledge, while for 
others this GA takes second place to Professional Skills at Macquarie, Problem Solv-
ing at USQ, Communication at Murdoch, while Edith Cowan does not mention dis-
cipline specific skills at all. 

In Figure 1 we see some overlapping codes (cultural awareness and understanding, 
international perspectives, academic excellence, community engagement, social re-
sponsibility). By looking at the groundedness (of 3) we can see that while academic 
excellence is shared with Macquarie and the University of Melbourne, only one other 
university shares it. 

4.2 Unpacking and Expanding the GA Domain: Researcher Two  

Grounded Theory is an interpretive research method and does not claim to be replica-
ble, and admits subjectivity is acceptable in research as the human experience or in-
terpretation is central to the research process. Also, as previously mentioned, our two 
researchers had different goals. Researcher One had distilled 48 codes from the source 
documents. Researcher Two in seeking to tease out differences marked up 159 codes. 
This larger number of codes also results in codes with lower groundedness and densi-
ty values. We dedicate more space to this perspective, as much of the literature on 
embedding GAs has focused on the shared and common perspective rather than on 
what differences may exist. To identify how codes were connected as part of the same 
GA, a code for each GA for each institution was created. For example MQ_1 (i.e. 
Macquarie GA number 1) is comprised of Discipline Specific Knowledge and Discip-
line Specific Skills.  Similarly, to identify the relationships between GAs we broke 
each one down according to the number of terms/concepts included within them. For 
example, USQ’s tenth GA (USQ_10) is “Knowledge and skills required in your dis-
cipline to develop sustainable practice in relation to communities, economies and the 
environment.” This GA includes the concepts of knowledge, skills and sustainability.  
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Table 2.  Top 10 codes for the Graduate Attribute domain for 8 Australian Universities 

Graduate Attribute Code CURTIN ECU GU MQ 
MURD-

OCH
UNI-

MELB UQ USQ Total 
Discipline knowledge 4 - 6 4 5 1 7 4 31 
Communication 2 2 5 2 6 1 5 2 25 
Critical thinking 3 1 3 3 3 2 6 3 24 
Problem solving 2 1 2 3 5 2 4 5 24 
Professional skills 3 - 4 5 5 1 2 4 24 

Cultural awareness & 
understanding 2 2 4 2 3 4 1 3 21 
Interpersonal skills - 2 2 2 6 2 2 5 21 
Ethical 1 - 1 1 6 2 4 3 18 
Community engagement - - 3 3 1 6 1 1 15 
Social responsibility - - 2 4 4 - 3 1 14 
Using technology 3 1 1 3 2 1 1 2 14 
Synthesising information 2 - 3 7 1 - - - 13 
International perspectives 2 - 2 2 2 2 1 1 12 
Research capability 1 - 1 2 1 1 5 1 12 
Creativity 1 1 - 3 3 1 1 1 11 
Independence 1 - - 1 2 1 4 2 11 
Literacy - - - 2 2 1 2 3 10 

 
As this paper concerns KM in HE, it is interesting to consider how other GAs with 

a knowledge-focused outcome are related. As depicted in Figure 2, we can also see 
that USQ_10 (bottom right) links to knowledge through its application to sustainabili-
ty. We find that knowledge is a recurring theme across many GAs with a grounded-
ness of 23, and density of 25.  

Some interesting codes and relationships include: 

• Discipline Specific Knowledge is the most popular attribute connecting to most of 
our sample universities. 

• 50 % of our sample universities want their graduates to be creative. 
• Next prominent capabilities in the universities GA list are applying the knowledge 

through ethics, social and discipline specific skills. 
• Being engaged in their communities, cultural diversity, problem solving, research 

capability, Interdisciplinarity.  
 

Table 3 provides a summary of the use of the term “Knowledge” and reveals, in gen-
eral, the relative (un)importance or (de)emphasis on knowledge across GAs. Out of 
the eight sample universities, ECU is the only one that does not use the term “know-
ledge” in any of its GAs, though it uses related terms such as critical thinking, prob-
lem solving, cultural awareness and understanding and creativity. Focusing on codes 
related to “knowledge” is an example of how network complexity can be managed by 
the creation of code families. A code family is created that summarizes the codes that 
are similar; this process may be labelled selective coding. Three code families were 
created on the subjective understanding of the researcher: COGNITIVE, 
SOCIAL/INTERPERSONAL and SKILLS. The GAs from the sample universities 
may be seen as a mix of cognitive, skill and social attributes.  
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Fig. 1.  A network map in Atlas.ti for Macquarie University and University of Melbourne  

[ ] represents is-associated-with 

 
Fig. 2. A KNOWLEDGE network map with groundedness of 23 and density of 25. To increase 
the semantic value of the map and avoid the loss of information through summary of the data, 
coloured nodes and links permit the viewer to identify the types of relationships, e.g. orange 
represents GAs that apply KNOWLEDGE. 
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Table 3. Total number of GAs and those including KNOWLEDGE for included Universities 

University Code MQ ECU GU CURTIN UNI-
MELB 

MUR-
DOCH 

UQ USQ 

Total # of GAs 9 5 5 9 5 9 5 10 
# GAs involving 
KNOWLEDGE 

6 0 4 1 3 3 3 3 

Percentage (%) 66.6 0 80 11 60 33.3 60 30 

 
To minimize misinterpretation and reduce bias, the codes were assigned to the 

code families on the basis of the description of the GAs given in the source docu-
ments. Table 4 shows the number of each type for each institution. 

Table 4. Number of university GA and each type of code for the eight universities 

Code Fami-
lies/UniCode 

MQ ECU GU CUR-
TIN 

UNI-
MELB 

MURD-
OCH 

UQ USQ 

Cognitive 5 2 2 4 2 4 3 3 
Social 3 3 3 4 4 4 2 6 
Skills 3 4 3 5 3 4 4 7 

 
Table 5 shows the SOCIAL/INTERPERSONAL and SKILLS GAs assigned to 

each code family in the respective university. Table 5 shows that there exist some 
GAs in each university, that appear in more than one code family. Some GAs, for 
example sustainable practice (USQ_10), ability to communicate (ECU_1), ability to 
work in teams (ECU_2), critical appraisal skills (ECU_3) and ability to generate ideas 
(ECU_4) are only understood as SKILLS. This demonstrates the difficulty with inter-
pretation and classification of the GAs. 

In Table 6, we can see the summary of a number of GAs in the sample universities, 
belonging to the COGNITIVE family. In figure 3 we have created a network map for 
the COGNITIVE family. The DISCIPLINE SPECIFIC KNOWLEDGE (grounded-
ness of 4, density of 7) is noticeable from the network map. There are some other key 
codes such as thinking (3-5), knowledgeable (2-5), creative (5-6), critical thinking (3-
5), life-long learning skills (2-3). The low groundedness of the codes academically 
excellent (1-1) and sustainable practice (1-1) highlight the problems of use of differ-
ent terms and different use of the same terms and the need to capture semantics. For 
example MQ_7 = “Socially and Environmentally Active & Responsible”; GU_4 = 
“Socially Responsible and Engaged in Their Communities”, use alternative terms 
related to sustainability. 

Particularly based on the GT analysis conducted by the second researcher, we draw 
the conclusion that while the data is not substantial in this domain, it is nevertheless 
very difficult and time consuming to model existing similarities and differences. This 
leads us to propose an ontology-based solution. 
 



238 A. Atif, P. Busch, and D. Richards 

 

Table 5. Themes with id for SOCIAL/INTERPERSONAL & SKILLS code families 

Social / Interpersonal    Uni_Code Skills Uni_Code 
Effective Communication MQ_5 Discipline Specific Skills MQ_1 
Engaged and Ethical Local & 
Global citizens 

MQ_6 Effective Communication MQ_5 

Socially & Environmentally 
Active & Responsible 

MQ_7 
Capable of Professional & 
Personal Judgment &Initiative 

MQ_8 

Effective Communicators and 
Team Members 

GU_2 Skilled in their Disciplines GU_1 

Socially Responsible & En-
gaged in Their Communities 

GU_4 
Effective Communicators and 
Team Members 

GU_2 

Competent in Culturally Di-
verse & Int’l Environments 

GU_5 
Innovative and Creative with 
Critical Judgement 

GU_3 

Communicate effectively CURTIN_4 
Apply discipline knowledge, 
principles and concepts 

CURTIN_1 

Recognize and apply interna-
tional perspectives 

CURTIN_7 
Think critically, creatively and 
reflectively 

CURTIN_2 

Demonstrate cultural awareness 
&understanding 

CURTIN_8 Communicate effectively CURTIN_4 

Applying professional skills CURTIN_9 Use technologies appropriately CURTIN_5 
Academically excellent UNIMELB_1 Applying professional skills CURTIN_9 
Leaders in communities UNIMELB_3 Academically excellent UNIMELB_1 

Attuned to cultural diversity UNIMELB_4 
Knowledgeable across discip-
lines 

UNIMELB_2 

Active global citizens UNIMELB_5 Leaders in communities UNIMELB_3 
Social interaction MURDOCH_3 Communication MURDOCH_1 
Ethics MURDOCH_5 Critical and creative thinking MURDOCH_2 
Social justice MURDOCH_6 Ethics MURDOCH_5 

Global perspective MURDOCH_7
In-depth knowledge of a field 
of study 

MURDOCH_9 

Effective Communication UQ_2 
In-depth knowledge & skills in 
field of study 

UQ_1 

Ethical and Social Understand-
ing 

UQ_5 Effective Communication UQ_2 

Ethical research and inquiry USQ_1 Independence and Creativity UQ_3 
Written & oral communication USQ_4 Critical Judgement UQ_4 
Interpersonal skills USQ_5 Problem solving USQ_2 

Teamwork USQ_6 
Academic, professional and 
digital literacy 

USQ_3 

Cultural literacy USQ_7 Written & oral communication USQ_4 
Sustainable practice USQ_10 Interpersonal skills USQ_5 
Ability to work in teams ECU_2 Cultural literacy USQ_7 
Cross-cultural and international 
outlook 

ECU_5 
Mgt, planning and organiza-
tional skills 

USQ_8 
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as logical theories/frame languages etc. The extant research literature suggests that the 
foundation for developing standards of academic achievement can be found in learn-
ing taxonomies [29]. For example, the SOLO (Structure of Observed Learning  
Outcome) and Bloom’s taxonomy described in [29] [30] [31] and the classification 
systems relating to GAs include the work conducted by Barrie [32]. 

There is no unified taxonomy of managing GAs. The motivation to create such an 
ontology is to push the standardization process that will enable the connection among 
academic systems and improve educational workflows, communication, and collabo-
ration between universities. The approach to developing a standard of terminology 
and concepts relating to GAs is not an easy task. It requires techniques from informa-
tion retrieval and linguistics. For example, corpus/concordance techniques will be 
applied to volumes of data captured from university websites. As there is currently no 
standard way in which this data is made available (for example, data may consist of 
any or all of the following: electronic text, PDF documents, unit outlines within a 
password restricted learning management system, or electronic data structured in table 
format), we will not invest time into developing an automated technique to gather this 
initial data. Sufficient data for the purposes of our prototype can be found online or 
obtained in documents provided by contacts that we have at many institutions to pro-
duce a corpus to which our automated methods are applied. This corpus can be added 
to and contain any text relevant to GAs.  

For example, in the future we could add descriptions of the knowledge and skills 
assessed in the graduate skills assessment (GSA). The data to be included in the pro-
totype is discussed further below. The data collected will be tagged with the source 
and will include the institution, discipline, department and faculty so that these can be 
used as selection items and used for identification when comparisons are presented. 

The strength of our approach is that it includes an automatic method for identifying 
terms and key phrases directly from the data by their relative frequencies. It draws 
attention to not-yet-standardized terminology by the left- and right- collocates of indi-
vidual words. It lends itself to our (project’s) need to identify newly fledged 
terms/phrases in the graduate attribute (GA) discourse of other universities. Some of 
the key terminology is of course highlighted up-front in official documents, but other 
relevant terminology will simply appear (more often than one might expect) in expla-
nations of institutional GA vocabulary. These alternative terms will be very useful in 
exploring the values and defining semantic relations among the whole set. 

Once the corpus of GA text is together, there are tools (e.g. Wordsmith) to auto-
mate the frequency counts and concordances (Key-word-in-context displays) to show 
up collocations. The concordances also draw attention to the linguistic relations be-
tween terms; and “manual” inspection of sets of instances allows us to interpret the 
semantic relations with the clusters of terms. This is a finite task, since the set of 
terms belonging to GA discourse in 8-10 universities is not open-ended.  

In addition, we need a sophisticated methodology to help develop an ontology for 
managing GAs. Although ontology building methodologies are not mature enough, 
there are some methodologies available like the Enterprise Ontology (EO), TOVE 
methodology, METHONTOLOGY, On-To-Knowledge methodology, Activity-First  
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Method (AFM). In the next phase of this study, we could select good features of the 
above methodologies in our ontology building process. Usually, an ontology  
development methodology has its own support language/tool which has a function to 
generate the ontology. We could later select any one of the following popular ontolo-
gy languages/tools such as, Ontolingua, RDF (Resource Description Framework), 
OWL (Web Ontology Language), OntoEdit, OilEd, WebODE, Protege-2000, Onto-
saurus, and LinkFactory. 

6 Conclusion 

Clearly, there are some difficulties involved in creating ontologies. The ontology 
development process can be difficult and costly. However, by bringing the work to-
gether into a taxonomy/ontology, we will be validating and adding value to the work 
already conducted in the HE sector. At the discipline specific level, the approach 
would allow levels of compliance to standards specified by accreditation bodies and 
also comparison between programs and institutions within that discipline. For discip-
lines without accreditation bodies which have fewer opportunities for guidance and 
benchmarking, comparison across disciplines may assist in the development of thre-
shold learning outcomes. The taxonomy of terms and concepts would allow a better 
understanding of the graduate outcomes achieved at various levels/degrees in the HE 
sector in keeping with the Australian Quality Framework (AQF) and support the fu-
ture development of a myDegree and myUniversity site similar to the mySchools 
website which received strong public support. We envisage that the ontology will 
allow comparison with the goals and content in tests such as Graduate Skills Assess-
ment (GSA), the Collegiate Learning Assessment (CLA) test used in the USA, Grad-
uate Destination Survey (GDS), Course Experience Questionnaire (CEQ) and the 
Australasian Survey of Student Engagement (AUSSE). 
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Abstract. Humans interact with each other using their collection of common-
sense knowledge about everyday concepts and their relationships. To establish a 
similar natural form of interaction with computers, they should be given the 
same collection of knowledge. Various research works have focused on build-
ing large-scale commonsense knowledge that computers can use. But capturing 
and representing commonsense knowledge into a machine-usable repository, 
whether manual or automated, are still far from completion. This research ex-
plores an approach to acquiring commonsense knowledge through the use of 
children’s stories. Relation extraction templates are also utilized to store the 
learned knowledge into an ontology, which can then be used by automatic story 
generators and other applications with children as the target users. 

Keywords: Commonsense Knowledge, Story Generation, Relation Extraction.  

1 Introduction 

People acquire commonsense knowledge as part of their daily living. This includes 
the physical, social, temporal, psychological and spatial experiences.  To make ma-
chines be able to mimic human abilities and behavior, especially in applications re-
quiring a more natural man-machine interaction [1], an adequately-sized body of 
commonsense knowledge must be made available to them. 

Several knowledge repositories have been developed like WordNet [2], Cyc [3], 
ConceptNet [4], and VerbNet [5]. These contain entries ranging from syntactic to 
semantic in nature. ConceptNet [6] is a large-scale ontology of commonsense know-
ledge that has been collected through the Open Mind Common Sense (OMCS) 
project. OMCS [7] enabled the general public to contribute by posting questions that 
pertain to commonsense.  WordNet [2] and Cyc [3] are similar and notable reposito-
ries that give semantic meaning to information, but differ in the type of machine  
understanding that they want to achieve.  WordNet is envisioned for lexical categori-
zation and word-similarity while Cyc is envisioned for formalized logical reasoning.  
ConceptNet, on the other hand, is envisioned for making practical reasoning over real 
world context. 

Building commonsense knowledge repositories is very tedious and time-consuming. 
OMCS turned to the community instead of the experts, while systems like BagPack [8] 
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use the Games with a Purpose (GWAP) [9] approach that uses entertainment to encour-
age user participation and gives incentives to users as they play.  

Much research has already been done on probing adults while children are being 
taken for granted as prime contributors to the acquisition task [10]. The Verbosity 
[11] system harnesses knowledge from children age ten to twelve years old who are 
explicitly expanding their mental capacities as well as their commonsense repository. 
However, few relations are covered and a question-answer format is employed. 

This paper presents an approach to commonsense knowledge acquisition from 
children through the use of stories. Because storytelling is a common way for people 
to share information and exchange experiences, it is worth exploring how this can be 
used to elicit participation from children. Applications that require commonsense 
knowledge, such as the story generation systems in [12] and [13], can then utilize the 
ontology to produce stories to entertain young children. 

2 Ontology Structure 

An ontology is used for storing and representing the acquired knowledge as a collec-
tion of assertions. An assertion is comprised of two concepts that are connected 
through relationships.  This allows commonsense to be defined in the form of binary 
concepts, the approach used in ConceptNet [14]. For example, an apple-isA-fruit as-
serts the concepts apple and fruit to be related through the isA relation. 

Relations and assertions are terms that are used interchangeably in this paper; they 
refer to two concepts being related together by a relationship.  As these comprise the 
contents of the ontology, the knowledge that is stored is highly dependent on the types 
of relations that are supported. Table 1 lists some of the relations currently included. 

Table 1. Sample Set of Relations 

Relation Name Answers the Question -  Example Assertions 

IsA What is it? Apple is a fruit 

UsedFor What is it used for? Pencil is used for writing 

LocatedAt Where can it be found? You can find a pencil inside a classroom 

ShapeOf What is its shape? The shape of a ball is round 

EffectOf What is its effect? The effect of not eating is being hungry 

3 System Architecture 

Knowledge acquisition progresses in three major phases, namely template-based story 
generation, user input, and data validation. Commonsense knowledge is acquired with 
the use of children’s stories. Partial stories (i.e., stories containing blanks to represent 
missing concepts) are automatically generated by instantiating story templates stored  
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as text files. Users then fill-up the blanks with new concepts to complete the stories. 
These concepts are used to form new assertions that are added to the ontology and are 
used for the subsequent generation of new story instances.  

 

Fig. 1. System Architecture 

3.1 Relation Extraction Templates 

A set of relation extraction templates have been manually defined and forms part of 
the story templates, as depicted in Figure 2. This allows the system to identify the 
types of relations for the assertions provided by the users as they fill up blanks with 
concepts to complete the stories.  

A relation extraction template is composed of three parameters, following the for-
mat of an assertion: 

<Concept A><Relationship><Concept B> 

Either <Concept A> or <Concept B> is left blank for the user to fill, while the other 
is filled with a concept taken from the current contents of the commonsense ontology. 
The blank concepts are denoted by a question mark (?).  
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Fig. 2. Story Template with Relation Extraction Templates 

3.2 Story Templates 

Several story templates have been manually prepared with rules on how to use exist-
ing knowledge to generate various story instances, thus allowing the system to conti-
nuously acquire new assertions. These templates are stored as text files to facilitate 
future scalability by supporting the specification of more story variants. 

Figure 3 shows a sample story template structure, and three sample surface forms 
of story instances that can be generated. Items in angled brackets represent queries to 
the ontology. The dollar ($) symbol defines a variable and can be used to store query 
results for subsequent use in later part of the story. A pair of percentage (%) symbols 
is used to represent internal temporary memory. The pair of brackets with numbers 
([1,2]) represents a blank in the generated story that must be filled by the user.  
Each number represents a rule in the Relation Extraction Templates that applies to the 
specific blank.  These rules determine the new knowledge that the ontology will be 
learning.  The ampersand (&) represents the conditional AND.  

A query to the ontology contains three parameters – concept1, relationship, and 
concept2. Either concept1 or concept2 is replaced with the question mark (?) symbol 
to represent the concept to be retrieved. In the given example in Figure 3, the first 
query <(?, Is-A, “location”)> retrieves a concept that is a “location” from the 
ontology and stores the result in the variable $location. The second query <(?, 
Is-A, “object”)> retrieves an object and stores the result in the variable $ob-
ject. The AND condition specifies that the resulting object must also be found in the 
given location stored in the variable $location. 

The #if represents a conditional if-statement whose corresponding story sentence 
will be generated if the query (?, ColorOf, $object) is able to return a known 
color for the $object specified.  However since the #if is followed by an exclama-
tion point (!) the condition is treated as a negation; thus the corresponding story sen-
tence will be generated if the ontology does not contain a relation specifying the color 
for the given $object.  This is useful so that the system has a way to learn know-
ledge it does not yet know of. 
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Fig. 3. Sample Story Template Structure and Some Corresponding Story Instances 

The #if(*) with asterisk represents story text that can be generated randomly, to 
create variances by providing several story paths that the system can choose from. 

The system also implements a memory-like storage, i.e., %$object%, that tempo-
rarily stores query results, to prevent having to execute the same query to retrieve data 
needed again by the story generator. 

Each story template is designed to learn about different categories of concepts, 
such as objects, places, functions, and feelings. The templates complement each other 
in a “story web” pattern (shown in Figure 4). This allows “Story Template 5”, for 
example, to integrate “Story Template 1” designed to learn assertions about objects, 
to generate longer stories and thereby facilitate the acquisition of further knowledge. 

 

 

Fig. 4. Story Web 

4 Commonsense Validation 

The story ogenerator depends on the assertions in the ontology to instantiate new 
stories from the story templates. It is therefore necessary that assertions acquired from 
the users be validated correctly.  As children are the ones that fill up blanks to add 
new assertions to the ontology, knowledgeable adults are then responsible for validat-
ing the provided inputs.  
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Validating commonsense is achieved with the use of a confidence value for each 
assertion, computed using the following formula: 

( 4)Confidence α β= ÷ ∗  

Where  α is the total points earned from validation  
 β is number of times the assertion is validated 

 
The formula has been inspired from a previous work on Community Refinement of 
Ontology (CoReO) [15]. COREO handled refining the initial contents of a given on-
tology for a certain domain with the use of a game where the assertions served as 
game objects that users interact with.  The problem, however, was the validations 
made on the assertions were limited to a strict “yes” or “no” only.  This did not allow 
the users to partially agree or partially disagree to the statement being shown to them. 

In our approach, the validation provided a number of possible user responses, 
namely agree, partially agree, neutral, partially disagree, and disagree, with a cor-
responding scoring scheme of 4, 3, 2, 1 and 0, respectively. 

5 Conclusion and Further Work 

This paper presented a preliminary work on using generated stories to acquire com-
monsense knowledge from children. A set of story templates has been manually pre-
pared and is used by the story generator to produce story instances using partial 
knowledge available from the ontology. As the user inputs concepts to complete a 
story, corresponding relation extraction templates associated to the source story tem-
plate are used to acquire assertions that are then added to the knowledge base. A sim-
ple validation scheme has also been implemented to provide a confidence value of the 
assertions in the ontology before these can be used. 

The commonsense ontology has been populated with a minimal set of assertions 
needed by the story generator to instantiate stories that will start the knowledge acqui-
sition process. However, this minimal set is hard to determine and leads to situations 
where the ontology cannot provide the results to satisfy a query in order to generate 
the rest of the story. This problem is expected to be addressed by increasing the num-
ber of story templates to further saturate the story web shown earlier in Figure 4. 

The approach implemented has provided positive initial results.  As new assertions 
are learned, the stories are tweaked which allows the learning process to continue. 
However, there will come a point in time when the learning rate will decreased.  This 
is the ideal period to add new story templates. The new story templates should address 
the shortcomings of the initial set of templates by providing new ways of acquiring 
more assertions.   

As with any knowledge acquisition task, continued support from the community of 
users is needed in order to increase the amount of assertions in the system. An incen-
tive scheme can be implemented to encourage the users to actually use the system on 
a regular basis. Embedding the system into an interactive learning environment can 
also provide an opportunity for language and literacy development through the com-
bined storytelling and commonsense ontology approach. 
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Abstract. In the medical industry, sharing a sense of worth among
medical staff members can be one method of improving the quality of
service. This is because high-quality medical service comes from not only
careful consideration with respect to service design but also creativity in
service implementation. Since identifying a clear sense of worth can be
difficult, it can be hard to externalize them in a communicative way.
This article will present a method to externalize sense of worth through
service modeling.

Keywords: Service Modeling, knowledge Acquisition, Sense of Worth,
Ontology.

1 Introduction

Sharing senses of worth of medical staff members is an important issue in striving
to improve the quality of medical service. For instance, in Berryfs Mayo clinic
study, the clinic is managed based on sharing their sense of worth, and the shar-
ing stems from a source of high-level education and excellent team building [1].
In other words, the senses of worth of service experts parallel their belief about
their work. Some research about the growth process of professional service staff
[2] notes that formations of beliefs effect empirical learning in the workplace,
and quality of service is the result of learning. Communication is essential to the
formation of beliefs. This author is interested in how communications can be de-
signed rationally, and how the computer system supports such communications.

In this article, the author sketches a method for sharing the sense of worth of
medical staff members on the clinical pathway (CP) design activity. CPs are the
documents on which hospital procedures and activity goals (e.g. examination
and treatment) are written. A role of clinical pathways is to support different
types of experts in working and sharing knowledge. The goal of this research is
to develop a method for externalizing senses of worth of CP designers.

In the next section, an approach based on ontological engineering is explained.
Based on this approach, in Section 3, CP design activity is analyzed with onto-
logical engineering. In Section 4, a method is described for externalizing senses
of worth of medical staff members.

D. Richards and B.H. Kang (Eds.): PKAW 2012, LNAI 7457, pp. 251–257, 2012.
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2 How Ontology Helps Externalize the Senses of Worth
of Medical Staff Members

In this research, the senses of worth behind CP are expressed by problems in-
tended by designers (expert staff members in the hospital) in CP design activi-
ties. The research site is the Miyazaki University Hospital in Japan.

In this hospital, many doctors think it is ideal that CPs are designed in the
Problem Oriented System. The POS (problem oriented system) has been pro-
posed by Weed in the 1960s [3]. The system caters to rational medical service
design and assessment. However, the “problem” is quite vague. The POS holds
the ideal that medical service should be designed not only from a medical view-
point but also from patientsf and families’ viewpoints. Therefore, the “problem”
includes many aspects of patient life and issues related to sense of worth (e.g.,
patient’s everyday life, work, emotions, etc). In addition, medical services are
complex and some areas are experimental. This presents difficulties in external-
izing the intended problems.

If problems are externalized more deeply and are well organized, explicit
knowledge about the sense of worth can be revealed. This is the basic concept
supporting our need to externalize senses of worth of medical staff members and
patients.

In developing this method, the author analyzed CP design activity along with
ontological engineering. Ontologizing the CP design activity makes the analysis
more precise, and the ontology works as a meta-model in a support system
guiding the externalization and providing a vocabulary of problems.

3 Analysis of Difficulties in Externalizing Problems
on CP Design

3.1 Analysis Based on an Ontologized CP Design

The analysis was executed by ontologizing CP design activity. Development of
the ontology was done with the ontology development environment “Hozo” [4].
The analysis adhered to the following steps.

– Interviews with medical doctors about employing CP design activities in
practice.

– Ontologizing methods of CP design by the knowledge engineer (or the
author).

– Re-interview using the ontology about what difficulties exist and when they
appear.

In the second step, the author builds hypotheses about the difficulties, which
are confirmed in third step. Confirmations are made using the ontology, which
is interpreted by the author. Reasons for using ontology in this process are to
improve the precision of discussion with medical staff members.
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Fig. 1. Concept Definition of CP Design Activity

The interview process revealed the following difficulties:

– Medical problems are discussed adequately, but patient problems are under
discussed.

– Managerial and labor problems are sometimes revealed, but there is no clear
method for recording them as design intentions.

– The grain-size of the problems told and recorded in CP design is unclear.
– Some problems produce risks, but methods for expressing risk in CP design

are unclear.

3.2 When Problems Are Revealed in Design Activity

Figure 1 outlines the concept definition of CP design activity. This model indi-
cates that the problems assume two types of roles. One of these is “design aim”
and the other is “reason in a choice.” The DESIGN AIM role is demonstrated
by POS problems, and the REASON role is demonstrated by all types of prob-
lems. It is essential that the support system externalizing problems supposed by
CP designers should be developed on the basis of this understanding, that the
problems play two types of roles. The support method for this will be discussed
in Section 4.
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3.3 How to Decide the Grain-size of the Problems

Deciding the grain-size of problems presents some difficulties. In this section, the
author considers one difficulty, stemming from the fact that a problem has several
causes. For example, we think about a problem like “bleed.” We can find several
underlying causes for this problem, such as “operative wound” or “abnormality
after operations.” Should we divide the overall problem into categories for each
potential cause? This is the question.

This question relates to the larger issue of how to decide the identity of a
problem in an elementary sense. However, the absolute standard for deciding
the identity of a problem is not considered in this research. The author operates
from the approach that the identification of problems can be decided by the need
to explain why a medical action exists. In the previous example, the problem is
expressed in one or two instances, and solutions are decided by the level of detail
that each CP designer wants to provide in explaining the intentions of medical
activities.

3.4 How to Deal with Risk Problems

There are several types of problems, and some of these exist as risks. However the
“risk” concept carries several meanings, and can cause confusion in CP design
or modeling. In this section, the author considers the risk concept, and shows
how to deal with problems as risks in modeling.

The following arguments were obtained through the interview process.

– CP is a plan, and then all problems exist as risk. (A)
– CPs are designed based on an intended problem. When the practitioners use

the CPs, problems that are not intended impose risk. (B)
– CPs have a time-line. If we stand on a point of time, the problems that we

expect to face in the future become risks. (C)
– If we stand on a point of time, there are problems that absolutely occur and

problems that may potentially occur. The latter ones are risks. (D)

The modeling policy below addresses forming an understanding of these risks.
If we have (A) understanding, then all problems are potential risks. It has no
meaning. If we have (B) understanding, then the CP has no problems. Then
the modeling policy does not include (A) and (B). With consideration to (C), a
basic agreement of CP design reduces the complexity of the risk concept. The
agreement is that a CP defines the ideal process of medical treatment. Based
on this agreement, we need not deal with (C). Only (D) should be taken into
account. The modeling policy is summarized as follows:

– Problems posses the “risk” attribute. The value is “Yes or No.”
– The “risk” attribute of a problem is fixed when the problem occurs.
– Realization of the risk problem is not described in CP. It is described as the

condition on misuse of the CP.
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4 Support System for Externalizing Sense of Worth
of CP Designers

4.1 Methodology of Sense of Worth Externalization

As already discussed in Section 2, the author assumes the problems, which are
assumed in CP design as the sense of worth of CP designers. However, the sup-
posed problems are vague, and only some are discussed in CP design. Therefore,
methodology of sense of worth externalization is required.

As the author mentioned in Section 3.2, the externalization is done in two
phases. First, this methodology focuses on the “design aim” role, which is demon-
strated by problems, and the system makes the users (or CP designers) model
relationships between problems and medical actions (Section 4.2). Next, the
system compares problems in several CPs and describes common design aims
and different medical actions. Afterword, the system makes the users answer
questions related to advantages and disadvantages (Section 4.3). Answers are
formulated using the problem ontology. In this interview process, the system
supports obtaining problems, which play the “reason in a choice” role in CP
design.

4.2 Visualization of Relationships among Problems and Medical
Actions

Figure 2 shows a user interface. This interface visualizes relationships among
medical activities and problems, which play the “design aim” role.

The horizontal axis is the time sequence. Medical activities are at the top of
this interface. Problems that play the “design aim” role appear at the left side.
The circles on the intersection of the horizontal and vertical lines refer to the
relationship between problems and medical actions. For each medical action, an
order of priority for the problems is set by the users. It shows the CP designer’s
thoughts about the seriousness among problems at the moment.

4.3 Reflection Support Based on the Visualization of Difference
among Supposed Problems

The system semi-automatically generates a view (called “Focus-view”). This
view shows differences in medical activities. When system users (or CP designers)
select problems in two CPs displayed on each overview, the system generates this
view. Figure 3 is an example. Using this view, the system interviews the users.
Two questions are broadly handled broadly in this interview. These questions
are “Are there any other supposed problems?” and “Do the medical actions lead
to any problems as side effects?.” The users add problems to the model and set
their order of priority. In this way, the users reflect their thoughts, which can be
vague or hidden behind CPs, and externalize them as problems.

The example in Figure 3 shows the difference between two CPs, which are
used in two of internal medicine departments in the Miyazaki University Hos-
pital. The CPs are for the operation “endoscopic sub mucosal dissection for
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Fig. 2. Overview

Blood in the stool 

Degree of pain 

Retching 

Abdomen enlarged feeling 

Punched hole 

Decreased gastrointestinal 
functioning 

X-ray 

Without a meal (for 2 day) 

Gastrofiberscopy 
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Degree of pain 
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Abdomen enlarged feeling 

Punched hole 

Decreased gastrointestinal 
functioning 

Drainage 

Without a meal (for 1 day) 

Gastrofiberscopy 

2nd department of internal medicine

Q1) What is the supposed 
problem? Q2) What is the side effect?

1st department of internal medicine

Fig. 3. Focus-view

early stage cancer of the stomach,” and the focused problem is “punched hole”
(which happens during the operation, thinning the stomach wall). Doctors in
each department answered the interview.

After this, highlights from the interview and some considerations about it are
shown. Regarding the medical action “observation on the drainage through the
nasogastric tube,” the doctor in the first department made the comment, “In
our department, the nasogastric tube brings discomfort to patients. Then, we
test the blood in the stool instead of using the tube and observing its drainage.”
On the other hand, the doctor in second department made the comment, “Using
the drain tube makes it easier to detect bleeding early, and it enhances safety
of patients.” From these comments we can see the difference in their thoughts
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about comfort and safety staying in the hospital. In addition, regarding the
medical action “X-ray after the operation,” the doctor in the second department
made the comment, “It is not indispensable. We cannot find a punched hole
through an X-ray.” On the other hand, the doctor in the first department made
the comment, “This X-ray is mainly to detect easpiration pneumonitisf, and
through this X-ray we can observe the punched hole at the same time.” After
this interview, the author asked the doctor in the second department about the
necessity to suppose the problem “aspiration pneumonitis.” The reply was that
“If we have a minor case of aspiration pneumonitis, we need not describe it
on CP. Of course, we check it in practice.” Detailed research about what takes
place in each department is ongoing. Nevertheless, we can see the differences in
thinking about the typicality of the CP. This provides some hints for ways to
improve medical service.

The investigation of knowledge and the effectiveness of the system are ongo-
ing. When the last trial was done in each department, staff members hesitated
to communicate their thoughts about the CP of the other department. Part of
the reason for this, they said, was “The medical staff cannot talk their thought
without evidence.” Of course, this comment is reasonable considering the imple-
mentation of services to each individual patient. However, in the design phase
and considering the necessary sense of worth (that is subjective), this attitude
acts as a barrier. Breaking through this barrier is an issue in this investigation.

5 Conclusion

In this article, the author analyzed clinical pathway design activity, which is
problem oriented. In the analysis, CP design activity was ontologized and dif-
ficulties surrounding the externalization of problems arose. Regarding the chal-
lenge of “how to decide the grain-size of problems,” we approached this dilemma
by assuming that the grain-size is decided by the need to explain the intent of
related medical activities. Regarding the difficulty of “how to describe the risk
attribute of problems,” the author demonstrates the policy that risk attributes
do not change in the modeling. Moreover, a method that externalizes the in-
tended problem as the sense of worth of medical staff members is sketched. This
method was explored in trial through interviews in the Miyazaki University Hos-
pital, providing knowledge hinting toward ways to improve medical services.
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Abstract. Crowdsourcing is a low cost way of obtaining human judgements on 
a large number of items, but the knowledge in these judgements is not reusable 
and further items to be processed require further human judgement. Ideally one 
could also obtain the reasons people have for these judgements, so the ability to 
make the same judgements could be incorporated into a crowd-sourced know-
ledge base. This paper reports on experiments with 27 students building know-
ledge bases to classify the same set of 1000 documents. We have assessed the 
performance of the students building the knowledge bases using the same stu-
dents to assess the performance of each other’s knowledge bases on a set of test 
documents. We have explored simple techniques for combining the knowledge 
from the students. These results suggest that although people vary in document 
classification, simple merging may produce reasonable consensus knowledge 
bases.   

Keywords: crowd-sourcing, re-useable knowledge, knowledge acquisition, 
document classification.  

1 Introduction 

Crowdsourcing or human computation uses human power to solve specific problems. 
Many tasks such as natural language processing[1], image annotation [2], character 
recognition [3], sentiment analysis [4], and ontology development [5] are conducted 
successfully using this technology. Current approaches for crowdsourcing only ex-
ploit the direct contributions from a crowd, and do not collect the knowledge provided 
in some re-useable way. Obtaining re-useable knowledge from crowds has similarities 
to earlier work on combining knowledge from multiple experts [6-9], but there are 
also significant differences. Expertise is rare and valuable so work on combining 
knowledge from experts is generally concerned with a small number of experts. Se-
condly, experts are chosen for expert system development, whether single or multiple 
experts, because of their expertise, whereas crowdsourcing generally depends on 
common sense “expertise” and some members of the crowd may be erratic or biased. 

This paper does not aim to produce a solution for crowd sourcing but to examine 
some of the challenges involved. A document classification problem was chosen for 
this purpose, since people readily understand documents and readily classify them, 
although their classification may be more idiosyncratic than consensual. Previously 
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we have developed a document classification system using Ripple-Down Rules 
(RDR) [10]. In building the knowledge base, the user chooses words from a document 
as the condition part of a rule and specifies the class as the conclusion part. For exam-
ple, if a document contains the word ‘iPad’ then it might be classified under ‘Tablet’. 
New rules and refinements or corrections are added when a document is not classified 
appropriately. From previous experience a laypeople (who might provide crowdsourc-
ing common sense judgements), can readily learn the classification system and build 
sizeable document classification knowledge bases. A classification evaluation study 
with domain specific documents showed individuals agreed about 90% of the system 
classification suggestions after classifying about 1000 documents [11]. However, this 
does mean that this user’s classifications would be accepted by others; so the aim of 
these studies here was to look at differences and explore ways of merging knowledge 
bases. 

In the study here, lay people (students) created their own knowledge bases to clas-
sify a set of documents, and the resulting knowledge bases were used to classify a set 
of evaluation documents. Classification results from each knowledge base for the 
evaluation documents were evaluated by other participants. Using these datasets we 
then investigated simple ways of aggregating the knowledge obtained.  

2 Related Work 

2.1 Crowdsourcing 

Crowdsourcing aims to resolve tasks traditionally performed by individuals using a 
group of contributors through an open call [12-13] and is sometimes referred to as 
‘human computation’ [14-16]. Early crowdsourcing was offline. For example, the 
Oxford English Dictionary (OED) made an open call to the contributors to index all 
words in the English language  and in a 70 year project, received over 6 million 
submissions [17]. Recently, crowdsourcing has been conducted via the internet. Ama-
zon’s Mechanical Turk (MTurk) (www.MTurk.com), an internet marketplace for 
crowdsourcing, provides a successful environment for crowdsourcing [18].  The 
Mechanical Turk has had significant impact and a Google scholar search returns 
about 58,000 results (9/Jan/2012). Even though crowdsourcing is increasingly widely 
used there are problems such as exploitation and abuse of labour and cost inefficiency 
[13]. The crowdsourcing process normally consists of three components: assignment 
of the problem, aggregation of contributions, and remuneration for contributions [19]. 
Aggregation of contributions to produce the desired outcome is a critical step [20]. 
The crowd may explicitly contribute to the specific problem by evaluating, reviewing, 
voting, and tagging; by sharing items, textual knowledge, and structured knowledge; 
by networking (i.e. LinkedIn, MySpace, and Facebook); by building artefacts such as 
software, textual knowledge bases, structured knowledge bases, systems, etc.; and 
executing tasks. Crowds also implicitly contribute to specific problems by acts such as 
submitting keywords, buying products, browsing web sites, etc [12]. In this project 
we have looked at crowds explicitly contributing to a document classification problem 
by creating their own knowledge bases. This is critically different from other crowd 
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sourcing as it has the potential to produce re-usable knowledge able to carry out the 
same document classification task. Crowd contributions can be aggregated by integra-
tive or selective processes [21]. Integrative crowdsourcing pools complementary input 
from the crowd (e.g., the Android market, iStockphoto, YouTube, and Wikipedia) or 
the collective opinion of the crowd (e.g., Delicious, Digg, and the Google Image La-
beler). Once individual contributions meet certain quality requirements, they are used 
to get the final outcome. Conversely selective crowdsourcing processes choose the 
‘best’ contribution from among a set of options (e.g., 99designs, Atizo, InnoCentive, 
the Netflix Prize, and the Dell IdeaStorm platform) [20-21]. 

2.2 Knowledge Acquisition from Multiple Experts 

Knowledge acquisition from multiple experts has long been proposed to avoid some 
of the pitfalls of relying on a single expert or improve knowledge acquisition perfor-
mance [22]. There have been a range of suggestions for the aggregation of knowledge 
from multiple experts using techniques such as Bayes’ theorem [6], Bayesian Net-
work Inference [23], and Semantic Networks [24]. The key difference between know-
ledge acquisition from multiple experts and knowledge acquisition from a crowd is 
that the domain experts by definition are highly qualified, and the opinion of any sin-
gle expert should not be ignored lightly. Secondly, because experts are involved there 
are likely to very few of them – it is difficult enough finding a single expert to be 
involved in a knowledge based systems project. In contrast with a crowd there is like-
ly to be a range of skill, and also a range of diligence in how the task is undertaken – 
and assessing the quality of what is provided is a major issue in conventional crowd-
sourcing [1]. As will be seen below the range of expertise and perhaps diligence from 
our crowd is very wide.  Secondly, crowds are likely to be large. We used a crowd of 
27 and although this is tiny in terms of normal crowd sizes, it is far larger than any 
multiple expert studies we are aware of. The closest to crowd-sourced knowledge 
acquisition is the work of Richardson and Domingos [23], using first order probabilis-
tic reasoning to combine the first-order knowledge of a crowd. However, experiments 
were carried out using simulation studies and similar to other multiple expert human 
studies, the human study they carried out contained only four volunteer experts. 

3 Crowd Sourced Knowledge for Document Classification 

Fig. 1 illustrates how we carried out experiments. The contributors C1, C2, …, CN 
create N knowledge bases to classify a large number of training documents.  Evalua-
tion documents are then processed by the knowledge bases and evaluators E1, E2, …, 
EN, (who may be other contributors) who agree or disagree with the classifications 
provided by the knowledge bases.  We then combined the knowledge bases from all 
the contributors in various simple ways to produce an overall crowd-sourced know-
ledge base and again used the evaluation results to assess the quality of the merged 
knowledge. 
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Fig. 1. The Knowledge-Based Crowdsourcing for Document Classification Problem 

3.1 The RDR Document Classifier 

The RDR Document Classifier is based on the research by Kim, Park et al. [10] and 
was developed to classify web pages collected by a web monitoring system [25]. It 
supports hierarchical classification, since people usually organize their classes, con-
cepts, and the categories they choose into a hierarchical structure [26] and research 
results showed that hierarchical classification significantly improves classification 
performance [27-29]. The RDR Document Classifier maintains a hierarchical class 
structure using an n-nary tree, which we call a hierarchical class tree. Each classifica-
tion rule is formed as shown in Listing 1.    

Listing 1. Classification Rule in RDR Classifier 

 
 

The “RULE x” represents the unique identifier of a rule. The 
“LAST_FIRED_RULE” part shows the context how “RULE x” was acquired. That is, 
“RULE x” was acquired to correct a wrong conclusion, “RULE i”. Semantically this 
structure also means that “RULE x” is an exception to the last fired rule, RULE i. A 
new rule is only acquired when the current knowledge base suggests a wrong recom-
mendation(s). No recommendation is also considered a wrong recommendation. If a 
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recommendation is not given, the “LAST_FIRED_RULE” is at the ‘root’ of the 
knowledge base. The “CONDITION = {w1, w2,…, wN}” consists of disjoint N words 
from a document (e.g., ‘Google’ AND ‘Android’). The ‘CONCLUSION’ part 
represents a class, CLASS A in a class tree, where the document that satisfies the rule 
will be located by the system. Each rule specifies only one node of the hierarchical 
class tree.  

The inference process starts with four variables –document D, current rule Rc, tem-
porary conclusion list Ct, and final conclusion list Cf. At the beginning Rc is the root 
rule and Ct and Cf are NULL. First the inference engine retrieves all child rules of the 
given current rule. If there are no child rules, the current rule is added into Cf. If there 
are child rules, the inference engine evaluates all child rules and adds the fired rules to 
Ct. If no child rule is fired, the inference engine adds the current rule to Cf. After 
processing the child rules, the inference engine examines whether or not Ct is empty. 
If Ct is empty, the inference engine returns Cf; otherwise a rule Rj is retrieved from Ct 
and set it as the new current rule (Rc = Rj ) and the inference process is performed 
with the new current rule. More details on the RDR Document Classifier approach are 
provided in [10]. 

3.2 Evaluation 

The contributors C1, C2, …, CN go through all the training documents and each builds 
a knowledge base to give what they believe are appropriate classifications for the 
training documents.  There is no control over how carefully they consider each doc-
ument.  Particularly, for later documents they may simply glance at a document and 
decide to accept whatever conclusion their knowledge base assigns.  The evaluation 
documents are classified by each contributor’s knowledge base and the classification 
results are then evaluated by other contributors (the evaluators).  For each evaluation 
document and for each evaluator five conclusions from other contributors’ knowledge 
bases are randomly selected (excluding the evaluator’s knowledge base).  The evalu-
ator simply agrees or disagrees with each of the five classifications of the evaluation 
document.  From the resulting data the percentage agreement with the conclusions 
from any contributor’s knowledge base can be obtained.  Alternatively the evaluator 
can be evaluated be seeing how often their evaluation agrees with other evaluators. 

3.3 Knowledge-Base Aggregation 

We combined the knowledge bases in very simple ways: 

• Simple Voting (SV): A document is processed by all the contributors’ knowledge 
bases.  The best classification is considered to be the one most frequently as-
signed by the various knowledge bases. This scheme does not consider differences 
in expertise between contributors.  

• Weighted Voting (WV):  The same protocol is then followed as for simple vot-
ing except each classification provided by a particular knowledge base is weighted 
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by the evaluation score for that knowledge base. Again we take the highest ranked 
classification as the classification for the document. 

• Best Contributor (BC): Here we simply take the classification for the document 
provided by the knowledge base with the highest evaluation score and which pro-
vides a classification for the document.  If the best knowledge base provided a 
classification for all documents, then its classification would be used for all docu-
ments.  In practice the best knowledge base will not classify all documents, so the 
best knowledge base for a particular document may not be the best overall. 

4 Experimental Design 

4.1 Document Classification 

A total of 27 Masters students participated in the experiment to classify a total of 
1,100 documents which were collected from five Australian online news websites: 
The Daily Telegraph, The Australian, News.com.au, The Age, and Sydney Morning 
Herald, and also the BBC news website. Each article has a title and main content, and 
the words from either could be used as rule conditions. The documents were divided 
into training set of 1,000 documents and an evaluation set of 100 documents.  

Table 1. Classes given to the Contributors before Classification 

 

Twenty seven Master of Computing course students were asked to use the RDR 
Document Classifier to build rules to appropriately classify the training set. The partici-
pants were asked to classify the documents as if they were a librarian who selects news 
articles for various government departments and/or agencies. Information about the 
Australian government presented in http://australia.gov.au/directories/australian-
government-directories/portfolios-departments-and-agencies was used as a hierarchy 
of department and agencies. A class tree specifying this top-level hierarchy of  
 

State and Territory  

  

Prime Minister and Cabinet Agencies / Australian Capital 
Territory/ New South Wales/ Northern Territory/ 
Queensland/ South Australia/ Tasmania/ Victoria/ 
Western Australia/ Norfolk Island 

Australian Government  

  

Commonwealth Parliament/ Agriculture, Fisheries and 
Forestry/ Broadband, Communication and the Digital 
Economy/ Climate Change and Energy Efficiency/ 
Defence/ Education, Employment and Workplace 
Relations/ Families, Housing, Community Services and 
Indigenous Affairs/ Finance and Deregulation/ Foreign 
Affairs and Trade/ Health and Ageing/ Human Services/ 
Immigration and Citizenship/ Infrastructure and 
Transport/ Innovation, Industry, Science and Research/ 
Resources, Energy and Tourism/ Sustainability, 
Environment, Water, Population and Communities/ 
Treasury/ Courts/ Attorney-General 
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departments was provided at the beginning of the experiment. The tree consists of two 
top categories, “Australian Government” and “States and Territory”. A total of 19 
sub-classes are under the “Australian Government” class and 10 sub-classes are under 
the “States and Territory” class (see Table 1).  Students were expected to classify 
documents into this hierarchy, but could create further sub-classes. We suggested that 
participants might create sub classes up to four levels, and suggested they refer to the 
website above, but they were free to create any depth of classes and any classes they 
liked. Document titles were presented as a list and titles could be clicked to access the 
full document. Participants were expected check the content of a document before 
classifying it, but this was not controlled.  

4.2 Evaluation of Individual Knowledge Bases 

A total of 36 Masters students participated in the experiment.  Each studentÊs know-
ledge base was evaluated by five other students. Since a knowledge base might  
provide multiple classifications for a document we randomly selected one of these 
classifications for the evaluation. 

Evaluation of Contributors. After evaluation, we calculated an error rate for each 
studentÊs knowledge base which gives the proportion of all evaluated classifications 
not agreed to by the evaluators. It is defined as 

, 

where C is the number of evaluations provided by all evaluators for the classifications 
of a student for the evaluation set and Cdisagree is the number of evaluations disagreed 
by the evaluators. Given there were 100 documents C is 500. If a knowledge base 
does not provide classification result for a document, we displayed “no classification” 
as conclusion.   

Evaluation of Evaluators. The accept rate is the proportion of all classifications 
agreed to by an evaluator. It is defined as  

, 

where E is the number of evaluations conducted by an evaluator, and Eaccept is the 
number of evaluations where the evaluator agreed with the classification given. In this 
experiment, the evaluator should evaluate five classifications per evaluation docu-
ment, so E is 500 (100 documents × five evaluators).  We would not expect the ac-
cept rate to be a linear indicator of evaluator performance, as both evaluators who 
agreed with none of conclusions given and evaluators who agreed with all the conclu-
sions given are probably doing a poor job. 

Aggregation of Knowledge Bases. The knowledge bases were then combined as 
above, but for simplicity, classes created by the contributors under the predefined sub-
classes were subsumed into their parent class. For example, the ‘visa’ class under 

C

C
Error disagree=

E

E
Accept accept=
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‘Immigration and Citizenship’ class was subsumed into the latter class.  In the fol-
lowing discussion we are only concerned with aggregation with respect to the top-
level classes that all participants were expected to use.  Error rates between top-level 
class and other classes were compared to assess the effect of aggregation. 

5 Results 

5.1 Individual Knowledge Base Characteristics 

The results indicate considerable differences in the way knowledge was added. Fig. 2 
shows that number of sub-classes added ranged from 0 to 113. It is difficult to know 
whether this is because of differences in knowledge about the documents, a different 
view on the detail required to produce a useable hierarchy, or whether some students 
were unable or unwilling to devote more than minimal time to the task.  On average 
contributors created 49 new classes for their classification task.  
 

 

Fig. 2. Class and Rules 

The number of rules constructed is another area of difference ranging from 89 to 
884. On average the contributors created 396 rules with most contributors creating 
between 200 and 500. Those who create more classes do not necessarily create more 
rules. That is, there is no significant correlation between the number of classes and the 
number of rules (r=0.13).  

Most contributors use from one to four condition words, but three contributors 
used more than five condition words per rule (Fig. 3). The contributors who created 
more rules tended to use more condition words, and the correlation between the num-
ber of rules and the number of condition words is relatively high (r = 0.47). However, 
there is no correlation between the number of new classes and the number of condi-
tion words (r = 0.01).  

As the RDR Document Classifier allows multiple classifications, the number of clas-
sifications is greater than the number of documents. On average the knowledge bases 
provided 2,817 classifications for 1000 documents; on average 43.6 articles per class 
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and 2.8 classifications per article. The maximum classification count is 7,016 and the 
minimum is 1,004. The number of classifications seems to depend more on the number 
of classifications per document than the number of new classes added as the number of 
classifications is not correlated with the number of new classes (r = 0.08).   

 

 

Fig. 3. Conditions and Conclusions 

5.2 Evaluation of Individual Knowledge Bases 

It is possible that the evaluation set may contain documents that are different from 
those in the training data so that the knowledge bases would be unlikely to classify 
such documents.  To try to deal with this we looked at performance on all documents 
and excluding results were a knowledge base failed to classify a document. The re-
sults are summarized in Fig. 4.  Most error rates for knowledge bases are distributed 
in the range of 30.0% to less than 70.0%, but the two highest errors were 84% and 
93%. The error rates decrease, when ‘no class’ classifications were removed.  The 
average error rate with all classification is 44.8%, but average error rate with the “no 
class” classification removed is 41.7%.   
 

 

Fig. 4. Error Rate and Accept Rate Distribution 
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Fig. 4 also shows the accept rate which is a measure of how often the evaluators 
agree with the conclusions given.  There are clearly more evaluators at very high 
agreement levels than knowledge bases at very high error levels. What is of interest is 
that the people who give very high levels of agreement also have the highest errors 
and overall there is a high correlation between error and agreement (r=0.74). The two 
people who had the highest error rates for their knowledge bases also had the highest 
agreement rates. Initially one might expect that if a person knew very little about the 
domain they would agree with about 50% with the evaluations; however, the data 
seems to suggest that if they know very little about the domain, they will agree with 
anything.  On the other hand these may have been students who put little effort into 
the project in either building knowledge bases or assessing. 

The overall error rate has no relation with the number of classes (r =-0.15). How-
ever, the error rate excluding ‘no class’ errors shows a slightly higher, but not signifi-
cant, negative correlation with the number of classes (r =-0.27). The number of rules 
does not have a significant negative relation with the overall error rate (r =-0.20); 
however, the error rate excluding ‘no class’ errors shows a significant negative corre-
lation with the number of rules (r=-0.56). This perhaps suggests that the contributors 
who create more rules probably approach the task thoughtfully and thus have smaller 
error rates.   

 

Fig. 5. Error Rate by Classes and Documents 

It is interesting to speculate how knowledge base performance might relate to the 
characteristics of the concepts. Firstly, error rates may differ between classes perhaps 
because some classes may represent more specific concepts than others, also if a class 
has more documents, it may represent a more general concept. However as shown in 
Fig. 5, no clear picture emerges apart from very high error rates (90%) for the 100 
documents with a no-class classification. This is simply because every document 
should be able to be classified somewhere.   
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5.3 Contribution Aggregation Results 

We considered three methods of combining the classifications from the knowledge 
bases – simple voting (SV), weighted voting (WV) and best contributor (BC).  These 
approaches are unlikely to be the optimal solution for aggregation, but they give sur-
prisingly good results.  Applying the various methods we found the single best con-
clusion according to that method for a specific document.  As discussed this was 
necessarily a top-level classification, because lower level classifications where sub-
sumed into their top-level class. 
 

 

 

Fig. 6. Contribution Aggregation Results 

In Fig. 6, we compare the error rate with the best class to the error rate with the 
other classes, where documents were grouped as having 5 or less classes, 5-10 classes 
and so on. If all documents are considered regardless of the number of classes the 
difference between the best classes and other classes is 16.2%, 13.7%, and 2.7% re-
spectively for simple voting, weighted voting and best contributor. Simple voting and 
weighted voting show very low error rate for the documents that were classified into 
the small number of classes, but higher error rate when documents have larger num-
bers of classes.  
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6 Discussion 

In this research, a number of lay contributors (students) have created knowledge bases 
to classify documents with the classifications being what they thought a government 
librarian might consider appropriate. The contributors evaluated each others’ know-
ledge bases by agreeing or disagreeing with how they classified a set of test docu-
ments. The results were fairly poor in that the average error rate or disagreement rate 
was 45%.  This did not suggest promising results for merging the knowledge bases.  
Surprisingly, however, when the merged classification selected for a document was 
the most frequent classification or the weighted most frequent classification, the 
agreement that such classifications were appropriate was close to 90% for documents 
with a small number of classes.  This would clearly provide an appropriate classifi-
cation framework from a librarian perspective.   

Interestingly the agreement with the other classifications (i.e. excluding the best 
classification), was lower for documents with only a small number of classifications 
assigned than for documents with a larger number of classifications.  We hypothe-
sise that this is related to the type of errors being made.  If a document has only a 
small number of classifications assigned, this is perhaps because the appropriate clas-
sification for the document is reasonably clear-cut and the selection of different clas-
sifications is not because of carefully considered different choices, but simply errors 
and perhaps carelessness.  In contrast as the number of classes per document in-
creases, the level of agreement increases.  This might be because a greater number of 
classes indicates the document can be classified a number of ways or because it is 
unclear how best to classify it.  Either of these might lead to increasing agreement 
when a document has more classes. 

Perhaps surprisingly there was a lower level of agreement with taking the classifi-
cation from the best contributor, that is the best knowledge base overall which pro-
vided a conclusion for that document.  Just because a contributor got the highest 
agreement score for a particular document, does not mean that they chose the conclu-
sion that most people preferred.  

One limitation in the way we carried out the study was that lower level classifica-
tions were subsumed into upper level classifications.  So although simple voting 
techniques might be appropriate for upper level classifications, they may not be ap-
propriate more generally.  In future work we will look at more sophisticated merging 
functions and will also allow the contributors to disagree with another contributor’s 
conclusion by writing rules to correct that conclusion.  This will effectively merge 
the assessment of errors from a knowledge base and the assessment of evaluators, as 
the rules a contributor adds, will not only specify why they chose a particular conclu-
sion but why they disagreed with another contributors classification.  At this stage, 
however, it is an open question of how to merge rules in this way.  
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Abstract. Social networking services have received a lot of attention recently 
so that the discussion of certain issues is becoming more dynamic. Many 
websites provide a new service that displays the list of the trending social 
issues. It is very important to respond to those social issues since the impact on 
organisations or people may be considerable. In this paper, we present our 
research on developing the personalised relevance identification system that 
displays the relevance of social issues to a target domain. To accomplish this, 
we first collected social issue keywords from Google Trends, Twitter and 
Google News. After that, we setup an electronic document management system 
as a target domain that would include all knowledge and activities having to do 
with a target object. In order to identify the relevance of the social issues to a 
target, we applied the Term Frequency Inverse Document Frequency (TFIDF). 
Our experiments prove that we can identify the meaningful relevance of social 
issues to targets, such as individuals or organizations. 

Keywords: Google Trends, Social Issues, Social Networking Sites, Twitter, 
Trending Topic.  

1 Introduction 

Social networking services (SNS) have received a great deal of attention recently 
[15]. These services enable the users to communicate with others in a new way and 
reflect the users’ real-life interests [16]. SNSs do not only change the way that people 
communicate but also increase the speed of sharing information. There are two 
reasons for the latter. Firstly, unlike other online communication services, SNSs 
provide push-based information. For example, while the e-mail is like a letter that a 
person places in somebody else’s mailbox, so that it can be opened when the user 
wants to, SNS can be likened to the user tapping another person’s shoulder and 
forcefully placing a message in the latter’s hand. Secondly, SNS messages are 
broadcasted to all the people linked to the sender while e-mails are sent only to the 
addresses specified by the sender. As the speed of the communication flow has been 
increased by SNS, a large amount of information exists on the Web; and because 
people are social beings and they are curious about what others are doing, there are 
those who want to see what information people are looking for.  
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Many large Internet-based companies think of this as an opportunity. They provide 
the new trend service, based on the data that they have collected. These trend services 
display the list of top trending social issue keywords. For example, Google and 
Twitter provide the new service of showing the list of trending topics in Google 
Trends and Twitter Trending Topics, respectively. While Google Trends displays the 
list of top 10 fastest-rising search terms based on hourly data from Google Search, 
Twitter Trending topic provides the list of top 10 most discussed topics based on 
tweets in Twitter [10]. The flow of Twitter is influenced by the “big mouths” like 
celebrities or special groups. Google Trends, however, is based on the search results 
so that it is affected by general users. According to Rech, among the existing trending 
services, Google Trends provides a highly reliable list of social issues. Google Trends 
is a good indicator of the evolution of world interests in certain topics of search [13]. 
Therefore, if you define the social issues as “the events that many people are 
interested in”, the keywords displayed by Google Trends should be considered as 
representing people’s interests. 

It is very important to respond to these social issues since the impact on an 
organisation or an individual may be massive. If the relevance of a certain social issue 
is known to them as soon as possible, it will enable them to take the opportunities and 
avoid the threats that such a social issue may present for them. Unfortunately, there is 
currently no service that shows the relevance to people of those trending social issues. 

In this paper, we present our research on developing the personalised relevance 
identification system that displays the relevance of social issues to target domains, 
such as individuals or organizations. First, in order to identify the social issues, we 
collected social issue keywords from Google Trends over a period of 195 days, 
approximately 5 months. Each keyword from Google Trends represents a certain 
social issue. However, it is hard to define the exact meaning of each social issue by 
using a certain term from Google Trends since there may an ambiguity. To reduce this 
ambiguity, we decided to extract several related keywords. Since the top 10 social 
issue keywords from Google Trends contain real-time information, the related 
keywords should also be collected from the services, which include real-time 
information, such as micro-blog or Internet news. Therefore, we chose Twitter and 
Google News as the related keyword extractors. In order to identify the relevance of 
social issues to a target, we applied Term Frequency Inverse Document Frequency 
(TFIDF). TFIDF is a common technique for calculating relevance weight. We will 
show the effectiveness of our method by conducting several types of experiments. 

The paper is structured as follows: Section 2 presents the related work, followed by 
the methodology of this proposed system in Section 3. In Section 4, we describe the 
evaluations conducted and discuss the results. Finally, we conclude this paper in 
Section 5. 

2 Related Work 

In various aspects, social networking services have been researched including their 
characteristics [2, 16] and the reason why people are enthusiastic about them. In this 
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regard, there are many works that analyse the behaviour of SNSs: Putnam described it 
as a social capital maintainer. Boyd and Ellison investigated the difference between 
SNSs and other communication services, such as email or messenger [2]. There are 
some researchers who have analysed different types of SNSs, such as Facebook [7], 
YouTube [12], and Twitter [10, 15]. Having the SNSs drawn enormous interest in a 
short time span, trending social issues are becoming more dynamic. Because of this, 
tracking trends recently becomes the important issue in every field [13]. Many 
websites did not miss this opportunity and, consequently now provide the service that 
displays trending topics [16]. The method of trends tracking can be classified as three 
main sections: search-based [10, 16], social networking-based [10, 15] and news-
based tracking trends [11]. Even if they use the same tracking method, the result 
would be different. 

Unfortunately, it is hard to identify the exact meaning of a trending topic by using 
only a keyword from trends tracking services. It is necessary to utilize query 
expansion. Query expansion is widely-used in the field of information retrieval. The 
process of query expansion generally includes four steps: resources selection, seed 
query construction, search results review, and query reformulation [4]. Most 
researchers perform query expansion based on either local or global analysis [1]. 

To develop the personalized system with a certain target object, such as individual 
users or organizations, they always need to provide the digitalized domain. 
Fortunately, most activities of both individuals and organizations are now saved in 
assortment of digital information [9]. Most users utilize the information management 
system that enables them to manage their knowledge in a well-structured and 
categorized. Moreover, those systems offer centralized storage, which covers almost 
all activities of a target object, such as email [3], blog [6] or knowledge management 
system (KMS) [8]. 

To identify the relevance of a query to a certain document, string comparison and 
matching methods are briefly reviewed. A method of string matching that enables the 
system to make decisions using the actual content flow. This method applied in many 
pattern-matching and Web search areas [5]. There are several kinds of methods that 
are widely-used, such as the edit-distance method [14], Jaro-Winkler distance [5], 
Jaccard distance [18] and TFIDF distance [17]. 

3 Personalised Relevance Identification 

In this paper, we present our research on proposing the method that identifies the 
personalized relevance of trends to target objects, such as individuals or 
organizations. To provide the personalized relevance identification system, the 
methodology employed in this research can be divided into four parts, as follows: (1) 
trending social issue keyword collection; (2) related keywords extraction; (3) 
personalized/adapted domain identification; and (4) relevance identification. 



 Social Issue Gives You an Opportunity 275 

3.1 Social Issue Collection 

The first phase deals with the collection of those trending social issues that show what 
people are currently most interested in. Fortunately, many websites provide the 
services that display the trending social issues. For example, Google, Yahoo, and 
Twitter provide the trends service that shows the list of trending topics in Google 
Trends, Yahoo Buzz, and Twitter Trending Topic, respectively. 

Google Trends has been chosen as the social issue keyword collector in this paper. 
Based on hourly data from Google Search, Google Trends provides the list of the top 
10 fastest-rising search terms. The search-terms indicate what topics people are 
interested in and looking for. It is evident that Google Search is currently the most 
popular search engine. Because of this, Rech claims that Google Trends adequately 
provides the most sought after terms and phrases [13]. Thus, Google Trends has been 
chosen as the trending topic collector in this study so that more accurate results will 
be obtained. 

3.2 Related Keyword Extraction 

Even though the top 10 trending social issue keywords per hour were collected, 
ambiguity occurs when the exact meaning of a trend topic is obtained by using each 
trend from Google Trends. For example, let’s assume that “Michael” is one of the 
fastest-rising search terms in Google Trends. Most people may think that the keyword 
“Michael” is a popular American recording artist, entertainer, and pop star. The 
keyword “Michael,” however, may be related to the retired American professional 
basketball player. Therefore, it is necessary to expand a trending keyword by 
extracting some related keywords. As Google Trends displays the list of fastest-rising 
search terms, which are considered as real-time social issue keywords, the related 
keywords must be extracted from services that publish real-time publishing, such as 
micro-blog and Internet news [10]. If related keywords are extracted from general 
documents published at any time, semantically related keywords will be extracted, not 
keywords that are related to the trending social issue. 

In this paper, Twitter and Google News were chosen as the micro-blog and Internet 
news service, respectively. To extract the appropriate related keywords from those 
services, articles related to a Google Trends keyword were first searched. As it is 
necessary to extract documents related to an hourly-trending social issue keyword, we 
extract only articles that people uploads in an hour. After the articles collection, we 
applied Term Frequency (TF) to figure out the most relevant nouns on a Google 
Trends issue keyword. TF weight will be defined by dividing the occurrence count of 
a certain term by the total number of words in the given document [17]. Then, term 
weights are sorted in descending order. The higher the term weight, the more the 
keyword is related. The best number of related keywords will be analysed in the 
evaluation session. 
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3.3 Personalised Domain 

After finishing the trending topic collection, it is necessary to obtain the digitalized 
document management system that contains all activities and knowledge regarding 
target objects, such as individuals or organizations. The document management 
system should be well-structured and categorized. The typical examples of a 
digitalized document management system are email, blog, and Knowledge 
Management System (KMS). Most document management systems are categorized 
the sections by genre. The way to categorize the document is a personal decision so 
that it might be subjective. However, the relevance will be viewed by people who 
classified that way so that it is not an issue. 

Since there is some possibility that KMS in a certain organization contains private 
information, we create the virtual personalized domain by collecting the several kinds 
of food blogs in this paper. Most individual’s blog is concentrated on only few topics 
so it may not show the relevance into various trends. Hence, we constructed and used 
the combination of food blogs as a target domain for this project. The domain was 
categorized by the names of each continent and country. The combination of several 
kinds of food blogs is classified by continent and country folder that is defined by the 
International Cartographic Association (ICA). All food blogs are collected by the 
Google Search, with the form of such search terms as ‘Nation_food_blog’. For 
example, to find the blogs for the ‘japan’ folder, we searched by using ‘Japanese food 
blog’. We collected only the blogs that are shown in the first page of Google Search. 

In the target domain, there are 4 continent categories (e.g. Asia), 14 area categories 
(e.g. East Asia) and 26 countries categories. We crawled 22933 documents. 

3.4 Relevance Identification 

The goal of this paper is to identify the relevance of the collected trending topics to a 
target object. As discussed before, trending social issues are collected by using 
Google Trends, Twitter, and Google news. The target domain for this project 
comprises the combination of various countries’ food blogs. In order to calculate the 
relevance of social issues to the target domain, we applied the Term Frequency 
Inverse Document Frequency method that is widely used in machine learning area. It 
also usually used by search engines to rank a document’s relevance to given a query.  

The way to identify the relevance is described as follows. The set of trending 
keywords contains a Google Trends keyword and several related keywords extracted 
from Twitter and Google news. What we want to obtain is the relevance weight of 
each document to each set of trending keywords. First, the TF was applied. The 
system neglects the documents that do not contain trending keywords. After that, the 
system counts the number of terms in a document and totals them. However, if the 
trending social issue keywords contain common words, such as ‘cook’, it will 
emphasize these words. In order to filter out the common terms, Inverse document 
frequency (IDF) was applied. The IDF weight can be calculated by dividing the total 
number of documents by the number of documents that contain the trending 
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keywords. Therefore, the higher TFIDF weight is calculated by both a higher TF (in 
one document) and a lower DF of the term in the whole target domain [17].  

After calculating the relevance weight, we decided how to visualize the relevance 
of trends to the target domain. Considering different characteristics of each target, the 
way that visualizes the relevance weight is separated by three different types as 
follows. The first type of relevance visualization is document-based relevance 
visualization. This is useful for a user who does not have a large number of 
documents or a complicated structure. The second type is category/folder-based 
relevance visualization. Most organizations have a complicated structure so that it is 
hard to identify all documents for them. Therefore, it might be essential for them to 
understand the highly-related category. The third combines both document-based and 
category/folder-based relevance visualization. 

3.5 Summary 

In this paper, the relevance value (RV) is defined as: 
Gn is one of the top 10 search terms from Google Trends. 

 

n is a number from 1 to 10. Then, the system searched related documents by using 
Google Trends keyword (Gn). Rm and Ri represent the related documents from 
micro-blog, Internet news. To find the highest related keywords, TF was conducted. 
TD is a digitalized domain that contains all information of a target object. D is the 
number of the documents, from 1 to the maximum number, k. To identify the 
relevance of the set of trending keywords to a target domain, we totalled all 
documents’ TFIDF weight. 

4 Evaluation and Discussion 

Evaluations of the proposed system were carried out in order to examine the success 
of the method. With this in mind, we collected data for evaluating the proposed 
method. First, to extract trending social issues, we crawled Google Trends keywords 
for a period of 195 days, approximately over 5 months. As described in the 
introduction, we obtained 17559 unique topics. Secondly, in order to reduce the 
ambiguity of the social issues, we extracted several related keywords from Twitter 
and Google News hourly. The target domain is the combination of different countries’ 
food blogs, which were collected from Google search. In the target domain, there are 
4 continent categories (e.g. Asia), 14 area categories (e.g. East Asia) and 26 country 
categories. We crawled 22933 documents. We collected only the blogs, which are 
shown in the first page of Google Search. Each data set contains one Google Trends 
keyword, several related keywords, date, and relevance weight. We calculated not 
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only each target’s relevance weight, but also the relevance weight of each document 
and each category. 

The first part will describe the reason why we obtained several related keywords. 
To do this experiment, we extracted 10 related keywords for each Google Trends 
Keyword, and calculated their relevance weights. Fig. 1 gathers the relevance weights 
for the number of related keywords. First of all, if we did not obtain any related 
keyword, the relevance weights are almost 0, which is the blue line at the bottom of 
the Fig. 1. In this case, there may be some difficulty to define which social issue is 
highly related to a target object. However, if we extracted at least one related 
keyword, you can clearly see the big difference. This justifies why we need to extract 
the related keywords.  

 

Fig. 1. Relevance weight (using TFIDF) for the number of related keywords 

Even though Fig. 1 represents the importance of the related keyword extraction, it 
is not easy to see how the relevance weights are changed. In this section, we provide 
Fig. 2, which shows the standard deviation, median and average of relevance weights 
for the number of related keywords. As can be seen in the graph, the more we obtain 
the related keywords, the higher will be the standard deviation, median and average 
weights. According to this result, it will be easier to distinguish among documents if 
we extract more related keywords are extracted. 

Next, we consider the appropriate number of related keywords. In Fig. 2, you can 
see the gap between each standard deviation is dwindling. This result might show the 
proper number of related keywords to identify the personalized relevance of social 
issues to a target object. There are two reasons why we would like to obtain the most 
appropriate number of related keywords. First, we have to consider the time needed. 
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We collected related articles from Twitter and Internet news hourly; Tweets are 
almost 90 and news articles are almost 10. It depends on the number of articles that 
people uploads in an hour. Extracting over 10 related keywords may not require a 
long time, but it does require a great amount of time to calculate the personalized 
relevance of a Google keyword and over 10 related keywords to a target. Secondly, 
the number of the related articles is limited. If we extract over 10 related keywords, 
some keywords might not be really related to that social issue. In other words, some 
keywords may just be very general words that have no relationship with a Google 
Trends social issue keyword. Therefore, for these two reasons, it is necessary to 
obtain the suitable number of the related keywords. With this in mind, we present the 
Fig. 3. 

 

Fig. 2. Standard deviation, Median and Average for TFIDF 

Fig. 3 indicates the difference between each standard deviation of the number of 
the related keywords. The number in x-axis represents the number of related 
keywords. For example, the ‘0->1’ indicates that the difference in standard deviation 
between ‘1 Google keyword + 0 related keyword’ and ‘1 Google keyword + 1 related 
keyword’. 

As can be seen in the first section of the graph, 0 to 1, the difference is the highest 
in this graph. Then, the rate of those three sections, ‘1 to 2’, ‘2 to 3’, and ‘3 to 4’, 
follows that of the ‘0 to 1’ section. From the ‘4 to 5’ section, the difference becomes 
similar or less. Therefore, it seems appropriate to extract 5 related keywords hourly. It 
is obvious that 5 related keywords are suitable, so we will conduct the user study of 
the relevance weight accuracy for the number of related keywords in the future. 
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Fig. 3. The difference between each standard deviation of the number of the related keywords 

Table 1. Top10 / Bottom10 of relevance weight (TFIDF) based on related keywords 

 

 
Let’s move on to next step. As mentioned before, the reason for extracting the 

related keywords is to reduce the ambiguity of a Google Trends social issue keyword 
and improve the ability to identify the relevance of a social issue to a target. 

In this section, we examined whether the related keywords that we extracted are 
useful to display the exact meaning of social issue and to identify the relevance of a 
social issue to a target, such as individual or an organization. To do so, we present a 
qualitative comparison among three types of related keywords; 5 related keywords by  
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using TF, related searches from Google Trends, and related keywords from Wordnet. 
To show the various keywords, we choose 20 Google Trends social issue keywords, 
which are the top10 and bottom10 in relevance weight rankings. 

Table 1 covers the related keywords by using TF and their relevance weight. The 
related keywords seem quite understandable and help users to figure out the exact 
meaning of each related keywords. The related searches from Google Trends website 
are also quite understandable and enable the user to obtain the idea of that social 
issue. 

Table 2. Top10 / Bottom10 of relevance weight (TFIDF) based on related searches, WordNet 

 

However, Wordnet is able to extract only very few related keywords. This is 
because most Google Trends keywords are related to a celebrity’s name or an event. 
Wordnet provides semantically related words/terms so that the Wordnet system 
cannot find many related keywords. As you can see in the Table 2, the relevance 
weights of those two groups, the related searches from Google and the related terms 
from Wordnet, are almost 0. However, with the related keywords by TF, they display 
the relevance very clearly. Compared to the other two groups, it achieves much better 
and more recognizable results.  
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Fig. 4. Trend of TFIDF and Jaccard 

In this paper, we used TFIDF as a primary approach to calculate the relevance 
weight of social issues to a target. TFIDF is a widespread technique to calculate 
relevance weights, and it is utilised for ranking relevance weights in most search 
engines. However, TFIDF has never been used in calculating personalised relevance 
of social issue before. Hence, we began an experiment to justify the efficiency of 
TFIDF by comparing it with another relevance calculation approach, Jaccard.  

In order to show a difference of trend between TFIDF and Jaccard weight, we 
ranked each keyword on the basis of its applied relevance value. After that, we ranked 
in ascending order these trending social issue keywords that are applied TFIDF 
method, and compared them with the rank of same keywords that are applied in 
Jaccard. As a result, we can observe some similar trends in both of two methods, 
TFIDF and Jaccard. From this experiment, it is proved that we can obtain the similar 
relevance value regardless of relevance weight approach. For future work, it might be 
good to propose new relevance weighting approach that will suitable to this project. 

5 Conclusion 

As mentioned before, we present our research on developing a system to identify the 
personalized relevance of trends to target objects, such as individuals or organizations. 
The evaluation results proved that we have achieved these three aims: (1) trending 
social issue collection, (2) target domain identification, and (3) demonstration of the 
relevance of the social issue to a target domain. First, we collected social issues from 
Google Trends, Twitter and Internet news. The target domain for this paper is the 
combination of different countries’ food blogs. We constructed the virtual target 
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domain, which is well-structured and categorized, so that the system can identify the 
relevance weight of each document and category. Finally, we applied the TFIDF 
method to obtain the personalized relevance of social issues to a target, such as an 
individual or an organization. 

We conducted several types of experiments. Firstly, we proved that it is necessary 
to extract the related keywords and showed the appropriate number of related 
keyword in this paper. We analysed and compared the extracted related keywords by 
using TF with other related keywords groups. The advantage of our related keywords 
is proved. We also analysed the comparison between TFIDF and Jaccard to prove the 
efficiency of TFIDF. As mentioned in evaluation part, for the future work, we will 
conduct further analysis and evaluation, including user study.  
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Abstract. This paper presents research relevant to predicting future
editing by Wikipedia editors. We demonstrate the importance of each
characteristic and attempt to clarify the characteristics that affect predic-
tion. Clarifying this can help the Wikimedia Foundation (WMF)
understand the editor’s actions. This research adopted the increase in
prediction errors as the means of evaluating the importance of a char-
acteristic and thus computed the importance of each characteristic. We
used random forest (RF) regression for calculating the importance. Char-
acteristic evaluation in our experiment revealed that the past number of
edits and the editing period increased predictive accuracy. Furthermore,
information regarding earlier edit actions clearly contains factors that
determine future edit actions.

Keywords: Wikipedia Participation Challenge, feature importance, ran-
dom forest, prediction.

1 Introduction

This research problem was raised in a data-mining contest conducted by ICDM
in 2011. Wikipedia is a free, web-based, collaborative, multilingual encyclopedia
project supported by the non-profit Wikimedia Foundation (WMF). Since 2001,
Wikipedia has become the largest and most popular general reference knowledge
source on the Internet.

However, Wikipedia growth has recently slowed significantly[1]. In particular,
WMF has reported that between 2005 and 2007, newbies started having real
trouble successfully joining the Wikimedia community. Before 2005, in the En-
glish Wikipedia, nearly 40% of new editors were still active a year after their
first edit. After 2007, only 12 to 15% of new editors were still active in the same
period. Post-2007, many people were still trying to become Wikipedia editors.
What had changed, though, was that they were increasingly failing to integrate
into the Wikipedia community, and failing was increasingly quickly. The Wiki-
media community had become too hard to penetrate. Therefore, it is important
to understand quantitatively what factors determine an editor’s future (i.e., why
they continue editing, change the pace of editing, or stop editing), in order to
ensure that the Wikipedia community can continue to grow in size and diversity.

D. Richards and B.H. Kang (Eds.): PKAW 2012, LNAI 7457, pp. 285–297, 2012.
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The Wikipedia Participation Challenge [2], sponsored by WMF and hosted
by Kaggle, requested contestants to build a predictive model that would accu-
rately predict the number of edits a Wikipedia editor would make in the next
five months based on his edit history. Such a predictive model might help WMF
determine how people can be encouraged to become, and remain, active con-
tributors to Wikipedia. The winning solution to the challenge was announced at
ICDM.

We now explain the problem setting of the contest. The problem was to con-
struct a model that would predict how many edits would be made during the
five months from 2010-09-01 to 2011-02-01 by using the past editing record,
covering the period from 2001-01-01 to 2010-08-31. A prediction was made for
each editor. Each predictive model’s accuracy was measured by its Root Mean
Squared Logarithmic Error (RMSLE). Ninety-six models were submitted in the
contest. Wikipedia accepted some of the high-precision solutions. However, the
best method was not determined. The importance of the used feature space was
not calculated, even though that knowledge is important for understanding what
factors determine an editor’s future. Another project similar to Wikipedia will
probably arise at some point and will face the same problem. Whether this leads
to that understanding is important for future problem design. The purpose of
this research is to clarify the importance of the characteristics found to affect
prediction.

Section 2 describes related works. Section 3 identifies the selected charac-
teristics. Section 4 discusses how to calculate characteristic importance. Sec-
tion 5 describes our experiment and presents its results. Section 6 presents our
conclusions.

2 Related Work

The global slowdown of Wikipedia’s growth rate was studied in [3]. This source
compared the growth problem in the present condition of Wikipedia with a so-
ciety that has matured. There are also increasingly complex patterns of conflict
and dominance, which may be the consequence of the increasingly limited op-
portunities to make novel contributions.

Ref. [4] used additional data uniquely extracted from Wikipedia in addition
to the data provided by WMF and made highly accurate predictions. The cen-
tral idea of this prediction method is to use many characteristics in the learning
algorithm. The strategy was to construct a large number of characteristics to
feed into the learning algorithm to ensure that maximum information would be
available to the learning process. In addition, 206 of the characteristics involve el-
ements that characterize an editor’s work, such as the percent of articles edited
by the user that were unique, the percent of edits that were new or original,
the percent of edits that had comments, whether or not the user was blocked
before the end of the observation period, and so on. The importance of each
characteristic was computed by the random forest method, and the result sug-
gested that the time scale and the number of edits were the most important for
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predicting the future number of edits. However, this result is contrary to our
expectation that characteristics involving an editor’s own characteristics would
have low importance. The result does not suggest that the amount of informa-
tion can serve as a characteristic for prediction. Its predictive accuracy surpassed
43.2% of the WMF baseline predictive model. Ref. [5] made predictions using
only the number of edits and the time. Its predictive accuracy surpassed the
41.7% of the WMF baseline predictive model. The number of edits and the time
are thus highly important for predictive accuracy. In [6], predictions were made
using several characteristics. Some characteristics are not included in the above-
mentioned approaches. The predictive accuracy was 0.881. This improved the
40.5% standard of WMF. New knowledge was acquired, although the accuracy
is low as compared with related research since the related research differs in the
characteristics used.

In addition to Wikipedia, online user’s behavior has been explored and ex-
ploited in social tagging [7,8] , blogging [9],and on Twitter [10].

3 Feature Space

To construct a regression model, an explaining variable is chosen with refer-
ence to accumulated knowledge based on proof drawn from past research. Our
research seeks to discover characteristics involved in prediction. Therefore, we
chose a characteristic vector that may express an editor’s characteristics in ac-
cordance with certain standards. Time information is first explained based on a
standard that only partly exists.

Fig.1 indicates that the number of editors doubled in 2010. This suggests the
importance of recent data over old data. In other words, data prior to 2010
contained only half the information of editors.

Next, Fig.2 expresses the relation between edit participation time and the
number of edits. The edit participation date refers to the date of the first edit
after January 1, 2001. A small number of edits were done if the edit participation
date is close to the current date. The correlation of the edit participation date and
the number of edits is low except for this. As mentioned above, the importance of
past information is low, although information about the latest edit is important.
The time element was also considered. The standards for characteristic selection
are given below.

(1) Characteristic specifying the number of edits. The number of previ-
ous edits is important for predicting the number of future edits.

(2) Editor characteristics. The editor’s own characteristics may influence
the editor’s future actions. It is necessary to investigate this relation.

(3) Characteristic describing the article. The characteristic specifying the
article that the editor edited is also used. It is necessary to investigate its
hidden causal relationship with the editor’s actions.

(4) Characteristic that considers time information. Based on Figs.1 and
2, the characteristic considering time information is important and is
required in order to verify the result.
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Fig. 1. Relation between time and the number of editors

The feature space chosen from the above standard is presented in Table 1.
Section 3.1 discusses the time-division method used to increase the prediction
accuracy. The characteristic chosen from each standard is explained in Section
3.2 to Section 3.5.

3.1 Time-Division Method

We searched for a time-division method whose prediction accuracy would be
higher. Because time-series data are accumulated in each fixed period, the method
of time division influences the prediction accuracy. In a model with high predic-
tion accuracy, this is a very important characteristic.We compared the prediction
accuracy of the period acquired from a division-into-equal-parts rate method and
from the following formulas.

Step1. Let Tp be the end time of the period before the period that should be
predicted. Let T0 be the starting time.

Step2. T(p−1) = Tp − d , where d is a constant representing the length of a
period that should be predicted.

Step3. T(p−n) = T(p−1) − 2n, where n = −4,−3, .., 12.
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Fig. 2. Relation between edit participation date and the number of edits

3.2 Characteristic Indicating the Number of Edits

Total Number of Edits(1-2). Characteristic 1 is the sum of the number of
edits obtained from the number of edits time-series vector (1), and characteristic
2 is the sum of the number of articles (2). An editor with a large number of
previous edits is likely to produce a large number of future edits. Moreover, an
editor who is editing many articles has a deeper relation with Wikipedia than
those who edit a single article. We converted these values into natural logarithms
because a very wide range was seen in the data.

Change in the Number of Edits(18-21). The change in the number of
edits refers to the difference in the number of edits totaled for each period.
The number of edits, whether increasing or decreasing, and the future number
of edits should be closely related, so this characteristic was used. The rate of
increase of the number of edits is the value which divide the number of periods
in which the number of edits are increasing by the number of periods (18). The
rate of decrease of the number of edits is the value which divide the number of
periods in which the number of edits are decreasing by the number of periods
(19). Moreover, the maximum increase in edits (20) and the maximum decrease
in edits (21) are also characteristics.
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Table 1. Outline of Feature Space

No. Feature@

(1-2) Natural logarithm of total number of revisions and articles.
(3-8) Rate of edits to name spaces 0-5.
(9-10) Average number of edited characters and rate of additional characters.
(11) Sum of influences.

(12-13) Number of edits reverted by oneself and others.
(14-15) Number of articles in procedural and evaluative categories.
(16-17) Number of redirect articles and articles with related content.
(18-19) Increase rate and decrease rate of number of edits.
(20-21) Maximum increase number and decrease number of number of edits.
(22) Average number of article title characters.

(23-25) Average, maximum and minimum number of comment characters.
(26-28) Number of edit periods, active edit periods and length of time.
(29-32) Sum of characters, influences, increases and comments edited during the last period.
(33-39) Weighted sum of characters, influences, increases, comments, revisions and articles.
(40-55) Natural logarithm of number of edits divided by time periods (yt).

Number of Edits for Each Period(40-55). The number of edits is the
total of the number of edits for each period. We converted these into natural
logarithms because a very wide range was seen in the data. Let y1 be the period
from the start of a Wikipedia project. Let y17 be the most recent period. Since
there were very few samples of y1, the characteristic after y2 was used.

3.3 Editor Characteristics

Rate of Edits to Name Spaces(3-8). The edit rate Ri of a given editor’s
name space i is denoted by the following formulas.

Ri =
Ci∑
5
i=0 Ci

(1)

Ci =
∑n

x=1 |Δci(x)| (2)

Here, Δci(x) is the number of characters in the x-th edit of name space i. The
edit rate of name spaces 1 (3) through 5 (8) is used. As an editor’s characteristic,
those who edit an article in the user name space or the Wikipedia name space in
addition to the standard name space can say that it is important. For example,
those who edit name spaces 4 and 5, which are Wikipedia name spaces, are
considered to manage other editors’ work. The probability that they belong to
the Wikipedia community is high.

The Number of Edit Characters(9,10). The average of the number of edit
characters (9) is calculated without taking the absolute value. The character
addition rate (10) is the rate at which the number of edit characters takes a
positive value. Here, the addition of a character and the rate of deletion were
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expressed in two characteristics. For example, editors can be divided into those
with many character additions and those with few character additions. The
average of the number of edit characters for a person with the same rates for
added and erased characters is set to 0. For other cases, a higher rate of the
number of added characters results in a positive value, and a higher rate of the
number of erased characters results in a negative value.

Degree of Influence(11). The characteristic denoted by the following formulas
is defined as the degree of influence on an article.

i =

⎧⎪⎨
⎪⎩

Δc

c
(Δc ≥ 0)

|Δc|
c−Δc

(Δc < 0)
(3)

Here, Δc is the number of edit characters, and c is the number of characters
in the article after editing. This takes the maximum value 1 when Δc ≥ 0 and
|Δc| = c , i.e. when a new article is created. It takes the minimum value -1 when
Δc < 0 and |Δc| = c i.e. when an article is deleted. The degree of influence
on an editor’s Wikipedia article is measured by totaling this value for all of the
periods. This characteristic is used in order to investigate the relation between
the degree of influence and the number of edits.

Reversions(12,13). Ref. [3] indicated that the strife within the exclusive
Wikipedia community may lead to a reduction in editing. The number of times
revisions were made in person (12) and the number of times revisions were made
for others (13) were obtained from the revision data. For example, an editor with
a large number of revisions made in person is considered to perform such edit
activities while highly motivated to correct the article content. An editor with a
large number of revisions for others suggests the probability that the edits will
be controlled is high.

Comments(23-25). Information about the number of characters in comments
for each edit is used. The number of characters in comments could express the
volition of the editor’s activity. We use the average number of comment charac-
ters (23), the maximum number (24), and the minimum number (25). However,
a comment given automatically is not classified at this time since its semantic
importance is not high.

Periods(26-28). Information about the period and time required to perform
edits is used. The number of periods (26) expresses the time from the first edit
to the last edit. Time is measured as a difference in UNIX time (28). There is a
period when an edit is not performed even once. A period which does not include
such a period was defined as the active period (27). These characteristics were
used in order to investigate the relation between future actions and the periods.
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3.4 The Article(14-17,22)

Category, redirection, related article, and title information from an edited article
is used. Information was classified into procedural and evaluated categories based
on the meaning. The procedural category (14) refers to Deletion, Mediation, and
Arbitration. Any article in which there is a discussion on deletion, mediation, or
arbitration belongs in this category; good articles and featured articles belong in
the evaluated category (15). Any article evaluated by the Wikipedia community
belongs in this category. The article contents could be classified into these two
types and totaled separately since the semantic difference is great. For example,
a person who edits an article in an evaluated category may be considered to have
a deep relation with the Wikipedia community.

For redirection (16) and related articles (17), the number of edits to the article
was totaled. The number of title characters was also taken as a simple average
(22). Although there is no semantic importance in these, the characteristic was
introduced in order to explore any potential hidden relationships.

3.5 Consideration of Time Information

The number of edit characters, the degree of influence, the increase in the number
of edits, the number of comment characters, the number of edits, and the number
of articles can be totaled for each period. The number of edit characters (29), the
degree of influence (30), the increase in edits (31), and the number of comment
characters (32) of the final period are used as characteristics. The weighted sum
of these (33-37), the number of edits (38), and the number of articles (39) are
also used as characteristics. The weighted sum is the sum of the amount of
information expressed by the following formula.

Sw =

p−1∑
t=1

100

p− t
It (4)

Here, It is the above-mentioned amount of information during period t. The
weight takes a maximum value of 100 in the period before the prediction pe-
riod. The result is the sum of what added the time meaning to the amount of
information.

4 Calculating Importance

We now describe the method for calculating the importance of a characteristic.
When evaluating the importance of a characteristic over a predictive model, it is
useful to determine to what extent prediction errors increase if the characteristic
is not used. This research defines the increase in this prediction error as the char-
acteristic importance. If the prediction error increases when this characteristic
is not used, the characteristic has high importance; if the inverse were true, the
characteristic is not important.
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The random forest (RF) regression method is used to calculate the impor-
tance. RF regression, as proposed in [11], is a form of ensemble learning em-
ploying many decision trees as a weak study machine and determines a final
predicted value by averaging each decision tree. First, the sample set used for
learning each decision tree is generated with a bootstrap method. The m char-
acteristics of the M-characteristic set are then chosen at random, and a decision
tree is built. The prediction error totaled from many such decision trees can be
made into an importance measure.

We use two importance measures, MSE and purity, for calculating character-
istic importance. The MSE importance of characteristic xj is the difference in
the mean squared error (MSE) between using and not using the characteristic.
The Z score performs scaling using the standard deviation of this value. In [12],
the result of not performing scaling suggests that the statistical value is high.
This research demonstrates the MSE importance without performing scaling. If
the MSE importance of characteristic xj is set to V I(xj), the following formulas
apply.

xi,πj = (xi,1, . . . , xi,j−1, xπj(i),j , xi,j+1, . . . , xi,p) (5)

V I(k)(xj) =

∑
i∈β(yi − fk(xi))

2

|β| −
∑

i∈β(yi − fk(xi,πj ))
2

|β| (6)

V I(xj) =

∑
k∈T V I(k)(xj)

|T | (7)

Here, xi,πj is a vector in which the value xi,j of variable j of sample i is replaced
with xπj(i),j , which is the value of a randomly selected variable πj(i). T is a
decision tree set. The purity importance is the average amount by which the
decision tree error improved due to characteristic xi. If the purity importance of
characteristic xj is P (xj), the following formula applies.

P (xj) =
1

|T |
∑
k∈T

∑
d∈Dk

(Sd − (SdR(xj) + SdL(xj))) (8)

Here, Dk is a node set of a decision tree, Sd is the error square sum before the
decision tree branches, SdR(xj)is the error square sum on the right-hand side of
the node branched according to characteristic xj ,and SdL(xj) is the error square
sum on the left-hand side of the node branched according to characteristic xj .

This research determines the relative MSE importance of each characteristic as
the MSE importance divided by the maximum MSE value of the characteristic.
This importance is also computed in [4]. If the relative MSE importance of
characteristic xj is rV I(xj), the following formula applies.

rV I(xj) =
V I(xj)

max (V I(x))
(9)
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5 Experiment

R, an open-source statistical-analysis software package, was used for analysis
and regressive prediction. We used Java for calculating the feature space and
random forest[13] , a component of R, for the RF method.

5.1 Data Set

The data set consisted of the full history of the editing activities of semi-randomly
sampled active editors of the English Wikipedia (the first six namespaces only)
active from January 1, 2001, to September 1, 2010. This data was used in the
ICDM contest. During this period, 4,012,171 editors made a total of 272,213,427
edits in the English Wikipedia. Using the following sampling strategy, the data
file is seen to consist of 44,514 sampled editors who contributed a total of
22,126,031 edits.

The WMF did not use a random sample because between 80% and 95% of
those editors would have stopped editing. For such a sample, a constant pre-
diction model would score very well (low RMSLE) but would not be helpful to
the WMF. They therefore sampled editors who made at least one edit between
September 2009 and September 2010, and extracted the full editing history for
the sampled editors. For each edit, the available information includes its user
ID, article ID, revision ID, namespace, and timestamp.

5.2 Result

We computed the random-forest importance as in the model of [4] , in order to
discuss the used characteristic. The MSE and purity of all of the characteristic
quantities are seen in Fig.3. Furthermore, the top 20 most important character-
istics based on relative MSE importance are listed in Table 2.

The strategy of [6] is the same as that of the model of [4], which is to construct
many characteristics to confirm much of the information that would be available
to the learning process and to find hidden relationships. In contrast, [5] achieves
high prediction accuracy using data representing the number of edits, the number
of articles, and the editing period. These characteristics also are included in
[6], and the number of training samples made little difference. As mentioned
above, a compensation algorithm reflecting an editor’s latest prediction trend is
considered to raise the prediction accuracy.

Next, we discuss the characteristics selected . In [4], many characteristics ex-
pressing an editor’s attributes besides the number of edits are used. The results
indicated that the time and the number of edits played the most important roles
in predicting future editing; the attributes of the edits themselves, e.g. names-
pace, comments, and block, played a lesser role. Our study indicates the same
result. Some characteristics, such as an article attribute indicating that a hid-
den relationship exists, had little importance. We had anticipated that reducing
the number of edits due to reversion as seen in [3] would influence prediction.
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Fig. 3. MSE and purity importance

However, reversion also had little importance. In Fig. 3, the importance of re-
version is less than half that of the other characteristics. The number of edits,
number of articles, and editing time were highly important, as also indicated
by related work. Furthermore, uniquely defined characteristics, such as weighted
information and influence on the article, were highly important. In Table 2, the
weighted sum of information on the number of edits was 1.464 times more impor-
tant than the total number of edits. Furthermore, the characteristic ranked 20th
in importance had only 14% of the importance of the top-ranked characteristic.

In Fig. 3, the top 20 characteristics contain only the number of edits, the
edit period, the weighted sum of information, and the influence. The weighted
sum of information was highly important. Based on this, a characteristic that
considers the time information is useful in prediction. Characteristics concerning
the article, such as its category, had little importance. These characteristics were
hardly related to the number of edits. Characteristics indicating the number of
edits were ranked y4, y3,y2,and y5 sequentially from the top within the top 20.
y4 expresses the period from 767 days ago to 255 days ago. y3 expresses the
period from 1791 days ago to 767 days ago. y2 expresses the period from 3839
days ago to 1791 days ago. y5 expresses the period from 255 days ago to 127
days ago. These periods include rather old information, and recent information
had little importance. This result differs from the original expectation. A factor
related to future editing was revealed in these periods. To summarize the above,
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Table 2. Relative MSE importance

No. Feature Importance
38 Weighted sum of information(the number of edits) 1.000
1 Total number of revisions 0.683
28 Time from the edit start to the latest edit(UNIX) 0.664
39 Weighted sum of information(the number of articles) 0.550
36 Weighted sum of information(the number of decreasing edits) 0.508
27 Number of active edit periods 0.482
37 Weighted sum of information(comment length) 0.483
43 The number of edits(y4) 0.444
2 Total number of articles 0.437
35 Weighted sum of information(the number of increasing edits) 0.416
34 Weighted sum of information(influence) 0.349
20 Maximum increase number of edits 0.294
11 Sum of influences 0.288
42 The number of edits(y3) 0.285
21 Maximum decrease number of edits 0.282
41 The number of edits(y2) 0.271
26 Number of edit periods 0.260
19 Rate of decrease number of edits 0.220
33 Weighted sum of information(the number of characters) 0.156
44 The number of edits(y5) 0.146

the characteristics that should be used to predict the number of future edits are
the past number of edits, the number of editorials, and the editing time from the
past to the present. Other characteristics (e.g., the comment head) that consider
the time values also raise the prediction precision. We also found some factors
clearly related to previous editing.

6 Conclusion

This research compared characteristics that could be used in a model for pre-
dicting a person’s future edits based on past editing information and clarified
the most important characteristics.

We used the number of edits, the editor’s own data, data concerning the
article, and time information as the feature space. The increase in the prediction
error when a characteristic was not used was taken to represent the importance
of that characteristic, and the importance of each characteristic was computed.

Characteristics that consider the past number of edits, the number of articles,
the information acquired during the edit period from the past to the present,
and time were found to raise the prediction accuracy as a result of characteristic
evaluation in our experiment. These characteristics are thus more important
than other characteristics. It also became quite clear that previous edits contain
factors determining future edits.
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Abstract. We analyzed three functions of Twitter (Favorite, Follow and
Mention) from network structural point of view. These three functions
are characterized by difference and similarity in various measures de-
fined in directed graphs. Favorite function can be viewed by three differ-
ent graph representations: a simple graph, a multigraph and a bipartite
graph, Follow function by one graph representation: a simple graph, and
Mention function by two graph representations: a simple graph and a
multigraph. We created these graphs from three real world twitter data
and found salient features characterizing these functions. Major findings
are a very large connected component for Favorite and Follow functions,
scale-free property in degree distribution and predominant mutual links
in certain network motifs for all three functions, freaks in Gini coefficient
and two clusters of popular users for Favorites function, and a structure
difference in high degree nodes between Favorite and Mention functions
characterizing that Favorite operation is much easier than Mention op-
eration. These finding will be useful in building a preference model of
Twitter users.

1 Introduction

Grasping and controlling preference, tendency, or trend of the consuming public
is one of the important factors to achieve economic success. Accordingly, it is
vital to collect relevant data, analyze them and model user preference. However,
quantifying preference is very difficult to achieve and finding useful measures
from the network structure is crucial. The final goal of this work is to find such
measures, characterize their relations and build a reliable user preference model
based on these measures from the available data. As the very first step, we focus
on Twitter data and analyze the user behavior of three functions (Favorite,
Follow and Mention) of Twitter1 from the network structural point of view,
i.e., by using various measures that have been known to be useful in the graph

1 http://twitter.com/
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theory and identifying characteristic features (difference and similarity) of these
measures for these functions.

User behavior of these three functions are represented by different directed
graphs. Favorite function can be viewed by three different graph representations:
a simple graph, i.e., single edge from a Favorer to a Favoree, a multigraph, i.e.,
multiple edges from a Favorer to a Favoree, and a bipartite graph, i.e., single edge
from a Favorer to a Favoree treating a user with both a Favorer and a Favoree as
two separate nodes. Likewise, Follow function can be viewed by one graph rep-
resentation: a simple graph, i.e., single edge from a Follower and a Followee, and
Mention function can be viewed by two different graphs: a simple graph, i.e. sin-
gle edge from a Mentioner (sender) to a Mentionee (receiver) and a multigraph,
i.e. multiple edges from a Mentioner to a Mentionee. We have created these net-
works from three different Twitter logs (called ”

¯
Favorites network”, ”

¯
Followers

network”, and ”
¯
Mentions network”) and used several different measures, e.g.

in-degree, out-degree, multiplicity, Gini coefficient, etc. Extensive experiments
were performed and several salient features were found. Major findings are that
1) Favorites and Followers networks have a very large connected component but
Mentions network is not, 2) all the three networks (both simple and multiple)
have the scale-free property in degree distribution, 3) all three networks (simple)
have predominant three-node motifs having mutual links, 4) Favorites network
have freaks in Gini coefficient (one of the measures), 5) Favorites network have
two clusters of popular users, and 6) Favorites and Mentions networks differ in
structure for high degree nodes reflecting that Favorite operation is much easier
than Mentions operation. In this paper, we propose to analyze multigraphs by
using two new measures, i.e., correlation between degree and average multiplic-
ity, and correlation between degree and Gini coefficient. In our experiments, we
show that these measures contribute to clarify a structure difference between
Favorites and Mentions networks.

Twitter, a microblogging service, has attracted a great deal of attention and
various properties have already been obtained [3] [4], but to our knowledge, there
have been no work to analyze the user behavior from network structural point
of view. We believe that the work along this line will be useful in understanding
the user behavior and helps building a preference model of Twitter users.

The paper is organized as follows. We briefly explain the various measures we
adopted in our analysis in 2, three networks ( Favorite, Follow, and Mention) in
3. Then we report the experimental results in 4 and provide some discussions
regarding our observations in 5. We end this paper by summarizing the major
finding and mentioning the future work in 6.

2 Analysis Methods

According to [1], we define the structure of a network as a graph. A graph
G = (V,E) consists of a set V of nodes (vertices) and a set E of links (edges)
that connect pairs of nodes. Note that in our Favorites, Followers or Men-
tions network, a node corresponds to a Twitter user, and a link corresponds to
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favoring, following, or mentioning between a pair of users. If two nodes are
connected by a link, they are adjacent and we call them neighbors. In directed
graphs, each directed link has an origin (source) and a destination (target). A
link with origin u ∈ V and destination v ∈ V is represented by an ordered
pair (u, v). A directed graph G = (V,E) is called a bipartite graph, if V is
divided into to two parts, Vx and Vy , where V = Vx ∪ Vy , Vx ∩ Vy = ∅, and
E ⊂ {(u, v);u ∈ Vx, v ∈ Vy . In directed graphs, we may allow the link set E to
contain the same link several times, i.e., E can be a multiset. If a link occurs
several times in E, the copies of that link are called parallel links. Graphs with
parallel links are also called multigraphs. A graph is called simple, if each of its
links is contained in E only once, i.e., if the graph does not have parallel links.
In what follows, we describe our analysis methods for each type of graphs.

2.1 Methods for Simple Graph

A graph G′ = (V ′, E′) is a subgraph of the graph G = (V,E) if V ′ ∈ V and E′ ∈
E. It is an induced subgraph if E′ contains all links e ∈ E that connect nodes
in V ′. A directed graph G = (V,E) is strongly connected if there is a directed
path from every node to every other node. A strongly connected component of a
directed graphG is an induced subgraph that is strongly connected and maximal.
A bidirected graph G̃ = (V, Ẽ) is constructed from a directed graph G = (V,E)
by adding counterparts of the unidirected links, i.e., Ẽ = E∪{(v, u); (u, v) ∈ E}.
A weakly connected component of a directed graph G is an induced subgraph
from V ′ obtained as a strongly connected component of the bidirected graph
G̃. We analyze the structure of our networks in terms of the connectivity using
these notions.

In a directed graph G = (V,E), the out-degree of v ∈ V , denoted by d+(v),
is the number of links in E that have origin v. The in-degree of v ∈ V , denoted
by d−(v), is the number of links with destination v. The average degree d is
calculated by

d =
1

|V |
∑
v∈V

d−(v) =
1

|V |
∑
v∈V

d+(v) =
|E|
|V | . (1)

Here | · | stands for the number of elements for a given set. The correlation
between in- and out-degree, denoted by c, is calculated by

c =

∑
v∈V (d

−(v)− d)(d+(v) − d)√∑
v∈V (d

−(v)− d)2
√∑

v∈V (d
+(v)− d)2

. (2)

On the other hand, the in-degree distribution id(k) and the out-degree distribu-
tion od(k) with respect to degree k are respectively defined by

id(k) = |{v ∈ V ; d−(v) = k}|, od(k) = |{v ∈ V ; d+(v) = k}|. (3)

We analyze the statistical properties of these degree distributions.
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Fig. 1. Network motifs patterns

Network motifs are defined as patterns of interconnections occurring in graphs
at numbers that are significantly higher than those in randomized graphs. In our
analysis, we focus on three-node motifs patterns and Figure 1 shows all thirteen
types of three-node connected subgraphs (motifs patterns). According to [5], we
also use randomized graphs, each node of which has the same in-degree and
out-degree as the corresponding node has in the real network [6]. A significance
level of each motifs pattern i is evaluated by its z-score zi, i.e.,

zi =
fi − J−1

∑J
j=1 gj,i√

J−1
∑J

j=1(fi − J−1
∑J

j=1 gj,i)
2
, (4)

where J is the number of randomized graphs used for evaluation, and fi and
gj,i denote the numbers of occurrences of motifs pattern i in the real graph and
the j-th randomized graph, respectively. By this motifs analysis, we attempt to
uncover the basic building blocks of our networks.

2.2 Visualization of Bipartite Graph

A bipartite graph is a graph whose nodes can be divided into two disjoint sets
Vx and Vy such that every links connects a vertex in Vx to one in Vy . We can
construct a bipartite graph from a directed graph by setting Vx = {u; (u, v) ∈ E}
and Vy = {v; (u, v) ∈ E}, and regarding that any element in Vx is different
from any element in Vy . Further, according to [2], we describe a bipartite graph
visualization method for our analysis. For the sake of technical convenience, each
set of the nodes, Vx and Vy, is identified by two different series of positive integers,
i.e., Vx = {1, · · · ,m, · · · ,M} and Vy = {1, · · · , n, · · · , N}. Here M and N are the
numbers of the nodes in Vx and Vy , i.e., |Vx| = M and |Vy| = N , respectively.
Then, the M ×N adjacency matrix A = {am,n} is defined by setting am,n = 1 if
(m,n) ∈ E; am,n = 0 otherwise. The L-dimensional embedding position vectors
are denoted by xm for the node m ∈ Vx and yn for the node n ∈ Vy . Then we
can construct M×L and N×L matrices consisting of these position vectors, i.e.,
X = (x1, · · ·xM )T and Y = (y1, · · ·yN )T . Here XT stands for the transposition
of X. Hereafter, we assume that nodes in subset Vx are located on the inner
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circle with radius rx = 1, while nodes in Vy are located on the outer circle with
radius ry = 2. Note that ‖xm‖ = 1, ‖yn‖ = 2.

The centering (Young-Householder transformation) matrices are defined as
HM = IM − 1

M 1M1T
M , HN = IN − 1

N 1N1T
N where IM and IN stands for

M × M and N × N identity matrices, respectively, and 1M and 1N are M -
and N -dimensional vectors whose elements are all one. By using the double-
centered matrix B = {bm,n} that is calculated from the adjacency matrix A as
B = HMAHN , we can consider the following objective function with respect to
the position vectors X = (x1, · · · ,xM )T and Y = (y1, · · · ,yN )T .

S(X,Y) =
M∑

m=1

N∑

n=1

bm,n
xT
m

rx

yn

ry
+

1

2

M∑

m=1

λm(r2x − xT
mxm) +

1

2

N∑

n=1

μn(r
2
y − yT

nyn),

(5)

where {λm | m = 1, · · · ,M} and {μn | n = 1, · · · , N} correspond to Lagrange
multipliers for the spherical constraints, i.e., xT

mxm = r2A and yT
nyn = r2B for

1 ≤ m ≤ M and 1 ≤ n ≤ N . By maximizing S(X,Y) defined in Equation (5),
we can obtain our visualization results, X and Y for a given bipartite graph.

2.3 Methods for Multigraph

For multigraphs, we denote the number of links from node u to v, i.e., (u, v),
as mu,v. Note that favoring or mentioning between a pair of users may occur
several times during the observed period. We also denote an in-neighbor node
set of node v by A(v) = {u;mu,v �= 0}, and an out-neighbor node set of node v
by B(v) = {w;mv,w �= 0}. Then we can consider a node set C(k) = {v; |A(v)| =
k} for which the number of in-neighbor nodes is k, and a node set D(k) =
{v; |B(v)| = k} for which the number of out-neighbor nodes is k. Thus, by using
these notations, with respect to the number of neighbors k, we can define the
in-neighbor distribution id(k) and the out-neighbor distribution od(k) as follows:

in(k) = |C(k)|, on(k) = |D(k)|. (6)

Note that in case of simple directed graphs, the in- and out-neighbor distributions
are simply called the in- and out-degree distributions, respectively.

Now, we define a set of nodes whose in-degree are not zero by V − = {v ∈
V ; deg−(v) > 0}, and a set of nodes whose out-degree are not zero by V + =
{v ∈ V ; deg+(v) > 0}.

Then, we can define the average in-multiplicity m−(v) for v ∈ V − and the
average out-multiplicity m+(v) for v ∈ V + as follow:

m−(v) =
1

|A(v)|
∑

u∈A(v)

mu,v, m+(v) =
1

|B(v)|
∑

w∈B(v)

mv,w. (7)

For a multigraph, we can define the average in-multiplicity m− and the average
out-multiplicity m+ as follow:
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m− =
1

|V −|
∑

v∈V −
m−(v), m+ =

1

|V +|
∑

v∈V +

m+(v). (8)

On the other hand, with respect to number of neighbors k(> 1), we can define
the average link multiplicity im(k) for a node set C(k), and the average link
multiplicity om(k) for a node set D(k) as follows:

im(k) =
1

|C(k)|
∑

v∈C(k)

m−(v), om(k) =
1

|D(k)|
∑

v∈D(k)

m+(v). (9)

Similarly, for each node v ∈ V , we can define the in-Gini coefficient g−(v) for
v ∈ V − and the out-Gini coefficient g+(v) for v ∈ V + as follow:

g−(v) =

∑
(u,x)∈A(v)×A(v) |mu,v −mx,v|
2(|A(v)| − 1)

∑
u∈A(v) mu,v

, g+(v) =

∑
(w,x)∈B(v)×B(v) |mv,w −mv,x|
2(|B(v)| − 1)

∑
w∈B(v) mv,w

.

(10)

For a multigraph, we can define the average in-multiplicity m− and the average
out-multiplicity m+ as follow:

g− =
1

|V −|
∑

v∈V −
g−(v), g+ =

1

|V +|
∑

v∈V +

g+(v). (11)

With respect to number of neighbors k(> 1), we can define the average Gini
coefficient ig(k) for a node set C(k), and the average Gini coefficient og(k) for a
node set D(k) as follows:

ig(k) =
1

|C(k)|
∑

v∈C(k)

g−(v), og(k) =
1

|D(k)|
∑

v∈D(k)

g+(v). (12)

Here note that the gini coefficient has been widely used for evaluating inequality
in a market [7]. We use this index to evaluate inequality between favoring and
mentioning.

3 Summary of Data

We briefly explain the data we used in our analysis. These data are retrieved
from Favorite, Follow, and Mention of Twitter.

”Favorites” is a function which enables users to bookmark tweets, or to browse
them anytime. We constructed a network with the users as nodes, and the
Favorer/Favoree relations as links. These data are retrieved from Favotter’s ”To-
day’s best.”2 during the period from May 1st 2011 to February 12th 2012. Be-
cause of Favotter’s specification, the retrieved tweets are bookmarked by more

2 http://favotter.net/
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than or equal to 5 users. This directed network has 189,717 nodes, 7,077,070
simple links, and 33,456,690 multiple links3.

”Follow” is the most basic function of Twitter. Users can get the new tweets
posted by persons they are interested in by specifying whom to follow. We con-
structed a network with users who posted more than or equal to 200 tweets
as nodes, and the follower/followee [3] relations as links. These data are re-
trieved from Twitter search4 as of January 31st 2011. This directed network
has 1,088,040 nodes and 157,371,628 simple links. Follow network does not have
multiple links because users specify their respective followers only once.

”Mentions” are tweets which has the user’s names of the form ”@Screen name”
in the text. We constructed a network with users as nodes, and send/receive re-
lations as links. These data are retrieved from Toriumi’s data [8] for the period
from March 7th 2011 to March 23rd 2011. This directed network has 4,565,085
nodes, 58,514,337 simple links and 193,913,339 multiple links.

Statistics of these networks are described for Tables 1 and 2. Here, WCC1 in
Table 1 means the maximal weakly connected components, Em in table 2 means
the number of multiple links. Others are defined in section 2.

Table 1 shows that Mentions network has a smaller WCC1 fraction than the
other two networks. This is understandable in view of the communication aspect
of Mentions because users do not send @-messages to people whom they do not
well. Table 2 shows that Favorites network has smaller m−, m+, g−, and g+

(see equations 8 and 11) than Mentions. This is understandable because only a
few users are heavy favorers and the majorities have much less favorees whereas
in Mentions the distribution of the number of mentions of each user is less
distorted, which makes the average degree of Mentions network larger than that
of Favorites network.

Table 1. Statistics of simple directed networks

|V | |E| |V |WCC1 (|V |WCC1/|V |) d c

Favorites 189,717 7,077,070 189,626 (99.9%) 37.3 0.2109
Follow 1,088,040 157,371,628 1,079,986 (99.3%) 144.6 0.7354

Mentions 4,565,085 58,514,337 1,839,189 (40.3%) 3.2 0.0387

Table 2. statistics of multi directed networks

|V | |Em| d m− m+ g− g+

Favorites 189,717 33,456,690 176.3505 2.1211 1.5024 0.2054 0.0851
Mentions 4,565,085 193,913,339 38.2894 3.6977 3.6574 0.3985 0.2138

3 The number of simple links means that we count the multiple links between a pair
of nodes as a single link.

4 http://yats-data.com/yats/



Network Analysis of Three Twitter Functions 305

4 Results

In this section, we report the results of analysis using various measures explained
in 2.

4.1 Simple Directed Graph

As seen from Table 1, Favorites and Follow networks have each a large weakly
connected component which includes almost all nodes but Mentions network is
not so. Since Mentions network is too large to analyze for all nodes, we use
WCC1 in the following analysis for Mentions network.

Degree Distribution. Figures 2, 3, 4, 5, 6, and 7 are the results of degree
distribution of the three networks. Blue and red diamond marks indicate id and
od (see equation (3)), respectively. The vertical axis indicates the number of
nodes in logarithmic scale. From these pictures, we see that all the networks can
be said to have a scale-free property for both in-degree or out-degree.

Network Motif. Figures 8 and 9 are the results of network motif analysis. The
horizontal axis indicates the motif number explained in 4. In Figure 8 the vertical
axis indicates the frequency of appearance in logarithmic scale, and in Figure 9
the vertical axis indicates z-score (see equation (4)) in logarithmic scale. Red
and cyan bars mean positive score and negative score respectively. From these
figures, we see that there are three predominant motifs: patterns 13, 12, and 8,
which are all characterized by having mutual links, The results of Follow and
Mentions networks are similar to these figures, so we omit showing these results.

4.2 Visualization of Bipartite Graph

Figure 10 is the result of visualization of bipartite graph of Favorites. In this
analysis we used the data retrieved from only July 1st to 7th 2011 because so
many links obscure the graph. Nodes on the outer circle are Favorers, and nodes
on the inner circle are Favorees. Blue and Red nodes are users who are ranked
Favorer/Favoree’s top 10. Only links with more than or equal to 10 multiplicity
are shown by gray lines.

NHK_PR is the official account of NHK’s PR section5, and sasakitoshinao
is the account of freelance journalist. His tweets are on serious and impor-
tant topics, for instance, current news or opinions about it. On the other hand,
kaiten_keiku and Satomii_Opera are regular users of Twitter, and their tweets
are often negative and/or ”geeky”.

From this figure, we see there are two clusters of popular users which are
characterized by their content of tweets, one with serious and important tweets
and the other with negative and/or geeky tweets.

5 Japan Broadcasting Corporation.
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Fig. 2. Favorites network in-degree
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Fig. 3. Favorites network out-degree
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Fig. 4. Follow network in-degree
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Fig. 5. Follow network out-degree
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Fig. 6. Mentions network in-degree
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Fig. 7. Mentions network out-degree
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Fig. 10. Bipartite Graph Visualization

4.3 Multiple Directed Graph

In this subsection, we show the results of analysis using the measures explained
in 2.3. In all the figures below (Figures 11 to 22), plots in blue squares are for
in-degree, plots in red squares are for out-degree and plots in green circles are
for randomized networks. Horizontal axes are all in logarithmic scale.
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Degree Distribution. Figures 11, 12, 13 and 14 are the results of degree
distribution (see equation (6)) for Favorites and Mentions networks. The vertical
axes are frequency (the number of nodes) in logarithmic scale. From these figures,
we see that both networks have a scale-free property, same as the simple directed
networks 4.1. We notice that the distributions for the randomized Mentions
network are shifted right to the real Mentions network, but this is not so for
Favorites network.

Average Multiplicity. Figures 15, 16, 17 and 18 are the average multiplicity
(see equation (7)) for the both networks. The vertical axes are in logarithmic
scale. We notice the difference in correlation between the two networks. On the
average, there are positive correlations between the average multiplicity and the
degree for Favorites network (Figures 15 and 16), but the correlations change
from positive to negative as the degree increases for Mentions network (Figures
17 and 18). Furthermore, the average multiplicity of randomized Favorites net-
work behaves similarly to the real Favorites network, but that of randomized
Mentions network is almost flat across all the range of degree.

Gini Coefficient. Figures 19, 20, 21 and 22 are the results of Gini coefficient
(see equation (10) for the both networks. The vertical axes are in linear scale.
Correlations between the Gini coefficient and the degree and the relation be-
tween the real and the randomized networks are similar to those for the average
multiplicity, i.e., positive correlations for Favorites network ( Figures 19 and
20), positive to negative correlations for Mentions network (Figures 21 and 22)
and more positive correlations for the randomized Favorites network than the
randomized Mentions network.

5 Discussion

The results in subsections 4.1 and 4.3 revealed that all the three networks have
the scale-free property, but we notice that the variance in the degree distribu-
tions for Mentions network is smaller in high out-degree nodes than others. We
conjecture that this is due to the communication aspect of Mention function, i.e.
users do not send many @-messages to people they do not know well and, thus,
there are probably no big hub nodes in Mentions network. Further, this also
explains that the fraction of the maximal weakly connected component (defined
in subsection 3) is smaller than the other networks.

The results in subsection 4.1 revealed that there are a few numbers of pre-
dominant motifs that are characteristic of having mutual links. This accounts
for the fact that, taking Favorites as example, mutual links are easily created
between users who have similar tastes because Favorites network is driven by
preference.
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Fig. 11. Favorites in-degree
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Fig. 12. Favorites out-degree
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Fig. 13. Mentions in-degree
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Fig. 14. Mentions out-degree

The results in subsection 4.2 that there are two clusters of popular users each
corresponding to a particular type of tweets are quite natural and understand-
able. Whether these two are the unique tweets and there are no other such tweets
remains to be explored.

The results in subsection 4.3 indicate that there are substantial difference
in the distributions of multiplicity and Gini coefficient for high degree nodes
between Favorites and Mentions networks. This is explainable considering the
difference in nature of the two functions, Mentions network is driven by commu-
nications between users. Sending/receiving of @-message to/from many people
become less practical, thus less frequent for high degree nodes. Favorites network
is driven by preference. Expressing preference (bookmarking Favorees’ tweets)
is much easier than sending/receiving message, thus relatively more frequent for
high degree nodes.
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Fig. 15. Favorites in-degree
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Fig. 16. Favorites out-degree
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Fig. 17. Mentions in-degree

10
0

10
1

10
2

10
3

10
4

10
5

10
0

10
1

10
2

out−degree

av
g.

 m
ul

tip
lic

ity

random
mention

Fig. 18. Mentions out-degree

The results in subsection 4.3 revealed that there are positive correlations be-
tween the Gini coefficient and the degree for all the range of degree for Favorites
network, but not so for Mentions network. This may suggest that Favorers in
high out-degree tends to preferentially bookmark specific Favorees’ tweets, and
vice versa for Favorees in high in-degree.

6 Conclusion

With the final goal of constructing a new user preference model in daily activi-
ties in mind, we analyzed, from the network structure perspective, the similarity
and difference in the user behavior of the three functions of Twitter: Favorite,
Follow and Mention. User behavior is embedded in the logs that users carried
out these functions, which are represented by directed graphs. Favorite func-
tion was analyzed using three different graph representations: a simple graph, a
multigraph and a bipartite graph, Follow function by one graph representation:
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Fig. 19. Favorites in-degree
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Fig. 20. Favorites out-degree
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Fig. 21. Mentions in-degree
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Fig. 22. Mentions out-degree

a simple graph, and Mention function by two graph representations: a simple
graph and a multigraph. We used three real world Twitter logs to create these
directed graphs and performed various kinds of analysis using several represen-
tative measures for characterizing structural properties of graphs, and obtained
several salient features.

Major findings are that 1) Favorites and Followers networks have a very large
connected component but Mentions network is not, 2) all the three networks
(both simple and multiple) have the scale-free property in degree distribution,
3) all three networks (simple) have predominant three-node motifs having mutual
links, 4) Favorites networks have freaks in Gini coefficient (one of the measures),
5) Favorites networks have two clusters of popular users, and 6) Favorites and
Mentions networks differ in structure for high degree nodes in case of multigraph
representation reflecting that Favorite operation is much easier than Mention
operation although they are similar in case of simple graph representation.
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As an immediate future work, we plan to obtain betweenness centrality, close-
ness centrality, or k-core percolation of Favorites network represented as a multi-
graph to further characterize use behavior and hopefully to extract enough reg-
ularity to model user preference, and pursue the literature review and usefulness
of the model.
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Abstract. Product search engines are essentially unchanged since the inception
of online shopping, providing basic browsing by category and “advanced” key-
word search. This paper presents a user-oriented product search method based on
consumer values and lifestyles that correspond to user purchasing criteria rather
than technical specifications. The technique is suited to relatively infrequent pur-
chases where users possess little domain or market knowledge and existing inter-
faces are difficult to use. We show how to construct a knowledge base to support
a user-oriented product search engine without the need for a domain expert to
manually label the items. We present Lifestyle Car Finder, a user-oriented prod-
uct search system in the domain of new cars. The system incorporates various
modes of navigation (search refinement, a new form of critiquing adaptive to the
user’s query, and breadcrumb trails) and decision support (similar car compari-
son, explanations and technical specifications). We report on a user study showing
that, broadly speaking, users were highly satisfied with the system and felt they
were confident in their decisions.

1 User-Oriented Product Search

Most online shopping search interfaces provide only basic browsing and “advanced”
keyword search using technical features. These interfaces are difficult to use for users
without domain knowledge, especially when products are highly technical and/or where
the market contains many items that are very similar and thus hard to differentiate. The
typical difficulty faced by everyday users is to express their information needs in the
manner expected by the search engine. For some systems, users have to know the brand
or the technical name of the product (e.g. multi-function printer), however naive users
often start with little or no domain knowledge and so need to construct their product
and brand preferences through their interaction with the system, Bettman, Luce and
Payne [2]. With text-based keyword search interfaces, the user has to enter sufficiently
precise keywords for the system to return useful results, however naive users only have
a rough idea of their high-level requirements, and do not know how to express their
needs in technical terms. Adding to the problem, naive users are often casual users, so
there is limited interaction history to tailor the interaction.

This motivates the need for systems that enable users to express their requirements
using needs-based attributes that are meaningful to the user and in accord with the
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naive user’s level of expertise. As far as we are aware, Felix et al. [6] were the first to
explicitly identify needs-based attributes as a means to support naive users in an online
shopping environment, where a needs-based attribute is defined as an attribute that fits
the purpose of the product rather than a technical feature. Their system used particular
needs-based attributes of digital cameras defined in terms of technical attributes but
had only limited search: it was cast as a “sales assistant” that asked questions to elicit
user preferences about attributes of the desired product (based on needs or technical
features) and provided a list of items for consideration (the top 3 of 25 cameras). Users
were asked to compare the two types of interaction. Felix et al. [6] also suggested that
users learn during the course of their interaction with the system. Stolze and Ströbel [14]
apply this “teaching” metaphor to the online product shopping domain and propose an
(unimplemented) system design that combines needs-based and technical attributes in
a constraint satisfaction framework, aiming to support users as they gradually develop
from being novices (requiring needs-based assistance) to experts (preferring technical
information). Since this approach is hypothetical, aspects of how users navigate through
such a search space have not been evaluated.

In this paper, we present user-oriented product search, applying needs-based at-
tributes in a search engine over a realistic product database (the space of new cars).
The basic idea of user-oriented search is to map search in the space of needs-based at-
tributes to search in the space of technical features. We address the following issues:
(i) which needs-based attributes to select in the design of a system, (ii) how to effi-
ciently define those attributes in terms of technical features, and (iii) what support for
navigation and decision support should be provided to the user.

To determine suitable needs-based attributes, values and lifestyles have been long-
been identified as determinants of purchasing intent. The work presented here in the
new car domain is based on consumer values, though in other domains lifestyle may
be more important. A standard marketing methodology elicits values from consumers
which can then be clustered for market segmentation. Perhaps remarkably, the broad
values underlying the purchase of a new car (for illustration but this also applies in
other domains) are relatively stable over time, e.g. Vinson, Scott and Lamont [15] listed
unleaded petrol, high speed, handling, quality workmanship, advanced engineering and
low level pollution emission for one class of buyers, and smooth riding, luxurious inte-
rior, prestige, large size and spacious interior for another class of buyers. The concept
of lifestyle is more difficult to pin down (see Zablocki and Kanter [16]) but specifically
relates to a pattern of consumption reflecting individual choices about how to spend
time and money. The VALS system of values and lifestyles has been used extensively
for market segmentation, Holman [8]. The main point is that the consumer decision cri-
teria on which to base a user-oriented product search engine are fairly consistent over
the population and relatively easy to determine.

In user-oriented product search, attributes of items that relate to people’s purchas-
ing criteria (values and lifestyles) are mapped to the set of items to produce a ranking
of each item along each high-level dimension. The information needs of the user are
expressed through the selection of certain attributes or by using a sliding scale to indi-
cate the preferred value of each attribute. The user can then browse through the space
of items based on their needs-based attributes using a variety of navigation techniques,
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such as search refinement, critiquing and breadcrumb trails, and come to a decision
concerning the items for further consideration using a variety of types of decision sup-
port, such as explanations and technical specifications. The critical problem in any user-
oriented product search system is to determine suitable needs-based attributes, then to
define those attributes in terms of technical features. The size of the product database
is also an issue: we give an efficient method to construct a knowledge base to support a
user-oriented product search engine without the need for a domain expert to manually
label all the items.

Due to the complexity of the search space, a user-oriented search system requires a
variety of navigation modes. One mode of navigation used is critiquing [4], which is
suitable for naive users to explore an unfamiliar space. In contrast to existing critiquing
systems, our critiques are in the space of high-level needs-based attributes, and in order
to provide useful critiques to casual users, we develop a new adaptive critiquing method
based on the user’s initial query, where the two attributes involved in a compound cri-
tique are drawn from those the user considers more important (as derived from their
initial query). The aim is to “personalize” the critiques to the user’s interests and to
provide domain information (that two attributes are typically correlated).

We also present Lifestyle Car Finder, a user-oriented product search system for the
domain of new cars. The system uses 11 high-level needs-based attributes, including 4
primary car types (family car, sports car, city car and off-roader) and 7 secondary at-
tributes (performance, safety features, luxury features, fuel efficiency, eco-friendliness,
towing capacity and car size), plus price. The primary high-level attributes are different
classes of cars that may be overlapping, while the secondary attributes are understood
with respect to the primary class chosen, (so that, for example, a large city car is sim-
ilar in size to small family car). The new car market is highly dynamic (around 4–5
new cars introduced each week in Australia), highly sophisticated (with cars designed
for many different market niches) and highly complex (with around 300 car makes and
2000 models/model variants on the market at any time). It is thus impractical for users
to examine a complete list of new cars when making a decision, motivating the use of a
hybrid approach to navigation and decision support that provides the user with multiple
options at each step. Our system contrasts with the early Car Navigator of Hammond,
Burke and Schmitt [7], which used a database of 600 cars manually labelled into 4
different classes, and where, although users could choose a critique (such as sportier)
that modified several technical features simultaneously, the user is still presented with
a single result along with its technical features and unit critiques along each technical
dimension.

The contributions of this paper are to provide: (i) a method for building user-oriented
product search engines using needs-based attributes, (ii) an efficient method of building
a knowledge base to support such a search engine, involving a new navigation method,
query-based adaptive critiquing, and (iii) a prototype system in the domain of new cars
with a user study demonstrating the effectiveness of the system. The paper is organized
as follows. In the next section, we describe how a knowledge base for use in a user-
oriented search system is defined. The following two sections present a description and
user study of the Lifestyle Car Finder, focusing on the use of the navigation methods
and decision support.
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2 User-Oriented Product Search Engine

In this section, we describe an efficient method of constructing a knowledge base suit-
able for a user-oriented search engine, illustrated with the example of the Lifestyle Car
Finder. This requires a ranking of each item for each needs-based attribute, and a search
and retrieval model for mapping user queries into database queries.

2.1 Ranking Functions for Needs-Based Attributes

For each needs-based attribute, a function defines a ranking of items in the database
indicating how well the item scores on that dimension. Our system uses weighted sums
of technical specifications to define these functions. For example, a luxury attribute
might be defined using:

luxury = 0.2*(power) + 0.4*(suspension) + 0.2*(length) + 0.2*(trimming type)

While information other than technical specifications could be used to define the rank-
ing functions, such as subjective information extracted from user ratings or reviews, it
is a key design criterion for our approach in the domain of new cars that the rankings
be objectively determined from the properties of cars themselves, so that each ranking
can be validated by a domain expert and in principle justified to the user (even though
these justifications will not be presented). This sometimes produces some unexpected
results, since some cars that users think have high values on certain attributes, probably
as a result of advertising, actually have lower values. In this way, the system is “recom-
mending” cars based on their rankings, which in turn partially reflect expert opinion,
rather than just returning a list of search results.

The first task is to define the set of needs-based attributes. The aim is to have a col-
lection of attributes that are meaningful to the user, cover the space of items adequately
(so that all items can be retrieved by some query), differentiate the items sufficiently,
and that can be defined in objective terms. Some attributes may overlap due to natural
correlations in the domain (e.g. fuel efficiency correlates with eco-friendliness). Since
a domain expert has extensive market knowledge and manufacturers tailor products to
this market, finding suitable attributes in the new car domain has not been problem-
atic, though not all consumer values can be used (for example, there is no data on the
reliability and resale value of new cars).

The main challenge to building a knowledge base in support of user-oriented search
is to decide what technical features to use in the definition of each ranking function and
how much weight each feature should hold. We use ranking functions that are linear
weighted sums of technical features. To define the functions, we use a variety of tech-
niques: for attributes where sufficiently complete data is available, expert knowledge
is used to construct a ranking function, whereas for those attributes for which data is
inadequate, machine learning techniques are used to infer missing data and define the
ranking function. The expert provided initial ranking functions using a small number of
features and initial weights. To determine additional features, we used DBSCAN and
EM clustering to discover clusters of cars based on their technical specifications. The
weights were then modified to further differentiate each cluster. Clustering was also
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used to find a threshold for class membership. For example, in the sports car class, we
defined a threshold below which a car is not considered a sports car at all. To further re-
fine the ranking functions and their weights, we used the Pearson correlation coefficient
to determine the correlation of different attributes in each primary class.

For expert-defined ranking functions, it is impractical for the expert to manually
rank all items for each needs-based attribute, since there are typically a large number of
items (around 2000 new cars). We developed the following iterative refinement method.
Initially, the domain expert decides which technical features should be present in each
ranking function. For each function, the expert ranks a small subset of initial items (10
cars consisting of 5 near the top and 5 near the bottom of the ranking). A model is
determined using multiple linear regression, and all items in the database are ranked
using this model. The domain expert is then presented with these and a further set
of items (10 other cars), chosen to give a uniform spread in terms of distance from one
particular item that is itself around a distance of MAD(X) from the median of the set of
cars X (see below). The expert then re-ranks all the items. This process repeats until the
expert judges that no further changes to the ranking function are required. In practice,
the process converges after around three iterations for each function, depending on the
expert’s knowledge and the quality of the available data.

To minimize the work of the domain expert, the additional items presented for re-
ranking are chosen from different parts of the ranked list, but centred on a region where
items are likely to be densely distributed. A measure of dispersion, the median absolute
deviation, is used to find an item whose distance from the median is around this median
abslolute deviation (this could be ranked higher or lower than the median item). Then
for the set X of size n, every (n/10)th item in order of distance from this item is
selected for presentation to the expert at the next stage. MAD(X) is defined as follows:

MAD(X) = medianxi∈X(|xi −median(X)|)

where median(X) is the median of the set X . Reasons to choose MAD over other
dispersion methods such as standard deviation are its robustness and resistance towards
outliers.

In other cases, the ranking functions and their weights are defined using machine
learning algorithms. For safety features, we started with the ANCAP safety ratings
based on crash testing.1 However, ANCAP ratings are limited to a small number of
makes and models so do not include all cars in the database. A Decision Tree learner
was used to classify the cars without assigned safety ratings into discrete bands. The
ranking function for eco-friendliness was defined using multiple linear regression. A
sample dataset was obtained from Green Vehicle Guide, a government website with
ratings of cars in Australia.2 Again, not all makes, models and model variants in the
database are given ratings. From this dataset, we were able to specify the attributes that
should be used in the ranking function, which could then be defined using linear regres-
sion. All final scores are normalized so as to have the same minimum and maximum
values across all attributes.

1 http://www.ancap.com.au/
2 http://www.greenvehicleguide.gov.au/
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2.2 Search and Retrieval

After defining ranking functions to rank items according to each needs-based attribute,
each item is represented in the form of a vector of its values across all the high-level
dimensions. This enables the use of vector operations for distance and the similarity of
items in the search space of high-level attributes. A user’s query is taken to be a vector
indicating the importance of each needs-based attribute. Since the cardinality of the user
query is the same as the cardinality of the items in the database, Euclidean distance is
the distance metric used for comparison of items.

To retrieve k objects that are the most similar to a user’s query, it is impractical to
calculate the distance between the user’s query and every item in the database. A more
practical approach is to use the threshold algorithm of Fagin, Lotem and Naor [5]. With
this algorithm, a threshold for the minimum acceptable similarity is set in advance,
allowing the algorithm to stop searching as soon as k instances with similarity values
over the threshold are retrieved.

3 Lifestyle Car Finder

The Lifestyle Car Finder is a user-oriented product search system that uses needs-based
attributes corresponding to consumer values in the domain of new cars. The Lifestyle
Car Finder uses 11 needs-based attributes, including 4 primary car types (family car,
sports car, city car and off-roader) and 7 secondary attributes (performance, safety fea-
tures, luxury features, fuel efficiency, eco-friendliness, towing capacity and car size),
plus price. These attributes were chosen by a domain expert with extensive knowledge
of the market (including manufacturers’ market knowledge) and of the new car domain,
as attributes suitable to being defined in terms of technical specifications.

The Lifestyle Car Finder uses a variety of navigation modes and types of decision
support. This is because the search space and intended usage of the system is too com-
plex for single approaches to be adequate. Navigation methods include the familiar
techniques of search refinement and breadcrumb trails allowing users to return to an
earlier point in the search (on a search path) and the more unusual (for users) mode of
critiquing. Decision support includes similar car comparison, explanation and technical
specifications.

3.1 Search Interface

Figure 1 shows a screenshot of the Lifestyle Car Finder main page. The 4 primary car
types are at the top, the 7 secondary attributes with sliding scales follow, and the price
attribute is at the bottom, again with a sliding scale. Note that the 4 primary car types are
overlapping, indeed manufacturers deliberately produce cars that are in more than one
primary class. Nevertheless, users are asked to choose one such class. The reason for
this is that the 7 secondary attributes are interpreted in the context of the initial choice
of car type. That is, the qualitative values of the secondary attributes (as shown on the
interface) are relative to the primary class, even though cars in the knowledge base are
ranked along each high-level dimension on the same scale. For example, a large city
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Fig. 1. Lifestyle Car Finder Search Interface

car is around the same size as a small family car. The reason for this design decision is
so that the 5 point scale can be used to more finely differentiate cars within the same
primary class.

Price is surprisingly difficult to model, since all the secondary attributes are of a type
where “more” means “better” whereas for price the opposite is the case. In addition,
some users may have a tight budget and treat price constraints as absolute, whereas
others with a more flexible budget may treat price the same as any other attribute, and
allow price tradeoffs with other attributes. Price is used as a filter in the Lifestyle Car
Finder to remove cars that differ too much from the cars currently viewed by the user.
Price is treated as a “semi-hard” constraint, so that some cars in the result set might be
slightly over the user’s specified price in order to show a few “near misses” to the user’s
query. However, the bounds of this price filter follow a function whose input is the user’s
entered price. Where there is a high density of cars around a price, the price filter acts
more like a hard constraint, but where there is lower density of cars, the filter acts more
like a soft constraint. One reason this makes sense is that when manufacturers compete
on price so that there are many cars with similar prices (e.g. with economy cars), people
typically have tighter budgets.

Users choose qualitative values for the secondary attributes by moving the sliders.
For instance, the user can choose on a 5 point scale from basic luxury features to most
luxury features or a value of not important. At this point, deliberately, the meaning of
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an attribute such as luxury features is somewhat vague for the user. Moreover, different
users have different concepts of luxury (based on their differing experience). However,
at this stage, our main aim is to present users with a reference point from which they can
modify their search using refinement or critiquing according to their own preferences,
and so calibrate their definitions with those of the system.

The user’s initial search criteria are represented as a vector. By doing so, it is possible
to calculate the difference between the user’s search vector and vectors representing the
cars in the knowledge base. The similarity of the user’s query an database items is
calculated in weighted manner so that a higher weight is given to the user’s primary
class.

3.2 Navigation

The Lifestyle Car Finder includes a variety of modes of navigation, including search
refinement, critiquing and breadcrumb trails. There is an inherent design tradeoff in
that multiple search modes make the interface more complicated and potentially more
difficult to use, however without these modes the system would not be able to fulfil its
intended purpose. This is particularly the case with critiquing, since only a small num-
ber of critiques can be presented with any given item. If the critiques do not correspond
to the user’s interests, another mode of navigation must be available to enable the search
to proceed.

The system provides critiques that guarantee one or more results; this means that cri-
tiques must be different for each car. Since computing each critique requires, in effect,
a query to the database, there is a computational tradeoff between the number of results
presented and the number of critiques given per item. We determined that around 30
queries to the database could be performed without perceived loss of response time.
Thus the options were to present 10 cars with 3 critiques, 7 cars with 4 critiques, or 5
cars with 5 or 6 critiques. It soon became clear when trialling the different approaches
that 3 critiques were too few to be useful, and 5 cars were too few to provide sufficiently
many relevant results. Hence the Lifestyle Car Finder provides 7 results with up to 4
critiques per item. This design decision partly reflects a domain-dependent property
of the new car market in Australia, with 7 results covering all the major manufactur-
ers. To ensure sufficient diversity of the result set, c.f. McCarthy et al. [12], Kelly and
Bridge [10], model variants of the same car are filtered out: for each model, only the
highest ranked variant is presented to the user in the search results page.

Search Refinement. Figure 2 shows the search results page corresponding to the query
in Figure 1. At the top of the page, users can refine their initial search criteria by re-
adjusting the sliders. This search refinement however, does not allow users to change
their primary product class. To change the primary class, users need to start a new
search.

Search refinement is useful when the user’s perception of one of the primary classes
is very different from the ones in the knowledge base. For example, if a user’s idea
of a small car is still smaller then the ones presented on the results page, the user can
promptly adjust the slider to get to the desired size.
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Fig. 2. Lifestyle Car Finder Results Page

Query-Based Adaptive Critiquing. The Lifestyle Car Finder includes a new type of
critiquing, query-based adaptive critiquing (Figure 2). The system dynamically gener-
ates critiques for each item on the search results page, using as a heuristic the primary
class, the most important criteria given in the user’s query, price and size. The aim is
to provide critiques that are relevant to the user’s initial search query. Critiquing is dy-
namic, McCarthy et al. [11], in that the critiques are different for each car based on
the particular related cars in the database. Each critique is shown on the interface as
a button to the right of the car. In the Lifestyle Car Finder, critiques contain only two
attributes, to simplify the critiques for the user and also to reduce the number of gener-
ated critiques. For example, in Figure 2 there are 4 alternatives to the Toyota Yaris. The
first indicates an alternative car which is a better city car but less eco-friendly (the user
chose city car with very eco-friendly in Figure 1). The Toyota Yaris and the alternative
car(s) are similar (not necessarily the same) in all other aspects.

There are two main methods for generating dynamic compound critiques in the lit-
erature, Apriori and Multi-Attribute Utility Theory (MAUT). The Apriori algorithm is
used to find association rules in the dataset, Agrawal and Srikant [1]. In this method,
frequent itemsets are obtained from the whole dataset. At each cycle, a large number
of compound critiques are generated by the algorithm for the reference product. The
k best critiques are chosen based on the support value of the rule. Usually rules with
lower support value are preferred since rules with lower support value will eliminate
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more instances. In other words, the aim is to reduce the decision cycle significantly.
However, choosing rules with lower support value also may eliminate items that may
be of interest to the user.

The MAUT approach uses an additive utility function to represent the user’s prefer-
ence model, Keeney and Raiffa [9]. A multi-attribute utility function is defined by:

U(〈x1, ..., xn〉) =
n∑

i=1

wiVi(xi)

where n is the number of attributes, xi is the ith attribute, wi is the weight (importance)
of the ith attribute, and Vi is a value function of the ith attribute. A detailed comparison
of the two models is given in Zhang and Pu [17].

With dynamic compound critiquing, items in the neighbourhood of a presented item
are examined to generate tradeoffs over more than one attribute that result in items
related to the current item in the search. To simplify the critiques for the user and also
to reduce the number of generated critiques, each critique in the Lifestyle Car Finder
involves two needs-based attributes. These attributes are heuristically determined from
the user’s query based on the primary class chosen, the secondary attributes with highest
importance, price and size, defined to guarantee that the critique produces results. The
results of a critique are computed as follows. Critique generation in the Lifestyle Car
Finder uses an additive utility function:

U(〈x1, ..., xn〉) =
n∑

i=1

wiVi(xi)

where n is the number of attributes, xi is the ith attribute, wi is the weight (importance)
of the ith attribute (from the user’s initial query), and Vi is a value function of the
ith attribute. First, using a threshold, a subset of cars is chosen based on the difference
between the value for the primary class chosen by the user and the corresponding values
of cars in the database. This subset of items is defined by:

S = {i ∈ I : |fp(i)− Vp| < T }

where I is the the set of all cars, Vp is the value of the primary class chosen by the user,
fp is the corresponding ranking function and T is a threshold. In other words, a subset
of cars with values close to the user’s chosen value is selected. The threshold value
is chosen based on the data dispersion in such a way that by choosing a critique, the
results will be “close” in distance to the active item. For example, if a user is viewing
an item with low price and low value for luxury features, choosing a critique will not
take a $15,000 car to a $200,000 car (which can occur if the critique concerns other
attributes). The use of the threshold creates smaller jumps in the search space compared
to search refinement using the sliders. Then a weighted utility function U is used to
rank items i in this set according to a preference model derived from the user’s query:

U(i) =
∑
M

wm|fm(i)− Vm| −
∑
N

wn|fn(i)− Vn|
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where M is the set of the two attributes involved in the critique, N is the set of at-
tributes chosen by the user as important but not involved in the critique, Vm and Vn

are the attribute values of the item associated with the critique, and fm and fn are the
ranking functions for m and n. The weights wm and wn are the importance of the at-
tributes chosen by the user with the sliders in Figure 1. The weight of the primary class
chosen by the user is always 1. The minus sign before the second summation means
that attributes initially chosen by the user not present in the critique receive a nega-
tive weight, penalizing changes in these attributes. For example, in a critique such as
more luxury features, higher price, changes are desired in the luxury features and price
classes while the other attributes should change minimally. The needs-based attributes
that are “not important” in the user’s query do not play any role in the utility function.
Up to 4 critiques that return the highest utility items are presented to the user.

In the Lifestyle Car Finder, as shown in Figure 2, all cars in the results page have
critiques presented. This makes it possible for the users to become more familiar with
the domain and compare other cars based on their different critiques. The other property
of this type of critiquing is that since it is produced based on the available data, it gives
the user an idea about the correlations and tradeoffs of different product attributes in the
database. If a user is presented with a critique such as more luxury features, higher price
several times, this indicates that there is an intrinsic tradeoff between luxury and price
in the current database. This serves as an implicit explanation of the product attributes
and their relationships.

One limitation of the system is that users cannot refine their original search after
following a critique. This is because after following a critique, the mapping back to
the corresponding search query is lost, in particular as the jumps made by critiques are
smaller than those made by refinement. The search history is provided so that the user
can backtrack through the search when a critique does not give items preferred by the
user.

Search History. The search history shows a “breadcrumb trail” of the user’s previous
actions so that a user can go back to a previous page, either a search results page or
the result of a critique. However, to limit the size of the history, which is displayed at
the top of the page, the search history stores only one path from the most recent search
query that includes all critiques and Similar Cars links followed.

3.3 Decision Support

Similar Cars. For each car, a Similar Cars button returns the most similar cars to the
one chosen by the user. This refers to similarity on all high-level dimensions weighted
equally. The intention was for users to look at similar cars when finalizing their de-
cisions, though this feature also supports navigation. There are, however, no critiques
available with similar cars, since the information used to formulate critiques is absent,
so after following the Similar Cars results page, the user must return to a previous
search or critiquing results page using the search history. It is also at this stage of the
search that multiple variants of a single model can appear, whereas for simplification
and coverage of the space, multiple model variants are suppressed from the search and
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critiquing results pages. Users were expected to realize the importance of model vari-
ants and to incorporate them into their decision making.

Explanations. Since users are assumed to have limited knowledge of the car market,
it is helpful to provide some kind of “explanation,” c.f. Bilgic and Mooney [3], McSh-
erry [13], to assist users understand the differences in the cars being presented on the
search or critiquing results page.

In the Lifestyle Car Finder, explanations are found by ranking the returned results
along each high-level dimension: if one car is significantly better on one such attribute,
this is highlighted in red below the image of the car (see Figure 2).

Technical Specifications. The Lifestyle Car Finder is designed for naive users, how-
ever it was thought that some users might want to check some technical specifications
for some cars, so technical specifications were provided in a simplified form relating to
the ranking functions. Users access this information by clicking on the picture or link
from the car’s make/model. A question for the user study was the extent to which users
made use of even the simplified technical specifications.

4 User Study

To evaluate the Lifestyle Car Finder, a small user study was conducted. As well as
investigating how users interacted with the system and assessing the overall quality
of the results provided by the system, the user study had several other goals. First, the
extent to which users used critiquing and the effectiveness of the critiques was explored.
Second, the manner and extent to which users made use of navigation techniques and
decision support was also investigated.

4.1 Method

There were nine users in the study, 3 male and 6 female, ranging from 18 to 55 years
old, with a variety of occupations. All users had previous experience purchasing cars,
or were currently looking to buy a car. All users were asked to use the Lifestyle Car
Finder to work through a series of 7 scenarios corresponding to lifestyles or life stages.
An example scenario is as follows. A family with one school-aged child will shortly be
expecting the birth of a second child. The family currently owns a small city car, which
needs to be upgraded to a larger car once their second child is born. The family is
looking for a car that needs to be safe and large enough to accommodate the family,
equipment for the baby such as a pram and taking one or two of the older child’s friends
to school. The family’s budget is between $20,000 and $40,000, preferably towards the
lower end of the range. For each scenario, the user’s goal was to create a shortlist of
one or more cars they would like to further investigate in real life, e.g. go to the car
dealer and test drive the car. At the end of the session, users were given a questionnaire
to complete, with questions focusing on the quality of the results provided to the user
and their satisfaction with the overall performance of the system.
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4.2 Results and Discussion

The first five columns of Table 1 give a summary of the number of times users made
use of the different types of navigation methods, including Similar Cars. Across all
scenarios, all users were able to find at least one car that they would be interested in
further investigating in real life. The data shows that many users made use of all the
main navigation options at least once during the user test (ignoring breadcrumbs, since it
is preferable that users do not have to backtrack in their search). That said, users tended
to favour one or two of the navigation options and used these continuously over the set
of scenarios, rather than use all navigation options equally, or in some sort of order. The
pattern regarding choice of search functionalities was dependent on the individual user.
For example, User 9 tended to only use critiquing, whereas User 5 tended to use both
Similar Cars and critiquing to refine their searches.

Inspection of user logs showed that users tended to perform “shallow” searches (up
to depth 4 or 5), using critiquing mostly as a means to explore the search space. The
last two columns of Table 1 show for each user, the number of scenarios containing cars
on shortlists that could only have been found in the user’s search using critiquing (this
is a conservative estimate of the use of critiquing since other cars appearing on search
results pages may also have been found by the user with critiquing). This shows that
critiquing was an essential mode of navigation in the system.

Table 1. Use of Navigation Methods and of Critiquing to Find Shortlisted Cars

Use of Navigation Method Use of Critiquing
User Sliders Critiques Similar Cars Breadcrumbs #Scenarios #Shortlist

1 5 14 15 3 5 3
2 4 1 0 1 1 0
3 5 5 9 0 3 2
4 6 2 0 0 1 1
5 1 14 13 2 4 3
6 12 18 13 22 5 1
7 0 5 3 0 4 3
8 2 1 13 0 1 0
9 0 15 7 0 7 3

Users responded positively regarding usability. Users found the system easy to use
(average rating 4.22 on a 5-point Likert scale, where 1 = very difficult, 5 = very easy)
and were happy about the overall performance of the system (average rating 4.11 on a 5-
point Likert scale, where 1 = very unhappy, 5 = very happy). Encouragingly, users also
indicated they would use a product like the Lifestyle Car Finder in the future (average
rating 3.89 on a 5-point Likert scale, where 1 = strongly disagree, 5 = strongly agree).

To assess users’ perceptions of the quality of suggestions produced by the system,
users were asked about the relevance of the search results produced, and their confi-
dence in the results produced and the search criteria provided. Users thought the results
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generated were quite relevant and useful (average rating 4.11 on a 5-point Likert scale,
where 1 = strongly disagree, 5 = strongly agree), felt sufficiently confident in the results
generated to investigate the shortlisted models in real life (average rating 3.78 on a 5-
point Likert scale, where 1 = not at all confident, 5 = very confident) and considered
the search criteria provided to be sufficient and appropriate (average rating 3.78 on a
5-point Likert scale, where 1 = strongly disagree, 5 = strongly agree).

Qualitative feedback from users during the user study raised several interesting
points. First, users generally did not find the technical specifications meaningful, even
though this information was in a simplified form and related to the needs-based at-
tributes. Consequently, users trusted the system results since they could not even try to
validate the results using the technical specifications. When asked what kind of infor-
mation they would prefer to see, nearly all users mentioned they would have preferred
non-technical opinion-based information, such as owner reviews. This feedback indi-
cates that the users in this study really were novice to the domain of cars and were not
yet sufficiently expert to find the information meaningful, as they did not fully under-
stand how the technical specifications related to their high-level needs. However, some
scenarios did have specific requirements that required users to understand some tech-
nical aspects. For example, people who sail boats require a car with sufficient towing
capacity and these users specifically sought information about a car’s towing capac-
ity. However, although understanding technical information about towing capacity, they
still typically wanted non-technical information on other aspects of the cars.

5 Conclusion and Future Work

This paper proposed user-oriented product search as an alternative way of searching for
items in complex product spaces suitable for naive users with little domain or market
knowledge. User-oriented search makes use of functions mapping high-level product
attributes that are relevant to a user’s needs into the space of technical specifications, and
uses a variety of navigation methods, including search refinement, a new form of query-
based adaptive critiquing, and breadcrumb trails, and types of decision support such as
explanations and technical specifications. Critiques are generated dynamically based on
the user’s initial query and results from the database. A key feature that distinguishes
our work is the ability to handle large product databases without the need for a domain
expert to manually label the items.

We described the Lifestyle Car Finder, a user-oriented product search system in the
domain of new cars. A user study of the system showed that, broadly speaking, users
were highly satisfied with the system and felt they were confident in their decisions.
Future work for this system is to further assist users with decision making by providing
opinion-based information such as owner reviews.

Further work is to apply user-oriented search in other domains involving high-risk
purchases such as residential property. Since the markets for such products are highly
dynamic, we also plan to investigate methods for maintaining consistent ranking func-
tions over a period of time. Other work is to examine ways to extract the definitions of
the ranking functions from domain-specific dictionaries or libraries. Automatic extrac-
tion of functions can be used in parallel with feedback from a domain expert.
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Abstract. We address the problem of extracting the groups of function-
ally similar nodes from a network. As functional properties of nodes, we
focus on hierarchical levels, relative locations and/or roles with respect
to the other nodes. For this problem, we propose a novel method for
extracting functional communities from a given network. In our exper-
iments using several types of synthetic and real networks, we evaluate
the characteristics of functional communities extracted by our proposed
method. From our experimental results, we confirmed that our method
can extract functional communities, each of which consists of nodes with
functionally similar properties, and these communities are substantially
different from those obtained by the Newman clustering method.

1 Introduction

Finding groups of functionally similar nodes in a social or information network
can be a quite important research topic in various fields ranging from computer
science to sociology. Hereafter, such a node group is simply referred to as a func-
tional community. In fact, each node which typically corresponds to a person
in a social network may have a wide variety of functional properties such as
status, ranks, roles, and so forth.However, conventional methods for extracting
communities as densely connected subnetworks, which include the Newman clus-
tering method based on a modularity measure [1] and so forth cannot directly
deal with such functional properties. Evidently, conventional notions of densely
connected subnetworks such as k-core [2]and k-clique [3] cannot work for this
purpose. Namely, it is naturally anticipated that these existing methods have an
intrinsic limitation for extracting functional communities.

In this study, as typical functional properties of nodes, we especially focus
on hierarchical levels, relative locations and/or roles with respect to the other
nodes. This implies that there exist some functionally similar nodes even if they
are not directly connected with each other. For instance, in case of a network
of employees relationships in a company, we can naturally assume it to have a
hierarchical property, where the top node corresponds to the president, and in
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turn, the successive levels of nodes correspond to managers, section leaders, and
so on. For example, our objective might be to extract a group of section leaders
as a functional community in the network, even though they may not have
direct connections with each other. Here we should emphasize that extracting
these types of communities can be a quite tough problem for the conventional
community extraction methods because these existing methods mainly focus on
link densities among each subnetwork and between subnetworks.

In this paper, we propose a novel method for extracting functional communi-
ties from a given network. This algorithm consists of two steps: the method first
assigns a feature vector to each node, which is assumed to be some functional
properties, by using calculation steps of PageRank scores [4] for nodes from
an initial score vector. Then, in a case that the supposed number of functional
communities is K, the method divides all the node into K groups by using the
K-medians clustering method based on the cosine similarity between a pair of
the feature vectors. In our experiments using several types of synthetic and real
networks, we evaluate the characteristics of functional communities extracted by
our proposed method. To this end, we utilize the visualization result of each net-
work where each functional community is indicated by a different color marker,
and these results are contrasted to those obtained by the Newman clustering
method [1].

2 Component Algorithms

2.1 PageRank Revisited

For a given Web hyperlink network (directed graph), we identify each node
with a unique integer from 1 to |V |. Then we can define the adjacency matrix
A ∈ {0, 1}|V |×|V | by setting a(u, v) = 1 if (u, v) ∈ E; otherwise a(u, v) = 0. A
node can be self-looped, in which case a(u, u) = 1. For each node v ∈ V , let
F (v) and B(v) denote the set of child nodes of v and the set of parent nodes of
v, respectively, F (v) = {w ∈ V ; (v, w) ∈ E}, B(v) = {u ∈ V ; (u, v) ∈ E}. Note
that v ∈ F (v) and v ∈ B(v) for node v with a self-loop.

Then we can consider the row-stochastic transition matrix P , each element
of which is defined by p(u, v) = a(u, v)/|F (u)| if |F (u)| > 0; otherwise p(u, v) =
z(v), where z is some probability distribution over nodes, i.e., z(v) ≥ 0 and∑

v∈V z(v) = 1. This model means that from dangling Web pages without out-
links (F (u) = ∅), a random surfer jumps to page v with probability z(v). The
vector z is referred to as a personalized vector because we can define z according
to user’s preference.

Let y denote a vector representing PageRank scores over nodes, where y(v) ≥
0 and

∑
v∈V y(v) = 1. Then using an iteration-step parameter s, PageRank

vector y is defined as a limiting solution of the following iterative process,

yT
s = yT

s−1

(
(1 − α)P + αezT

)
= (1− α)yT

s−1P + αzT , (1)
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where aT stands for a transposed vector of a and e = (1, · · · , 1)T . In the Equa-
tion (1), α is referred to as the uniform jump probability. This model means
that with the probability α, a random surfer also jumps to some page according
to the probability distribution z. The matrix ((1 − α)P + αezT ) is referred to
as a Google matrix. The standard PageRank method calculates its solution by
directly iterating Equation (1), after initializing y0 adequately. One measure to
evaluate its convergence is defined by ‖ys − ys−1‖L1 ≡

∑
v∈V |ys(v)− ys−1(v)|.

Note that any initial vector y0 can give almost the same PageRank scores if
it makes equation of convergence evaluation almost zero because the unique
solution of Equation (1) is guaranteed.

2.2 K-medians Revisited

For a given set of objects (or nodes), denoted by V = {v, w, · · · }, the K-medians
method first selects K representative objects R ⊂ V according to this objective
function f(R) =

∑
v∈V maxr∈R, ρ(v, r) to be maximized. Here ρ(v, r) stands for

a similarity measure between a pair of objects, v and r. Then, from the obtained
K representative objects R = {r1, · · · , rK}, the method determines the K clus-
ters, {C1, · · · , CK}, by using this formula Ck = {v ∈ V ; rk = argmaxr∈R, ρ(v, r)}.
Finally, the method outputs {C1, · · · , CK} as the result.

In order to maximize the objective function with respect to R, due to simplic-
ity we employ a greedy algorithm.Here note that in virtue of the submodularity
of the objective function, we can obtain a unique greedy solution whose worst
case quality is guaranteed [5].

3 Proposed Method

In this section, we describe our proposed method for extracting functional com-
munities. Our method utilizes the PageRank score vectors at each iteration step
s, i.e., {y1, · · · ,yS}. Here, S stands for the final step when the PageRank algo-
rithm converges. Then, for each node v ∈ V , we can consider an S-dimensional
vector defined by xv = (y1(v), · · · , yS(v))T , where ys(v) means the PageRank
score of node v at iteration step s. In our method, xv is regarded as a functional
property vector of node v.

Here we note a reason why we employ the vector described above. Basically,
we assume that functional properties of nodes, such as hierarchical levels, relative
locations and/or roles with respect to the other nodes are embedded into the
network structure. On the other hand, the PageRank scores at each iteration
step also reflect the network structure. Therefore, as an approximation, we can
consider that functional properties are also represented by the vector xv.

In order to divide all nodes into the K groups, our method employs the
K-medians algorithm described in the previous section. To this end, we need
to define an adequate similarity ρ(u, v) between the nodes u and v. In our pro-
posed method, for each pair of functional property vectors, we employ this cosine

similarity ρ(u, v) =
xT

u

||xu||
xv

||xv|| , where ||xv|| stands for the standard L2 norm.
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For a given network G = (V,E) and the number K of functional communities,
we summarize our proposed algorithm below.

1. Calculate the PageRank score vectors at each time step {y1, · · · ,yS};
2. Construct the functional property vector xv for each node v ∈ V ;
3. Calculate the cosine similarity ρ(u, v) of xu and xv for all node pair;
4. Divide all nodes into K clusters according to the similarity ρ(u, v) by the

K-medians method;
5. Output functional communities {C1, · · · , CK};

4 Experimental Evaluation

In this section, using several types of synthetic and real networks, we experi-
mentally evaluate the characteristics of functional communities extracted by our
proposed method. For this purpose, we utilize the visualization result of each net-
work where each functional community is indicated by a different color marker,
and these results are contrasted to those obtained by the Newman method [1].

4.1 Network Data

We describe a detail of four networks used in our experiments.
First one is a synthetic network with a hierarchical property, just like an em-

ployee relationships or Web hyperlinks network. In this hierarchical network, we
can assume two types of nodes, central (or high status) and peripheral (or low
status) nodes. As shown later in Fig. 1, in terms of its basic network statistics,
the central nodes are characterized by relatively high degree and low cluster-
ing coefficients, while the peripheral nodes by relatively low degree and high
clustering coefficients. We generated this network according to Ravasz et.al. [6].
Hereafter, this network is referred to as Hierarchical network.

Second one is a two dimensional-grid network implemented as a set of 10 ×
10 lattice points. Evidently, as shown later in Fig. 2, because of the regular
structure, dividing this network into several portions does not make sense in the
aspects of standard community extraction.Whereas, we can consider a functional
property in terms of relative locations to other nodes, i.e., the relative closeness
to the center position. Hereafter, this network is referred to as Lattice network.

Third one is a social network of people belonging to a karate circle, which
has been widely used as a benchmark network. As shown later in Fig. 3, we see
a number of hub nodes, which play an important role to connect other nodes.
Namely, we can assume that some group of nodes has a similar role with respect
to the other nodes. Hereafter, this network is referred to as Karate network [7].

Forth one is a hyperlink network of a Japanese university Web site, where we
obtained this network by crawling the Web site as of Aug. 2010. As shown later
in Fig. 4, there exist a number of unique characteristics in this network. Namely,
we can assume that some group of Web pages has a similar topic specificity level.
Hereafter, this network is referred to as Hosei network1.

1 The site name and its address are ”Faculty of Computer and Information Sciences,
Hosei University” and http://cis.k.hosei.ac.jp/ , respectively.



332 T. Fushimi, K. Saito, and K. Kazama

4.2 Experimental Settings

We first explain the settings of our proposed algorithm. In order to calculate the
PageRank score vectors, we set the initialized vector to y0 = (1/|V |, . . . , 1/|V |)T ,
and the convergence criterion is implemented as ||ys − ys−1||L1 < 10−12. The
number K of communities to be extracted is changed from K = 2 to 10.

As mentioned earlier, we attempt to clarify the characteristics of the functional
communities extracted by our method, in comparison to standard communities
extracted by the Newman clustering method [1]. Hereafter, such a standard
community is simply referred to as a Newman community. The Newman method
is basically designed to obtain densely connected subnetworks by maximizing a
modularity measure.

Finally, we describe methods to visualize each network. In Hierarchical net-
work, we employ nodes’ positions as displayed by Ravasz et.al. [6]. As for Lattice
network, we can regularly assign the positions to nodes. In cases of Karate and
Hosei networks, the cross-entropy embedding method [8] is used to determine
the positions of nodes.

4.3 Experimental Results

We show the experimental results of Hierarchical network at K = 5 in Fig. 1.
Here note that this network consists of five portions of densely connected sub-
networks, as observed in Fig. 1. Thus, as an example, we selected this number,
K = 5. As expected, from Fig. 1(a), we see that our method could extract rea-
sonable functional communities, each of which consists of nodes with the similar
hierarchical levels, just like employees with same position such as the president,
managers, or general staffs. On the other hand, from Fig. 1(b), we see that the
Newman method extracted standard communities, each of which is characterized
as a densely connected subnetwork, just like employees belonging to the same
department or section.

We show the experimental results of Lattice network at K = 3 in Fig. 2.
Here recall that in the aspects of standard community extraction, dividing this
network into several portions does not make sense. Thus, as an example, we
selected this relatively small number, K = 3. From Fig. 2(a), we see that our
method could extract reasonable functional communities, each of which consists
of nodes with the similar relative locations, i.e., the relative closeness to the
center position. On the other hand, as shown in Fig. 2(b), we can hardly make
sense to the communities extracted by the Newman method.

We show the experimental results of Karate network at K = 2 in Fig. 3.
Here note that this network consists of two portions of densely connected sub-
networks, as observed in Fig. 3. Thus, as an example, we selected this number,
K = 2. From Fig. 3(a), we see that our method could extract reasonable func-
tional communities, each of which consists of nodes with different roles with
respect to the other nodes, i.e., groups of hub nodes and the other nodes. On the
other hand, from Fig. 3(b), we see that the Newman method extracted standard
communities, each of which is characterized as a densely connected subnetwork.
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We show the experimental results of Hosei network at K = 10 in Fig. 4. Here
note that this network consists of several portions of characteristically connected
subnetworks, as observed in Fig. 4. Thus, as an example, we selected this rela-
tively large number, K = 10. From Fig. 4(a), we see that our method extracted
several communities, each of which consists of nodes with similar connection
patterns. In order to more closely investigate these extracted communities, we
focused on a particular community indicated by small blue squares surrounding
with large transparent squares in Fig. 4(a). From our examination of these Web
pages belonging to this community, we realized that these Web pages correspond
to annual reports of each year produced by faculty members. Namely, it is as-
sumed that these Web pages in this community have a similar topic specificity
level. Thus, we can consider that our method could extract a piece of reasonable
functional communities in the sense described above. On the other hand, from
Fig. 4(b), we see that the Newman method divided the functional community
focused above into several communities.

From our experimental results using these networks with different character-
istics, we confirmed that our method could extract functional communities, each
of which consists of nodes with similar functional properties such as hierarchi-
cal levels, relative locations and/or roles with respect to the other nodes. These
results indicate that our method is promising for tasks of extracting functional
communities with these properties. On the other hand, the Newman method ex-
tracted standard communities characterized by densely connected subnetworks.

(a) Functional Community (b) Newman Community

Fig. 1. Hierarchical Network (K = 5)

(a) Functional Community (b) Newman Community

Fig. 2. Lattice Network (K = 3)

(a) Functional Community (b) Newman Community

Fig. 3. Karate Network (K = 2)

(a) Functional Community (b) Newman Community

Fig. 4. Hosei Network (K = 10)
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From these results, we see that these functional communities extracted by our
method are substantially different from those obtained by the Newman method.

5 Conclusion

We addressed the problem of extracting the groups of functionally similar nodes
from a network. In this paper, such a node group was simply referred to as a
functional community. As functional properties of nodes, we focused on hierar-
chical levels, relative locations and/or roles with respect to the other nodes, and
proposed a novel method for extracting functional communities from a given
network. In our experiments using several types of synthetic and real networks,
we evaluated the characteristics of functional communities extracted by our pro-
posed method. From our experimental results, we confirmed that our method
could extract functional communities, each of which consists of nodes with func-
tionally similar properties, and these communities were substantially different
from those obtained by the Newman clustering method. In future, we plan to
evaluate our method using various networks.
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Abstract. In recent years, the study of social knowledge has become so extensive 
that ample amounts of literature are now available. However, it is a challenging 
task to search, review and analyze such vast literatures effectively. The primary 
goal of the paper is to provide an intellectual structure to facilitate the under-
standing of the rapidly evolving field of social knowledge. This article explores 
and maps the research themes and trends of social knowledge studies. Document 
co-citation analysis, pathfinder network and strategic diagram techniques are 
applied to provide a dynamic view of social knowledge research themes. The top 
four themes that emerged in the social knowledge study are: situated learning, 
social choice, social capital, and perception behavior. This study may be used by 
novice researchers to gain useful insights about the themes of this emerging and 
fast-growing field. 

Keywords: Social Knowledge, Research Trends, Literature Review, Intellectual 
Structure.  

1 Introduction 

Social knowledge is an exciting area to investigate due to its dynamic and exploding 
growth. It is interesting to foresee the impact in the development of this field. There is a 
wealth of literature now available in the field. It is challenging to search, review, and 
analyze such vast literatures effectively. In addition, it is difficult to provide a syste-
matic and structured approach to explore and prepare for the development of research 
in the future [1].  

The abilities of visualizing the growth of the domain knowledge and revealing the 
evolution of research themes are two essential points in the studies of a new topic 
domain. Visualization can facilitate the understanding of the structures of a collection 
of documents that are related to each other by links, such as citations in formal publi-
cations. The primary goal of the paper is to provide an intellectual structure to facili-
tate the understanding of the rapidly evolving field of social knowledge. The objective 
of this study is to explore and map the research themes and trends of social knowledge 
studies. We aim to map the intellectual structure of the social knowledge and to identify 
the inter-relationship between themes, which enable better understanding the devel-
opment of the field.  
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The paper is organized as follows. First, we review relevant literature on social 
knowledge. Second, we briefly describe the research methodology applied. Third, we 
present the results of social knowledge analysis. Fourth, we conclude with a general 
discussion on the results and suggestions regarding future research. 

2 Social Knowledge Definition 

What is social knowledge? Different perspectives or context have been used to define 
social knowledge. [2] discovers the roots of social knowledge in two distinct sorts: 
spatial and social knowledge. Spatial is based on sense perceptions, gives rise to exact 
science whereas social is based on the "mental-social complex”, a working agreement 
and the accumulation of social knowledge.  

From a philosophical point of view, [3] studies on the development of social 
knowledge, focuses on morality and convention. [4] develops the augments for human 
science as social construction. The descriptions of human action can neither be derived 
from nor corrected by scientific observation. [4] provides a bold interdisciplinary 
challenge to traditional views, thus clearing the way for significant alterations in 
scientific practice. [5] argues that objectivity is most appropriately regarded as a feature 
of the scientific community rather than as a characteristic of individuals (because 
individuals are susceptible to such a wide variety of idiosyncratic influences). 

  Scientists, such as evolutionary biologists, pursue the social knowledge idea as 
solving social problems has driven the evolution of intelligence, not only in humans but 
also in other big-brained species. [6] presents the so-called social intelligence hypo-
thesis which resulted in the observations of primates (geladas) that exhibit social 
knowledge of individuals they remember in their surroundings.  

From medical sociology perspective, [7] wrote that the relationships between med-
ical research agencies and the sociological community do not have a sophisticated 
framework.  [8] reveals the medial sociological debate by considering the recent 
development in sociological of the body, the concept of risk in society and process of 
globalization. 

From the Artificial Intelligence (AI) perspective, [9] studies some of the social as-
pects of knowledge and action relevant to thinking in AI, and in particular the basic 
experience of multiple perspectives and integrating different kinds of local knowledge. 
[10] addresses the problems of efficient representation, maintenance and exploration of 
social knowledge enabling task decomposition, organization of negotiations, respon-
sibility delegation and other ways of agents' social reasoning. The social knowledge is 
kept separated from both the problem solving knowledge and the agents' specific 
internal intelligence, and organized and administered in the acquaintance models lo-
cated in the agents' wrappers.  

Recent, social knowledge is growing at an explosive rate, a number of social aspects 
to be considered. [11] harvests social knowledge from folksonomies, collaborative 
tagging systems, or have the potential of becoming technological infrastructure to 
support knowledge management activities in an organization or a society.  
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3 Methodology 

We aim to reveal and identify the subfields characterized by the intellectual nature of 
specialties and the main trends within social knowledge. We apply document 
co-citation analysis and pathfinder network (PFNET) [12] to meet our goals. A factor 
analysis technique is applied as a data reduction and structure detection method. The 
Pearson correlation coefficients between items (papers) are used as the basis for Path-
finder Network (PFNET) scaling. The major research themes and their interrelation-
ships can thus be easily identified via the intellectual structure map. The proposed 
methodologies have been applied to many research fields such as knowledge man-
agement, ubiquitous computing, etc. [13]. The proposed research provides a powerful 
tool for understanding the epistemology of a field as it evolves. 

An online citation database, Microsoft Academic Search (MAS) [14] is used to 
construct a full citation graph. The reasons for applying the MAS database is not only it 
is a free search engine for academic research papers and resources, but also the data-
base contains broad domains with citation contexts [13]. The MAS database includes 
the bibliographic information (metadata) for research articles published in journals, 
conference’s proceedings, and books. The key phrases “social knowledge” is used to 
query the database. The documents retrieved by the query are then used as the initial 
seed set to search for papers that cite them or for papers that are cited by them [15].  

4 Results 

Following the steps described in [15], we review, analyze and synthesize the papers 
retrieved. Table 1 shows a list of social knowledge studies and themes. Factors with 
variance over one are listed in the table, which includes factor numbers, research 
themes and percentage of variance. We will briefly explain the content of factor 1 to 
10. 

Factor 1 represents research in social behavior, social anxiety or social interaction. 
Researcher studies the role of the amygdala in animals that display a level of social 
sophistication, which can help in understanding human social behavior and social 
anxiety. Social anxiety is an enduring and lasting condition that is characterized by a 
fear of social interaction. Emotional expressivity is the tendency to express emotions 
nonverbally, such as facial expressions, tone of voice and body languages, etc. 

  Factor 2 represents studies on social computing. Social computing concerns the 
intersection between social behavior and computational systems. It is based on creating 
or recreating social conventions and social contexts through the use of software and 
technology. 

Factor 3 represents studies on social cognition. Gallese et al provide a unifying 
neural hypothesis on how individuals understand the actions and emotions of others. 
Moral cognitive neuroscience focuses on the neural basis of uniquely human, forms of 
social cognition and behavior. J. Moll propose a cognitive neuroscience view of how 
cultural and context-dependent knowledge, semantic social knowledge, and motiva-
tional states can be integrated to explain complex aspects of human moral cognition. 
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Factor 4 represents studies on situated learning/community of practice. A commu-
nity of practice (CoP) is a group of people who share a craft and/or a profession. Si-
tuated learning is a model of learning in a community of practice that takes place in the 
same context in which it is applied.  

Factor 5 represents studies on social choice. Social choice theory is a theoretical 
framework for measuring individual interests, values, or welfares as an aggregate 
towards a collective decision. K. Arrow present a theorem of social ethics and voting 
theory with an economic flavor.  

Table 1. List of Major Social Knowledge Studies and Themes 

Factor 1. Social Behavior (10.758) Factor 2. Social Computing (7.667) 

Factor 3. Social Cognition (7.667) Factor 4. Situated Learning (5.757) 
Factor 5. Social Choice (5.635) Factor 6. Social Captial (4799) 
Factor 7. Perception Behavior (4.01) Factor 8. Congestion Game (3.321) 
Factor 9. Intelligent Agent (3.253) Factor 10. Theory of Mind (3.146) 
Factor 11. Knowledge Level (2.911) Factor 12. Implicit Association Test (IAT) 

(2.437) 
Factor 13. Face Perception (2.124) Factor 14. Social Judgment (1.842) 

Factor 15. Swarm Behavior (1.776) Factor 16. Social Schema (1.596) 
Factor 17. Social Network Analysis 
(1.443) 

Factor 18. --- (1.435) 

Factor 19. Social Software App.  (1.346) Factor 20. Natural Selection (1.239) 

Factor 6 represents studies on social capital. Social capital refers to the value of 
social relations and the role of cooperation and confidence to get collective or eco-
nomic results. Nahapiet and Ghoshal incorporates social capital, intellectual capital 
and organizational advantage and examines the role of social capital in the creation of 
intellectual capital. They suggested that social capital should be considered in terms of 
three clusters: structural, relational, and cognitive.  J. Pfeffer presents sixteen prac-
tices of competitive advantage through people. 

Factor 7 represents studies on perception behavior. Bruner presents perception rea-
diness and summarizes that perception depends not only on what’s out there but also 
on the momentary activation of concepts such as a person’s needs, goals or attitudes. 
Chartrand and Bargh study the chameleon effect, which refers to non-conscious mi-
micry of the postures, mannerisms, facial expressions, and other behaviors of a per-
son’s interaction in their current social environment. 

Factor 8 represents studies on congestion games. R. Rosenthal proposes congestion 
games, which define players and resources, where the payoff of each player depends on 
the resources he/she chooses and the number of players choosing the same resource. 
Beier et al investigates algorithmic questions concerning a basic microeconomic con-
gestion game in which there is a single provider that offers a service to a set of potential 
customers. Koutsopias et al studies N numbers of selfish agents or players, each are 
having a load, who want to place their loads to one of two bins. The agents are having 
partial knowledge, which is an incomplete picture of the world. 
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Factor 9 represents studies on intelligent agents. I. Havel studies the theory of con-
sciousness by applying Artificial Intelligence (AI) and Connectionism (Neural Net-
work Modeling) to our understanding of the human mind and brain. Kumar et al  
proposes the adaptive agent architecture (AAA) for achieving fault-tolerance using 
persistent broker teams. The AAA multi-agent system can maintain a specified number 
of functional brokers in the system despite broker failures, thus effectively becoming a 
self-healing system. 

Factor 10 represents studies on theory of mind. Theory of mind is the ability to 
attribute mental states—beliefs, intents, desires and knowledge, etc.  C.M. Heyes 
studies theory of mind in nonhuman primates, which is different from the research on 
the development of theory of mind in childhood. Vogeley et al addresses the issue of 
whether taking the self-perspective or modeling the mind of someone else employ the 
same or different neural mechanisms. 

4.1 Visualization of Intellectual Structure in Social Knowledge 

When the factor analysis is applied, Pearson correlation coefficients between items 
(papers) are also calculated. Pathfinder network (PFNET) scaling is used to derive the  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The PFNET graph of social knowledge 
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For example, the inter-relationships between research themes in figure 2, knowledge 
level (factor 11) has inter-relationships with intelligent agent (factor 9), social behavior 
(factor 1), and social choice (factor 5). This implies those themes are more or less 
rationalized agent’s behavior. 

5 Conclusion 

Although this review does not claim to be exhaustive, it does provide a reasonable 
amount of insight into social knowledge related researches. The motivation behind our 
investigation is to adopt a past-future orientation by analyzing the past to prepare for 
the future [Webster and Watson 2002]. We have presented an intellectual structure 
based literature review and analysis of social knowledge studies. The results presented 
in this paper have several important implications: 

Social knowledge research is a cross-disciplined study that spanned across a broad 
spectrum of disciplines. Apart from computer science, social science, business, others 
include such as language and social knowledge, social education, etc. There is no doubt 
that social knowledge research will increase significantly in future. Social ethics or 
cultural issues have not been explored much in social knowledge research. 

Top four emerged researches in the social knowledge study are: situated learning, 
social choice, social capital, and perception behavior. There are three implications for 
future research emergent from this analysis and the conclusions drawn from it. There is 
a need to revisit the analysis to determine if the research themes in social knowledge 
continue to evolve in a seemingly new direction. Although the study on social behavior, 
social computing, and social cognition have high variances, they are not main research 
stream topics yet. The evolution of these research themes need to be further investi-
gated. The dependency of the interrelation intellectual structure shown in figure 2 can 
be further analyzed.  
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Abstract. Social Network Analysis provides the researcher a means to interpret 
relationships and in turn the flow of information. What has been less well re-
searched is how such analysis may be used to interpret workflows or business 
processes and potentially lead to their improvement. This research-in-progress 
paper explores the comparatively fine-grained social interactions of employees 
in a company in Sydney. One particular workplace process, namely the use of 
Oracle Primavera P6 is examined. Following such an approach, attention is 
turned to exploring the working relationships of employees through Social 
Network Analysis to determine the closeness of fit of employees against the 
workflows officially established by management. Such a combination of tech-
niques extends the toolkit of methodological approaches in this space, and from 
a more practical viewpoint permits the process improvement workflow manager 
to consider how well matched employees are to their workflows. 

Keywords: Social Network Analysis, Business Process Management, Business 
Process Improvement.  

1 Introduction 

Knowledge Acquisition (KA) in the broadest sense of the term encompasses ap-
proaches that exist in a number of other disciplines. Social Network Analysis (SNA) 
is one such example that is used in other areas and KA does occasionally use SNA to 
explore the interrelationships of individuals and how knowledge can be transferred. 
Examples of such overlapping research include semantic analysis of learner discourse 
in online forums [10] or the use of SNA in the creation of social capital [7]. Another 
area falling under the purview of KA in Business Process Management (BPM), is 
how social networks influence workflow patterns and are in turn influenced by them 
through the question: “how extensive is the degree of overlap between an employee’s 
work processes and their organisational social network?” While management may 
have fixed ideas on how employees conduct their work, in fact the peer networks of 
employees may produce alternate workflow patterns compared to configurations illu-
strated in structure charts or workflow models [11]. This short paper provides an ex-
ploratory case study of a BPM process in a Sydney based company, examined 
through the ‘lens’ of SNA. 
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2 Background 

At an underlying level organisations operate successfully through relatively efficient 
communication flows amongst employees. Early research work at the Xerox Palo 
Alto Research Center (PARC) led in some ways to the founding of Knowledge Man-
agement as a discipline, with ‘war stories’ amongst photocopier repairers setting the 
scene for improvements in work processes [2]. In more recent times PARC has been 
at the forefront managing practical or workplace forms of knowledge. The benefits for 
an organisation better managing its work processes are many and include improve-
ments to organisational learning [3]; gaining improved clarity in intra-organisational 
workflows [8], reduced time wastage amongst knowledge workers [5]; and in MNCs, 
formalising the knowledge sharing process as a means of reducing employee cultural 
hurdles [1].  

One advantage of applying SNA specifically to the business is to provide more 
seamless customer service, for customer calls and emails can be routed more effec-
tively with an internal social network in place. Other studies [1; 4] have comprehen-
sively examined the flows of soft knowledge through organizations and how they can 
be mapped with SNA to determine the likelihood of soft knowledge transfer or per-
haps knowledge ‘bottlenecking’. Through injecting already existing workflow logs in 
to SNA we build a more complete organisational workflow with regard to how work 
is actually being undertaken as opposed to how the ‘system’ thinks it is [6 13]; for 
workflow systems do not actually represent work practices in a pragmatic sense 
through a completely valid association between work items and knowledge workers 
[12]. 

SNA can aid in providing a number of measures, approaches or techniques for eva-
luating alternative process designs [6]. A brief explanation of some of these measures 
is provided here. In directed networks with asymmetric relationships between actors 
or individuals such measures include centrality and prominence where the former 
refers to the number of information flows going out from one actor or individual to 
another while prestige or prominence relate to ties or information flows coming in 
from another actor [14]. In undirected networks such as the one presented in figure 1, 
the edge strength is the only means of determining actor relationships.  Typically 
edge thickness is used to measure either quality of contact or frequency of contact. 
Quality of contact is typified by the type of media actors may use to pass information 
or knowledge to one another, where typically electronic means of communication are 
considered to lead to poorer information transfer while face-to-face visual means of 
communicating are said to lead to richer knowledge exchange [1]. Our edges in figure 
1 use the latter approach illustrating frequency of contact as a means of determining 
how often actors interact and thereby exchange their knowledge. Another SNA meas-
ures is that of density, which refers to the number of relationships that exist between 
individuals. For example if 4 actors are all joined directly by way of 6 edges in the 
graph, the network density would be 1.0 or 100%. If there were only 4 edges joining 
the 4 actors, rather than 6, then the network density would be 0.7 rather than 1.0. SNA 
software will also perform Multi-Dimensional Scaling (MDS) where nodes are  
positioned in the resultant graph (figure 1) to illustrate the closeness of one actor to 
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another, based upon questionnaire parameters that have been fed in to the software. 
Where some actors are not as close according to their questionnaire results, this may 
be visualized in the resultant output graph. Arguably the best means of conducting 
research involving the exploration of concepts in a practical setting is through case 
study, where employee interactions can be explored and potentially generalised. 

3 An Australian Example 

LCPL is an existing mining and construction company headquartered in Sydney, em-
ploying in excess of 5,000 employees across Australia. Business processes in LCPL 
are organised into three areas; they are winning, delivering and supporting work 
processes. 

3.1 The Process: Oracle Primavera P6 

Within the supporting work processes section of LCPL is the Control and Planning 
(CP) division. In turn CP has different groups who provide the standards and policies 
for other project groups in the company. One such group is Group Operational Ser-
vices (GOS), responsible for supporting other business units in developing and main-
taining control and planning standards and methodologies. For the purpose of this 
research-in-progress case study, the use by GOS employees of Oracle Primavera P6 
will be examined. P6 is an example of project portfolio management software. The 
purpose of the case study was to compare a real business process workflow that is 
already applied in the company against the informal social networks that exist be-
tween employees. Officially all divisions within LCPL should use P6 for their project 
planning, update and control purposes. To support P6 users, the GOS cooperates with 
LCPL’s IT group to integrate the support process with the IT service desk for the 
company, where IT Service Management (ITSM) help-desk software is used to log 
requests, changes and incidents. 

To gather data from the relevant P6 process employees, open-question interviews 
were conducted with 12 staff members at LCPL between April and May of 2011. The 
interviewees were chosen because (a) they formed a group that used the P6 process 
intensively, (b) they provided a blend of occupation types, and (c) were close col-
leagues of the second named author. The roles of the interviewees were optimization 
manager, three senior planners, three planners (not senior), a scheduler, a planning 
manager, a site engineer, a systems analyst and a business analyst. In these same in-
terviews, interviewees were also asked to nominate colleagues they networked with 
and how often. These last details were then fed in to SNA software so their working 
relationships could then be mapped the results of which appear in figure 1. 

3.2 The P6 Group at LCPL through SNA 

Figure 1 explores the interaction of the staff introduced above, through the lens of 
SNA. Merely for the reader’s interest, squares represent males, circles represent  
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females and colours of the nodes relate to the ages of the employees (red = 40 years 
old; green = 36 years old etc). The edges in the graph reveal the strength of informa-
tion flow, given that relations among actors determine access to information resources 
[4 14]. Edge-strength in descending order is as follows: a value of 6.0 on the edge of 
the graph represents hourly contact; a value of 5.0 represents contact every few hours; 
a value of 4.0 indicates daily contact between colleagues; a value of 3.0 indicates staff 
interact once every couple of days; finally a value of 2.0 infers no more than weekly 
contact between colleagues. 

Some aspects are immediately apparent from figure 1. The senior planner (bottom 
left) is a relative P6-process isolate, who works on the process only through the senior 
planner to his top right. Only two colleagues: the business analyst (light blue in the 
centre of the graph) and her planner colleague to her bottom right use Lync (formerly 
Office Communicator); the business analyst’s communication flow with this col-
league is particularly strong as she communicates with him hourly. Interestingly the 
only staff involved in the P6 process who communicate via the IT help-desk’s ITSM 
software are the senior planner (bottom right), the ‘star’ business analyst in the centre, 
the site engineer (in green - right centre), as well as the planning manager (in grey - 
centre left). Management was surprised at the paucity of staff utilising ITSM as their 
means of communication. 

The remaining communication flows with regard to working on P6 related issues 
were by way of verbal communication. Note how often employees see one another; 
our bottom-left senior planner collaborates with his senior planner colleague only 
daily which may suffice, but other employees involved in the P6 process such as the 
P6 optimisation manager (top), meets with a senior planner (top) only weekly. Anoth-
er planner (bottom centre) is also a relative isolate in the P6 process and has no other 
connection with her employees other than through the (high-centrality ranked) busi-
ness analyst in the middle, and then only on a weekly basis. Are the above points of 
any relevance? In fact such communication patterns for dealing with P6 issues led to 
workflow re-engineering at LCPL. 

4 Results 

From an analysis of a multitude of sources including blogs, internal company litera-
ture and also the SNA results (figure 1), differences exist between the ‘officially’ 
documented P6 support process and the actual work-flow in LCPL. Users raise their 
P6 issues through phone and email or by approaching the IT help-desk personally, 
rather than through the official channel of ITSM. In addition, some P6-related staff 
use Lync to ‘chat’ with the support team, which was never intended to be part of the 
official P6 support process. As a result of this last discovery, management is now 
seeking to change processes to officially incorporate Lync. 

The above analysis reveals that users raise their issues first with their colleagues 
and then more broadly with the P6 support team in a tacit knowledge sense. There 
exists substantial evidence that tacit knowledge flows underpin most knowledge  
understanding and transferral processes [1 9]. As such it is hardly surprising that  
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employees approach their colleagues first as a means of resolving issues, particularly 
if the strength of workgroup ties is strong [4]. 

However such extra steps in the P6 support process were never envisaged by LCPL 
management. The analysis reveals varying severities of issues received by the support 
team that differ markedly amongst diverse LCPL groups. For example employees 
with P6-savvy colleagues raise fewer issues, the ramifications of which are that the 
training support team in the company can obtain a better idea of the level of instruc-
tion. Even such superficial findings have nonetheless provided management at LCPL 
with ideas for process improvement. 

 

 

Fig. 1. illustrating the Social Workplace Network in LCPL 

4.1 Need for Change 

Business Process Management provides a consistent strategy to develop and imple-
ment organisational operational changes [15]. As an example here, it transpires that 
the documented P6 process is in fact not run by users and requires some modification 
to be more effective. The status quo at LCPL is as follows: 1) all support services 
should be performed through ITSM, which is the central support management system 
in the company; 2) users are distributed across the country and do not have access to 
their local domain constantly; 3) P6 is the enterprise application selected for all 
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projects, and GOS can receive requests from a project’s client users; 4) there are some 
urgent requests that should be fixed with the highest priority.  

Management have now come to acknowledge the following options at LCPL: 1) 
users can raise their requests by sending an email to the service desk and cc-ing their 
request to the P6 Support email address, so that the service desk can create a ticket 
while administration is fixing the issue; 2) that the ITSM software now incorporates a 
module helping supporters to capture calls as an ‘incident’; this call-capture function 
will also be useful for training purposes later. 

4.2 Options for the Firm 

Arising out of the above changes to the P6 business process were two options for 
LCPL. Option 1 does not add costs to the business and the user support process will 
be more efficient and reliable. The benefits of these changes are: a)  GOS can pro-
vide monthly support reports from their use of ITSM to plan their short-term and 
long-term support strategies; b)  GOS can plan required training courses based on the 
level of issues received by the system; c)  GOS can use ITSM for other types of ser-
vices, such as the Process Support Service that supports project team members to the 
standards issued by the CP division; d)  the GOS manager will be better able to cal-
culate the work hours of GOS employees.  

With option 2: e) all requests will be logged in to the system and the user need 
have no interaction with the ITSM software. However implementation of this recom-
mendation produces a cost for LCPL in that some system settings will require re-
adjustment, as it now needs to purchase this module as well as produce an internal 
staff costing. f)  Additionally some modifications will be required to the P6 process 
for reporting purposes. Through the solution mentioned the business process was 
modified to fill the gap between the official process and the informal social network 
identified among employees via SNA. 

Currently GOS is able to control all requests and can evaluate the work loads of its 
support team monthly. Furthermore, users are confident that they will receive their 
service at the right time, since their requests are in the queue and the support team 
cannot miss such requests by mistake. LCPL is now further currently establishing 
which documented business processes lack integration with social networks within 
the firm. Finally, in all businesses there are sets of hidden factors such as human so-
cial concepts that have significant impacts on business process management. 

5 Conclusion 

Knowledge Acquisition in its broadest sense adopts approaches used in other 
discplines as a way of obtaining information critical to understanding how knowledge 
many be obtained and transferred. This research-in-progress paper has explored a 
means by which a comparison may be made between what management envisages as 
a formal approach to conducting a business process, and how such a process takes 
place in reality. In order to add a degree of ecological validity to the research, an ac-
tual Oracle Primavera P6 example was investigated which then led to an examination 
of relevant P6 team relationships through the ‘prism’ of SNA. Staff involved with the 
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P6 process, their attributes and their relationships were investigated and comparisons 
made against official management practice of the P6 process. The answer to “how 
extensive is the degree of overlap between an employee’s work processes and their 
organisational social network?” was ‘not as well as it could be’. 
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Abstract. In this paper we discuss a model which classifies any seaport in the 
context of environmental management system standards as leader, follower and 
average user. Identification of this status can assist Port Authorities (PAs) in 
making decisions concerned with finding collaborating seaport partners using 
clear environmental benchmarks. This paper demonstrates the suitability of  
meta-learning for small datasets to assist pre-selection of base-algorithms and 
automatic parameterization. The method is suitable for small number of obser-
vations with many attributes closely related with potential issues concerning 
environmental management programs on seaports. The variables in our dataset 
cover main aspects such as reducing air emissions, improving water quality and 
minimizing impacts of growth. We consider this model will be suitable for Port 
authorities (PAs) interested in effective and efficient methods of knowledge 
discovery to be able to gain the maximum advantage of benchmarking 
processes within partner ports. As well as for practitioners and non-expert users 
who want to construct a reliable classification process and reduce the evaluation 
time of data processing for environmental benchmarking. 

Keywords: classification in small datasets, meta-learning, environmental 
benchmarks, seaports.  

1 Introduction 

In the case of seaports, environmental benchmarks clearly identify competitive advan-
tages and offer better risk management performance (Green Port Portal). “In general, 
benchmarking is the process of comparing individual objects which compete in a 
specific field of activity [1, p. xv]”. According to Bichou [2] the literature on perfor-
mance measurement and benchmarking in seaports can be grouped into four broad 
categories: economic-impact studies, performance metrics and productivity index 
methods, frontier methods and process approaches. Port economics impacts directly 
or indirectly on social development, urban planning and environmental economics. 
For example Lee et al. [3] connect the economic and spatial dimensions of the pair 
city-port and Georgakaki et al. [4] construct relations between air pollutants such as 
diesel emissions and the operation of maritime transportation in the international 
trade. Performance metrics usually refer to input and output measures accounted for 
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efficient operational management of ports. Productivity indexes compare ports for 
example, on market price basis. The frontier benchmark concept denotes competitive 
and incentive-based productivity. Finally, the process approaches measure methods, 
methodologies and information flows. We take advantage of this distinction to cate-
gorize our framework of analysis into a hybrid approach of these categories which 
allows us to explore systemically the nature of decisions based on environmental 
benchmarking approaches.  

Port authorities (PAs) are interested in effective and efficient methods of know-
ledge discovery to be able to gain the maximum advantage of benchmarking 
processes within partner ports. As decision-makers, they are requested to survey com-
plicated models with the ease of the available computer software. Decisive factors 
emerged for management with the use of data mining and its related techniques in the 
process of making even the simplest decision. This also lead them to find patterns 
among ports that enable the identification of a partner port in an environmental 
benchmark context, desirable requirement for the port’s sustainable development. 
Moreover, with the goal of finding key focus of collaboration for the innovation of 
port governance, knowledge discovery is highly beneficial condition to identify which 
port is more suitable for future connections (transportation of goods between ports). 
This paper documents a process to identify the characteristics of seaports which are 
closely related with potential issues concerning environmental management programs.  

1.1 Overview of the Environmental Management System Standards 

Many local and global agencies have previously determined whether a port has the 
minimum competencies to operate; whilst new endeavors are focused on more ag-
gressive strategies towards radical actions to protect the environment from long-term 
PAs decisions. Fig. 1 summarises the main initiatives which we discuss here. The Port 
Safety and Environmental Protection Management Code (IPSEM) is the minimum 
merit for a port to operate under environmental management system standards (EMS) 
conditions. Other schemes are the result of award societies’ programs such as The 
Environmental Improvement Annual Program Winners proposed by The American 
Association of Port Authorities (AAPA). Selection and completion procedures to hold 
the prize are highly demanding, ports are voluntarily called to register and do not need 
financial and technological commitment with national and international governments 
in order to comply with improved policies and regulations. Among the sector initia-
tives is also The EMS Primer for Ports, which is a formal system for proactively pro-
moting awareness of the environmental footprint in a port. Over the last few years the 
Environmental Protection Agency (EPA) has been involved in the follow-up of this 
process, but conducting improvements on ports has been delegated to the leadership 
of PAs. Finally a stricter EMS framework is presented through international schemes 
such as The International Organization for Standardization -ISO14001. Ports who 
wish to benefit from this high recognition need to comply with complicated guide-
lines and conduct internal and external audits. This systematic program implies finan-
cial and technological contributions that in certain cases are not met by small but 
efficient ports. Therefore, other qualifications are available such as The World Port 
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Table 2. Number of attributes at 
sites and dataset assembled 

 

of an environmental program which addresses most of the main challenges mentioned 
in the context of PA’s long-term EMSs. 

Reducing Air Emissions: Seaports are urged to join and ratify the International Con-
vention for the Prevention of Marine Pollution (MARPOL) annexes in order to dem-
onstrate willingness to operate and compete internationally. Vessels, cargo-handling 
equipment, trucks, and trains all contribute to air emissions at ports. Facilities, oils 
and chemical variables help to determine pollutant levels based on MARPOL an-
nexes. Whereas, naturally weather marine conditions are affected by depositions of air 
pollutants. Common air pollutants include the variables nitrogen oxides (NOx), and 
sulfur oxides (SOx), carbon dioxides (CO2) and ozone (O3). 

Improving Water Quality: Dredging activity place an important role on EMS pro-
grams because it involves water sediments and endangered species if habitat creation 
is damaged. Also, ballast water of onboard vessels is typically released in different 
maritime areas than where it was taken in, resulting in the introduction of non-native 
or invasive species. We use the variables dredgeOcean and national marine sanctu-
aries (NMS) to observe such impacts. On the other hand, most large ports have a high 
number of acres of paved waterfront for cargo handling, therefore; stormwater runoff 
picks up various pollutants before entering waterways. Some of the variables 
representing this phenomenon are runoff and need of water treatment (needWtTreat). 

Table 1. Exemplar dataset for environmental challenge  

Reducing Air 
Emissions 

Facilities, Inadequacies, CO2, O3comply, O3, SO2, 
NOx, Scientist 

Improving Water 
Quality 

needWtTreat, Facilities, oils, chemicals, Inadequacies, 
Scientist, runoff, NMS, dredgeOcean 

Minimizing 
Impacts of 

Growth 

CRP, LandFarms, Scientist, MarketVal, GAPStatus1, 
GAPStatus2, GAPStatus3, GAPStatus4, CountyArea, 
LeaseNum, LeaseAcres 

Minimizing Impacts of Growth: Generally, surrounding communities are increa-
singly interested in the impacts of port expansion. Congestion, safety, and other issues 
are derived from port growth. Variables such as the county area (CountyArea) 
represent notable boundaries for each seaport, for instance, changes in waterfront 

areas and voting precinct lines that are now in-
cluded in the current county administration. The 
list of variables for each of the environmental 
challenges introduced above can be found in 
Table 1.  

Data have to be gathered from multiple avail-
able online repositories to cover the scope of the 
issue. The repositories used are the Bureau of 
Ocean Energy Management, Regulation and 
Enforcement (BOERMRE), The Environmental 
Protection Agency (EPA), the International  
Maritime Organization (IMO), United States 
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et al. [16] approaches. Thirdly, meta-learning can be used for preselection of base-
algorithms. With meta-learning a number of algorithms can be executed simultaneously 
(which is possible in Rapid Miner 5.0®), while tracking their performance order. This 
information helps us to understand the relationship between the dataset and the perfor-
mance of algorithms, resulting in better model construction and application.   

3 Method of Analysis 

We documented in section 2 our data gathering process over a number of data sites 
and the characterisation for the assembled dataset, which constitutes the meta-features 
for the model construction. Figure 4 displays a clear representation of the meta-
learning process we have thoroughly followed: starting with the selection of reposito-
ries of data, following by the characterization of the dataset and the pre-selection of 
base-algorithms. In this section we explain the method of analysis and in section 4 we 
make recommendations based on the performance of the models (algorithms). The 
most likely classifiers are ranked by predicted accuracies along with their root mean 
square error (RMSE) values.  

As shown in Table 3, the EMS seaport dataset includes 44 seaports, 3 classes on 
response (with a class distribution of 63.7% for average users, 20.4% for followers 
and 15.9% for leaders), 25 relevant attributes and 2 irrelevant variables according to a 
remove correlation operation (i.e. GAP Status 2 and Lease Acres). As previously 
mentioned, the most likely classifiers are ranked by prediction accuracies and root 
mean square errors (RMSE) as displayed in Table 4. The candidate classifiers used 
are neural networks (nnet), one specific library of support vector machines (svm), 
random forests weka algorithm (rf-w), k-nearest neighbor classifier (knn), random 
forests (rf), naïve bayes (nb) and the learner supervised rules – OneR (or).Using the 
automatic system construction wizard in Rapid Miner 5.0®, the meta-learning classi-
fication is a straightforward process. This wizard also aids evaluating each classifier 
and finding an optimal parameterisation for the dataset at hand.  

Another issue of this model is the selection variables which are defined as “dataset 
characteristics representing the performance of simple learners on this dataset [5, 
p.1]”. This is why we seek the smallest group of learners likely to cover the learning 
space [6]. Performance results on these samples serve to characterize tasks. In meta-
learning these are focused on accuracy measures which have been justified by theoret-
ical and pragmatic studies. Three main reasons are outlined by [8]. 

1. No single learning algorithm will construct hypothesis of high accuracy on all 
problems.  

2. Predictive accuracy is virtually impossible to forecast. (i.e. to know how accurate a 
hypothesis will be, the hypothesis has to be induced) by the selected learning 
model and tested on unseen data. 

3. Predictive accuracy is easy to quantify. It is not subjective and induces a total or-
der on the set of all hypotheses. Given an application, it is straightforward, through 
experimentation, to find which of a number of available models produces the most 
accurate hypothesis. 
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Fig. 4. Meta-learning process for the model (algorithm) selection. SOURCE: [9, p. 13]. 

We used the parameterization observed in the automatic model construction of 
Rapid Miner 5.0®, which returned a prediction accuracy of 68.2% and a RMSE of 
8.4% for Random Forest. Results provided by [7] also corroborate that Random  
Forest has the lowest RMSE and highest confidence of prediction among different 
classifiers for several problems they considered. Table 4 shows the corresponding 
classifier performances in decreasing order. 

 
 
 
 
 
 
 

 

4 Exemplar Benchmark Experiment 

This section introduces an exemplar benchmark experiment built in order to discover 
the capabilities of the previous learning method in the classification of the StatusEMS 
label. The class label has been created numerically using a weighting criterion of 5, 3 
or 1 according to the level of compliance with the overviewed standards reported by 
the literature. The weighting factor corresponds to 5 when the port holds a high rec-
ognition of an EMS framework such as ISO14001, WPCI and Climate-Registry. The 
weighting criterion corresponds to 3 when the port competes in schemes, such as 
AAPA, GETF EMS and EPA EMS Port Primer, and receives an award. In this case, 
the factor is multiplied by the number of years in which the port holds the position. 

Table 4. Meta-learning for classification of 
the StatusEMS class 

Classifier RMSE Accuracy
RandomForest (rf) 
LibSVM (svm)  

0.084 
0.068 

0.682 
0.659 

NeuralNetImproved(nnet) 0.078 0.636 
RandomForest-Weka (rf-w) 0.052 0.636 
NearestNeighbors (knn) 0.056 0.636 
OneR (or) 
NaiveBayes (nb)

0.083
0.083

0.614 
0.295
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Fig. 5. StatusEMS Label Class 
Assignment 

Finally, a weight of 1 is given to each port who complies with the minimum merits of 
operation such as the IPSEM. For further clarification, two steps in the process were 
necessary; create a numerical variable with the sum of the weights and a class distri-
bution based on its frequency. Figure 5 provides the distribution of weights for each 
class. See Appendix I for port’s weighting detail. Because Random Forest (RF) is a 
collection of tree classifiers, we compared the best performance of the experiment 
with the number of trees necessary to produce it. We found 3 trees as the full forest. A 
low number of variables were used in comparison with the initial ones. This indicates 
the algorithm identifies the most salient variables. These are; GAPStatus1, dredgeO-
cean, Facilities and CountyArea. They also indicate the presence of at least one vari-
able per environmental challenge according to the problem characterisation. Implica-
tions are presented in Section 5.  

During the model implementation, the best classification results are achieved when 
we used the following parameters for the Random Forest: Number of trees=3, 
criterion=gain ratio, minimal size for split=4, minimal 
leaf size=2, minimal gain=0.1, maximal depth=20, confi-
dence level used for the pessimistic error calculation of 
pruning= 0.45 and number of alternative nodes tried when 
prepruning=3. 

We have attained 70.45% instead of 68.2% as an overall accuracy in this experi-
ment by just changing the recommended parameter number of trees from 4 to 3. This 
reflects the prediction accuracy for the largest cohort of average users (A) of EMS 
framework (see Table 5). However, the best prediction is given for the followers, 
which in this case corresponds with 2 out of 9 ports. We select this model considering 
the limitations of the label class which has been numerically assigned. The RF trees 
are presented in Figure 6. To illustrate how the classification can be used to describe 
the distinct groups of ports, in the last section we explain and incorporate each of the 
predictor variables for the explanation of the profiles for each group of seaports.      

Table 5. Confusion matrix for a seaport EMS 
classification problem 

 

 

 Actual Class  

Class=A Class=F Class=L Prediction

Predicted 

Class  

Class=A 26 6 4 72.22% 

Class=F 0 2 0 100% 

Class=L 2 1 3 50% 

 Recall 92.86% 22.22% 42.86%  
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5 Practical Implications 

The key objective of this model is to give an indication of the relationship between 
the Port’s EMS current framework and the future environmental challenges that PAs 
may face. This section allows the reader to understand the importance of such rela-
tionships. The regulatory function of the port has led the PAs to face high pressures to 
become accredited and internationally recognized. However, a number of environ-
mental measures, produced by agencies and local administrative authorities, are  
difficult with respect to decision-making and as a result with defining strategies to 
understand the consequences of collaboration between seaports using clear environ-
mental benchmarks. We believe the following classifications would help PAs to  
become more aware of the principles behind environmental benchmarking. In our 
analyses, three major profiles emerged. These are: 1) who the port leader might be, 2) 
the follower and 3) the average user of EMS programs. These profiles are based on 
the concepts of the variables identified by the best model (RF): 

 

Fig. 6. Random Forest Classification  
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Follower=0, 
Leader=0 > 447.100 <= 447.100 

Average=6, 
Follower=1, 
Leader=0 

Average=0, 
Follower=2, 
Leader=0 

Average=9, 
Follower=1, 
Leader=0 

Average=1, 
Follower=1, 
Leader=6 

> 3’246.935 <=  3’246.935 

RANDOM FOREST 1 
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GAPStatus1. current area of a state in acres in which the port is located (georeferencial 
measure) having permanent protection of natural land and water cover and a mandated man-
agement plan in operation to maintain a natural state within which disturbance events (of 
natural type, frequency, intensity, and legacy) are allowed to proceed without interference or 
are mimicked through management according with the USGS.  

DredgeOcean. current amount of dredged ocean material disposed in cubic yards by state 
according with the US Army Corps.  

Facilities. current number of port reception facilities (be they fixed, floating or mobile) in 
which final disposal of MARPOL residues/wastes occurs in a manner that protects the envi-
ronment, the health and safety of workers and general population according with IMO 
 

CountyArea. current county land area in square miles 

Profile of a Port Leader of EMS Programs. Characterised by having nearly more 
than two million acres of protected natural land and water cover and a mandated 
management plan to maintain this state. With less or around three million cubic yards 
of dredged ocean material disposed of annually they become one of the ports which 
regulate this activity. This kind of port accounts for less than 28 final disposal 
facilities which indicates a low demand of MARPOL disposal residues. Its location is 
better associated with county area of more than around two thousand square miles.  

Profile of a Port Follower of EMS Programs. Characterised by having between three 
hundred and two million acres of protected natural land and water cover and a 
mandated management plan to maintain this state. The port conducts no defined 
dredged ocean material disposal activity. This kind of port accounts for 28 to 34 final 
disposal facilities which indicates a higher demand of MARPOL disposal residues 
compared with their leader counterparts. Its location is better associated with county 
areas of less than around two thousand square miles. 

Profile of a Port Average User of EMS Programs. Characterised by having between 
around one hundred and 2 million acres of protected natural land and water cover and 
a mandated management plan to maintain this state, this kind of port overlaps with its 
follower counterpart’s designation. However with more than around three millions of 
cubic yards of dredged ocean material annually disposed, it does not give evidence of 
regulation of this activity. Moreover, it accounts for more than 34 final disposal 
facilities which indicate a high demand of MARPOL disposal residues. Its location is 
better associated with county areas of less than around 2 thousand square miles.  

6 Conclusions and Future Work 

New avenues of future work on meta-learning are essential especially those obtained 
from empirical studies. We have taken an important step towards this aim. Because 
our dataset is based on a real application, we have applied our meta-learning analyses 
to an assembled dataset in order to assess accuracy of the method. We found that 
Random Forest (RF) performs well for small datasets. In the same way, we have  
provided a reference for problems with a limited amount of data and tested how  
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meta-learning can be used for pre-selection of base-algorithms. The key objective of 
this model is accomplished in the sense that the model has allowed us to give an indi-
cation of the relationship between the Port’s EMS current framework and the future 
environmental challenges of PAs. Knowledge discovery and computer-aided strategic 
decision making are new endeavours in the seaport domain and thus experimental 
data and results for comparison purposes are not available. However, as future work 
we will be further evaluating our approach with datasets for other seaports and coun-
tries. Other directions include collection and decision making using time-series data 
and decision making in areas beyond environmental benchmarking.  
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Appendix I.  Standards used to create labels for the seaports as follower, average and leader 

 
 
 
 

IdPort Locode Stabbr PortName ISO14001 AAPA / 
GETF EMS 

EPA EMS Port 
Primer 

IP-
SEM WPCI Climate-

Registry 
Status-
EMS 

Status-
EMSLabel 

Expert 
Weight 

      High=5 Medium=3 
(per year) Medium=3 Low=1 High=5 High=5     

C0128 USPWM ME Portland ME X 1 Average 
C0149 USBOS MA Boston X09 X X 7 Follower 
C0297 USCHT PA Chester X 1 Average 
C0398 USNYC NY New York X X X X X 19 Leader 
C0552 USPHL PA Philadelphia X 1 Average 
C0554 USILG DE Wilmington DE X 1 Average 
C0700 USBAL MD Baltimore X10 Xd X 7 Follower 
C0766 USILM NC Wilmington NC X 1 Average 
C0773 USCHS SC Charleston X09 X 4 Average 
C0776 USSAV GA Savannah X 1 Average 
C0780 USSSI GA Brunswick X 1 Average 
C2004 USPGL MS Pascagoula X 1 Average 
C2005 USMOB AL Mobile X09 X 4 Average 
C2012 USHOU TX Houston X X X X 14 Leader 
C2016 USPFN FL Panama City X 1 Average 
C2017 USJAX FL Jacksonville X 1 Average 
C2021 USTPA  FL Tampa X 1 Average 
C2083 USGPT MS Gulfport X 1 Average 
C2162 USPAB FL Palm Beach X 1 Average 
C2163 USPVS FL Port Everglades X Xd X 9 Follower 
C2164 USMIA FL Miami X 1 Average 
C2251 USMSY LA New Orleans X Xd X 9 Follower 
C2254 USLCH LA Lake Charles X 1 Average 
C2395 USBPT TX Beaumont X 1 Average 
C2404 USTXT TX Texas City X 1 Average 
C2408 USFPO TX Freeport X08 Xd X 7 Follower 
C2416 USPOA TX Port Arthur X10 X 4 Average 
C2417 USGLS TX Galveston X 1 Average 
C2423 USCRP  TX Corpus Christi X X X 9 Follower 
C4100 USSAN CA San Diego X X 6 Follower 
C4110 USLGB CA Long Beach X11,10 Xd X X 15 Leader 
C4120 USLAX CA Los Angeles X X X X X 19 Leader 
C4150 USNTD CA Port Hueneme X 1 Average 
C4335 USSFO CA San Francisco X 1 Average 
C4345 USOAK CA Oakland Xd X X X 14 Leader 
C4350 USRCH CA Richmond CA X 1 Average 
C4420 USHNL HI Honolulu X 1 Average 
C4644 USPDX OR Portland OR X X08 X X X 17 Leader 
C4708 NA WA Port Angeles X 1 Average 
C4720 USTIW  WA Tacoma X10,08 X 7 Follower 
C4722 USSEA WA Seattle X11,10,08 X X X X 23 Leader 
C4816 USVDZ AK Valdez X 1 Average 
C4820 USANC AK Anchorage X 1 Average 
C5735 USORF VA Norfolk X X11 X X 12 Follower 
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Appendix II. Definition of the variables and their sources 

 

Varia-
ble 
Name 

Definition  Variable source 

Lease 
Area Named area where oil and gas leasing activity take place within the port location 

Bureau of Ocean Energy Management, Regulation and Enforce-
ment BOERMRE http://www.boemre.gov/ld/PDFs/

OCSstatusMap8e(3).pdf 

Need 
WtTreat Updated needs of water treatment by state in billions of dollars  

Environmental Protection Agency "Clean Watersheds needs 
survey" (CWNS) 2008. http://water.epa.gov/scitech/datait/

databases/cwns/upload/apex-2.pdf    http://watersgeo.epa.gov/
mwm/?

layer=LEGACY_WBD&feature=03160205&extraLayers=null 

facilities 
Updated number of port reception facilities (be they fixed, floating or mobile) in which 
final disposal of MARPOL residues/wastes occurs in a manner that protects the environ-

ment, the health and safety of workers and general population 

IMO International Maritime Organization - https://
gisis.imo.org/Public/PRF/Default.aspx  

oils 
Updated maximum  discharge (m3) at port allowed and generated on board ships as oily 
waste, oily mixtures, oily bilge water, slops, sludge, oily tank washings, oily cargo resi-

dues, ballast water containing oily mixtures as defined in MARPOL annex I 

IMO International Maritime Organization - https://
gisis.imo.org/Public/PRF/Default.aspx  

chemi-
cals  

Updated maximum  discharge (m3) at port allowed and generated on board ships as tank 
washings and cargo residues containing noxious liquid substances (NSL) as defined in 

MARPOL annex II 

IMO International Maritime Organization - https://
gisis.imo.org/Public/PRF/Default.aspx  

Inade-
quacies  

Yes/No historical problems encountered at the port reception facility and informed to 
IMO 

IMO International Maritime Organization - https://
gisis.imo.org/Public/PRF/Default.aspx  

CO2 
Tons of CO2 (carbon dioxide) calculated based on emissions per hour and operating time 

for the hour, measured in 2008 and by State in which the EPA facility is located 
Environmental Protection Agency http://

camddataandmaps.epa.gov/gdm/index.cfm 

O3 
comply  

Compliance with the CASTNET standards up to 75 ppb (parts per billion) of fourth-
highest daily maximum 8-hour average of ozone concentrations (O3 -air pollutants) 

Environmental Protection Agency "Clear Air Status and Trends 
Network (CASNET) 2008 Annual Resport" http://epa.gov/

castnet/javaweb/docs/annual_report_2008.pdf 

O3 
Fourth-highest daily maximum 8-hour average of ozone concentrations (O3 -air pollu-

tants) measured in ppb (parts per billion) within an area of a state by analysers of CAST-
NET (EPA) in 2008 (nominal) 

Environmental Protection Agency "Clear Air Status and Trends 
Network (CASNET) 2008 Annual Report" http://epa.gov/

castnet/javaweb/docs/annual_report_2008.pdf 

O3cont 
Fourth-highest daily maximum 8-hour average of ozone concentrations (O3 -air pollu-

tants) measured in ppb (parts per billion) within an area of a state by analysers of CAST-
NET (EPA) in 2008 (continuous) 

Environmental Protection Agency "Clear Air Status and Trends 
Network (CASNET) 2008 Annual Report" http://epa.gov/

castnet/javaweb/docs/annual_report_2008.pdf 

SO2 
Significant deposition of sulphur dioxide (SO2) in the production of acid rain in tons 

measured in 2008 within an area of a state.  
Environmental Protection Agency http://

camddataandmaps.epa.gov/gdm/index.cfm 

NOx 
Significant deposition of nitrogen oxides (NOx) in the production of acid rain in tons 

measured in 2008 within an area of a state.  
Environmental Protection Agency http://

camddataandmaps.epa.gov/gdm/index.cfm 

CRP 
Average rental payment per acre in US dollars FY 2008 of lands enrolled in the Conser-

vation Reserve Program (CRM)  

Data.gov Department of Agriculture http://explore.data.gov/
Agriculture/Conservation-Reserve-Program-Average-Payments

-by-S/7w2u-44pg 

Land-
Farms  

Land in farms given in acres by state and county where the port is located or closely lo-
cated.  

Data.gov Department of Agriculture http://explore.data.gov/
Agriculture/Census-of-Agriculture-Race-Ethnicity-and-Gender-

Pr/yd4n-fk45 

Scientist Rank of scientists FTEs (full-time equivalents) based on National Institute of Food and 
Agriculture (NIFA) funding in 2008 counted by state 

USDA United Stated Department of Agriculture http://
www.reeis.usda.gov/portal/page?

_pageid=193,1&_dad=portal&_schema=PORTAL 

Market-
Val Ranked market value of all farm products by state 

USDA United Stated Department of Agriculture http://
www.reeis.usda.gov/portal/page?

_pageid=193,1&_dad=portal&_schema=PORTAL 

GAP-
Status1 

Current GIS acres calculated for a state under the protection laws from conversion of 
natural land and water cover according with the GAP Analysis Program in the US Geo-

logical Survey (USGS) and coded 1 for a mandated management plan in operation to 
maintain a natural state within which disturbance events (of natural type, frequency, in-

tensity, and legacy) are allowed to proceed without interference or are mimicked through 
management 

United States Geological Survey http://gapanalysis.usgs.gov/
protected-area-statistics -by-state/ 

GAP-
Status2 

Current GIS acres calculated for a state under the protection laws from conversion of 
natural land and water cover according with the GAP Analysis Program in the US Geo-

logical Survey (USGS) and coded 2 for a mandated management plan in operation to 
maintain a primarily natural state, but which may receive uses or management practices 

that degrade the quality of existing natural communities, including suppression of natural 
disturbance 

United States Geological Survey http://gapanalysis.usgs.gov/
protected-area-statistics -by-state/ 

GAP-
Status3 

Current GIS acres calculated for a state under the protection laws from conversion of 
natural land and water cover for the majority of area. According with the GAP Analysis 
Program in the US Geological Survey (USGS) and coded 3. Subject to extractive uses of 

either broad, low -intensity type (e.g.. Logging) or localized intense type (e.g. Mining). 
Confers protection to federally listed endangered and threatened species throughout the 

area 

United States Geological Survey http://gapanalysis.usgs.gov/
protected-area-statistics -by-state/ 

GAP-
Status4 

Current GIS acres calculated for a state under the protection laws according with the GAP 
Analysis Program in the US Geological Survey (USGS) and coded 4 for unprotected 

areas or unknown protection. The remaining area (land and water) of a state (not desig-
nated as GAP Status 1-3) is classified as GAP Status 4. Status 4 areas are primarily pri-
vate lands. They have no known public/private institutional mandates or legally recog-

nized easements. 

United States Geological Survey http://gapanalysis.usgs.gov/
protected-area-statistics -by-state/ 

runoff 
Runoff given in mm by water-year 2008 and state. "Runoff is the water flow that occurs 
when soil is infiltrated to full capacity and excess water from rain, melt water or other 

sources flows over the land" (Wikipedia) 

United States Geological Survey http://waterwatch.usgs.gov/
new/index.php?r=al&id=statesum 

County 
Area Updated county land area in square miles  

USCounty. Org http://uscounty.org/us-counties-descending-by-
population.htm 

Lease-
Num 

Existing number of leases since 2008 for oil and gas production within a leasing area 
where the port is located  

Bureau of Ocean Energy Management, Regulation and Enforce-
ment BOERMRE http://www.boemre.gov/ld/PDFs/

OCSstatusMap8e(3).pdf 

Lease 
Acres 

Existing number of land acres since 2008 for oil and gas production within a leasing area 
where the port is located  

Bureau of Ocean Energy Management, Regulation and Enforce-
ment BOERMRE http://www.boemre.gov/ld/PDFs/

OCSstatusMap8e(3).pdf 

NMS 
Yes/no existence of national marine sanctuaries (NMS) where the port is relatively close 

located 

Bureau of Ocean Energy Management, Regulation and Enforce-
ment BOERMRE http://www.boemre.gov/ld/PDFs/

OCSstatusMap8e(3).pdf 

Dredge 
Ocean  

Updated amount of dredged material ocean disposed in cubic yards by state according 
with the US Army Corps  

 

US Army Corps of Engineers http://el.erdc.usace.army.mil/odd/
SiteQuery.asp 



D. Richards and B.H. Kang (Eds.): PKAW 2012, LNAI 7457, pp. 364–371, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

A Situated Experiential Learning System  
Based on a Real-Time 3D Virtual Studio 

Mihye Kim1, Ji-Seong Jeong2, Chan Park2, Rae-Hyun Jang3, and Kwan-Hee Yoo2,∗ 

1 Department of Computer Science Education, Catholic University of Daegu, South Korea 
mihyekim@cu.ac.kr 

2 Department of Information Industrial Engineering and Department of Computer Education, 
Chungbuk National University, South Korea 

{farland83,szell,khyoo}@chungbik.ac.kr 
3 Virtual Reality Business Team, Korea Internet Software Corporation, South Korea 

jrh@kis21.com 

Abstract. Current educational systems are creating new teaching methodolo-
gies that can produce various types of experiential learning opportunities owing 
to the convergence of information technology with graphics, multimedia and 
virtual reality (VR) technologies. This paper introduces a situated experiential 
learning system based on a real-time three-dimensional (3D) virtual studio,  
developed by improving upon several technical shortcomings inherent in the 
previously developed virtual education system, KIS-VR 1010. The main im-
provements include system performance, the quality of 3D background tem-
plates and 3D background effects, and the control functions of the user  
interface. A remote control feature and a speech-recognition function are also 
incorporated into the new system. The proposed system was successfully tested 
in English classes at schools and language institutes that provide an enhanced 
learning environment. The visualization of a real-time 3D virtual space, the in-
teractive user interface, and the speech-recognition feature were found to form 
the basis for an effective learning environment, facilitating self-regulated study 
by enhancing student engagement in the learning process. 

Keywords: Situated experiential learning system, Real-time 3D virtual studio. 

1 Introduction 

With the advent of an era of rapidly changing multimedia, traditional classroom-
oriented teaching and learning systems are giving way to web-based systems with 
multimedia content. Recently, more active, self-directed cyber learning systems have 
been developed by leveraging new state-of-the-art technologies, such as digital media, 
real-time virtual reality (VR), and augmented reality (AR) technologies. Such VR-
based teaching and learning systems can provide new experiential learning opportuni-
ties by eliminating the simplicity and boredom of traditional textbook-oriented or 
two-dimensional (2D) multimedia content-based learning systems. This type of  
                                                           
* Corresponding author. 
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system can also enhance the self-regulated learning abilities of students by stimulating 
their motivation to learn. In accordance with these educational trends, various types of 
virtual education systems have been developed and commercialized in Korea [1-4]. 
However, many technical shortcomings remain that require improvement and further 
development, especially with regard to system performance, graphic resolution, and 
the user interface. Furthermore, most VR-based educational systems are expensive to 
install because they are usually hardware based. 

This paper proposes a situated experiential learning system that employs chroma 
keying and real-time three-dimensional (3D) VR techniques, and is software rather 
than hardware based, thereby enabling high usability at low cost. The proposed sys-
tem is rooted in KIS-VR 1010 [5] and improves upon several of that system’s tech-
nical shortcomings while incorporating some additional features. KIS-VR 1010 is a 
learning system based on multimedia and 3D VR technologies developed by the Ko-
rea Internet Software Company [1]. The main improvements of the proposed system 
are to system performance, the quality of the 3D background templates and 3D back-
ground effects, and the control functions of the user interface. The new features in-
clude a remote controller and a speech-recognition function. The goal of developing 
this system was to provide a more advanced situated experiential learning environ-
ment in a 3D virtual studio that would heighten students’ motivation and engagement 
in learning. We also aimed to provide optimal multimedia content to facilitate  
self-directed study through the visualization of real-time 3D graphics and voice rec-
ognition. Moreover, the system was intended to provide a more dynamic interactive 
environment between students and teachers, allowing them to learn together in the 
same virtual studio space. Note that the present paper is an extended version of a pre-
viously published paper [6], and thus includes some identical content and figures. 

2 Related Work 

Current VR technologies are evolving from single- to multi-user experience-centered 
techniques and from simulations for research verification to remote educational sys-
tems for public use. Applications of these technologies are also evolving from use in 
specific fields, such as medicine, to more general use, such as for education, games, 
shopping, and web-based broadcasts. Moreover, the technological environment has 
shifted from high-performance workstation-based systems to PC-based systems with 
network connections. Typical applications of VR are physical rehabilitation training 
[7], entrepreneurial training [8], virtual simulation education [9], design education 
[10], and language education [11]. 

Several companies in Korea have also developed and commercialized various types 
of virtual English learning systems based on the needs of specialized educational insti-
tutes. Representative developers of virtual learning systems in Korea include VR  
Media [2], INTOSYSTEM [3], and TAMTUS [4]. VR Media and INTOSYSTEM 
developed a virtual English educational system for situated experiential learning, and 
TAMTUS introduced the Magic VR-UCC Studio, which enables the construction of 
English-dedicated classrooms for experiential learning and allows students to have 
real-time interactive English conversations. Language education institutes such as 
YBM Sisa.com, Jung-Cheol Cyber Institute, and Sam-Yuk Language School are  
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utilizing this type of virtual learning system in their language classes. YBM Sisa.com 
uses the e-Speaking Learning System, which was developed by combining a custo-
mized learning management system with a sound-recognition solution in English lan-
guage courses [12]. The Jung-Cheol Cyber Institute [13] provides a sound-recognition 
learning program that allows students to practice English expressions via online lec-
tures. The Sam-Yuk Language School offers a “12-step” English learning program 
based on interactive voice-recognition solutions and communicative language teaching 
[14]. The 12-step program provides video lectures, virtual 3D images, and native-
speaker voice training by installing a voice-recognition program on a computer.  

However, most domestic systems continue to be hampered by several technical 
shortcomings, especially with regard to the quality of the 3D graphic images. Fur-
thermore, most VR products are costly to install. This study has improved upon  
several of the technical shortcomings inherent in existing systems by developing a 
software-based product that operates in a PC environment. 

3 Experimental Learning System 

The proposed system is based on KIS-VR 1010, a multimedia learning system devel-
oped by the Korea Internet Software Co. and sold by UNIWIDE Technologies, Inc. 

(http://www.uniwide.co.kr). The objective was to improve the quality of situated ex-
periential learning by upgrading the techniques used in KIS-VR 1010 and enhancing 
its effect on virtual experiential learning. The main improvements are to system per-
formance and speed, the quality of the 3D background templates used for situated 
experiential learning, the quality of the 3D background special effects, and the control 
functions of the user interface. New features include a remote controller technique 
and a speech-recognition function. 

3.1 Overview of the System 

The situated experiential learning system introduced in this paper is based on a real-
time 3D virtual studio that allows images to be created in situ by compositing real and 
virtual sets using stereoscopic 3D computer graphics. The system removes a specific 
single color or range of colors (such as blue or green) from a photographic image on a 
bluescreen using a chroma keying technique [5] (which is widely used to separate 
background colors and objects from actual images). The system then composes a 
virtual 3D environment by synthesizing the resulting image with a 3D background 
template prepared for a given learning situation. This type of composited virtual 3D 
environment enables students to engage in experiential learning, including scenarios 
anchored in reality, and to practice situated learning in specific places. Teachers can 
formulate appropriate learning content without spatial limitations by composing a 3D 
virtual environment to match the situation. 

3.2 Main Improvements 

System Performance. The speed of the system was enhanced by improving the video 
compression and decompression features, and by adding an alternative logic to handle 
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the delay due to system overhead in storing videos. The left screen of Fig.1 shows the 
existing and improved compression methods. Furthermore, several current multime-
dia technologies, including texture and feature extraction from video files, video 
streaming transmission, real-time 3D rendering, 3D graphics, and chroma keying 
techniques, were also used in the proposed system, resulting in more dynamic and 
realistic 3D virtual learning spaces. 
 
Background Template. The quality of the background templates was enhanced by 
incorporating stereoscopic 3D VR techniques and interactive 3D animations into the 
learning content, resulting in improved situated experiential learning. In other words, 
the virtual studio development environment was improved. Not only images and pho-
tos, but also digital video disc (DVD) movies and animations can be utilized as back-
ground objects for situated experiential learning. Third-party content and user-created 
content (UCC) can be also employed as background templates. Thus, various virtual 
learning studios can be created from various types of image objects using 3D author-
ing techniques. This improvement can increase the motivation and understanding of 
students, thereby enhancing the learning effect. The right screen of Fig. 1 shows the 
various types of content that can be used for background templates in the system. 

 

 

Fig. 1. The existing compression method (a), the improved compression method (b), and the 
various types of background template (right) 

Special Effects of 3D Backgrounds. In the proposed system, several special anima-
tion effects have been strengthened by optimizing the equations of brightness, reflec-
tion, and color, and by adjusting the shading formula to improve the quality of the 3D 
background effects. In addition, the resolution of the rendering window displayed on 
the screen was upgraded by using stereoscopic 3D images. The quality of the 3D 
backgrounds was also enhanced by synchronizing external images with the image 
output on the screen. Furthermore, the synthesis and relocation technique for 3D im-
ages and the real-time texture-mapping technique for extracted images in a virtual 
space were upgraded. Other new development techniques for special effects include: a 
technique that converts external images on a bluescreen into coordinate information, 
and then transmits the information to the system; a technique that implements and 
plays synchronized data; a technique that creates smooth animations in a virtual 
space; a color-key keying technique; and a zooming technique that optimizes subject 
input as video signals in a 3D background. 
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User Interface. The control functions were improved by creating an interactive user 
interface. Users can immediately input any desired information to the system via the 
interface, which offers features such as selecting the location and direction of a virtual 
camera and selecting a 3D virtual space. Users can open and control (ex-
ecute/manipulate/save) template files on a control monitor. The final result of these 
user activities is then displayed on a preview monitor. Fig. 2 shows the user interface 
of the system (left) and the configuration of the dual monitors (right). 
 

Fig. 2. User interface of the system (left) and configuration of the dual monitors (right) 

Remote Control Technology. Remote control technology was incorporated into the 
system. Users can operate an English experiential learning system from a distance 
using a dedicated remote controller, as shown in the left screen of Fig. 3. 
 
Speech Recognition. In the proposed system, we developed a sound-recognition 
feature that performs a specific motion in response to voice order data acquired by 
analyzing the characteristics of sounds input to a computer through a microphone or 
headset. This feature enables students to practice and correct their pronunciation via 
one-to-one conversations with a computerized native speaker in an English class, 
without requiring the presence of a real native speaker. The right screen of Fig. 3 
shows the speech-recognition process used in the proposed system. 

Fig. 3. Operating the learning system with a remote controller (left) and speech recognition 
process used in the system (right) 
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With these improvements, the proposed system offers several advantages over pre-
viously developed virtual learning systems. Firstly, the proposed system can produce 
more vibrant and realistic learning spaces because it uses real-time 3D rendering and 
stereoscopic 3D graphic techniques to visualize virtual learning spaces. Secondly, the 
interactive interface allows users to immediately input information to the system. 
Thirdly, student engagement in the learning process is heightened by enabling real-
time compositing of user motions, actions, and sounds in a virtual space using a 
chroma keying technique. Another important feature is the enhanced interactive capa-
bilities between users. The system allows users to carry on one-to-one or n-to-n Eng-
lish conversations in a virtual space. In other words, the system provides a learning 
environment in which several students can learn together. 

4 Experimental and Conclusion 

We have introduced a situated experiential 3D virtual learning system that improves 
upon several technical shortcomings inherent in previously developed virtual educa-
tion systems, resulting in the creation of an enhanced learning environment. The left 
screen of Fig. 4 shows the software product, hardware specifications, and peripherals 
of the system. The right screen of Fig. 4 shows an overall illustration of a classroom 
equipped with the real-time VR studio developed for situated experiential learning. 
 
 

 

Fig. 4. Specifications of the System (left) and Deployment of the VR studio (right) 

 

Fig. 5. Examples of English classes 
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Fig. 5 shows an example of how the proposed system was used for situated expe-
riential learning in real English classes. While a teacher and students converse in front 
of the bluescreen, video images are created in real time by synthesizing the bluescreen 
images with appropriate 3D images previously loaded into the system. The resulting 
images are shown on a television and the dual monitors. 

The proposed system has been tested in English classes at several schools in Korea 
and it is successfully using in English classes in about 400 elementary and secondary 
schools and language institutes across Korea, encompassing about 70% of the market 
share. We anticipate that the demand for this type of education will increase annually, 
and thus that the utilization of the proposed system will be high. Observations of ac-
tual use revealed that students were generally very interested in participating in the 
learning process. The visualization of real-time stereoscopic 3D virtual spaces, the 
interactive user interface, interactions among multiple users, and the speech-
recognition feature were also found to provide the basis for an effective learning  
environment, enabling more efficient self-directed learning by enhancing student 
engagement in the educational process. For further development of the system, a wide 
range of case studies will be necessary to identify additional requirements and im-
provements from the users’ point of view. 
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