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Preface

The emergent field of Intelligent Distributed Computing focuses on the develop-
ment of a new generation of intelligent distributed systems. It faces the challenges
of adapting and combining research in the fields of Intelligent Computing and Dis-
tributed Computing. Intelligent Computing develops methods and technology rang-
ing from classical artificial intelligence, computational intelligence and multi-agent
systems to game theory. The field of Distributed Computing develops methods and
technology to build systems that are composed of collaborating distributed compo-
nents. Theoretical foundations and practical applications of Intelligent Distributed
Computing set the premises for the new generation of intelligent distributed infor-
mation systems.

Intelligent Distributed Computing – IDC 2012 continues the tradition of the IDC
Symposium Series that was started as an initiative of research groups from: (i) Sys-
tems Research Institute, Polish Academy of Sciences in Warsaw, Poland and (ii)
Software Engineering Department of the University of Craiova, Craiova, Romania.
IDC aims at bringing together researchers and practitioners involved in all aspects
of Intelligent Distributed Computing. IDC is interested in works that are relevant
for both Distributed Computing and Intelligent Computing, with scientific merit in
at least one of these two areas. IDC 2012 was the sixth event in the series and was
organized by University of Calabria, University of Craiova, and SenSysCal S.r.l. in
Calabria, Italy during September 24-26, 2012. IDC 2012 had a special interest in
novel architectures and methods which facilitate intelligent distributed solutions to
complex problems by combining human cognitive capabilities and automated pro-
cessing.

IDC 2012 was collocated with: (i) A4C (Agents for Cloud) 2012 workshop; (ii)
4th International Workshop on Multi-Agent Systems Technology and Semantics,
MASTS 2012.

The material published in this book is divided into three main parts: (i) 30 con-
tributions of IDC 2012 participants; (ii) 4 contributions of A4C 2012 participants;
(iii) 3 contributions of MASTS 2012 participants.

The response to IDC 2012 call for paper was generous. We received 45 submis-
sions from 16 countries (we counted the country of each coauthor for each sub-
mitted paper). Each submission was carefully reviewed by at least 3 members of
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the IDC 2012 Program Committee. Acceptance and publication were judged based
on the relevance to the symposium themes, clarity of presentation, originality and
accuracy of results and proposed solutions. Finally 12 regular papers and 17 short
papers were selected for presentation and were included in this volume, resulting
in acceptance rates of 26.7 % for regular papers and 37.8 % for short papers. Ad-
ditionally, A4C 2012 and MASTS 2012 workshops received 8 submissions each.
After the careful review (each submission was reviewed by at least 3 members of
the A4C 2012 and MASTS 2012 Program Committee), 4 papers for A4C 2012 and
3 papers for MASTS 2012 were selected for presentation and were included in this
book.

The 37 contributions published in this book address many topics related to the-
ory and applications of intelligent distributed computing and multi-agent systems,
including: self-organization, bio-inspiration, adaptive and autonomous distributed
systems, agent programming, parallel computing, social computing and networks,
agents and sensor networks, collaborative computing, mobile networks and intel-
ligence, dynamic reasoning, agent-based intelligent applications, cloud computing,
and smart environments.

We would like to thank to Janusz Kacprzyk, editor of Studies in Computational
Intelligence series and member of the Steering Committee for his continuous sup-
port and encouragement for the development of the IDC Symposium Series. We
would like to thank to the IDC 2012, A4C 2012 and MASTS 2012 Program Com-
mittee members for their work in promoting the event and refereeing submissions
and also to all colleagues who submitted papers to IDC 2012, A4C 2012 and
MASTS 2012. We deeply appreciate the efforts of our invited speakers Belur V.
Dasarathy and Andrea Omicini and thank them for their interesting lectures and
Giovanni Caire for giving an interesting tutorial on WADE. Special thanks also go
to organizers of MASTS 2012: Adina Magda Florea, John Jules Meyer, and Amal El
Fallah Seghrouchni, and of A4C: Salvatore Venticinque. Finally, we appreciate the
efforts of local organizers on behalf of SenSysCal S.r.l. and University of Calabria
in Calabria, Italy for organizing IDC 2012, A4C 2012 and MASTS 2012.

Rende (CS), Italy Giancarlo Fortino
July 2012 Costin Bădică

Michele Malgeri
Rainer Unland
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Part IV Agent-Based Intelligent Applications

Healthcare Interoperability through a JADE Based Multi-Agent
Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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Nature-Inspired Coordination for Complex
Distributed Systems

Andrea Omicini

Abstract. Originating from closed parallel systems, coordination models and tech-
nologies gained in expressive power so to deal with complex distributed systems.
In particular, nature-inspired models of coordination emerged in the last decade as
the most effective approaches to tackle the complexity of pervasive, intelligent, and
self-* systems. In this paper we survey the most relevant nature-inspired coordina-
tion models, discuss the main open issues, and explore the trends for their future
development.

1 Introduction

Coordination models essentially address the issue of how to harness the complex-
ity of the interaction space in the design of distributed systems [26]. Even though
originating in the context of closed, parallel systems [6], coordination models soon
gained relevance and power in those scenarios where complexity is a key factor—
such as intelligent, knowledge-intensive, pervasive, self-organising systems [3].

Coordination, indeed, is not a matter of computational systems only. In fact, it
concerns complex systems of any sort: roughly speaking, it is how complex system
get together so as to work [17]. Many natural systems are prominent examples of
complex systems exhibiting models and patterns of coordination that enforce de-
sirable properties for computational systems such as fault-tolerance, adaptiveness,
and self-organisation. Accordingly, a whole class of coordination models is inspired
by the extraction of abstractions, patterns, and mechanisms out of natural systems:
nature-inspired coordination models come from the idea that working complex
systems exist in the real world, which we can observe so as to understand their
basic principles and mechanisms, to abstract them, and to bring them within our
computational systems [28]. In particular, understanding the principles and

Andrea Omicini
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2 A. Omicini

mechanisms of coordination within complex natural systems is seemingly an ef-
fective approach for the definition of coordination models and computational tech-
nologies for complex distributed systems.

2 Nature-Inspired Coordination: Early Examples

Historically, nature-inspired models of coordination are grounded in studies on the
behaviour of social insects, like ants or termites. In [8], Grassé noted that in ter-
mite societies “The coordination of tasks and the regulation of constructions are
not directly dependent from the workers, but from constructions themselves.”, and
introduced the notion of stigmergy as the fundamental coordination mechanism. For
instance, in ant colonies, pheromones act as environment markers for specific social
activities, and drive both the individual and the social behaviour of ants.

Nowadays, stigmergy generally refers to a set of nature-inspired coordination
mechanisms mediated by the environment: digital pheromones [19] and other signs
made and sensed in a shared environment [18] can be exploited for the engineer-
ing of adaptive and self-organising computational systems. By interpreting tuples as
signs, and tuple spaces as environment abstractions, tuple-based coordination mod-
els [21] – derived from the original LINDA model [6] – can be used to implement
stigmergic coordination within complex distributed systems [9, 20].

More or less contemporary with LINDA is the chemistry-inspired coordination
model Gamma [1]: as for the CHAM (chemical abstract machine) model [2], coordi-
nation in Gamma is conceived as the evolution of a space governed by chemical-like
rules, globally working as a rewriting system.

On the other hand, field-based coordination models like TOTA [9] are inspired by
the way masses and particles move and self-organise according to gravitational/elec-
tromagnetic fields [10]. There, computational force fields in the form of distributed
tuples, generated either by the active components or by the pervasive coordination
infrastructure, propagate across the environment, and drive the actions and motion
of the component themselves.

Some of the basic issues of complex system coordination straightforwardly
emerge from the above-mentioned models. First, the role of the environment is es-
sential in nature-inspired coordination. Components of a distributed system are not
limited to direct interaction, but they can communicate and coordinate indirectly
through the environment. Also, the environment is active: it exhibits an autonomous
dynamics (as in the case of chemical-like mechanisms) and affects component co-
ordination (as in the case of pheromone-like mechanisms). Finally, the environment
has a structure (as in the case of field-based models): interaction in complex dis-
tributed systems can then be enriched with some notion of locality, and components
of any sort can move through a topology.
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3 Nature-Inspired Coordination: Issues

Capturing some of the principles and mechanisms of natural systems does not en-
sure to capture their essence. For instance, chemical coordination models such as
Gamma and CHAM exploit the raw schema of computation as chemical reaction,
but are not expressive enough to fully reproduce any non-trivial chemical system.
In fact, even the simplest model for real chemical reactions requires a notion of re-
action rate (roughly speaking, a measure of how fast a reaction takes place): since
neither Gamma nor CHAM provide for such a notion, they are not endowed with
the expressive power required to build computational systems fully matching the
behaviour of real chemical systems.

Studies on the notion of self-organising coordination [24] point out some gen-
eral issues of nature-inspired coordination of complex systems—in particular when
compared with “classical” coordination models for distributed systems. In fact, most
of the traditional coordination models feature abstractions enacting coordination
laws that are typically reactive, (essentially) deterministic, and global as well. In
complex systems featuring self-* properties, instead, coordination patterns typically
appear at the global level by emergence, from probabilistic, time-dependent coordi-
nation laws based on local criteria.

In particular, many coordination models either implicitly or explicitly recog-
nise that full expressiveness requires addressing the issues of time dependency and
stochasticity. Among the first attempts, STOKLAIM [4] – a stochastic extension
of the LINDA-derived KLAIM model for mobile coordination [3] – adds distribu-
tion rates to coordination primitives, thus making it possible the modelling of non-
deterministic real-life phenomena such as failure rates and inter-arrival times.

In its turn, SwarmLinda aims at enhancing LINDA implementation with swarm
intelligence [22] in order to achieve many natural-system features such as scalabil-
ity, adaptiveness, and fault-tolerance. This is obtained by modelling tuple templates
as ants, and enhancing them with a probabilistic behaviour when looking for match-
ing tuples in a distributed setting.

Time dependency is generally addressed by the time-aware extension of Re-
SpecT [14]. There, the ReSpecT language for programming logic tuple centres
[2] is extended in order to catch with time, and to support the definition and en-
forcement of timed coordination policies. ReSpecT programmed tuple centres can
then work as time-dependent abstractions for the coordination of distributed pro-
cesses, once deployed upon the TuCSoN coordination infrastructure [15].

In the overall, however, the above-mentioned models for the coordination of com-
plex distributed system fail to provide a comprehensive and exhaustive approach
that could capture all the essential features of nature-inspired coordination. Instead,
this is precisely the main target of many novel research lines, which stretch exist-
ing coordination modes (typically, tuple-based ones) to make them reach their full
potential, trying to achieve the expressive power required to model and build dis-
tributed systems with a complexity comparable to natural systems.
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4 Nature-Inspired Coordination: Trends

The most relevant trend in today models for the coordination of complex distributed
system is aimed at expressing the full dynamics of complex natural systems. Along
this line, chemical tuple spaces [23] represent a successful attempt to exploit the
chemical metaphor at its full extent. There, data, devices, and software agents are
represented in terms of tuples, and system behaviour is expressed by means of
chemical-like laws – enacting interaction patterns such as composition, aggrega-
tion, competition, contextualisation, diffusion, and decay – which are actually time-
dependent and stochastic. Chemical laws, in fact, are implemented based on the
Gillespie’s algorithm [1] using uniform coordination primitives – that is, LINDA-
like coordination primitives returning tuples matching a template with a uniform
distribution [5] – in order to capture the full-fledged dynamics of real chemical sys-
tems within the coordination abstractions.

Blending metaphors from different sources represents another fundamental trend.
For instance, the SAPERE coordination model for pervasive service ecosystems
[27] exploits the chemical metaphor for driving the evolution of coordination ab-
stractions, biochemical abstractions for topology and diffusion, and the notion of
ecosystem altogether in order to model the overall system structure and dynamics.
There, all the components (data, devices, agents) are uniformly represented through
special tuples called LSA (Live Semantic Annotations) which can chemically bond
to each other, live within sorts of biochemical compartments (LSA-spaces), and
evolve based on natural laws of the ecosystem, called eco-laws [25].

Finally, integrating nature-inspired with knowledge-oriented coordination is the
last fundamental trend. Both chemical tuple spaces and SAPERE abstractions relay
on the semantic interpretation of coordination items—in the same way as seman-
tic tuple centres [12]. On the other hand, a nature-inspired coordination model fo-
cussing on knowledge management is MoK (Molecules of Knowledge) [11]. There,
knowledge sources produce atoms of knowledge in biochemical compartments,
which then aggregate in molecules and diffuse according to biochemical reactions.
In MoK, the full power of the biochemical metaphor is exploited in order to achieve
knowledge self-organisation within knowledge-intensive environments.

5 Conclusion

Starting from early chemical and stigmergic approaches, nature-inspired models of
coordination deeply evolved aimed at becoming the core of the engineering of com-
plex distributed systems, such as pervasive, knowledge-intensive, intelligent, and
self-* systems. In this paper we shorty survey their early history, devise their main
issues, and point out the most promising trends—namely, full metaphor adoption,
heterogeneous metaphor blending, and knowledge-oriented integration.

In the overall, nature-inspired models of coordination already have a long history
behind them, and a huge potential for development still to be explored.
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Fifteen Years After. In: Calude, C.S., Păun, G., Rozenberg, G., Salomaa, A. (eds.)
Multiset Processing. LNCS, vol. 2235, pp. 17–44. Springer, Heidelberg (2001),
doi:10.1007/3-540-45523-X 2

2. Berry, G.: The chemical abstract machine. Theoretical Computer Science 96(1), 217–248
(1992), doi:10.1016/0304-3975(92)90185-I

3. De Nicola, R., Ferrari, G., Pugliese, R.: KLAIM: A kernel language for agent interac-
tion and mobility. IEEE Transaction on Software Engineering 24(5), 315–330 (1998),
doi:10.1109/32.685256

4. De Nicola, R., Latella, D., Katoen, J.P., Massink, M.: StoKlaim: A stochastic extension
of Klaim. Tech. Rep. 2006-TR-01, Istituto di Scienza e Tecnologie dell’Informazione
“Alessandro Faedo”, ISTI (2006)

5. Gardelli, L., Viroli, M., Casadei, M., Omicini, A.: Designing Self-organising MAS
Environments: The Collective Sort Case. In: Weyns, D., Van Dyke Parunak, H.,
Michel, F. (eds.) E4MAS 2006. LNCS (LNAI), vol. 4389, pp. 254–271. Springer,
Heidelberg (2007)

6. Gelernter, D.: Generative communication in Linda. ACM Transactions on Programming
Languages and Systems 7(1), 80–112 (1985), doi:10.1145/2363.2433

7. Gillespie, D.T.: Exact stochastic simulation of coupled chemical reactions. The Journal
of Physical Chemistry 81(25), 2340–2361 (1977), doi:10.1021/j100540a008
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Information Fusion as Aid for Qualitative
Enhancement of Intelligence Extraction
in Multi-source Environments - A Panoramic
View of Architectures, Algorithms
and Applications

Belur V. Dasarathy

Abstract. This invited talk highlights the positive role of information fusion in dis-
tributed sensor networks. The presentation will begin with a brief introduction to
the twin topics namely, sensor networks and information fusion. This is followed by
an overview of how the objectives of the former can be aided by the advancements
in the latter domain. This will include a brief overview of sensor network charac-
teristics, its taxonomy, and performance metrics followed by a parallel overview of
the field of information fusion. This will lead into the delineation of the role of in-
formation fusion in meeting specific objectives of sensor networks. Next, a global,
flexible Information fusion architecture model that maximizes the overall opportu-
nity for synergistic exploitation of sensor network potential in terms of the objec-
tives that are aided by the fusion process will be presented and discussed in greater
detail. This architecture conceives the fusion function as an input-output process
that can be embedded at various points (nodes) in the hardware/software system
underpinning the sensor networks.
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Using Building Blocks for Pattern-Based
Simulation of Self-organising Systems

Christopher Haubeck, Ante Vilenica, and Winfried Lamersdorf

Abstract. The constantly rising complexity of distributed systems and an increas-
ing demand for non-functional requirements lead to approaches featuring self-
organising characteristics. Developing these systems is challenged by their hardly
predictable dynamics and emergent phenomena and requires therefore the incorpo-
ration of simulation techniques. In doing so, not all needed development activities
can be realised by just one software application because self-organisation often im-
plies unique settings, goals, and development methods as well as the use of indi-
vidual code sections. In order to handle such unique environments, this contribution
presents a pattern-based concept that incorporates reusable patterns for different
development issues of self-organising systems by encapsulating various methods,
algorithms, and applications in so called building blocks and combining them in a
coherent and hierarchical process.

1 Introduction

Old-fashioned concepts of developing distributed computer systems top-down with
centralised control are not suitable for many new application domains which are
characterised by high complexity, diversity, and heterogeneity of their components.
Such applications as, e.g., in mobile / pervasive computing, typically exhibit a dy-
namic behaviour that is hardly predictable and requires fast adaption to changing
application contexts that may even be unknown a priori. For such applications
Self-Organisation (SO) has proven to be a promising approach that can deal with
these challenges autonomously by (self-)adapting their respective structure and be-
haviour without any centralised or external control. However, there are three facts
that challenge the purposeful development of self-organising systems: (I) the in-
herent bottom-up development process, (II) local interactions among components
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Distributed Systems, Informatics Department, University of Hamburg
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that cause effects on global level and (III) the presence of emergent phenomena. To
overcome these challenges [2] propose a simulation-based development process for
SO, i.e. simulation becomes an inherent step during an iterative development as it
evaluates whether the designed components produce the designated behaviour.

In terms of the considered system each simulation can be very distinct, e.g., set-
tings, goals, used simulation tools and languages. For this reason the process of
performing simulation studies can be considered as a unique task, which in most
cases cannot be handled by just one software system. As a result the development
of self-organising systems takes place in a heterogeneous and potentially distributed
environment of various systems. At the same time the task of coordinating differ-
ent software frameworks to achieve the designated goal is quite demanding and
requires a lot of manual effort by the developer [6]. In this regard this novel concept
of building blocks offers the possibility of developing and using patterns that guide
the development process of self-organising systems. Thereby, this approach com-
bines the flexibility of individual development processes with the exchangeability
and reusability of standardised processes and services.

The remainder of this paper is organised as follows. Section 2 discusses related
work and Section 3 introduces the concept of building blocks and the usage of hier-
archical processes for a pattern-based development of self-organising systems. Fi-
nally, the last section draws a conclusion and mentions some future research goals.

2 Related Work

Self-Organisation is well known and widely spread in natural systems, e.g., swarm
behaviour and neural networks, and various successful utilisations of the SO para-
digm in computer systems, e.g automatically guided vehicles or ant optimisation,
have been reported [7]. However, the purposeful development of self-organising
systems is still a challenge since SO makes primarily use of the following concepts:
autonomy, dynamics, adaptivity and decentralised organisation [3] which obviously
challenges traditional top-down development approaches. Consequently, [3, 4] pro-
pose new approaches that target SO problems in which simulation is an inherent part
of the development process. Here simulation ensures proper system behaviour and
is used in early development stages to continuously monitor the system dynamics.

Despite these new approaches, there is still a lack of concepts that systematically
support the practical usage of simulation in self-organising systems. In this regard,
existing simulation support can be broadly categorised into three classes: First, there
are approaches as Swarm or DesmoJ that offer simulation capabilities by utilizing
standard programming languages. These frameworks are highly flexible, but often
lack support for non-experienced users and do not feature a wide range of tool sup-
port. Second, there are approaches as NetLogo or Arena. These systems offer a user
interface and focus more on usability and simulation support. But most of these
systems are hardly customisable and applicable for different applications. Further-
more, the user of such systems is often limited to the provided functions by the
system, because an integration of new methods and algorithms for the development
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of modern self-organising systems is not supported. Third, there are approaches on
a conceptual level that focus on specific aspects as, e.g., optimisation or validation.
These approaches are often used by the self-organising community and can be seen
as process patterns for the development of self-organising systems [3, 4, 6]. More-
over, these approaches focus on specific goals and do neither consider the generic
perspective of simulation support nor do they provide general simulation-based de-
velopment patterns.

Furthermore, projects as COSMOS [1] propose extensive process models to en-
gineer from real-world systems to simulation results by suggesting different meta
models to describe and analyse the system under study. In contrast to this, the
concept of building blocks and hierarchical process does not focus on a specific
approach to develop complex systems from scratch but rather tries to support the
development of SO in general by providing a well-grounded concept to combine
individual development processes. So this more functional approach can be used in
such a comprehensive process model to provide the developer with reusable best-
practise patterns.

3 Building Blocks for Simulation Patterns in SO

It is assumed that all tasks of the development of self-organising systems can be seen
as activities of a coherent development process which can, according to the analysis
of related work, be realised by already existing systems and concepts. Therefore, the
presented approach rather tries to define a general concept that mediates between al-
ready existing solutions than providing new solutions for single development activ-
ities. The long-term objective is to allow for integrating activities of heterogeneous
solutions in order to enable the development and execution of customisable, expend-
able and reusable patterns of any set of specified activities. These patterns can then
be used to answer important questions of engineering self-organising systems, like
identify macroscopic properties and variables or define steady scenarios and anal-
ysis algorithms [9]. To achieve this overall goal the concept follows three essential
guidelines: (I) the set of functionalities that can rely on a external system or manu-
ally procedures should not be limited, (II) developed patterns and desired activities
should be customisable and expandable and (III) all activities and processes should
be reusable and interchangeable if they provide the same functionality.

Because of such a diverse domain of interest, a strict separation of activity scopes
is required. In order to handle the arising heterogeneity of such separated activities
the presented concept offers building blocks which act like an adapter for the ac-
complished activity and provide a distinct execution scope. These blocks operate
as so called active components which represent a novel approach to build complex
distributed applications [5]. Active components can be understood as distinct com-
ponents which are managed by an infrastructure but remain autonomous in regard
to their execution. The logic is realised by different internal architectures which can
be based on various execution logics, e.g., agent-oriented architectures or process-
based architectures. Consequently, building blocks offer the concurrent execution
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Fig. 1 Meta model for SO processes with building blocks

of self-contained actions that allows a fully independent execution, whereby any
occurring dependencies of their actions remain within their building block scope.

In order to provide the functionalities and to ensure interchangeability and
reusability of the activities, all functionalities of a building block are provided as
one or more services in a service-oriented architecture which allows to publish,
discover and utilise services locally or remotely. Thereby, the providing building
block is responsible to interpret service requests and handle the corresponding ac-
tions in its scope which induces a loosely coupled system. For example, in case of
a process-based architecture, an asynchrony service request can instantiate a new
(sub-)process in which various tasks become active and perform their implemented
activities which can consist of task specific program code or further service calls.
The resulting system architecture of such consecutive service calls can be seen as a
Service Composition Architecture (SCA). This conjunction of both a process-based
architecture and the use of any number of complemental services allows for complex
process-based activities. In this way, a hierarchical structure of a building block, e.g.,
a development process, can be modelled by a service request to previously created
building blocks, e.g., specialised development activities, that operate on a lower ab-
straction layer than the calling block. Thereby, the calling building block disguises
characteristics and implementation details like, e.g., a concrete used method, by
using services and, thus, enhances reusability, comprehension, and the further de-
velopment of complex development processes.

Figure 1 illustrates our concept with a meta model for a combination of agent-
based activities and BPMN processes. Here a development process is automated by
a BPMN workflow which is built up of an arbitrary number of BPMN tasks that are
connected within the modelled sequence flow. Each task can be semi-automated by
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Fig. 2 A hierarchical process pattern for optimisation

a user interaction, automated by an agent-based service or can use a sub-process.
Automated and sub-process activities are always provided by building blocks, that
allow autonomous and independent actions and, in case of a process-based service,
a hierarchical continuation by supplying a sub-process.

So on the one hand, external solutions, e.g., simulation systems or database sup-
port, can be used via service descriptions on a high abstraction level and on the
other hand specialised demands can be realised by individual solutions on lower
abstraction layers. As an example figure 2 shows a basic optimisation pattern. On
the highest abstraction layer of this pattern a process-based building block coordi-
nates between planing, simulation execution and an iterated optimisation algorithm.
Simulation execution is realised by a simulation-based process cycle [6] which is
realised within an execution service that executes and persists simulation runs until
a defined confidence interval is reached. In doing so, single runs are performed via
an agent that offers a simulation service for a specified simulation system that is
integrated via a black box approach. Thereby, the presented concept also allows for
specialised and encapsulated processes - rather than a strict black box model. Con-
sequently, these processes can operate in their building block scope with knowledge
about a specific system without affecting the generic usability of higher abstraction
levels. This characteristic allows for model-specific runtime operation which is, for
instance, rather useful in system benchmarking which is one of the most challenging
tasks in SO [8]. To find an optimal solution the sequence flow of the pattern alter-
nates between service requests to a direct optimisation method, e.g., a metaheuristic,
which supplies different configurations of model parameters and the simulation ex-
ecution which evaluates these configurations and provides performance indicators
of the explored model. The presented example shows that prior manually performed
procedures for self-organising systems can be decomposed in distinct, reusable and
executable building blocks that can be merged in automatable patterns.
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4 Conclusion and Future Work

This work has presented a concept that supports the systematic development of
self-organising systems by reusable patterns that encapsulate activities, e.g., pure
simulation, optimisation or evaluation, in building blocks. These encapsulated build-
ing units are addressed by a service description and can be hierarchically ordered
and combined according to logical or temporal conditions. In conclusion, the pre-
sented concept can simplify the task of simulating complex systems since it allows
for conveniently incorporating existing solutions by developing and executing best-
practise process patterns as well as using state-of-the-art development technology.
Therefore, the presented concept is highly flexible and customisable since it does
not bound the developer to specific software systems and methods - a characteristic
which is necessary to apply SO in real-world problems.

Future work shall, on the one hand, strive towards developing further patterns in
order to support even more expedient application domains. This includes the shaping
and categorisation of characteristic best-practise patterns as well as the integration
of alternative development aspects. On the other hand, it is envisioned to implement
an extensive simulation framework for SO that standardises and executes activities
in order to allow a straightforward system design.

Acknowledgements. The authors would like to thank Deutsche Forschungsgemeinschaft
for supporting this work through the project ”SO based on decentralised co-ordination in
distributed systems” and also W. Renz from Hamburg University of Applied Sciences for
inspiring discussions.
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Molecules of Knowledge: Self-organisation
in Knowledge-Intensive Environments

Stefano Mariani and Andrea Omicini

Abstract. We propose a novel self-organising knowledge-oriented model based on
biochemical tuple spaces, called Molecules of Knowledge (MoK). We introduce
MoK basic entities, define its computational model, and discuss its mapping on
the TuCSoN coordination model for its implementation.

1 Introduction

The issues of knowledge management are becoming critical in most of the complex
computational systems of today—in particular, in socio-technical systems. There,
people working in knowledge-intensive environments typically face the challenges
of a huge and ever-growing collection of knowledge sources, producing possibly
relevant information at a fast pace, in many heterogeneous formats – so, essentially
unmanageable –, which they are anyway supposed to handle and govern in order
to perform their tasks and achieve their own goals. For physicians, journalists, re-
searchers, lawyers, even politicians – knowledge workers, in general – today ICT
systems provide at the same time new opportunities and new obstacles: the ability
to find all the relevant information needed in the short time being a issue that even
the most advanced general-purpose research engines are not able to face today.

Adaptive and self-organising systems seems the only possible answer when the
scale of the problem is too huge, unpredictability too high, global control unrealistic,
and deterministic solutions simply do not work. Nature-inspired models provide
clear examples of systems where order out of chaos is achieved by means of simple
and pervasive mechanisms, based on local interactions. Also, coordination models
– in particular, tuple-based ones – have already proven their effectiveness in the
engineering of complex software systems, like knowledge-intensive, pervasive and
self-organising ones—see [3] for a survey.
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In this paper we introduce a self-organising knowledge-oriented model called
Molecules of Knowledge. There, knowledge sources produce atoms of knowl-
edge in biochemical compartments, which then diffuse and aggregate in molecules
by means of biochemical reactions, acting locally within and between such
spaces. Knowledge consumer’s workspaces are mapped into such compartments,
which reify information-oriented user actions in terms of their state – hence
atoms and molecules in the compartments –, influencing atoms aggregation and
molecule diffusion—for instance, making potentially relevant knowledge atoms and
molecules autonomously move toward the interested users.

2 The Molecules of Knowledge Coordination Model

Molecules of Knowledge (MoK) is a biochemically-inspired model promoting
self-organisation of knowledge. The main ideas behind MoK are: (i) knowledge
should autonomously aggregate and diffuse to reach knowledge consumers, (ii) the
biochemical metaphor fits knowledge self-organisation in distributed knowledge-
intensive environments. The main abstractions of MoK are:

atoms the smallest unit of knowledge in MoK, an atom contains information from
a source, and belongs to a compartment where it “floats”;

molecules the MoK units for knowledge aggregation, molecules bond together
related atoms;

enzymes emitted by MoK catalysts, enzymes influence MoK reactions, thus af-
fecting the dynamics of knowledge evolution within MoK compartments;

reactions working at a given rate, reactions are the biochemical laws regulating
the evolution of each MoK compartment, by governing knowledge aggregation,
diffusion, and decay within MoK compartments.

Other relevant MoK abstractions are instead in charge of important aspects like
topology, knowledge production, and knowledge consumption:

compartments the spatial abstraction of MoK, compartments provide MoK with
the notions of locality and neighbourhood;

sources associated with compartments, MoK sources originate knowledge, which
is injected in the form of MoK atoms at a certain rate within the compartment;

catalysts the abstraction for knowledge prosumers, catalysts emit enzymes which
represent prosumer’s actions, affecting knowledge dynamics within the pro-
sumer’s compartment.

2.1 Atoms

Atoms are the most elementary pieces of knowledge within the model. A MoK atom
is produced by a knowledge source, and conveys a piece of information spawning
from the source itself. Hence, along with the content they store – the piece of raw
information –, atoms should also store some contextual information to refer to the
content’s origin, and to preserve its original meaning.
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A MoK atom is essentially a triple of the form atom( src, val, attr )c. There,
src identifies the source of knowledge; val is the actual piece of knowledge car-
ried by the atom—some content, possibly along with an associated ontology; attr is
essentially the content’s attribute, that is, the additional information that helps un-
derstanding the content—again, possibly expressed according to some well-defined
ontology; c is the current concentration of the atom, set at injection time, then evolv-
ing according to the system evolution.

2.2 Molecules

A MoK system can be seen as a collection of atoms generated at a certain rate, wan-
dering through compartments, and possibly colliding within the compartment they
belong to. The result of collisions are the molecules of knowledge, that is, sponta-
neous, stochastic, “environment-driven” aggregations of atoms, which in principle
are meant to reify some semantic relationship between atoms, thus possibly adding
new knowledge to the system. Each molecule is simply a set of atoms—an un-
ordered collection of semantically-related atoms.

A MoK molecule has then the simple structure molecule(Atoms )c. There, c is the
current concentration of the molecule, and Atoms is the collection of all the atoms
currently bonded together in the molecule—which essentially represent the “pool”
of related pieces of knowledge that a chain of reactions has aggregated during the
natural system evolution.

In the same way as atoms, molecules are in turn involved in (biochemical) reac-
tions, described below: they can aggregate and generate more complex molecules
based on semantical relations between some atoms of them. So, whenever it may
help simplifying the view of a MoK systems, one could also see atoms as molecules
with a single atom, and viceversa, so that for instance, given an atom a and a
molecule m = molecule(a), we can consider a = m whenever useful in the model
specification. Along the same line, a MoK system can also be seen as a collection
of molecules of knowledge wandering through compartments, and reacting so as to
make knowledge autonomously aggregate and diffuse from sources to prosumers.

2.3 Enzymes

One of the key features of MoK is that the system interprets prosumer’s knowledge-
related actions as positive feedbacks that increase their concentration of related
atoms and molecules within the prosumer’s compartment. To this end, the MoK
model includes catalysts (representing prosumers, typically knowledge workers)
injecting enzymes whenever they access atoms and molecules in their own com-
partment. Enzymes are then used by MoK reactions to increase involved atom-
s/molecules’ concentration, producing the positive feedback required to enable
self-organisation of knowledge.

A MoK enzyme has the structure enzyme( Atoms )c. There, an enzyme – with its
own concentration c – explicitly refers to a collection of Atoms that the catalyst’s
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actions have in any way pointed out as of interest—either explicitly, by an epistemic
action, or implicitly, by a generic knowledge-related action.

2.4 Reactions

The behaviour of a MoK system is actually determined by the last fundamental ab-
straction of the model, the one actually defining the behaviour of a MoK system: the
(biochemical) reaction. Biochemical reactions drive atoms and molecules aggrega-
tions, as well as atoms and molecules reinforcement, decay, and diffusion.

As a knowledge-oriented model, the main issue of MoK is determining the se-
mantic correlation between MoK atoms. So, in order to define a MoK system,
one should first of all define the basic mok function, taking two atoms — as in
mok( atom1, atom2 ) – and returning true if atom1 and atom2 are semantically re-
lated. The precise definition of mok depends on the specific application domain:
different notions of semantic correlation could be used depending on the sort of the
knowledge-intensive environment—such as news, scientific research, health care.
On the other hand, it requires the analysis of the possible correlations between the
ingredients of the atoms, so that the value of mok(atom1,atom2) typically depends
on the val and attr elements of atom1 and atom2.

The aggregation reaction bounds molecules based on semantic correlation:

molecule(Atoms1) + molecule(Atoms2) �−→r agg

molecule(Atoms1
⋃

Atoms2) + Residual(Atoms1,Atoms2)

There, r agg is the reaction rate; mok(atom1,atom2) holds for some atom1 ∈
Atoms1, atom2 ∈ Atoms2; and Residual(Atoms1,Atoms2) is the multiset of atoms
obtained as the difference (Atoms1

⊎
Atoms2)\(Atoms1

⋃
Atoms2)—in short, all the

atoms of Atoms1 and Atoms2 that do not belong to the resulting molecule, thus pre-
serving the total number of atoms. In short, more complex molecules are formed
by aggregation whenever some atoms in the reacting molecules (or in reacting
atoms, handled here as one atom molecules) are semantically correlated (via the mok
function).

Positive feedback is obtained by the reinforcement reaction, consuming an en-
zyme injected by a catalyst to produce a single unit of the relevant atom/molecule:

enzyme(Atoms1) + molecule(Atoms2)c �−→r reinf molecule(Atoms2)c+1

There, r reinf is the reaction rate; enzyme(Atoms1), molecule(Atoms2)c exist in the
compartment, with c �= 0; and mok(atom1,atom2) holds for some atom1 ∈ Atoms1,
atom2 ∈ Atoms2.

Some MoK biochemical reactions are meant to make knowledge evolve accord-
ing to the space and time patterns that typically characterise self-organising scenar-
ios. So, in order to provide the required negative feedback, molecules should fade
as time passes, lowering their own concentration according to some well-defined
decay law. The temporal decay reaction is hence defined as follows:

molecule(Atoms)c �−→r decay molecule(Atoms)c−1
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where one molecule instance disappears, at a rate r decay, hence its concentration
is decreased by one.

Analogously, a distributed self-organisation model should provide some kind of
spatial evolution pattern. According to its natural inspiration, MoK adopts diffusion
as its knowledge migration mechanism. Here, diffusion is simply the migration of an
atom or molecule from one chemical compartment to another, thus providing the ba-
sic mechanism for knowledge sharing and autonomous motion in a distributed sys-
tem. According to the biochemical metaphor, atoms and molecules can only diffuse
between neighbour compartments, resembling membrane crossing among cells. As-
suming that σ identifies a biochemical compartment, and ‖‖σ brackets molecules
in a compartment σ , the diffusion reaction is modelled as follows:

‖ Molecules1
⋃

molecule1 ‖σ i + ‖ Molecules2 ‖σ ii �−→r diffusion

‖ Molecules1 ‖σ i + ‖ Molecules2
⋃

molecule1 ‖σ ii

There, σ i and σ ii are neighbour compartments, r diffusion is the diffusion rate, and
molecule1 moves from σ i to σ ii. Along with reinforcement and decay, diffusion
ensures that relevant knowledge is brought toward interested prosumers: roughly
speaking, diffusion scatters knowledge around, reinforcement increases the concen-
tration of relevant knowledge, and decay abates non-relevant one.

3 Mapping MoK over TuCSoN

TuCSoN [4] is a coordination model & infrastructure exploiting programmable
tuple spaces, called tuple centres. The behaviour of a tuple centre can be defined
through the ReSpecT logic language [2] to encapsulate any coordination law into
the coordination abstraction—so, in principle, biochemical reactions, too.

Since logic-based ReSpecT tuple centres are well-suited to handle knowledge
representation in general, our first implementation of MoK is built upon TuCSoN.
In particular, TuCSoN easily provides the two basic ingredients for biochemical co-
ordination: (i) chemical-inspired stochastic evolution of tuples – achieved by imple-
menting the well-known Gillespie’s exact simulation algorithm [1] as a ReSpecT
specification –, and (ii) matching of biochemical laws against tuples in the space—
obtained by interpreting tuples as individuals in the biochemical system, and using
templates to denote reactants in biochemical reactions.

According to the MoK biochemical metaphor discussed in Section 2, the first
natural mapping of MoK concepts over TuCSoN abstractions is the following:

Individuals→ Atoms / Molecules / Enzymes→ (Logic) Tuples

Viewing computational systems as eco-systems, individuals are the inhabitants of
the environment, ruled by its laws, and at the same pro-actively affecting the en-
vironment itself. MoK individuals are all the knowledge chunks floating in a bio-
chemical compartment—the subjects and enablers of its biochemical reactions. In
TuCSoN all the abovementioned abstractions translate into (logic) tuples.
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The representation of the environmental substrate in terms of TuCSoN tuple
centres is plain: the environment stores both the individuals and the laws of nature
in the same way as tuple centres store tuples and coordination laws:

Environmental Substrate→ Compartments / Catalysts→ TuCSoN Tuple Centres

Since catalysts are users, and each user has a compartment as its working place,
both catalysts and compartments are in principle mapped upon tuple centres.

Finally, in a biochemical compartment, the role of the laws of nature is played by
biochemical reactions, built as ReSpecT reactions:

Laws of Nature→ Biochemical Reactions→ ReSpecT Reactions

Each TuCSoN tuple centre representing a MoK compartment is programmed to
work as a biochemical virtual machine implementing the Gillespie’s chemical sim-
ulation algorithm, enacting MoK biochemical reactions as ReSpecT reactions.

Based on the above mapping, the prototype implementation of MoK has been al-
ready developed, then tested on a first set of experiments—not reported here, how-
ever, for the lack of space.
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Emergent Distributed Bio-organization: A
Framework for Achieving Emergent Properties
in Unstructured Distributed Systems

George Eleftherakis, Ognen Paunovski,
Konstantinos Rousis, and Anthony J. Cowling

Abstract. Distributed systems are particularly well suited to hosting emergent phe-
nomena, especially when individual nodes possess a high degree of autonomy and
the overall control tends to be decentralized. Introducing novel bio-inspired be-
haviours and interactions among individual nodes and the environment as a means of
engineering desirable behaviours, could greatly assist with managing the complex-
ity inherent to artificial distributed systems. The paper details the Emergent Dis-
tributed Bio-Organization (EDBO) as an abstract distributed system model aiming
to engineer emergent properties at the macroscopic level. EDBO was designed to be
suitable as a starting point in the design of a specific class of problems of real-world
distributed systems. A thorough discussion justifies why the proposed bio-inspired
properties planted into the model, could potentially allow for the desired behaviours
to emerge.

1 Introduction

The last decades have experienced an increased application of distributed solutions
to information systems, spanning a diverse set of domains with growing and more
demanding user base. The ever increasing complexity requires worrisomely more
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human resources and skills to tackle the various aspects of such complex system
lifecycles. In this context, a number of novel approaches have used biological sys-
tems as inspiration in the design of artificial distributed systems (ADS), aiming for
solutions to various problems and challenges encountered. The rationale for using
biological concepts and processes to the design and operation of distributed systems
is based on the fact that the biological distributed systems have already created el-
egant solutions that utilize reactive micro-level behaviours and interactions to give
rise to emergent system-wide properties like: availability, adaptability, scalability,
self-organization, and other self-* properties [2, 5, 6].

The Emergent Distributed Bio-Organization (EDBO) model is an outcome of
ongoing work on engineering ADS which could harness emergence. Previous work
on exploring emergence and understanding the micro-macro causal links [3], along
with experience obtained in the field of ADS, with a simpler version of EDBO [4],
has led to the development of a disciplined framework for engineering emer-
gence [1]. This paper details EDBO as a model conceived by following this frame-
work, and discusses the hypotheses formulated in order to allow the emergence of
desired global properties. Typically, bio-inspired approaches are focused on solving
a very specific problem with limited scope while this work assumes a more holis-
tic approach by addressing multiple issues in the operation of distributed systems.
EDBO was designed as a generic case study based on principles common to many
unstructured ADS, allowing the expected solutions to be easily adapted to various
real-world systems. Nonetheless, it serves as a case study that utilizes simulation to
demonstrate how global emergent properties can be engineered by focusing on the
microscopic level.

The rationale of introducing emergent properties in a distributed system is to
improve its operational efficiency and to eliminate the need for human configuration
and management. The main problem that EDBO attempts to solve is the discovery of
resources in an unstructured, fully decentralized, network, under varying conditions.
EDBO is a continuation of previous work in distributed systems where the focus was
on understanding how relationships among network nodes affect resource discovery
overall [4]. Although it is a generic case study representing distributed systems in an
abstract way, specific case studies such as file sharing networks, high performance
computing, or decentralized schemes of Web services, could potentially benefit from
the results of this work.

While there is a diverse set of objectives that contemporary distributed systems
are expected to satisfy, not all of them can be appropriately treated as macro-
scopic properties which could emerge from local interactions. The main objec-
tives of EDBO are to achieve scalability, robustness and availability in a distributed
system without explicit engineering. Instead, by following the proposed experiment-
driven framework, various properties and behaviours are introduced as different hy-
potheses of achieving the aforementioned global objectives. Emergent properties
can be utilized in the organization and maintenance of the network as well as the
basis for improving the discovery of resources within the network. The next section
details the EDBO model and the incorporated bio-inspired concepts and operational
principles that could lead to the desired emergent behaviour.
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2 Emergent Distributed Bio-organization

The scope of the EDBO study and the corresponding model is limited to the top-
most layer of the distributed systems archetype. The main goal of the study is to
devise a generic unstructured distributed system model which will maintain a high
level of availability, scalability, and robustness, under different operational con-
ditions. In order to achieve this goal, EDBO introduces biologically inspired be-
haviours in combination with concepts from agent based modelling as a foundation
for achieving emergent properties in an artificial distributed system. The conceptual
structure followed in the model is built in terms of a distributed application that pro-
vides resources to external users, rather than a distributed system that is composed
of users (peers).

Execu�on Pla�orm 
(Server)Physical

Connec�ons

BioSpace
(Logical Space)

BioBot 
(Node)

Rela�onship
(Logical Link)

BioBot

BioSpace middle-ware

A�ributes
- Resource set
- Spa�al Loca�on
- Rela�onship buffer
- Discovery energy level
- Service energy level
 

Behavioral heuris�cs
- Query rou�ng alg.
- Movement alg.
- Rela�onship management alg.
- Reproduc�on alg.

A B

Fig. 1 A - Simplified representation of the BioSpace; B - BioBot’s main attributes and
heuristics

Nodes in the EDBO model are represented by agent-like entities referred to as
BioBots (fig. 1-B) which use two-way logical connections (relationships) to form
the overlay network. Each BioBot has a limited number of relationships to other
BioBots which are managed autonomously. In terms of the distributed application,
a BioBot serves as a wrapper for a set of resources (abstracting data, functionality
and services) that are provided to the requests (queries) issued by the users. More-
over, a BioBot represents the main autonomous routing point which facilitates the
propagation of queries on the network. The operation of the BioBot is based on
several bio-inspired heuristic (elaborated in 2.1) mechanisms that guide its decision
making. The heuristics rely on the BioBot’s internal state, the available relationship
meta-data, and the state of the environment which in terms of the EDBO paradigm
is referred to as BioSpace. The BioSpace acts as a middleware between the BioBots
and the underlying operating system and physical infrastructure (see fig. 1-A), with
different middleware instances running on different servers being interconnected in
order to facilitate a unified environment and a singular spatial universe. In addition,
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the BioSpace facilitates several functional operations such as the communication
service, the offspring creation service, the movement service, and others.

2.1 EDBO - Biological Principles

The EDBO platform incorporates several bio-inspired concepts that form the ba-
sis for achieving global optimization and organization from the individual bio-
behaviours incorporated into the BioBot.

Autonomous decision-making - Autonomy is one of the fundamental principles
of nature; biological entities usually act without explicit central or external con-
trol. In the EDBO model the concept of autonomous decision making is realized
through several algorithms that use local interaction and local information to guide
the BioBot’s behaviour.

Death and birth events through energy maximisation - Energy can be viewed
as a major life force in the natural world that allows biological entities to perform
tasks. In the EDBO model the concept of energy is incorporated as an attribute of
the BioBot. The model proposes two different types of energies:

• Discovery energy is the primary indicator of BioBots’ usefulness in facilitating
the resource discovery process. The discovery energy is awarded to the BioBots
that facilitate a successful query match. BioBots may spend discovery energy
for a variety of activities, including message exchange, movement, creation of
offspring, and others.

• Service energy denotes the usefulness of a resource in the system. Service energy
is allocated to each resource individually when the resource matches a query.
Service energy is consumed each time query matching occurs.

In the natural world, biological organisms aspire to maximize the energy gain and
minimise the energy loss as a vital principle for survival. The same principle of
energy maximisation is utilized in the EDBO. BioBots that deplete their energy die
(are removed from the system), while bots that have high energy levels are able
to create offspring. The creation of a new BioBot can be realized either through
replication, which results in an identical copy of the parent, or reproduction where
properties of two BioBots (discovery parent and service parent) are combined.

Adaptation through ad-hoc selection - The idea of ad-hoc node selection in
EDBO is inspired by the basic principle of natural selection and fitness-based evo-
lution in the natural world. Fitness in EDBO is expressed through the energy levels
of BioBots, forming thus the basis for differentiation between fit and unfit entities.
Through death and birth events, the model should be able to continuously select the
most successful BioBots with respect to the current network conditions.

2.2 EDBO - Operational Emergence

The central issue in the EDBO study is to devise effective and efficient means
for discovery of resources in an initially unstructured, fully decentralized, network
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which uses simple keyword comparison for the purpose of query matching. Al-
though query routing seems to be the main factor for the success of the resource
discovery process, we believe that providing the right network organization and re-
source population size is of equal importance. The rationale behind this is that by
imposing ad-hoc overlay organization and adjustment of the number of BioBot/re-
source instances, the system will be able to maintain acceptable levels of query
match success rate without proactive (well-informed) routing strategies that often
impose high communication overheads. Towards this direction, the EDBO platform
aims to utilize emergent behaviours in two main aspects of operation: the availability
and scalability of resources and the organization and optimization of the network.

The scalability and availability of resources is an important aspect in ADS, since
the query load imposed by the users often exhibits extreme fluctuations. Addition-
ally, some of the resources are in higher demand (popular) than others (unpopular).
In order to cope with these requirements, EDBO utilizes energy distribution as the
main feedback mechanism that regulates the size of the BioBot population. Since
the amount of energy entering the system is regulated by the number of successfully
resolved queries, in situations where there is a high query load the amount of avail-
able energy in the system will be increased. This allows for a larger BioBot repro-
duction rate which essentially scales up the number of available resource providers.
Moreover, by using energy driven selection of parents (see 2.1) popular resources
have higher chances of being reproduced. A decrease in the query load leads to an
overall energy decrease, which in turn increases the Biobots’ death rate and reduces
the number of birth events. Thus, the size of the BioBot population scales down.

Unstructured overlays commonly fail to produce the resource discovery perfor-
mance of their structured counterparts. EDBO addresses this issue through emergent
overlay organization and connection optimization. The main inspiration behind that
is the super-node architecture that enables application of discovery mechanisms
which improve overall discovery performance [7]. In the super-node architecture,
the overlay structure can be logically divided into two layers: the global layer which
is composed out of super-nodes that enable global connectivity and the local clus-
ter layer which facilitates local interconnectivity. In order to facilitate the ad-hoc
formation of super-node structures through local BioBot decisions, EDBO incor-
porates flexible relationship buffer size, different relationship acquisition strategies,
and energy meta-data. The selection of the super-bots is based on the BioBots’ dis-
covery energy level, which in turn determines the number of relationships (slots)
that a BioBot can establish with others. BioBots with high discovery energy and
high number of relationships are granted the status of super-bots. Super-bots allocate
part of their connections to other super-bots, while the rest of the connection slots
are used to facilitate the connectivity with the nodes in the local cluster. BioBots in
the local cluster optimize their relationships through evaluation of partners’ spatial
distance, thus ensuring tight connectivity in the local cluster.
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3 Conclusion and Future Work

Biological distributed systems seem to effortlessly create elegant and efficient
solutions to many challenges common for ICT systems that classical engineering
approaches have failed to achieve. This work utilizes inspiration from nature by har-
nessing concepts and principles used in the biological world to form a template for
achieving emergent properties in artificial systems. The proposed EDBO platform
represents a continuation of earlier work in the area of unstructured distributed net-
works [4]. However, it substantially extends the scope of the initial study in order to
achieve scalability, availability and adaptability through macroscopic organization
and optimization which emerges from microscopic behaviours and interactions.

Ongoing work is concentrated on performing an experiment-driven evaluation
of the EDBO model through multi-agent simulation. Iterative revision and refine-
ment of the behaviour and interactions in the model is performed in order to devise
appropriate heuristics that would achieve the desired emergent properties. Future
work will address the issue of finding the right balance between the properties of the
model, as a key element for developing a holistic emergent solution for a distributed
application without predetermined structural design. In addition, other aspects of the
ADS operation will be explored such as the development of a discovery algorithm
which could adapt and benefit from the emergent overlay organization.
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A Self-organized Approach for Detecting
Communities in Networks

Ben Collingsworth and Ronaldo Menezes

Abstract. Community structure reveals hidden information about networks which
cannot be discerned using other topological properties. The prevalent community
detection algorithms, such as the Girvan-Newman algorithm, utilize a centralized
approach which offers poor performance. We propose a self-organized approach
to community detection which utilizes the newly introduced concept of node en-
tropy to allow individual nodes to make decentralized decisions concerning the
community to which they belong. Node entropy is a mathematical expression of an
individual node’s satisfaction with its current community. As nodes become more
“satisfied”, i.e., entropy is low, the community structure of a network is emergent.
Our algorithm offers several advantages over existing algorithms including near-
linear performance, identification of community overlaps, and localized manage-
ment of dynamic changes in the network.

1 Introduction

Community structure reveals hidden information about networks which cannot be
discerned using other topological properties. Early research in this area focused on
a limited aspect of this problem, reasonably, finding communities. However, these
solutions neglected important properties when dealing with real-world networks: (i)
the enormous size of many networks, (ii) community overlap (i.e., a node belonging
to multiple communities), and (iii) the dynamic nature of networks. The importance
of the first property (network size) is evident when running one of the various net-
work analysis packages on a very large network; the package may require many
hours to run. This issue is heightened with increased interest in complex network

Ben Collingsworth · Ronaldo Menezes
Florida Institute of Technology, Computer Sciences
BioComplex Laboratory
Melbourne, Florida, USA
e-mail: bcolling@my.fit.edu,rmenezes@cs.fit.edu

G. Fortino et al. (Eds.): Intelligent Distributed Computing VI, SCI 446, pp. 29–39.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013

bcolling@my.fit.edu,rmenezes@cs.fit.edu


30 B. Collingsworth and R. Menezes

analysis coupled with accessibility to databases capable of generating huge net-
works. The second property (community overlap) is the reality that nodes in a net-
work often belong to more than one community. This property is particularly evident
in social networks describing direct relationships between people. For example, in a
network describing ties between students, an individual may participate in activities
such as academic societies, sports activities, and religious affiliations, which may
constitute several communities. Important information is lost if this student must be
cast into a single community. Finally, real-world networks are constantly evolving,
with nodes and edges dynamically being created and removed. Networks represent-
ing the spread of pandemic diseases are a good example of these dynamic structures.
Here, the network is continuously changing as the disease spreads to new individu-
als and expires in those that are infected. In these networks, a community detection
algorithm that must be completely re-executed with each update is impractical.

We propose a community detection algorithm which observes these three prop-
erties while maintaining partition quality. In this algorithm, individual nodes are
independently responsible for determining the community to which they belong.
The mechanism for making this decision is derived from Shannon entropy [13] and
requires a node to have knowledge only of its immediate neighbors. Initially, en-
tropy is high, and there is tension in the network as communities form and nodes
make decisions to join or leave these communities. Over time, entropy becomes
low as nodes are satisfied with their current community. At this point, community
structure is emergent. Since each node’s decision on community is based only on
immediate neighbors, the algorithm offers linear performance on average. Addi-
tionally, near-linear performance is preserved as the size of the network increases.
Nodes that belong to multiple communities are identified by a high individual en-
tropy when the overall network has stabilized. These nodes may be seen to toggle
between communities because they are uncertain about where they belong. Finally,
dynamic changes to the network are processed locally. The processing required to
adapt to a change in the network is proportional to the number of nodes directly
impacted by the change.

2 Related Work

In this section, three algorithms are described which are representative of these cat-
egories. Each description includes a brief evaluation in terms of the characteristics
described in Section 1: (i) complexity, (ii) community overlap detection, and (iii)
adaptability to dynamic network changes.

A broad class of community detection algorithms may be termed metric-based
heuristic algorithms where some network, node, or edge property is calculated
across the network by means of a centralized control process, and used to parti-
tion the network into communities. A well-known example of this type of algo-
rithm is the Girvan-Newman [6] algorithm. This algorithm utilizes edge centrality
to perform a sequence of divisive cuts in the network which results in a community
partition. Intuitively, the edge with the highest betweenness is likely to be a bridge
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between communities, and its removal will result in the isolation of two commu-
nities previously connected by it. The algorithm is run iteratively, where at each
iteration, an edge is selected and removed. Additionally, each iteration updates a
dendrogram structure which reflects the current partition. The algorithm is termi-
nated when all edges have been removed. At this point, the dendrogram is used to
select the desired level of community decomposition. The performance of the algo-
rithm is obviously tied to the edge betweenness calculation which is O(n2) for each
iteration which leads to a complexity of O(n2m), where m is the number of iterations
(edges) and n is the number of nodes in the network. Optimization techniques have
been developed to reduce the cost of this calculation. However, these optimizations
impact the quality of the partition. The algorithm does not reveal community over-
lap; each node is assigned to a single community. Further, the algorithm is not suited
for dynamic networks since changes in network topology require a completely new
dendrogram to be needed (restart of the who process).

Another large class of community detection algorithms utilizes spectral analysis
to partition networks. These algorithms, referred to as spectral clustering algorithms
[4], transform the relationship between nodes into a spatial relationship in which
similarities between nodes are much more evident, thereby simplifying community
detection. The transformation is done by generating and evaluating the eigenvectors
of various matrixes derived from the network adjacency matrix. Laplacian matrixes
are particularly effective for this transformation because the eigenvectors produced
correspond to node coordinate vectors in k-dimensional space, where nodes belong-
ing to the same community are in close proximity to each other. From this transfor-
mation, simple clustering algorithms such as k-means may be applied to identify the
set of communities, based on node density in the spatial representation of the net-
work. An early example of the use of spectral clustering is given by Shi et al. [14].
Here, the algorithm is used to accomplish perceptual grouping (i.e., image parti-
tioning). They reduce the problem to simple network partitioning by transforming
images into spatial representations based on the attributes such as brightness, color,
texture. The algorithm groups image features into communities by examining the
coherence of these attributes in Euclidean space. Similar to the Girvan-Newman al-
gorithm, spectral clustering generates good community partitions, but has complex-
ity issues. The complexity of producing the eigenvectors for a network containing
n nodes is O(n3). Again, strategies have been developed to reduce this complex-
ity, but at the cost of partition quality. Given that spectral clustering reveals each
node’s proximity to other nodes, and hence proximity to communities, community
overlap detection is achievable. Indeed, Ma et al. [8] have demonstrated this capa-
bility by extending the traditional spectral clustering algorithm to recognize candi-
date overlapping nodes through examination of spatial density. Finally, as shown by
Ning et al. [11], spectral clustering may be applied to dynamic networks. This is
accomplished by maintaining incremental approximations of the eigenvalues and
eigenvectors rather than performing a recalculation of eigenvectors after each up-
date to the network. This approach has shown promising initial results. However,
Ning et al. concede that the incremental approximations incur cumulative errors,
which impact the algorithm’s performance.
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Many hybrid solutions have been developed to address the community de-
tection problem. One interesting example of this is the solution proposed by
Cruz et al. [3]. They apply a combination of algorithms for community detection in
social networks. First, the agglomerative Blondel [2] algorithm is used to perform
community partitioning based on network structure. Blondel’s algorithm discerns
community structure by grouping nodes in the configuration which maximizes
Girvan-Newman modularity [10]. Following the partitioning by Blondel’s algo-
rithm, community structure is enhanced through observation of semantic infor-
mation contained in the network. The semantic information consists of attributes
assigned to each node. For example, in a network of employees, the attributes might
include age, gender, and profession. An entropy calculation is used to measure the
level of similarity between a node and the peers in its community. The goal of en-
tropy reduction is achieved by means of Monte Carlo selection. In this process,
nodes are selected and moved to the community where the lowest entropy value
is calculated. The combination of algorithms are executed iteratively, maximizing
modularity with Blondel’s algorithm and minimizing entropy through the reloca-
tion of nodes to communities with common attributes. Since modularity optimiza-
tion increases entropy, and entropy optimization decreases modularity, a balance
must be struck between the two algorithms. The overall process favors modularity
by terminating when modularity improvements are no longer achievable. While the
Blondel partitioning algorithm offers a complexity of O(n), it has been shown to
have accuracy issues which lead to spurious partitions during hierarchical agglom-
eration [4]. In addition, Girvan-Newman Modularity exhibits a resolution loss when
applied to dense networks [5]. The use of semantic information improves partition
quality. However, the overall approach of Cruz et al. does not support community
overlap or dynamic networks. The use of semantic information suggests a capability
for community overlap detection. However, the semantics have the effect of group-
ing nodes that have the highest commonality among the entire set of semantics.
For example, using the student network previously described, students belonging to
same academic society, sports team, and religious group would be attracted to each
other to form a single community rather than each individual being assigned to four
overlapping communities.

3 Algorithm Description

The algorithm is inspired by self-organized systems observed in nature. In these
systems, complex goals are achieved with high efficiency and robustness [9]. The
bottlenecks associated with centralized control are removed as work is performed by
individuals possessing a minimal amount of intelligence and tools required for the
task. From the apparent chaos of no centralized leadership, highly efficient processes
are deployed with frequently astounding emergent results.

The basis for the self-organized community detection algorithm is node entropy
calculation. Node entropy is derived from Shannon entropy, and expresses the cer-
tainty each node has with regard to its current community. The use of entropy is
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consistent with the simple localized algorithms employed by other self-organized
systems. The work of discerning community structure is focused on individ-
ual nodes rather than entire network. Equation 1 shows the node entropy (S)
calculation.

S =−
n

∑
i=1

pi log2 pi

e
k
4

, (1)

where, n is the number communities a node may potentially join (including its cur-
rent community), and k is the number of intra-community triads formed by joining
a particular community. As shown by the equation, intra-community triad structures
are favored by the algorithm. Knowledge beyond a node’s immediate neighborhood
is not required to perform the calculation. To determine which community a node
belongs to, the entropy calculation is performed with the node temporarily assigned
to each community it could possibly join (pi). The resulting entropy values are then
evaluated to make a decision on community assignment. For example, Figure 1
shows a simple network where node 4 must decide which community to choose.
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Fig. 1 Simple example network demonstrating node entropy calculation

The entropy calculation is done for each of the three choices node 4 has:

1. Stay in the green community:
Sg =−( 1

5 log2
1
5 +

3
5 log2

3
5 +

1
5 log2

1
5) = 1.37

2. Join the blue community:

Sb =−( 4
5 log2

4
5 +

1
5 log2

1
5

e.25 ) = 0.55
3. Join the red community:

Sr =−( 2
5 log2

2
5 +

3
5 log2

3
5 ) = 0.972

To make the decision, the entropy values are first inverted and normalized. Follow-
ing this, a roulette wheel selection is used to select a community.

Algorithm 1 describes the overall community detection process. It executes itera-
tively until the average entropy of the network stabilizes to an emergent community



34 B. Collingsworth and R. Menezes

Algorithm 1. Community Detection

Ensure: each node initially assigned to unique community
while last 3 deltas in avg network entropy > 0.1% do

compile list of nodes
for each node do

randomly choose node
if all node neighbors are not in the same community then

calculate entropies for joining each community
invert and normalize entropies
perform roulette wheel selection of community
node joins selected community

end if
remove node from list

end for
end while

structure. During each iteration, a growing subset of nodes is identified which are
completely satisfied with their current community; that is, all of their neighbors are
in the same community as themselves. For these nodes, the entropy calculations are
not performed. An added performance characteristic of the algorithm is the ability to
calculate the node entropy values required for each iteration in parallel. As may be
observed in any beehive or anthill, concurrent activity is the rule for self-organizing
systems. With today’s multi-core and parallel computer architectures, algorithms
which support concurrent operations enjoy a significant performance advantage over
centralized algorithms.

4 Experimental Results

This section examines the algorithm’s performance in terms of the three metrics
described in Section 1: complexity, community overlap detection, and adaptability
to network changes. In addition, since the algorithm is newly introduced, partition
quality is examined. The Zachary’s Karate Club Network [15] is used to evaluate
partition quality. Although it is relatively small with 34 nodes and 77 edges, this
network has become a standard for evaluating community detection algorithms be-
cause, through participant feedback, the real-world community structure is known.
Additionally, the network contains subtle topological features which make partition-
ing non-trivial. The network represents a karate club which split into two factions
after a dispute between the club president and the lead instructor. Figure 2 shows
the community structure discerned by the algorithm.

The algorithm correctly partitions the network between the club president (node
34) and the instructor (node 1). Further, high resolution is demonstrated by the cor-
rect identification of two sub-communities within this main division.
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Fig. 2 Partitioned Zachary’s Karate Club Network

The complexity of the algorithm is evaluated using Kleinberg small-world net-
works [7] generated by means of the Gephi Network Analysis Package [1]. The
generated networks are quite dense, with topologies that do not easily yield commu-
nity structure. Ten networks were generated, with the smallest network containing
1,000 nodes and the largest containing 10,000 nodes. In the networks between the
smallest and largest, 1000 nodes were added incrementally. Each node in the gener-
ated networks has a degree of four. Figure 3 shows the number of iterations required
to partition each of these networks.

Fig. 3 Algorithm iterations required for a variety of network sizes

In Figure 3, a linear progression is seen as the networks become more complex.
An additional performance characteristic may be seen in Figure 4, where the number
of entropy calculations performed decreases as the algorithm progresses.

This reduction in entropy calculations is attributed to the emergent community
structure. As communities are formed, an increasing number of individual nodes
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Fig. 4 The number of node entropy calculations required with each iteration of the algorithm

are “satisfied” with their community and no entropy calculation is required. As a
result, in the last twelve iterations of the algorithm, entropy is calculated for only 10
percent of the nodes.

Community overlap may be discerned from the node entropy values seen in a par-
titioned network. The final entropy values of four nodes with interesting entropies
from the karate network are listed below:

• Node 2: 0.0
• Node 5: 0.36
• Node 6: 0.107
• Node 29: 1.0

These entropies are an indication of the uncertainty of each node with its current
community. Here, a higher value indicates higher uncertainty. Nodes with an
entropy value of zero, such as node 2, are surrounded by neighboring nodes in the
same community. Hence, there is no uncertainty concerning which community
these nodes belong in. Nodes with high entropy are identified as nodes which
overlap into multiple communities. For example, node 29, has an entropy value
of 1.0. This entropy value indicates a 100 percent chance that node 29 will
re-evaluate its community position. Node 29 has a single link to three separate
communities (green, red, and blue), and no intra-community triads are formed
if the node were to join any one of these communities. With each iteration of
the algorithm, the entropy value which results from the node joining each of
these communities is calculated. These three entropies are equal, with a value
1.0. As a result, the node has equal probability of selecting any one of these
communities. Indeed, during the final iterations of the algorithm, this node is seen
to toggle between the three communities. Node 5 has a final entropy of 0.36.
It has one edge going into the green community, and two edges going into the
yellow community with no intra-community triads. Because of the higher number
of edges in the yellow community, its entropy favors remaining in the yellow
community. Node 6 has an entropy of 0.107 which corresponds to having 3 edges in
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the yellow community, one edge in the green community, and an intra-community
triad in the yellow community. From the entropies calculated which correspond to
the communities a node may belong to, a ratio of the “belongingness” of the node to
each community may be determined. This concept corresponds to fuzzy community
structures described by Reichardt et al., where the robustness of node assignments
to communities is examined to obtain a higher resolution of community structure
than seen by traditional algorithms which detect overlap [12]. For example, in the
karate network, node 29 belongs equally in the green, red, and blue communities. In
general, thresholds may be used to determine whether a community has sufficient
node attraction to indicate overlap. Initially, overlap may be detected by a high fi-
nal node entropy value. Following this, the level of participation of the node in each
community may be discerned from the entropy values calculated when the node was
evaluated in each community during the last iteration of the algorithm. Here, a com-
munity may be eliminated as an overlap candidate if the node entropy is sufficiently
high when evaluated in that community.

The amount of processing required by the algorithm to incorporate real-time up-
dates to a network is proportional to the complexity of the change. For example, if a
single node with a single edge is added to a network, one iteration of the algorithm
is required which impacts only the added node as it joins the community it is con-
nected to. On the other hand, if a node with many edges joining several communities
is added, more processing is required. As an example, node 35 is added to the karate
network. This node has multiple edges into both the yellow and green communi-
ties. Further, a triad is formed between node 35 and nodes in the green community.
Figure 5 shows how the community structure is changed by this addition.

Fig. 5 Impact of adding disruptive node to Zachary’s Karate Club Network

The addition of node 35 results in the yellow community being absorbed by the
green community. Only four iterations were required for the network to stabilize,
and six nodes are impacted. The four iterations reflect a cascading effect as the
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nodes most attached to the green community decide to change communities, and
the remaining nodes follow. The important characteristic to note is the update to
community structure is localized to the affected nodes. No global calculations which
span the entire network are required.

5 Conclusions

We have introduced a self-organizing community detection algorithm which re-
flects the high efficiency and adaptivity of decentralized systems observed in nature.
The algorithm is based on localized node entropy calculations which require only
knowledge of each node’s neighborhood. The entropy calculation reveals commu-
nity overlap. It also shows the level of “belongingness” or “fuzziness” of nodes in
the communities to which they belong. In a demonstration of community partition
quality, the algorithm was shown to successfully identify a high resolution partition-
ing of the Zachary’s Karate Club Network. Finally, the algorithm is well suited to
manage dynamically changing networks. Network perturbations are localized and
the processing required for each update is proportional to the complexity of the
update.
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Extending Jason with Promises for Concurrent
Computation

Alex Muscar

Abstract. Even though the agent-oriented paradigm (AOP) has lost some of its
charm in the past couple of years, the agent community is still active and a large
variety of real world applications have been developed lately. Ranging from web
applications to mobile applications, the paradigm has shown it is a viable choice.
From an overview of these applications Jason seems to be the most widely used
AOP language. But, while the core foundation of Jason, the Belief-Desire-Intention
(BDI) theory, has gotten a lot of attention over the years, the language is still lacking
with respect to some practical aspects such as concurrent programming. In this paper
we propose an extension to Jason that makes concurrent programming easier with
the aid of promises. This extension makes it possible to express concurrent flows in
a more natural way. We first present a non-intrusive extension that enables this style
of programming and motivate its usefulness. Then we propose a language extension
that avoids the inversion of control problem inherent when using promises. We also
take into account some of the drawbacks of our proposed approach and investigate
some possible solutions.

Keywords: agent-oriented programming, concurrent programming, asynchronous
programming, promises.

1 Introduction

Even though the agent-oriented paradigm (AOP) has lost some of its charm in the
past couple of years, the agent community has developed real world applications
using it, and more specifically the Jason language [2], ranging from web applications
[10] to mobile applications [12], thus establishing it is a viable choice. But, while
the core foundation of Jason, the Belief-Desire-Intention (BDI) theory, has gotten
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a lot of attention over the years, the language is still lacking with respect to some
practical aspects such as concurrent programming. By adding support for concurrent
computation in agent languages a whole new area of applications would open up for
AOP, from scientific applications like massively parallel simulations to financial
applications like high frequency trading [13].

Given the ascent of multicore computers and mobile devices, concurrency has
become an important issue, and we, as a community, cannot go on ignoring “the
elephant in the room”. There have been some recent efforts to address this issues
such as the one proposed by Ricci et al. in [11], but there is still place for other ap-
proaches. An early and interesting example of an agent oriented programming lan-
guage featuring concurrent computation is Go! [4], which has unfortunately mostly
gone unnoticed by the community.

In this paper we propose an extension to Jason that makes concurrent program-
ming easier by using the concept of promises introduced by Friedman and Wise in
[5]. Later, languages like E1 and Alice ML2 adopted the concept and popularized
it [1, 8]. The proposed extension makes it possible to express concurrent flows in a
more natural way. While this work does not focus on distributed systems, concur-
rency is inherently present in such scenarios, so tackling this problem, even in the
context of single agents or agents running on the same machine, will benefit them
as well.

This investigation was prompted (and is part of) a larger research project con-
cerning the development of a dynamic negotiation mechanism and an accompany-
ing framework. We decided to use Jason for implementing an initial prototype, but
given the distributed nature of our framework we were soon faced with some of
Jason’s limitations whose nature we will illustrate in sec. 2.

Before we continue a note on terminology is due. The terms promise and future
are used to refer to constructs used to facilitate concurrent programming. While
similar, the terms stand for different mechanisms. Both terms stand for objects that
represent the (yet unknown) result of an ongoing computation which is executing
concurrently with other computations in the system. The difference is that in order
to retrieve the value from a future one has to call a get method which will block
the calling computation until the value of the future is available. Promises on the
other hand, can have callbacks attached which will be called when the value of the
promise becomes available (i.e. the promise gets resolved). We find that promises
are more in line with the nature of Jason.

We first present a non-intrusive extension that enables this style of programming
and motivate its usefulness. Then we propose a language extension that avoids the
transformation of the program into explicit continuation passing style (CPS) [15]
inherent when using promises. We also take into account some of the drawbacks of
our proposed approach and investigate some possible solutions.

This paper is structured as follows: in section 2 we illustrate the problem we
are addressing by means of a simple example which we will come back to in later

1 http://www.erights.org/
2 http://www.ps.uni-saarland.de/alice/

http://www.erights.org/
http://www.ps.uni-saarland.de/alice/
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sections. In sec. 3 we present a non-intrusive solution based on explicit promises.
Then, in sec. 4 we propose an extension of this approach by slightly changing the
Jason language and motivate its usefulness over the approach presented in the pre-
vious section. Sec. 5 discusses some of the open issues of the proposed approaches
and sketches possible solutions. Finally, we conclude in sec. 6, where we present
some possible directions for future iterations of this approach.

2 Background

In order to make the following examples easier to understand we will briefly out-
line the basic concepts that make up a Jason program. A program is made out of
three sections: beliefs, rules and plans. Beliefs and rules are very similar to facts
and rules in Prolog with some notational differences: & replaces , in conjunctions.
Goals are introduced by the ! operator (to be precise the ! introduces achieve-
ment goals, Jason also has test goals introduced by the ? operator, but they are
not relevant for the purpose of this paper). Plans, which follow the generic form
triggering event : context <- body., are intended to handle goals.
Triggering events match goals and message. The only relevant triggering events for
this paper are goal addition and message arrival, denoted by atoms with the +! and
the + prefixes. The belief base can be manipulated with the aid of the + and - op-
erators, in the body of the plan. They add, and delete respectively, a belief from the
belief base. Since these operations usually come in pairs, a deletion followed by
an addition, Jason offers the shortcut operator -+ for this purpose. One last piece
of information needed to understand the examples used in this paper is related to
Jason’s use of internal actions. They allow the extension of the Jason interpreter
by using Java. Internal actions are qualified by their package name (like in Java,
e.g. package.internal action). Actions pre-defined by the Jason distribu-
tion don’t have a package name, but they retain the leading period (e.g. .send).
For further details we direct the interested readers to [3].

With the syntactic details of Jason programs out of the way we are going to
describe a simple scenario which we will use as a running example to illustrate the
problem we are addressing. As we mentioned in sec. 1 this research is part of a
bigger project, and it was prompted by the specific problems that we encountered
while developing an initial prototype in Jason. But, since the purpose of this paper
is to explore the extension of Jason with promises and because we do not want to
obscure the example with the details of the negotiation framework (which is out of
the scope of this paper) we will employ a simple scenario which involves a single
agent working with two social networks: Facebook and Twitter. Its job is to correlate
wall posts and tweets for the user3. Since both operations can have considerable

3 While admittedly synthetic, there is no reason why this example could not be scaled to
multiple (eventually distributed) agents. Also, while in this example we use agents as sim-
ple reactive entities, this is not a limitation of the proposed approach, but a consequence
of our desire to keep the example simple.
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delays it would be desirable to i) run both of them concurrently, and ii) not to block
the agent while doing so.

A straight forward implementation in Jason would involve two addi-
tional agents which act as clients for the social networks. Let us call
these agents facebook client and twitter client. Note that for the
rest of this paper we assume the presence of two user-define internal ac-
tions, facebook.get wall posts and twitter.get tweets, which al-
low agents to interface with the social networks. In this setup, the main agent would
send a message to each of the client agents to fetch the relevant data. While this
obeys both previous requirements, it does so at an added cost for the programmer:
manually synchronizing the responses from the clients. Figure 1 shows a possible
implementation of this approach.

!start.

+!start
<- .send(facebook_client, tell, get_wall_posts);
.send(twitter_client, tell, get_tweets).

+!correlate
: have_wall_posts(Posts) & have_tweets(Tweets)
<- ...

+wall_posts(Posts)
<- +have_wall_posts(Posts);
!correlate.

+tweets(Tweets)
<- +have_tweets(Tweets);
!correlate.

// Facebook client

+get_wall_posts[source(A)]
<- facebook.get_wall_posts(WallPosts);
.send(A, tell, WallPosts).

// Twitter client

+get_tweets[source(A)]
<- twitter.get_tweets(Tweets);
.send(A, tell, Tweets).

Fig. 1 Main agent and clients

Because we need the responses from two concurrently running operations to con-
tinue, and because we don’t know in which order they we will receive them we use
the knowledge base for synchronization: when the response from one client has ar-
rived we store it in the knowledge base and test if the other client has already sent its
response. Only when both clients are done can the main agent go on with its compu-
tation. In this scheme the synchronization is scattered in three different places: the
event handlers for the client responses (+wall posts and +tweets), the plan
for processing the data (+!correlate), and the belief base. Fig. 2 illustrates the
interactions between the agents in this approach.

While this technique leads to the desired behavior, it is not optimal for a couple
of reasons:

1. It splits the logic of the program over several execution units – in our case the
logic really belongs in the main agent, but it is split over the main agent, and the
Facebook and Twitter client agents – which makes it hard to have a global view
of the program behavior, especially for more complex scenarios, e.g. where the
client agents need access to the belief base of the main agent;
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Main agent

!correlate

Facebook client

get wall posts

wall posts

Twitter client

tweets

get tweets

Fig. 2 Interactions between the three agents in the straight forward implementation

2. It uses one client agent for each such request which leads to inefficient and hard
to manage programs. While several strategies are possible – starting all the client
agents up-front, dynamically creating and destroying them, or managing a pool
of such agents – none of them is optimal, the first two because of the cost of
running extra agents, and the third because of the extra complexity involved in
managing a pool of client agents; and

3. It does not scale: having to manually store the responses of clients as beliefs for
many asynchronous requests and synchronizing them by hand is a tedious and
error prone task and it leads to mostly duplicate code for handling asynchronous
responses (e.g. +wall posts, +tweets).

It is clear that if we want a scalable solution we need to look for an alternative
approach.

3 Explicit Promises

The solution we propose is to introduce a couple of internal actions for handling
concurrently running tasks. By exposing the potential results of the computations as
promises this solution allows for a more natural flow.

Our approach is illustrated in fig. 3.

!start.

+!start
<- facebook.get_wall_posts(WallPostsPromise);

twitter.get_tweets(TweetsPromise);
async.when(WallPostsPromise, TweetsPromise, correlate).

+!correlate(WallPosts, Tweets)
<- ...

Fig. 3 Non intrusive promises
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The first change is to modify facebook.get wall posts and
twitter.get tweets to expose promises and immediately return instead
of blocking the plan. The second change is the introduction of the async.when
internal action which takes any number of promises and an atom representing the
name of the plan to trigger when all the promises are fulfilled. Note that as the
previous actions, the async.when combinator does not block the execution of
the plan.

Thanks to these changes the implementation of the sample scenario is shorter,
but, more importantly, it’s conceptually cleaner and it has better code locality, i.e.
all the synchronization takes place in the +!start plan, instead of being scattered
over multiple plans. Furthermore our solution needs no additional agents and is, as
such, more scalable.

3.1 Implementation Details

For our implementation we used the utilities in the java.util.concurrent4

package and the Guava libraries5 which extend the default functionality in
java.util.concurrentwith listenable futures. Listenable futures, are futures
to which the user can subscribe by providing a callback that gets called when the
value of the future is available – i.e. they implement promise semantics.

Our implementation is built around the thread pool pattern, represented by an
executor service. Asynchronous internal actions are scheduled and eventually run
by the threads in the thread pool.

As we mentioned before, in order to implement the prototype for our solu-
tion we extended the Jason language with an internal action for synchronizing
multiple asynchronous operations and a base class for asynchronous internal ac-
tions (such as facebook.get wall posts and twitter.get tweets)–
AsyncInternalAction. This class subclasses DefaultInternalAction,
the base class for internal actions in Jason, and overrides its execute() method.
Instead it defines its own apply() method which is where the internal ac-
tion implementer defines the behavior. When the asynchronous internal action
gets executed, the apply() method gets wrapped in a Callable, and the
ListenableFuture returned by the executor is stored in static global future
store. The global store associates a unique identifier to each task. This identifier is
returned to the plan via an output variable sent as a parameter to the internal action.

The async.when internal action receives a variable number of promise iden-
tifiers (as returned by the global future store) and a symbol representing the name
of the plan that is going to get triggered once all the promises get resolved. When
this happens an internal event is constructed with the values of all the promises as
parameters.

4 http://docs.oracle.com/javase/6/docs/api/java/util/
concurrent/package-summary.html

5 http://code.google.com/p/guava-libraries/

http://code.google.com/p/guava-libraries/
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4 Implicit Promises

While the explicit promise approach is a vast improvement over the ad hoc syn-
chronization method that we presented in sec. 2, there is still a problem with it:
the callback for the promises still have to be defined as different plans. This forces
the developer to program in an explicit continuation passing style6 with the plan se-
lected for execution by the when combinator being the continuation of the promises.

In order to address this issue a slight modification of the Jason language would
be necessary. First we would introduce a

�
operator for concurrent execution. Using

it, one could compose the two actions to fetch Facebook posts and tweets mentioned
earlier in the following way:

facebook.get_wall_posts(WallPosts) || twitter.get_tweets(Tweets)

Note that WallPosts and Tweets are not promises as in the previous examples
but output variables for the actions, the promises are implicit. This allows for a more
natural style of programming.

In order to synchronize concurrent computations we have two options: either in-
troduce a new operator, say⇒, or overload the ; operator. We think the latter is a
more natural choice for Jason. Using ; to stand for either normal, sequential com-
position, and as an implicit synchronization point for promises our running example
could be rewritten as shown in fig. 4.

!start.

+!start
<- facebook.get_wall_posts(WallPosts) ||

twitter.get_tweets(Tweets);
!correlate.

Fig. 4 Implicit promises

In order to implement this we can employ an approach similar to the one used by
the F# language7 for its asynchronous computation expressions [16]. The compiler
performs a code rewrite of plans that use the

�
operator. While this technique suffices

in the case of F# thanks to its support for anonymous functions that close over
variables in their scope (closures), their lack in Jason means that we have to perform
an additional transformation, lambda lifting [6]. This transformation identifies the
variables that a closure would capture and transforms the closure in a top level
function with an extra parameter for each captured variable. Using these techniques,
the code in fig. 4 would be rewritten to look like the one in fig. 3 (modulo some
identifiers which would have to be generated by the compiler).

6 Linear control flow is replaced by a scheme where each function call (or predicate/plan)
receives an additional functional argument, its “continuation”, witch is called instead of
normally returning a value.

7 http://research.microsoft.com/en-us/um/cambridge/projects/
fsharp/

http://research.microsoft.com/en-us/um/cambridge/projects/
fsharp/
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5 Open Issues

While both approaches presented in the previous sections have a series of advan-
tages when it comes to concurrent computations in Jason they also introduce a se-
ries of problems. The main drawback is that the belief base of an agent represents
its global shared state. This is not a problem with regular Jason agents because the
interpreter serializes access to the belief base, but, by using external mechanisms to
execute actions concurrently, e.g. the java.util.concurrent package and the
Guava library, we circumvent this mechanism. This can lead to the typical problems
associated with concurrency, e.g. race conditions and deadlocks.

In the case of explicit promises it is mostly a problem of programmer discipline:
asynchronous internal actions should not modify the belief base. Instead, all modi-
fications to the belief base should be performed from the body of a plan. Since only
the asynchronous internal actions circumvent the serialization mechanisms of the
interpreter this is a safe approach8.

The case of implicit promises is more problematic since we would like to avoid
artificial restrictions and avoid restricting the

�
operator to asynchronous internal

actions. Ideally the programmer should be allowed to use goals or belief base mod-
ifications as operands. This is illustrated by the code in fig. 5. Suppose this code
is part of an agent in charge of running a coffee machine. When the user sends a
request, the agent displays a message to the user and starts making the coffee at the
same time.

+user_request(make_coffee)

<- (lcd.display("Preparing coffee"); -+state(making_coffee)) ||

!make_coffee.

Fig. 5 Dangers of global shared state

The key point here is the change in the belief base
-+state(making coffee). This removes any old belief for state,
and adds a new one with the argument making coffee. If another concurrently
running computation were to change the state at the same time, the belief base
might be left in an inconsistent state, a classic example of a race condition.

There are a couple of alternatives to address this issue:

• Based on the insight that not all the plans need all the beliefs, we could change
the language to introduce local plan beliefs. This is the approach taken by the
SimpAL language [11]. While this is an interesting approach for structuring an
agent, we feel it would be a disruptive change for the Jason language; and

• Software Transactional Memory (STM) is a synchronization mechanism akin
to transactions in databases [14]. It is an interesting alternative as it is only an
infrastructure change, so it would not surface in the language syntax. But STM
has the drawback that the performance of the application may suffer.

8 But then again, programmers are not the most disciplined of men.



Extending Jason with Promises for Concurrent Computation 49

6 Conclusion and Future Work

In this paper we presented an non-intrusive extension for asynchronous computa-
tions in Jason using implicit promises and we proposed a language extension that
would make the promises implicit, leading to a gain in expressivity.

While somewhat restricted, even the extension featuring explicit extensions
proves to be a significant improvement over the straight forward implementation in
Jason. Being able to easily compose asynchronous computations offers a big advan-
tage for real world scenarios where agents need to use resource that imply latencies,
e.g. web services.

Our next step will be to investigate an implementation of the scenario featur-
ing implicit promises and the related synchronization issues. We find the idea of
integrating BDI and STM interesting because it may be the first step toward specu-
latively parallelized plans. But this a future direction, and for the moment we will
focus on the explicit concurrency offered by the

�
operator.

The next step after implementing the language extension for implicit promises
would be to investigate other asynchronous control constructs based on promises.
Some interesting work has already been done for other languages like E and Scala9.

A slight variation on the theme of promises would be to follow the model pro-
posed by some languages like Alice ML and C++11 to separate promises into a lis-
tener and a resolver. The listener is the part which can have a callback registered for
when the promise is resolved, while a resolver is used to resolve the promise. This
dichotomy seems worth while investigating in the context of agents since it enables
the decoupling of consuming and resolving promises, having the potential to split
promises over agents should that be necessary. This opens up interesting venues like
using the object capability model [7, 9] for access control in a multi-agent system.
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Dynamic Case-Based Reasoning Based
on the Multi-Agent Systems: Individualized
Follow-Up of Learners in Distance Learning

Abdelhamid Zouhair, El Mokhtar En-Naimi, Benaissa Amami,
Hadhoum Boukachour, Patrick Person, and Cyrille Bertelle

Abstract. In a Computing Environment for Human Learning (CEHL), there is still
the problem of knowing how to ensure an individualized and continuous learner’s
follow-up during learning process, indeed among the numerous methods proposed,
very few systems concentrate on a real time learner’s followup. Our work in this
field develops the design and implementation of a Multi-Agent Systems Based on
Dynamic Case Based Reasoning which can initiate learning and provide an indi-
vidualized follow-up of learner. When interacting with the platform, every learner
leaves his/her traces in the machine. These traces are stored in a basis under the
form of scenarios which enrich collective past experience. The system monitors,
compares and analyses these traces to keep a constant intelligent watch and there-
fore detect difficulties hindering progress and avoid possible dropping out. The sys-
tem can support any learning subject. To help and guide the learner, the system is
equipped with combined virtual and human tutors.

Keywords: Distance Learning, Dynamic Case-Based Reasoning, Intelligent Tutor,
Multi-Agent Systems, Scenarios, Traces.

1 Introduction

The CEHL is a computer tool which offers learners another medium of learning.
Indeed it allows learner to break free from the constraints of time and place of
training. They are due to the learner’s availability. In addition, the instructor is not
physically present and training usually happens asynchronously. However, most E-
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learning platforms allow the transfer of knowledge in digital format, without inte-
grating the latest teaching approach in the field of education (e. g. constructivism,
[13], ...). Consequently, in most cases distance learning systems degenerate into
tools for downloading courses in different formats (pdf, word ...). These platforms
also cause significant overload and cognitive disorientation for learners. Today, it
is therefore necessary to design a CEHL that provides individualized follow-up to
meet the pace and process of learning for the learner, who thus becomes the pilot of
training. Our contribution in this field is to design and implement a computer sys-
tem (i. e. intelligent tutor) able to initiate the learning and provide an individualized
monitoring of the learner.

Solving these problems involves first, to understand the behavior of the learner,
or group of learners, who use CEHL to identify the causes of problems or difficulties
which a learner can encounter. This can be accomplished while leaning on the traces
of interactions of the learner with the CEHL, which include history, chronology of
interactions and productions left by the learner during his/her learning process. This
will allow us the reconstruction of perception elements of the activity performed
by the learner. According to Marty and Mille [10] the digital traces of interactions
represent a major resource customization CEHL.

We propose a system able to represent, follow and analyze the evolution of a
learning situation through the exploitation and the treatment of the traces left by the
learner during his/her learning on the platform. This system is based, firstly on the
traces to feed the system and secondly on the reconciliation between the course of
the learner (traces in progress) and past courses (or past traces). The past traces are
stored in the form of scenarios in a database called ”base of scenario”. Recently,
several research works have been focused on the dynamic case based reasoning in
order to push the limits of case based reasoning system dealing with situations static,
reactive and responsive to users. All these works are based on the observation that
the current tools are limited in capabilities, and are not capable of evolving to fit
the non-anticipated or emerging needs. For example, few CBR systems are able to
change over time the way of representing a case [12]. We propose a system, which
analyzes the traces of learners in a continuous way, in order to ensure an automatic
and a continuous monitoring of the learner. Our work in this field develops the
design and implementation of a Dynamic Case Based Reasoning founded on the
Multi-Agent Systems (MAS).

The rest of this paper is organized as follows: In the second section, we give a
general introduction of E-earning and intelligent tutoring. The third section is de-
voted to the presentation of the design and implementation of our approach. So
we will introduce the general architecture of the system. In section four, we will de-
scribe the approach of Multi-Agent Case Based Reasoning. In the following section,
we will propose the description of our approach Multi-Agent Dynamic Case Based
Reasoning. Finally, we will give the conclusion and our perspectives.
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2 Intelligent Tutor and Distance Learning

Intelligent Tutoring Systems (ITS) are computer systems designed to assist and facili-
tate the task of learning for the learner. They have expertise in so far as they know the
subject matter taught (domain knowledge), how to teach (pedagogical knowledge)
and also how to acquire information on the learner (learner representative).

There is much research concerned with the design and implementation of com-
puter systems to assist a learner in learning. There are, for example, tutors or teach-
ing agents who accompany learners by proposing remedial activities [5]. There are
also the agents of support to the group collaboration in the learning [3] encouraging,
the learners participation and facilitating discussion between them. Other solutions
are based on agents that incorporate and seek to make cooperation among various
Intelligent Tutoring Systems [2]. The Baghera platform [18], which is a ”distance”
CEHL exploits the concepts and methods of Multi-Agent approach. Baghera assists
learners in their work solving exercise in geometry. These tools of distance learning
do not allow an individualized, continuous and real-time learners follow-up. They
adopt a traditional pedagogical approach (behaviorist) instead of integrating the lat-
est teaching approaches (constructivism [13], [17]). Finally, given the large number
of learners who leave their training, the adaptation of learning according to the learn-
ers profile has become indispensable today. Our contribution consists in proposing an
adaptive system to ensure an automatic and a continuous monitoring of the learner.
This monitoring is based on cases (dropping out, difficulties) past and similar.

3 General Architecture of our System

One of the main objectives of the individualized monitoring of the learner is to
envisage, to anticipate and to reduce the number of dropping out, which makes us
seek a flexible and adaptive solution [4]. The complexity of the situations to be
treated leads us to choose an approach based on a MAS, able to cooperate and
coordinate their actions to provide a pedagogical adaptation for the learners profile.
We reconcile the problems of the analysis of the traces left by the learners activity
in CEHL, and the decision support systems, able to represent, follow in real-time
and analyze the evolution of a dynamic situation. Such a system must represent
the current situation, take into account the dynamic change of the current situation,
predict the possible evolution of this situation, and react depending on the particular
situations and the learners profiles. This can be done by using past situations which
consequences are known. It is then a question of reasoning by analogy. This type of
reasoning can allow solving new problems, using already solved problems available
in memory. The system we propose, allows to analyze the learners course (trace)
in order to anticipate a possible dropping-out. The learning activities past traces
will be the source of knowledge for the learning adaptation process, they are stored
in a database called ”base of scenarios”. Each scenario contains all determining
aspects in its development, i.e, the facts that have played an effective role in the way
the events proceeded. The analysis of the current situation must be continuous and
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dynamic. Indeed, the target case is a plot that evolves, therefore the system must
take this incremental evolution into account.

The general architecture of our system consists of the three following compo-
nents (Fig. 1):

Fig. 1 General architecture of our intelligent tutor system

• The graphical interfaces for learners (who are the users for whom the system
is developed), for course designers (who must structure the teaching contents)
and finally the developers (Human and Computer Interface ”HCI” knowledge
engineer for the knowledge module, and a tree Dimension Human and Computer
Interface ”3D HCI” for the behavior of the Multi-Agent Systems);

• The Knowledge module containing: Base of Scenarios, Factual Semantic Fea-
tures, Semantic Proximity Measure and Domain Ontology;

• The hierarchical MAS with four layers.

4 Multi-Agent Case Based Reasoning

Case-Based Reasoning (CBR) is an artificial intelligence methodology which aims
at solving new problems based on past experience or the solutions of similar previ-
ous problems in the available memory [7]. The solved problems are called source
cases and are stored in a database (called a case-base or base of scenarios). The
problem to be solved is stored as a new case and is called target case. The systems
based on the case-based reasoning can be classified into two categories of applica-
tions [9]: Applications dealing with situations static (i. g. CHIEF [6] and Creek [1])
and Applications with dynamic situations (i. g. REBECAS [9]), for more details on
the subject, the reader may refer to [9].

The Multi-Agent Systems based on case based reasoning are used in many appli-
cations areas. we can distinguish two types of applications:

• The Multi-Agent Systems in which each agent uses the case based reasoning
internally to their own needs (level agent case based reasoning). For this systems,
each agent is able to find similar cases to the target case in their own case base,
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also able to accomplish the other steps of CBR cycle (i. g. the system AMAL
[15] for Multi-Agent arguments, CCBR for personalized route planning [11],
and MCBR [8] for distributed systems).

• The Multi-Agent Systems whose approach is a case based reasoning (level Multi-
Agent Case Based Reasoning). For this applications, the Multi-Agent Case Based
Reasoning System distribute the some/all steps of the CBR cycle (Representa-
tion, Retrieve, Reuse, Revise, Retain) among several agents. This type of ap-
proach might be better than the first. Indeed, the individual agents experience
may be limited, therefore their knowledge and predictions too, thus the agents
can benefit from the other agents capabilities, cooperate with each other for bet-
ter prediction of the situation (i. g. the PROCLAIM [16] in argumentation field,
and CBRTEAM [14] in a parametric design task).

5 Multi-Agent Dynamic Case Based Reasoning

Our problem is similar to the CBR for dynamic situations. Indeed, the traces left
by the learner during the learning session evolve dynamically over time; the case-
based reasoning must take into account this evolution in an incremental way. In
other words, we do not consider each evolution of the traces as a new target. The
CBR which we propose offer important features: (1) It is dynamic. Indeed, we must
continually acquire new knowledge to better reproduce human behavior in each
situation; And (2) It is incremental, this is its major feature because the trace evolves
in a dynamic way for the same target case. The main benefits of our approach are
the distributed capabilities of the Multi-Agent Systems and the self-adaption ability
to the changes that occur in each situation.

Each action of the learner is represented by a data structure called semantic fea-
tures that are supported by factual agents. The course of the learner is well rep-
resented by a set of trace agents [4]. Therefore, the various actions of the learner
(learner traces) can be represented as a collection of semantic features. These will
feed the representation layer (Layer 1). The role of this layer is to be both, a picture
of the current situation being analyzed and to represent the dynamics of its evo-
lutions over time. The goal of the characterization layer (Layer 2) is to provide a
synthetic vision of the organization of agents of the representation layer by clas-
sifying them in several subsets according to their activity degrees. A part of the
target case in the dynamic and incremental case-based reasoning is developed by
this layer. The interpretation, or prediction, layer (Layer 3) will associate the agents
characterization subsets layer with a scenario. The interpretation agents also allow
to update the system knowledge by the learning of new cases. In fact, they store and
manage new scenarios [4]. The decision layer (Layer 4) selects similar scenarios in
the base of scenarios and chooses one to propose to the learner. For each particular
situation, the decision agents can react differently depending on the learners profile
concerned, for example, deciding to initiate a communication session with a learners
experiencing difficulties. The human tutor is needed if the system detects a learning
situation requiring his/her intervention.
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Fig. 2 Dynamic CBR cycle in our approach

The CEHL personalization is primarily depending on the ability to produce rele-
vant and exploitable traces of the learners activity (for more details concerning the
learner’s traces, the reader may refer to [19]). These traces allow us to describe and
to document the learners activity. In the current uses of the traces for the CEHL,
collected situations are contrasted: from ”we take what we have in well specified
formats, what is called the logs” to ”we scrupulously instruments the environment
to recover the observed controlled and useful for different actors (learner and tu-
tor)”. The first step consists of modeling the raw data contained in the log file. It is
necessary to be able to collect files of traces containing at least, the following ele-
ments: time for the start date of the action, codes action which consists in codifying
the learners actions and learner concerned.

6 Conclusion and Future Work

Our system allows connecting and comparing the scenario found (current situation)
to past scenarios that are stored in a database. The continuous analysis of informa-
tion coming from the environment (learners traces) makes it possible to suggest to
various actors (learners and tutor) possible evolutions of the current situation. The
Multi-Agent architecture that we propose is based on four layers of agents with a
pyramidal relation. We have presented systems based on Dynamic Case Based Rea-
soning and we have also clarified that the CBR-based applications can be classified
according to the study area: CBR for static situations and CBR for dynamic situa-
tions. In our situation, we have used a dynamic case based reasoning with important
features. Indeed, the current situation (target case) is a trace that evolves; the case
based reasoning must take into account this evolution incrementally. In other words,
it shouldnt consider each evolution of the trace as a new target case. Our future work
consists in realizing a comparative study between our system and other tools. In ad-
dition, by giving a comparison of different existing similarity measures between
sequences, We will propose our new similarity measure, such as: The Inverse LCSS
(ILCSS).
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Abstract. The current paper is devoted to belief fusion when information sources
may deliver incomplete and inconsistent information. In such cases paraconsistent
and commonsense reasoning techniques can be used to complete missing knowledge
and disambiguate inconsistencies. We propose a novel, realistic model of distributed
belief fusion and an implementation framework guaranteeing its tractability.

1 Distributed Beliefs

In contemporary intelligent distributed systems, like multiagent systems, we typ-
ically deal with many heterogenous information sources. They independently de-
liver information (e.g. percepts), expressed in terms of beliefs, on various aspects of
a recent situation. Depending on the context and the goal of the reasoning process,
different beliefs need to be fused in order to achieve more holistic judgement of the
situation. Apparently, this information fusion may be realized in various ways. In
this paper we will take a closer look at this formal process.

Distributed information sources naturally introduce four truth values: true (false)
indicating that only truth (falsity) of a proposition is claimed, inconsistent indi-
cating that both truth and falsity is claimed and unknown indicating that nothing
about truth/falsity is claimed [3, 10, 16, 17]. These truth values are further denoted
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by t, f, i, u, respectively. However, in real-world distributed problem solving, lack
of knowledge and inconsistent beliefs are to be resolved at some point. More pre-
cisely, in the case of lacking knowledge, we need to complete missing information
at the objective level, while in the case of inconsistencies we do this at a meta-
level, for example, by verifying which information sources deliver false informa-
tion. This knowledge can be then used for a better setup or calibration of sensors and
other data sources, as well as diagnostic systems detecting malfunctioning devices.
When this is impossible, especially in time critical systems, commonsense reasoning
methods can be of help as they generally characterize typical situations [5, 15, 18].
Among these methods (local) closed world assumption, default reasoning, autoepis-
temic reasoning and defeasible reasoning are of primary importance. Unfortunately,
a characteristic feature of these approaches is their high complexity [6, 7, 11, 14].

The contribution of this paper depends on achieving:

• a practical model of distributed belief fusion,
• implementation framework of distributed belief fusion via epistemic profiles,
• tractability of the method.

To model similar phenomena, a commonly used logic is the four-valued logic pro-
posed in [3]. However, as discussed, e.g., in [9, 23], this approach is problematic
as it often provides results deviating from intuitions. Importantly, we apply reason-
ing over databases rather than over general theories. Such an approach reflects the
reality of intelligent systems and significantly reduces the complexity of reasoning,
typically from at least exponential to deterministic polynomial time, no matter what
type of reasoning is used. This substantial complexity gain is achieved by using
4QL, a query language [16, 17] which enjoys tractable query computation and cap-
tures all tractable queries. It provides simple, yet powerful constructs for expressing
nonmonotonic rules [16]. Moreover, 4QL has a modular structure: its modules can
naturally be distributed among agents. Therefore, 4QL is a natural implementation
tool creating a space for a diversity of applications.2 In fact, our approach is strongly
influenced by ideas underlying 4QL.

The paper is structured in the following manner. First, in Section 2, we recall
belief structures and epistemic profiles. Next, in Section 3 we proceed with a mo-
tivating example. Section 4 contains a brief introduction to 4QL. In Section 5 we
discuss the proposed solution. Finally, Section 6 concludes the paper.

2 Belief Structures and Epistemic Profiles

First, we need to recall the four-valued logic we apply. We consider two orderings:
truth ordering f < u < i < t and knowledge ordering u = f < t < i.3 Conjunction

and disjunction is defined by p∧q
def
= min{p,q} and p∨q

def
= max{p,q}, where min

and max are minimum and maximum w.r.t. truth ordering. Implication is defined by

p→ q
def
= p≤ q, where≤ reflects knowledge ordering.

2 An interpreter of 4QL, Inter4QL, is available via 4ql.org.
3 This ordering with the identification of u and f is introduced and motivated in [22].
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If L is a set of literals then the value of an atomic ground literal p in L is:
⎧
⎪⎪⎨

⎪⎪⎩

t when p ∈ L and ¬p �∈ L,
f when ¬p ∈ L and p �∈ L,
i when p ∈ L and ¬p ∈ L,
u when p �∈ L and ¬p �∈ L.

This definition can be extended to cover all formulas in the standard way. For more
details and motivations see [16, 17, 22, 23].

Let us now recall the definition of belief structures and epistemic profiles, in-
troduced recently in [10]. By FIN(S) we understand the set of all finite subsets of
set S.

Definition 1. Let C
def
= FIN(G (Const)) be the set of all finite sets of ground literals

with constants in Const. Then:
• by a constituent we understand any set C ∈C;
• by an epistemic profile we understand any function E : FIN(C)−→ C;
• by a belief structure over an epistemic profile E we mean BE = 〈C ,F〉, where:

– C ⊆ C is a nonempty set of constituents;

– F
def
= E (C ) is the consequent of BE . �

Observe that a crucial concept is that of an epistemic profile. It serves as an ab-
straction to belief formation processes covering possible methods of reaching final
beliefs on the basis of the initial ones. In [10] it has also been indicated that such
structures can be implemented in deterministic polynomial time using 4QL [16, 17].
In the current paper we elaborate on the concept of epistemic profiles and show how
can one actually implement them.

The main idea is illustrated in Figure 1. Namely, we propose to implement epis-
temic profiles via an intermediate layer consisting of derivatives, where each deriva-
tive is a finite set of ground literals. Intuitively, derivatives represent intermediate
belief fusion results or, in other words, intermediate views on the situation in ques-
tion. Importantly, such a structure allows us to implement belief fusion in a highly
distributed manner.

3 A Motivating Example

Consider an agent equipped with a sensor platform for detecting air pollution and
two different sensors for measuring the noise level. The agent has also some infor-
mation about the environment, including streets in the neighborhood, etc. The task
is to decide whether conditions in the tested position are healthy.

It is natural to consider, among others, three constituents:
• Cp gathering beliefs about air pollution at given places, in terms of P(x,y) indi-

cating the pollution level y at place x, where y ∈ {low,moderate,high};
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Fig. 1 Implementation framework for belief structures and epistemic profiles. Arrows indi-
cate belief fusion processes.

• Cn gathering beliefs about noise level at given places, in terms of Ni(x,y) indi-
cating the noise level y at place x, as measured by a sensor i ∈ {1,2}, where
y ∈ {low,moderate,high};

• Ce gathering information about the environment in terms of Cl(x,y) in-
dicating that place x is close to a place with characteristics y, where
y ∈ {pollutive,noisy,neutral}.

For example, we may have:

Cp = {P(a, low)}, Cn = {N1(a,high)},
Ce = {¬Cl(a,noisy),Cl(a,neutral),Cl(a,pollutive)}.

Note that we have no information from the second noise sensor (no literal N2() is
given) and somehow inconsistent information as to the pollution level (Cp indicates
low level, but according to Ce the agent is close to a pollutive location). Also there
is an implicit disagreement between N1(a,high) appearing in Ce and ¬Cl(a,noisy)
appearing in Ce, which may be caused by a defective information source.

One can consider two derivatives:

• Dp – for deciding the pollution level;
• Dn – for deciding the noise level.

Such derivatives should result from reasoning patterns defined by the corresponding
epistemic profile of the considered agent. For example, these derivatives may be:

Dp = {P(a,moderate)}, Dn = {N(a,high)}.

Based on the contents of Dp and Dn, the agent has to decide whether the situation
is healthy or not (and include it in its set of consequents). For example, the agent
may accept F = {¬S(a,healthy),S(a,healthy)} as its consequent, i.e., it may have
inconsistent beliefs about the issue whether the situation at place a is healthy.
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4 Implementation Tool: 4QL

There are several languages designed for programming BDI agents (for a survey see,
e.g., [19]). However, none of these approaches directly addresses belief formation,
in particular nonmonotonic/defeasible reasoning techniques. Our choice is therefore
4QL, a DATALOG¬¬-like query language. It supports a modular and layered archi-
tecture, and provides a tractable framework for many forms of rule-based reasoning
both monotonic and nonmonotonic. As the underpinning principle, openness of the
world is assumed, which may lead to the lack of knowledge. Negation in rule heads,
expressing negative conclusions, may lead to inconsistencies. As indicated in [16],
to reduce the unknown/inconsistent zones, modules and external literals provide
means for:

• the application-specific disambiguation of inconsistent information;
• the use of (Local) Closed World Assumption;
• the implementation of various forms of nonmonotonic and defeasible reasoning.

To express nonmonotonic/defeasible rules we apply modules as well as external lit-
erals, originally introduced in [16]. Importantly, different modules can be distributed
among different agents participating in the reasoning process.

In the sequel Mod denotes the set of module names.

Definition 2. An external literal is an expression of one of the forms:

M.R,−M.R,M.R IN T,−M.R IN T, (1)

where M∈Mod is a module name, R is a positive literal, ‘−’ stands for negation and
T ⊆ {f,u, i, t}. For literals (1), module M is called the reference module. �

The intended meaning of “M.R IN T ” is that the truth value of M.R is in the set T .
External literals allow one to access values of literals in other modules. If R is not
defined in the module M then the value of M.R is assumed to be u.

Assume a strict tree-like order ≺ on Mod dividing modules into layers. An ex-
ternal literal with reference module M1 may appear in rule bodies of a module M2,
provided that M1 ≺M2.4

Definition 3. By a rule we mean any expression of the form:

� :– b11, . . . ,b1i1 | . . . | bm1, . . . ,bmim . (2)

where � is a literal, b11, . . . ,b1i1 , . . . ,bm1, . . . ,bmim are literals or extended literals,
and ‘,’ and ‘|’ abbreviate conjunction and disjunction, respectively.

Literal � is called the head of the rule and the expression at the righthand side of
:– in (2) is called the body of the rule. �

4 Observe that layers generalize the concept of stratification of DATALOG¬ queries [17] (for
definition of stratification see, e.g., [1]).
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Table 1 Modules corresponding to constituents considered in Section 3

module Cp: module Cn: module Ce:
domains: domains: domains:
literal level. literal place. literal level. literal place. literal type. literal place.

relations: relations: relations:
P(place, level). N1(place, level). Cl(place, type).

N2(place, level).
facts: facts: facts:
P(a, low). N1(a, high). – Cl(a, noisy).

end. end. Cl(a, neutral).
Cl(a, pollutive).

end.

Rules of the form (2) are understood as implications:

((b11∧ . . .∧b1i1)∨ . . .∨ (bm1∧ . . .∧bmim))→ �,

where it is assumed that the empty body takes the value t in any set of literals.

Definition 4. Let a set of constants, Const, be given. A set of ground literals L with
constants in Const is a model of a set of rules S iff each ground instance of each rule
of S (understood as implication) obtains the value t in L. �

The semantics of 4QL is defined via well-supported models generalizing the idea
presented in [13]. Intuitively, a model is well-supported if all derived literals are
supported by a reasoning grounded in facts. It appears that for any set of rules there
is a unique well-supported model and it can be computed in polynomial time. For
details see [16, 17].

Consider now the scenario outlined in Section 3. Exemplary modules corre-
sponding to constituents, derivatives and consequents are shown in Tables 1–3,
respectively.5

It is important to note that well-supported models are sets of literals. Thus re-
lational or deductive databases technology can be used to query them (see also
Section 5.1).

In fact, four logical values, external literals and modular architecture distinguish
4QL from many other approaches (for a survey see, e.g., [2]). 4QL modules are
structured in layers. While the lowest layer represents monotonic reasoning, higher
ones allow the user to provide rules for disambiguating inconsistencies and complet-
ing lacking information. This is achieved by explicitly referring to logical values via
external literals.

5 We use the Inter4QL self-explanatory syntax – for details see 4ql.org.
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Table 2 Modules corresponding to derivatives considered in Section 3

module Dp:
domains:

literal level. literal place.
relations: P(place, level).
rules:

P(X, moderate) :– Cp.P(X, low) IN {TRUE, INCONS},
Ce.Cl(X, pollutive) IN {TRUE, UNKNOWN}.

. . .
end.

module Dn:
domains:

literal level. literal place.
relations: N(place, level).
rules:

N(X,Y) :– Cn.N1(X,Y), Cn.N2(X,Y) IN {TRUE, UNKNOWN} |
Cn.N1(X,Y) IN {TRUE, UNKNOWN}, Cn.N2(X,Y).

. . .
end.

Table 3 Module corresponding to consequents considered in Section 3

module F:
domains: literal characteristics. literal place.
relations: S(place, characteristics).

rules:
– S(X, healthy) :– Dn.N1(X, high), Dn.N2(X, high).
S(X, healthy) :– Cp.P(X, moderate),

Cn.N1(X, low) IN {TRUE, UNKNOWN}.
. . .

end.

5 Belief Fusion

5.1 Querying Belief Structures

In order to find out what are actual beliefs of agents, groups of agents, etc., the mech-
anism based on querying belief structures is applicable. Namely, belief structures,
when implemented in 4QL, can be considered as sets of ground literals generated
by facts and rules. Therefore, one can tractably query belief structures using such
query languages as first-order queries, fixpoint queries or 4QL queries, like:

Bel(∃X(S(X ,healthy))) – is there a healthy place?
Bel(∀X(S(X ,healthy))) – are all places healthy?
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Belief fusion requires gathering beliefs of different agents, e.g.:

Bel1(∃X(S(X ,healthy)))∧Bel2(∃X(S(X ,healthy))),
∃X(Bel1(S(X ,healthy))∧Bel2(S(X ,healthy))),
Bel1(∀X(S(X ,healthy)))∨Bel2(∀X(S(X ,healthy))).

If Ag1.S,Ag2.S refer to relation S included in the set of consequents of Ag1’s and
Ag2’s belief structures then the above queries can be represented by:

∃X(Ag1.S(X ,healthy))∧∃X(Ag2.S(X ,healthy)),
∃X(Ag1.S(X ,healthy)∧Ag2.S(X ,healthy)),
∀X(Ag1.S(X ,healthy))∨∀X(Ag2.S(X ,healthy)),

where Agi.S indicates that the value of S is taken from consequents of agent Agi.

5.2 Nonmonotonic Reasoning

Nonmonotonicity is typically caused by attempts to fill gaps in missing beliefs by:
• efficient representation of negative information (Closed World Assumption);
• drawing rational conclusions from non-conclusive information (circumscription,

default logics), or from the lack of knowledge (autoepistemic reasoning);
• resolving inconsistencies (defeasible reasoning).

Reasoning in traditional nonmonotonic logics is not tractable [6, 7, 11, 14]. How-
ever, their rule-based counterparts appear to be tractable [16]. As 4QL captures all
queries expressible in deterministic polynomial time [17], it allows one to encode
tractable fragments of various forms of nonmonotonic reasoning.

5.2.1 Local Closed World Assumption

One of the most frequent nonmonotonic techniques are variants of (Local) Closed
World Assumption [12]. Intuitively, one often wants to contextually close a cho-
sen part of the world, but not necessarily all relations in the database. This can be
achieved by creating suitable derivatives. For example, assume that a relation R of
a given derivative, implemented as 4QL module D, is to be closed subject to some
conditions. This can be expressed by the following rule of a 4QL module other than
D, where C(X) marks those conditions:

−R(X) :– C(X),D.R(X) IN {UNKNOWN,FALSE}. (3)

For example, one may locally close S(X ,healthy) assuming:

−S(X ,healthy) :– Cl(X ,moderate),S(X ,healthy) IN {UNKNOWN,FALSE}.
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5.2.2 Default Reasoning

Another major technique of non-monotonic reasoning is default reasoning, inten-
sively studied by numerous authors (see, e.g., [4, 5, 15, 18] and references there).
Default rules have the form:

prerequisite : justification � consequent, (4)

with the intuitive meaning “deduce consequent whenever prerequisite is true and
justification is consistent with current beliefs”.

Assuming that consequent is an arbitrary literal, justification is a literal of
a derivative implemented as module D and prerequisite is a conjunction of literals
P1, . . .Pn of D, rules of the form (4) can be translated into:

consequent :– D.P1 = TRUE, . . . ,D.Pn = TRUE,
D.justification IN {TRUE,UNKNOWN}.

For example, when noise level is moderate and pollution level is not known to be
low, the situation is by default not healthy:

N(a,moderate) : ¬P(a, low) � ¬S(a,healthy),

which can be expressed in 4QL as:

−S(a,healthy) :– N(a,moderate) = TRUE, ¬P(a, low) IN {TRUE,UNKNOWN}.

5.2.3 Autoepistemic Reasoning

Autoepistemic reasoning [20] uses rules of the form:

“If you do not know R, conclude ¬R.” (5)

If R is a literal, formulas of the form (5) can be translated into 4QL rules of the form:

−R :– M.R IN {UNKNOWN}.

We can also extend this technique by deriving conclusions on the basis of the lack
of knowledge of other agents: “if an agent does not know R, conclude ¬R.”

For example, one may express the following simple rule:

−S(X ,healthy) :– D.S(X ,healthy) IN {UNKNOWN}.

5.2.4 Defeasible Reasoning

Defeasible reasoning is another form of nonmonotonic reasoning, aiming at resolv-
ing inconsistencies [8]. A rule-based form of defeasible reasoning has been intro-
duced in [21]. Rules have the form similar to 4QL, but the underlying semantics
is two-valued. Possible inconsistencies are resolved by placing priorities on rules.
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Such priorities can easily be modeled in 4QL [16]. For example, consider the fol-
lowing defeasible rules in a module D, where rule (7) has a higher priority than (6):

S(X ,healthy) :– P(X , low),N(X , low). (6)

− S(X ,healthy) :– Cl(X ,pollutive). (7)

The following rules resolve possible inconsistencies according to the above priority:

S(X ,healthy) :– D.S(X ,healthy) IN {TRUE}.
−S(X ,healthy) :– D.S(X ,healthy) IN {INCONS,FALSE}.

6 Conclusions

In the paper we have presented a novel framework for engineering beliefs which for
the first time enjoys the following properties:
• heterogeneity of agents’ epistemic profiles;
• natural handling of inconsistencies and gaps in beliefs;
• fusion of distributed beliefs performed in a highly distributed manner;
• flexibility of defining belief fusion rules;
• tractability, making practical applications feasible.

We have also indicated the implementation tool 4QL, which allows implement-
ing epistemic profiles constructible in deterministic polynomial time. The epistemic
profiles create conceptual bases for belief structures. They can be constructed and
queried in a tractable manner.
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A Multi-tiered Recommender System
Architecture for Supporting E-Commerce

Luigi Palopoli, Domenico Rosaci, and Giuseppe M.L. Sarné

Abstract. Nowadays, many e-Commerce tools support customers with automatic
recommendations. Many of them are centralized and lack in efficiency and scalabil-
ity, while other ones are distributed and require a computational overhead excessive
for many devices. Moreover, all the past proposals are not “open” and do not allow
new personalized terms to be introduced into the domain ontology. In this paper, we
present a distributed recommender, based on a multi-tiered agent system, trying to
face the issues outlined above. The proposed system is able to generate very effec-
tive suggestions without a too onerous computational task. We show that our system
introduces significant advantages in terms of openess, privacy and security.

1 Introduction

Nowadays, a large number of Recommender Systems (RSs) is used to promote e-
Commerce (EC) activities [11] but often they fall when transactions occur between
customers and merchants (B2C), mainly for a inadequate exploration of the market
space, ineffective communications between the actors and for lack of security and
privacy in the transactions. To solve such issues, new B2C systems, characterized
by high levels of automation, exploit software agents that, acting on the customers’
behalf, allow a B2C transaction to be carried out without human intervention.

A RS provides his user with potentially useful suggestions for his purchases [14]
based on a representation of his interests and preferences across the phases of a B2C
transaction. Different behavioural models describe such phases, as the well known
Consumer Buying Behaviour (CBB) model [6] base on six stages, namely: i) Need
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Identification; ii) Product Brokering; iii) Merchant Brokering; iv) Negotiation; v)
Purchase and Delivery; vi) Service and Evaluation. Software agents [16] are usu-
ally exploited to monitor a user during these stages for building his profile. The RSs
present in the EC sites can adopt centralized or distributed architecture. The first
generate suggestions only on the server side but their performances are lacking in
terms of efficiency and scalability and customers’ privacy (due to the centralization
of personal information), and this potentially affects the quality of their suggestions.
The alternative approach implies distribution [9, 10] but its complexity could gen-
erate unacceptable computational overheads on the client as, for instance, a mobile
device. Moreover, existing RSs assume homogeneous system components, implying
that it is difficult for the users to add personal knowledge in the system.

In this paper, we present a Distributed Agent Recommender for E-Commerce
(DAREC) based on a multi-tiered agent system. It allows to i) increase the distribu-
tion degree of the RS, ii) generate effective recommendations without any onerous
computational task on the client side, iii) introduce significant advantages in ope-
ness and privacy. The basic idea of this framework (see Figure 1) is that each cus-
tomer is assisted by three software agents, each of which, autonomously of the other
agents, deals with a different CBB stage . Each agent runs on a different thread in
the customer’s client and this improves the efficiency of the overall process being
agent interactions specialized. Each customer’s agent, during its activity, can inter-
act with the DAREC sellers’ sites distributed over the Internet, where each seller site
is assisted by a seller agent provided with both a product catalogue and customers’
profiles encoding the preferences of each customer that visited the site in the past.
This interaction allows the customer agent to generate content-based (CB) recom-
mendations for the customer and also makes the site able to generate personalized
presentations of the products for its visitors to support the site visit. The agents also
interact with the seller agents and reciprocally generate collaborative filtering (CF)
recommendations. This way if a customer c1 needs to interact with a customer c2 for
need identification purposes, his NI-agent simply interacts with the c2’s NI-agent.
The other agents of c1 and c2 are free to perform other activities improving the sys-
tem performances with respect to those systems where a unique customer’s agent
can execute only one activity at time.

The remaining of the paper is organized as follows. In Section 2 we introduce
the knowledge representation exploited in DAREC, while Section 3 describes the
agents’ behaviour. Section 4 deals with some related work. Section 5 presents some
experiments to evaluate our proposal and in Section 6 we draw our final conclusions.

MERCHANT

BROKERING

PRODUCT

BROKERING

NEED

IDENTIFICATIONYELLOW PAGES

COMMON

DICTIONARY

E-COMMERCE SITES

Fig. 1 The DAREC Architecture
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2 The DAREC Knowledge Representation

The DAREC community shares a common dictionary storing the names of basic
product categories of interest and their reciprocal relationships. Moreover, each cus-
tomer’s agent profile encodes all the information necessary to manage its CBB stage.
Similarly, each seller’s agent manages a catalogue of offered products organized in
categories. Finally, in order to allow a collaboration between agents the information
stored in a “yellow page” data structure are exploited (see below).

More in detail, a Category Dictionary D contains (i) a set DC of product
categories and (ii) a set of category links DR between categories, denoted by
〈cat1,cat2, t〉 where cat1, cat2 ∈ D and t is the type of the link that can be: i) isa-
linked, denoted 〈cat1,cat2, ISA〉, iff all the products belonging to cat1 also belong
to cat2 ; ii) synonymy-linked, denoted 〈cat1,cat2,SYN〉, iff both all the products
belonging to cat1 also belong to cat2 and vice versa; iii) overlap-linked, denoted
〈cat1,cat2,OVE〉, iff there exist some product of cat1 that also belong to cat2, and
viceversa. Note that if two categories are synonymy-linked, they are also overlap-
linked; iv) commercial-linked, denoted 〈cat1,cat2,COM〉 iff we suppose that the
customers usually purchase both products belonging to cat1 and cat2.

We represent a category dictionary D (called COMMON and publicly available)
as a direct labeled graph G(D) = 〈DC,DR〉, where; for each category cat ∈ DC

there is a node called namecat associated with a label denoted by in f ocat ; for each
arc ∈ DR there is a link 〈cati,cat j, t〉 oriented from cati to cat j and labeled by t.
Nodes represent product categories, which the products offered by the sellers belong
to, and arcs represent existing relationships between categories. Moreover, we say
that cati and cat j belong to a category relationship (ISA(D), SIN(D), OVE(D)
or COM(D)) if they are in the same dictionary and the relationships 〈cati,catk, t〉
and 〈catk,cat j, t〉 belong to a more general (ISA, SIN, OVE or COM)-relationship,
while they are called generally related, denoted by GEN(D), if there is in D a path
between their associated nodes independently of the specific arc-labels.

2.0.1 The Personal and the Site Profiles

In a DAREC community (C ), in order to handle the Need Identification (resp. Prod-
uct Brokering, Merchant Brokering) CBB stage, each customer c ∈ C is assisted in
that stage by an agent, called NIc (resp. PBc, MBc). Each agent stores in a profile,
called NI (resp. PB, MB)-profile all the c’s information necessary to handle the as-
sociated CBB stage. The profile is implemented by a category dictionary P(NIc)
(resp. P(PBc), P(MBc)) such that its nodes represent categories of interest (resp.
product categories relative to suitable products or merchants) for c, arcs represent
links between categories and each category (resp. product of interest, merchant) is
associated with a quantitative evaluation of the c’s interest. Moreover, since a prod-
uct (resp. merchant) search could be not activated for each category (resp. product)
of interest for c, the categories belonging to P(PBc) (resp. P(MBc)) are gener-
ally a subset of those in P(NIc) (resp. P(PBc)). As a consequence, each arc of
the PB (resp. MB)-profile, between cati and cat j is a copy of the corresponding arc
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belonging to the NI (resp. PB)-profile (included the label). Finally, each category
belongs to either the common dictionary or to a “personal” customer’s category (un-
derstandable to the other agents being in a general relationship with at least another
category of the common dictionary).

In DAREC, each seller s ∈S is associated with a seller agent that stores in its
site profile (SPs) a catalogue of the offered products and some information about the
preferences of its past customers. Also SPs is represented by a category dictionary
whose nodes represent product categories in which s offers products and whose arcs
represent relationships between categories. We introduce the mapping SPs(cat), that
accepts the category cat as input and returns the tuple SPs(cat) = 〈prod,customers〉,
where prod is a list of products that s offers in the category cat. To access the
elements of this list, we use a mapping SPs(cat).prod(p) that accepts as input a
product p and returns the tuple SPs(cat).prod(p) = 〈price, payment, f ormat〉, such
that price is price of p, payment is the set of payment methods available for p and
f ormat is the format available for p. The price mean depends if the price is fixed
or it is the reserved price in an “auction”. Finally, the element customers is a list of
customers interested in products of the category cat that, for each customer, stores
a list of those products of the site which the customer is interested in.

A) B)

Fig. 2 A)An example of a DAREC site; B)The recommendations provided by the personal
agents

2.0.2 The Yellow Pages YP

This data structure allows customers of the DAREC community to publish their in-
terests, in order to facilitate mutual collaboration.Y P is a set of category dictionaries
{YPc}, one for each customer c. In particular, Y Pc is a sub-graph of c’s NI-profile,
containing those categories cat ∈P(NIc) such that NIc(cat).i = public.

3 Agent’s Behaviour in DAREC

The agent running on the client used by the customer c to visit the DAREC EC
sites (i) supports the Web site navigation like a normal browser and (ii) generates
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suggestions for the user. To this purpose, the client interface is provided with the
functionalities Browser and Recommender described below. If c is a newcomer he
should build an initial NI-Profile P(NIc) by adding the categories of his interest,
together their relationships, from the dictionary COMMON. Moreover, c could add
to P(NIc) some personal category cat �∈COMMON, by specifying its name and
path in P(NIc) joining cat with at least a category cat∗ ∈ COMMON. Besides,
for each selected category c should specify his interest degree NIc(cat).i and the
visibility mode NIc(cat).mode.

3.1 The Browser: Agents Working “over the Shoulders”

Each DAREC site allows the customer c i) to “navigate” through the categories by
clicking on the tab “Browser” (the Categories list is on the left in Figure 2-A) or ii)
to use the Search tool to perform a keyword-based search among the products sold
at fixed price (i.e., Buy-It-Now) or with an auction (i.e., Make an Offer). For each
product p, belonging to a category cat, c can perform the actions of: (A1) selecting
the product for examining the offer; (A2) watching the product; (A3) purchasing the
product. Each action A1, A2 or A3 performed by c implies a call to the agents NI,
PB and MB that automatically update their profiles and in particular:

• The NI-agent is called, feeding it the category cat. If cat is absent in its profile,
it is added therein and its interest value NIc(cat) is set to an initial value iniInt.
Then the NI-agent requires to the PB and MB agents to add cat and its interest
value to their profiles. Otherwise, if cat ∈ NI-profile, its interest value is updated
to NIc(cat) = min(1,NIc(cat)+Δa), where Δa ∈ [0,1] (with a = A1,A2,A3) it
is arbitrarily set by c to weight the performed action. The value NIc(cat) is then
passed to the agents PB and MB for updating their profiles.

• The client calls the PB-agent to pass the product p. If p �∈ PB-profile
then it is added to the list PBc(cat).prod with iniInt as interest value and
their insertion in the the list MBc(cat).prod ∈ MB-agent is required. Other-
wise, if p ∈ PB-profile its interest value is updated to PBc(cat).prod(p).i =
min(1,PBc(cat).prod(p).i+Δa) and passed to MB to be copied in MBc(cat).p.i.

• The client calls the MB agent, passing the seller s. If s �∈MB-profile, then it is
added to the list MBc(cat).sellers with numT = 1 and a score of iniInt. Other-
wise, numT increased by 1 and the score is updated to MBc(cat).sellers(s).ev =
min(1,MBc(cat).sellers(s).ev+Δa).

Periodically, the NIc(cat).i (resp. PBc(cat).prod(p).i, MBc(cat).sellers(s).ev)
value associated with the NI (resp. PB, MB)-profile, after a τNI (resp. τPB, τMB) time
period passed from its last update, is decreased of ρNI (resp. ρPB, ρMB), a c’s param-
eter ranging in [0,1]. Also the seller agent of s updates its list SPs(cat).customers ∈
SPs after each customer’s action that involves a product p ∈ cat. In particular, if c �∈
SPs(cat).customers a new element SPs(cat).customers(c) is added to it. Moreover,
p is added to the list SPs(cat).customers(c).prod and the number of transactions
SPs(cat).customers(c).numT is increased. Otherwise, if c∈ SPs(cat).customers, the
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seller agent updates the element SPs(cat).customers(c) by increasing the number of
transactions SPs(cat).customers(c).numT and inserting p in SPs(cat).customers(c).
prod if it is absent.

3.2 The Recommender: Exploiting Customer’s Profiles

When c selects the tab “Recommender” in his client, then some suggestions are
generated for him and visualized in a page having a section for each supported stage
(Figure 2-B). Suggestions are generated by the each agent in a “cascade” mode,
i.e. firstly the customer chooses a category from those in section “Recommended
Categories”, then a set of products is suggested in section “Recommended Products”
and chosen a product, a set of merchants selling that product is suggested in section
“Recommended Merchants”.

The NI-agent suggests to c a set of categories visualized in the client section
“Recommended Categories” in the three distinct list-boxes (Figure 2-B):

• Visited Categories contains categories selected with a CB approach from the NI-
profile P(NIc) built by monitoring the c’s activity (see Section 3).
• Unvisited Categories lists categories unknown to c, but considered interesting
for him by his NI-agent. This agent uses a relationship-based mechanism to exploit
the interaction between the c’s NI-agent and the agent of each site that he visited in
the past. In particular, the agent of a seller s, for each category cat visited by c (i.e.
c ∈ SPs(cat).customers), determines all the categories cat∗ ∈ SPs such that cat∗ is
unvisited by c and there exists a path in SPs between cat and cat∗; these categories
are sent to the c’s NI-agent, to be added to this list.
• Suggested by Similar Customers, where the categories are determined,
with a CF technique, on the whole EC customer’s navigation history by
the c’s NI-agent collaborating with the NI-agents of customers similar to c
for interests. To this aim, it is exploited the public repository YP (see Sec-
tion 2) storing, for each DAREC customer x his public interest profile Y Px.
The c’s NI-agent computes the similarity degree s(c,x) between its profile
P(NIc) and each Y Px by using the Jaccard measure of the set of nodes of
P(NIc) and YPx for n customers (a parameter set by c), that is s(c,x) =
|NODES(P(NIc))

⋂
NODES(YPx)|/|NODES(P(NIc))

⋃
NODES(YPx)|, where

NODES(G) returns the set of nodes of its input graph. Then, the c’s NI-agent
determines, for each similar customer x, those categories stored in the public profile
Y Px �∈P(NIc), and adds them to this list.

The PB-agent (resp. MB-agent) suggests, in the section “product recommen-
dations” (resp. “merchant recommendations”) a set of products (resp. sellers) be-
longing to a category cat selected by c from the recommended categories (resp.
‘products) on his client. These products are visualized in the listboxes:
•Visited Products (resp. Merchants), it contains products (resp. merchants) of the
category cat ∈ PB-profile P(PBc) (resp. MB-profile P(MBc)), ordered by score.
• Unvisited Products (resp. Merchants), this list is built by exploiting a collabo-
ration between the c’s PB (resp. MB)-agent and the seller agent of each site s the
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customer c visited in the past. In particular, for a PB-agent each listed p ∈ cat is
unvisited by c and belongs to each site profile, while for the MB-agent the set is
formed by those sellers having cat in their profiles and are unvisited by c in the past.
• Suggested by Similar Customers, these suggestions are based on the collabo-
ration between the PB (resp. MB)-agents of c and of other customers similar to
him for interests (their list is provided by the c’s NI-agent). Each of the PB (resp.
MB)-agent of these customers sends to c’s PB (resp. MB)-agent its set of products
PBx(cat).prod (resp. merchants MBx(cat).sellers) that is added to this list. The
PB (resp. MB)-agent shows the products (resp. merchants) belonging to the listbox
“Visited Products” (resp. “Visited Merchants”), ordered by value, and the products
(resp. merchants) belonging to the listboxes “Unvisited Products” (resp. “Unvisited
Merchants”) and “Suggested by Similar Customers”, ordered alphabetically.

Each seller agent SAs associated with a seller s exploits its profile SPs to personalize
the site presentation for the each customer c that is visiting it. When c returns to visit
the site, the element SPs(cat).customers(c) already exists in the SAs profile. Using
such information, SAs personalizes its home page for c by visualizing in a “Shop
Window” all the p ∈ SPs(cat).customers(c).prod, ordered by interest value. SAs

uses this list as a sort of local profile related to c and at the same time, it increments
the value SPs(cat).customers(c).numV to consider his current visit. Otherwise, for
the first time c’s visit the default home page is visualized.

4 Related Work

Centralized RSs are widely used in EC Web sites, for example, the Amazon site
[1] adopts some recommender tools based on the customer’s browsing history, past
purchases and purchases of other customers. The system drives a customer to buy
something because this is related to something that he purchased before, or because
this is popular with other customers. Another case is that of the RSs embedded in
auction sites [4], as in eBay [5], that generates recommendations using its feed-
back profile features. Among the centralized approaches in [9] the authors propose
a system which stresses on freshness, novelty, popularity and limitedness in product
recommendations. All these centralized approaches generate, similarly to DAREC,
both CB and CF recommendations and store all the private information about cus-
tomers and sellers necessary to generate recommendations. Differently to DAREC
is that they are not open and use pre-defined dictionaries of terms for defining the
product categories while DAREC allows the users to define new terms in their per-
sonal ontologies. Distributed recommender systems (DRSs), increased in diffusion
in these later years, share information and computation tasks among more entities.
DRSs are more critical in design and performances optimization [8] than central-
ized RSs but (1) promise scalability in time and space complexities, (2) avoid the
failure risks due to a central database running on a unique server and (3) preserve
privacy and security. DSRs often adopt peer-to-peer (P2P) and agents technologies
to easily i) exchange data locally stored on each peer (e.g., Chord [13]) reducing the
task to locate a specific resource and ii) provide communication, cooperation and
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negotiation rules, respectively. In a mall, adaptive learning agents associated with
each shop in CASy [3] process shop transactions and analyze information about
interests of customers entering the shop that are derived by his profile, keywords,
product queries and by other shop agents for proposing to the consumer suitable
suggestions in an efficient and adaptive way. A multi-agent system (MAS) imple-
menting a knowledge-based DSR applied to the tourism domain is discussed in [7].
Agents cooperate to suggest travel packages to a user. They are expert in specific
domains (hotel, flights, interchanges, etc) and autonomously select the most suit-
able sub-task of a recommendation request to deal with their competence. Their
suggestions are then composed in a final recommendation. All the referred DRSs
take advantage of the distributed architectures in terms of scalability, risks failure,
privacy and security. Differently from DAREC, none of them deal with the Need
Identification, Product or Merchant Brockering phases based on a description of the
consumer’s interests and preferences (with the partial exception of [2] that can also
avoid the use of such a profile). All the described recommenders and DAREC adopt
(or can easily adopt, as [12, 15]) agent-based and/or P2P systems to find similar
neighbors, resources and exploit predefined services. Agent specialization is intro-
duced in [7] but it is relative just to the item typology, while DAREC is based on
agent communities, where each agent is specialized in a different EC phase (as de-
scribed in the CBB model). A similar concept is also present in [15] but it involves
a set of recommenders, each one linked to a different organizations and having a
particular point of view in generating suggestions.

5 Efficiency and Effectiveness of DAREC

In this Section, we discuss efficiency and some experimental results about the ad-
vantages of our approach. In terms of efficiency, for a community of n customers
and m sellers, a unique centralized agent managing all the three phases has compu-
tational cost of NC = Σ3

i=1ni · ki, where ki and ni are the number of contemporary
sessions activated and of operations needed for a user to manage the Need Identifi-
cation, Product and Merchant Brokering phases, respectively. Instead, in DAREC,
for a given CBB stage, each user’s agent can deal with more different issues run-
ning on different threads. Let αi, be the multi-threading degrees for a specific CBB
stage and let β = k1 + k2 be the computational overhead due to the communica-
tions between the local agents (i.e., the Need Identification agent calls the Product
Broker agent, that in its turn can call the Merchant Broker agent that does not run
any additional operation). In this way the computational cost for a CPU will be
ND = β +Σ3

i=1αi · ni · ki and the computational advantage (ρ), due to the distribu-
tion in DAREC, is equal to ρ = (β +Σ3

i=1αi ·ni ·ki)/Σ3
i=1ni ·ki where if, for simplic-

ity, α = α1 = α2 = α3, k = k1 = k2 = k3 and N = n1 + n2 + n3, the above formula
becomes ρ = α + 2/N. Therefore, the advantage of using DAREC is perceivable
with a small multi-threading contribution (i.e. high values of α) in presence of a
reasonably high number of operations (i.e. an intense EC activity), while for a high
multi-threading activity the advantage shows up also for small N values.
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In terms of effectiveness, the time exploited to perform B2C processes in serial
and multi-threading way has been compared by means of a software appositively de-
signed. To this aim, we considered a period of 2 hours where a set of 500 customers
finalize all their B2C processes with a purchase dealing with a merchant popula-
tion (M) of 10 units. Moreover, the merchant has to satisfy also the requests due
to other customers that could absorb significant merchants’ servers resources. This
is taken into account by means of an overhead (O) of 1÷ 100 requests for second,
randomly shared among the merchants. Finally, a lot of different of communication,
computational and behavioural parameters have been tuned to model realistic B2C
processes. Obviously, in order to compute in average the time (in seconds) needed
to perform a purchase process in a multi-threading (Tm) and in a serial (Ts) modal-
ity the same values for the parameters have been used. More in detail, Tm (i.e. Ts)
has been computed as Tm = ∑NP

i=1 Tm/NP, where NP is the number of purchases,
randomly fixed, performed in the considered test session.

Fig. 3 The average serial (Ts) and multi-threading (Tm) times (in sec.) needed to carry out a
B2C process depending on the Overhead by considering 500 Customers and 10 Merchants

The experimental results shown in Fig. 3 confirm that the DAREC approach con-
sumes in average about the 25% of time less then the serial approach in performing
a purchase in absence of overhead and when the overhead grows also Ts grows with
it while Tm is almost uniform. In Table 1 are reported the average gain (G) in per-
centage of Tm with respect to Ts for different values of the overhead. This behavior is
due to the fact that changes in the number of merchants, overheads and so on, have
a minimal impact on Tm and very high impact on Ts. This because, in average, each
merchant’s server is busy to satisfy the customers’ requests and Ts grows with the
level of “saturation” of the merchants’ servers worsening the quality of their service.

Table 1 The average gain (G = Ts/Tm) to carry out a B2C process depending on the number
of Overhead by considering 500 Customers and 10 Merchants

O 0 5 10 20 30 40 50 60 70 80 90 100
G 24.61 36.12 44.63 56.43 63.98 69,19 73,05 76,39 78,39 80,75 82,28 83,61
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6 Conclusions

In this paper, we have presented advantages and limitations of the DAREC dis-
tributed architecture that introduces novel, original characteristics with respect to
other recommenders. DAREC allows to the different CBB stages of an EC process
to be assigned to a different agent creating a tier of specialized agents. This architec-
ture reduces the computational cost for the device on which the local agents run and
the presence of specialized agents improves the users’ knowledge representations,
the openness of the system and the privacy degree.
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Healthcare Interoperability through a JADE
Based Multi-Agent Platform

Miguel Miranda, José Machado, António Abelha, and José Neves

Abstract. In the healthcare arena and in the design of its information systems, a
fundamental principle is required for providing a better service throughout all de-
partments, that principle is interoperability. Establishing connections among distinct
service providers can be complicated and very often result in complex mesh of end-
to-end flow of information which is too often hard to maintain and strongly coupled.
Multi-agent system technology is a strong technology to address this subject. In this
paper it is described an architecture of a multi-agent system, which aims to provide
to the Health Information System with a distributed and consolidated tool towards
implementing loosely-coupled interoperability among its systems.

1 Introduction

Due to the specificities of each of its areas and services provided, the healthcare
environment is architecturally composed by an intricate set of information systems.
Under these circumstances distinct solutions must share data and information con-
sistently and as a whole. The communication among them is of the essence for
the optimisation of existing resources and the improvement of the decision mak-
ing process through consolidation, verification and dissemination of information.
Henceforth, within the healthcare environment the integration of all otherwise se-
cluded applications is fundamental for the development of a scalable and functional
Health Information System (HIS) [4]. The concept of a HIS defines it as the abstract
entity that encompasses the group of integrated and interoperable solutions within
the healthcare institution. It is henceforth essential to imbue any HIS with the ca-
pability to allow communication among different and otherwise secluded systems,
avoiding their centralisation and dissemination of end-to-end connections, which
restrict the dynamics within the IT infrastructure. The non-modularity of services
adds complexity to alterations and improvements, increasing the global costs of the
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information systems [1]. Therefore, it is understandable the present concern demon-
strated by distinct international institutions, responsible for financing and regulating
the purchase and development projects for new HIS, with matters of flexibility, in-
teroperation and integration of heterogeneous systems [2].

In this paper it is described an architecture of a multi-agent system, which aims
to provide to the HIS with a distributed and consolidated tool towards implementing
loosely-coupled interoperability among its systems. Firstly, this paper approaches a
general perspective on multi-agent systems towards interoperability, followed with
a mildly detailed description of the architectures modules, its dependencies and
methodologies. Its of relevance to mention that this architecture is in production
state at the Oporto Hospital centre and provides an interoperability interface for
most of the existing information services as well as consolidated knowledge-based
from which a clinical health record solution is based on.

2 Multi-Agent Systems towards Interoperability

The multi-agent system (MAS) paradigm has been an interesting technology in the
area of interoperability in healthcare. Being multi-agent architectures a field of re-
search of distributed artificial intelligence, this technology is intrinsically connected
to the basilar concepts that define a distributed architecture, while being distinct in
the intrinsic definition of an agent versus the properties of the general middle-wares
of many others distributed architectures.

Congruently with these concerns, present tendencies regarding research and in-
dustry in interoperability applied to healthcare information systems, indicate the
potential of agent oriented architecture [3] [5]. Although healthcare standards like
HL7 are completely distinct from agent communication standards, HL7 services can
be also implemented under the agent paradigm.

3 Architectural Analysis

Considering the complexity and heterogeneity inherent to the creation of an in-
teroperability architecture and modelling of information flow, in this section it is
proposed an archetype for healthcare interoperability based on multi-agent systems.
Furthermore, the interoperability architecture based on this archetype is detailed and
explained as an consistent methodology towards addressing the problem at hand.

3.1 Archetype Data

The methodology proposed divides the application development in the modular
cores, which are related with the perspective os software development: Core Agent
Framework; Database Independent Persistence Module; Web-services Tier; Ontol-
ogy and Terminology Server; and Agent Development Tier.
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3.1.1 Core Agent Framework

This module uses JADE as the base agent development library and extends it adding
capabilities to the agent which, were previously unavailable. Henceforth, this is not
merely a module of reference for the JADE Framework, but rather an extension of
several capabilities. Among these new features emphasis should be placed on con-
tinuous monitoring of activity and individual agent statistics; embedded hibernate
features; persistent arguments and variables; environment configuration automation;
and embedded internal persistent log monitor. Most of these features were achieved
thought the extension of the jade.core.Agent class by a aida.core.Agent class which
implemented several methods and used different modules.

Continuous Agent Monitoring

The continuous monitoring of activity enables statistics regarding the process time
occupied by each agent in every container and platform in the CPU. This monitoring
is of the essence for internal behaviours of the agent to know when its performance
is limited by lack of CPU or internal memory. These statistics are stored in the
persistent database so that a dynamic threshold can be calculated to start the agent
migration to another container in a different machine.

Embedded Hibernate Features

The use of Hibernate implicates a creation of a Session Factory, which is responsi-
ble for the creation of a database connection in a safe and easy manner. From the
perspective of the Agent Paradigm each agent is an individual, with independent
life-cycle and behaviour, for this reason each agent must be capable to manage its
own connections according to its own functioning.

Persistent Dynamic Arguments

This feature provides an active set of dynamic arguments which can persist through
all states of and agent life cycle. These arguments are loaded at the creation of the
agent and keep synchronous throughout its inner instructions. The persistence of
these variables is extremely important for handling agent recovery to failure and to
easy and dynamic agent arguments at boot level. These arguments are kept in a XML
file stored in database, which is loaded and persisted through the inner behaviours
of the agent.

Platform Configuration Automation

This extension of the Agent class enabled the definition of specific environment
characteristics which are stored in the same tier that holds the distinct databases
configuration.
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Inner Persistent Log Monitor

A persistent monitor which enables ease of logging and also some automated reg-
istry of events in the persistent database was implemented in order to provide a more
centralised information centre for the agent platform.

3.1.2 Database Interoperation Interface

There are several Object-Relational Mapping (ORM) frameworks available for Java.
Several were analysed and evaluated in order to select one to be naturally integrated
into the platform. This platform contains an hibernate oriented extension embedded
in the core Agent class itself as persistence is considered a requirement for all agents.

Hibernate is considered an ORM library for Java, providing a framework for
mapping an object-oriented domain model to a traditional relational database. This
ORM aims to solve limitations and mismatch for data persistence shared among the
object-oriented model and the relational databases model.

3.1.3 Web-Services Tier

Although agents can provide web-services quite easily, this option was considered
as far too complex regarding the mobility and lifecycle the agent system must pro-
vide. Henceforth a web-service layer was independently created, so that the avail-
ability of this services could be ensured and improved.

3.1.4 Ontology and Terminology Server

This tier grants a agglomerated access to all needed ontologies and terminologies
by the platform agents and external service providers. Within this centralised stor-
age there are contained several healthcare standards and proprietary terminologies.
Among the standard the most significant for interoperability is HL7 version 2 as it is
in the field the most commonly used nowadays. The main aim of an interoperability
archetype is to model and enable communication. Within this platform communi-
cation occurs among agents and non agent-based services. Default communication
among agents is provided by its JADE core and follows all FIPA communications
standards. In addiction in JADE there are numerous methodologies to implement
agent ontologies through the usage of existing terminologies.

3.1.5 Agent Development Tier

On top of all previous layers stands the agent development tier (ADT), which de-
pends directly or indirectly from all others and gathers the specific agent develop-
ment. As it stands on top of all other tiers it is obvious it allows that all agents are
provided with the same resources and basic characteristics. In different words this
tier encompasses the individual agent types and embedded behaviours of each agent,
while maintaining the internal general behaviours.
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3.2 Architectural Concepts and Methodologies

This mentioned architecture is oriented towards the concepts of dissemination and
consolidation of HIS information in order to synergistically improve the quality of
all information system involved.

Fig. 1 Overall archetype of the interoperability platform

Within an HIS there are systems that can be considered as essential and which
characteristics and information exchanged is rather standard. That is the case of the
Patient Management System (PMS), the Radiological Information System (RIS) and
the Laboratory Information System (LIS). However, all systems interact with each
other indirectly and trough the communication with the agents within the MAS.
Each system interacts with its specific designed agent type as in Figure ??, however
all systems communicate with each other through the internal communication of the
multi-agent system. By avoiding end-to-end connections among systems we attain
a higher level of looseness coupling.

4 Conclusions

The usage of multi-agent systems in interoperability problems constitutes a sig-
nificant research opportunity to improve the communication among heterogeneous
systems. Several of the research interests of agent technology such as ontologies,
mobility and fault tolerance among many others can be of great use and interest to
be applied in this area. The most important characteristic of this architecture and
model is that instead of a mesh of end-to-end system communication or a major
centralisation of processing, this paradigm is by nature distributed but allows a con-
solidation of processual and clinical validation of information. This consolidation
is of the essence for the the establishment of a complete electronic health record in
an environment in which heterogeneous information systems exist. The platform is
now being used to resolve real time interoperability problems in several portuguese
hospitals.
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An Architectural Pattern for Designing
Intelligent Enterprise Systems

Eugenio Zimeo, Gianfranco Oliva, Fabio Baldi, and Alfonso Caracciolo

Abstract. Social mining, recommenders and data semantics are moving the focus
of enterprise systems towards context-awareness and personalization. However, the
design of these software systems needs specific architectures to support intelligent
behaviors, still ensuring important non-functional properties, such as flexibility, effi-
ciency and scalability. This paper proposes an architectural pattern that helps design-
ers to easily identify the subsystems that characterize intelligent enterprise systems.
By decoupling transactional behavior from batch processing, the pattern avoids the
interference of knowledge extraction and reasoning processes with the state and the
performance of the transactional subsystem. The pattern has been experimented in
e-Commerce by designing an intelligent and scalable virtual mall.

Keywords: Architectural Pattern, Software Systems Design, Enterprise Systems,
Intelligent Systems, e-Commerce.

1 Introduction

Enterprise systems represent today an important class of large-scale software that
supports many fundamental processes of complex organizations, ranging from re-
source planning to business intelligence. In this class, e-Commerce applications
often groups many enterprise assets to offer an integrated and coherent view to
merchants and customers for performing business actions.

In the evolution of the Web, Web 2.0 technology represents a milestone with its
emphasis on supporting social collaboration and reasoning over data semantics. The
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new way of interaction is introducing a radical innovation in e-Commerce [18], mov-
ing the focus towards context-awareness and personalization. If on the one hand,
these innovative features improve product selling, they also significantly impact the
way modern e-Commerce applications are designed and implemented.

Traditional architectures exploited to design enterprise systems (in particular e-
Commerce applications) need to be revised in order to take into account the desired
ability of these systems to ”generate” knowledge while working, on the basis of sev-
eral information sources that could be available as enterprise assets. These sources
could be tightly related to the e-Commerce application or belonging to different en-
terprise subsystems that support cross-business features; they can change over time
or can be enriched with additional ones when new needs emerge.

Designing an architecture for e-Commerce applications in this new scenario is
not simple, since designers have to combine the expected intelligent behavior of the
system with non-functional requirements, such as flexibility, efficiency and scala-
bility. Separation of concerns, already applied to design complex architectures by
separating orthogonal non-functional aspects in insulated modules, could be a vi-
able approach also to design flexible and scalable intelligent enterprise systems.

This paper presents an architectural pattern that helps satisfying both functional
and non-functional scalability during the design of intelligent enterprise systems.
The pattern decouples the transactional behavior from batch processing, in order
to avoid dangerous interference of knowledge extraction and reasoning processes
with the state and the performance of the transactional subsystem. The pattern is
applied to the design of a complex e-Commerce application, which virtualizes a
mall composed of a variable number of eShops. The pattern is adopted as a key
step of the ADD - Attribute Driven Design method [15], which is exploited as a
reference process model to design the whole system. The paper shows the effects of
the pattern to simplify the comprehension of the system and to improve its design.

The rest of the paper is organized as follows. Section 2 discusses some common
architectural patterns exploited to design e-Commerce applications and the role of
patterns in designing intelligent systems. Section 3 presents the Inference Pattern
proposed in this paper. Section 4 briefly discusses the application of the pattern to
design a real system. Finally, Section 5 concludes the paper.

2 Background and Related Work

Architectural patterns, design patterns and idioms constitute an extensible knowl-
edge base that helps designers to take proper decisions in short times, when they
design complex software systems, by reusing solutions already experimented in
similar application contexts.

Several architectural patterns have been proposed in the literature for different
classes of software systems. An interesting proposal comes from IBM [1, 2]. It iden-
tifies several patterns at different abstraction levels to guide the design of e-Business
applications, a specific class of enterprise systems including e-Commerce. In this vi-
sion, user requirements drive the selection of one or more Business patterns among
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Self-Service, Collaboration, Information Aggregation, and Extended Enterprise.
These are used to suggest the adoption of application and integration patterns,
often called architectural patterns. The formers capture the functional and non-
functional requirements of an application, by proposing the system decomposition in
functional and logical subsystems. The latters suggest a way to integrate different
subsystems: Access Integration patterns define a common entry point for accessing
services whereas Application Integration patterns represent a way to integrate the
flow of actions or the data owned by different subsystems. In the literature, a lot of
integration patterns, mainly based on messaging, has been introduced to support En-
terprise Application Integration (see [3] for a presentation of these patterns).

A widespread architectural pattern that satisfies self-service interaction model
is Model View Controller (MVC) [4, 5]. This pattern, with its main variants (Model
View Presenter [4] and Presentation Abstraction Controller [7] are the most known),
suggests the organization of the presentation layer of enterprise systems. However,
additional patterns are needed to help the design of the other layers proposed by
multi-layer and multi-tier decompositions [8].

Service Oriented Architecture (SOA) is becoming the reference high-level ar-
chitectural pattern to design flexible, reusable and dynamic enterprise and inter-
enterprise systems, especially when asynchronous interactions, based on an Enter-
prise Service Bus, are exploited. In [9], the authors propose a mediator-based ar-
chitecture that decouples service providers from consumers with the aim of binding
services on demand on the basis of customers’ preferences.

However, the ”intelligent” dimension of enterprise systems needs more au-
tonomous and proactive behaviors to satisfy users’ needs. Autonomic computing
[10] is emerging as a promising approach to include self-* properties in software
design and workflow systems [19], whilst MAPE-K (Monitor, Analyze, Plan, Exe-
cute and Knowledge) [11] is often used as a reference architectural pattern to design
these software systems. This pattern allows for observing the state of a resource in
order to intercept possible deviations from a desired behavior that can be controlled
by planning adaptations. However, it represents only a starting point for intelligent
enterprise systems, where specific patterns are needed to design systems with the
ability of inferring knowledge from data generated during the execution.

The paper in [17] focuses on a knowledge management architecture to apply data
mining to e-Commerce but it does not address the general architecture of the sys-
tem. In [12], the authors discuss an architecture to efficiently perform OLAP on
the data produced by customers through the interaction with an e-Commerce site.
Even if, the idea of closing the knowledge loop - users, application, analysis, appli-
cation changes, users - is similar to the one proposed in this paper, the architecture
does not provide users with sufficient hints about the identification of finer-grained
subsystems.

In this paper, we present a new architectural pattern, called Inference Pattern, that
provides software architects with a conceptual framework for designing the business
logic of intelligent enterprise systems.
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3 Inference Pattern

The pattern will be described according to a typical schema for patterns.
Problem. We want to design a software system able to perform processing on

its own data, produced by user interactions, with the aim of expliciting the implicit
knowledge that may be useful to users and to the system itself.

Context. Interactive applications generate data from users interactions, which are
compliant to models that are typically described through relational, ontological or
object-oriented schemas. Data passed during interactions can be processed with the
support of data coming from other sources to generate new information that can be
useful to understand users’ behaviors and preferences. This knowledge, often de-
fined implicit or tacit, can be exploited to personalize the interaction between users
and the system, since it eases the knowledge transfer from software to users, by re-
ducing the effort to access to data. This improves the effectiveness of the interaction
with reference to the business objectives of the system. The knowledge acquired by
the system can be in turn reused by other systems.

Solution. The system is decomposed in two logically separated subsystems: the
one in charge of answering to user requests and the one responsible of collecting
data and preprocessing them. The former becomes passive with reference to the lat-
ter that, on the other hand, generates the aggregated data that are useful to improve
user interactions and the quality of the data hosted by the interactive subsystem.
The logical separation promotes both the knowledge base extensibility, thank to the
possibility of using additional systems as subject, and the continuous and concur-
rent processing with respect to the transactional activity generated by the interactive
subsystem, so easing and optimizing the successive deployment.

Participants. In the following, a list of participating subsystems (see Fig. 1) is
given with a brief description.

• Subject: is the observed subsystem from which implicit knowledge is extracted.
• Knowledge extraction: collects the data produced by the interactions between

users and the subject and extracts the implicit knowledge.
• Generation: generates new knowledge for the subject, by using the implicit

knowledge extracted by the Knowledge Extraction (KE) subsystems.
• Decision Support: it provides the user with a new knowledge extracted by the

KE subsystem to support proper decisions.
• Recommendation: suggests information to users. It may use the Generation sub-

system to ask for the generation of aggregated data or the Decision Support sub-
system to recommend a choice to a user.

• Personalization: it personalizes the suggestions with respect to the specific user
(or context in general). It is a sort of recommender supporting personalization.

Structural view. In Fig. 1, the structural view of the pattern is described by highlight-
ing the participants introduced above and the use relationships among them. The red
dotted line is a particular use dependency since it, differently from the other ones,
works on the Subject by writing onto it. In addition, the view shows two subsystems
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of KE: Management and Search, which can be useful to configure the inference
rules and to perform particular search operations on the collected data.

The KE subsystem can access to the Subject by means of synchronous (depen-
dency regards the external operations of the subject) or asynchronous (dependency
is related to the events) interactions.

Personalization

Decision Support

Knowledge Extraction

Subject

KNOWLEDGE MANAGER

Management

Recommendation

Generation

Search

Fig. 1 Structural view of the pattern

Related patterns. The proposed pattern is inspired by two known patterns: Ob-
server [4] and MAPE. The former is a design behavioral pattern that introduces the
concept of observing the events generated by a Subject (or Observable system) to
drive the behavior of a multitude of Observers. The latter, on the other hand, changes
the viewpoint with respect to the subject, which becomes a resource monitored by a
manager that is able to analyze the state of the resource and to apply to it, if needed,
some state changes (that in turn may produce behavioral changes).

The Inference Pattern, differently from MAPE, does not aim at conferring an
autonomic behavior to the system but mainly at providing users with an additional
knowledge inferred from the data collected from the subject. Therefore, even if, like
MAPE, it creates a closed-loop system, the closure is mainly performed by users
and, when possible, by the system itself through the writing operations (Generation)
applied to the state of the system. Typically, these operations do not change the
behavior of the system, but they make it possible to retrieve further information by
users, to feed the knowledge cycle.

Example. Fig. 2 shows an example of pattern application in a typical case that
combines interactive transactions derived from users (manual operations that store
data coming from users’ knowledge) and concurrent data extraction and elabora-
tions for (automatic) recommendations to the same user. The (software) agent is in
charge of performing the use cases that regard automatic operations. The results
of these operations represent the inferred knowledge that is used to provide sug-
gestions in a given context. The figure also shows the separation of the subsystems in
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Fig. 2 Generic case of pattern application

finer grained logical ones, useful to implement a layered architecture that can be
easily transformed in a multi-tier one thanks to the separation of the subsystems
onto different resources.

4 Pattern Application: The InViMall System

The Inference Pattern has been exploited to design a scalable e-Commerce sys-
tem, called InViMall (Intelligent Virtual Mall), at Poste Italiane S.p.A. InViMall
is an electronic mall, based on e-community concepts, that enhances the shopping
experience of users. It exposes several innovative features through a multichannel
interface, taking into account typical non-functional requirements of enterprise sys-
tems: Personalized suggestions [13], Automatic generation of personalized product
bundles [14], Advanced marketing intelligence, Faceted Navigation.

The design of InViMall was performed by following the Attribute Driven Design
method proposed in [6]. According to this method, it is important to clearly define
the requirements, both functional and non-functional with the aim of identifying the
architectural drivers that can satisfy the requirements. Therefore, the first phase of
the process was the identification of scenarios and use cases that cover the innovative
aspects of the system. Hence, some functional areas and possible subsystems were
initially identified.

Due to the absence of a reference architectural pattern for the business logic of
this kind of system, the next step was the identification of dependencies among
subsystems, by using use cases analysis, with the aim of building a Dependency
Structure Matrix (DSM) [16]. It was useful for identifying and analyzing the mutual
dependencies among the subsystems.
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Reasoning only about the functional areas created a dependency graph with sev-
eral mutual-dependencies, so generating a lot of coupling in the systems that could
negatively impact flexibility, reusability, performance and scalability.

To overcome the problem, the architectural drivers of the InViMall system were
generalized and an effort was done to abstract a solution by defining the architec-
tural pattern, presented in the paper. The application of the pattern caused a complete
refactoring of the design, introducing a strong reduction of mutual dependencies and
a clear separation between the interactive and transactional subsystem (called Mall),
and the batch subsystem (called Intelligent Mall). The former groups the typical sub-
systems that characterize an electronic mall, extended with social network features.
The latter hosts (i) a KE, which implements knowledge reasoning, predicted rating
features and social mining, (ii) a decision support subsystem that enables merchant
to configure and manage innovative marketing campaigns, (iii) a Generation subsys-
tem that works onto the state of the Mall to store new explicit knowledge extracted
by KE from the implicit one collected from several sources. It is worth to note that
several features were cross-cutted among different subsystems before applying the
pattern, so generating mutual dependencies and coupling.

The two main subsystems derived by the decomposition have different character-
istics that impact their implementation. The Subject is a typical transactional system
and therefore it is characterized by concurrent accesses, data persistence and ACID
transaction management. On the contrary, the Knowledge Manager is a batch sys-
tem using background processes to manipulate large amounts of data for analytical
processing and to generate correlations among entities.

To avoid bottlenecks at control layer that may reduce concurrency and improve
coupling, an event-driven layer is suggested to handle the events coming from the
user interface and to propagate them to the specific subsystems.

5 Conclusion

The paper presented an architectural pattern that helps software architects to design
intelligent enterprise systems that combine interactive features with batch process-
ing to infer knowledge from large amounts of data. The pattern was applied with
success to design a complex application that implements an electronic mall. Thanks
to it, software architects clearly and rapidly identified the functional subsystems, by
associating to them use cases. The pattern, also, contributed to create a loosely cou-
pled system with a clear logical separation between the transactional and intelligent
subsystems, and a further separation among the subsystems of the intelligent side.

The pattern enables the integration of both real-time, event-driven interactions,
and data accesses for large volume of data. In the future, more sophisticated integra-
tion middleware platforms that transparently combine the two benefits above will be
investigated.

Acknowledgements. This work was partially supported by MSE under the Intelligent Vir-
tual Mall (InViMall) Project MI01-00123.
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MUSE: MUltilinguality and SEmantics
for the Citizens of the World

Michele Bozzano, Daniela Briola, Diego Leone, Angela Locoro,
Lanfranco Marasso, and Viviana Mascardi

Abstract. This paper discusses some of the challenges raised by multilinguality in
the Public Administration field and shows how the MUSE system addresses them
by combining speech to text, text to speech, and machine translation techniques, uti-
lizing domain ontologies throughout a complex system designed as a Multi-Agent
System and deployed by exploiting resources in the Cloud. The design of MUSE
is finished and its implementation and unit testing are under way. On completion
of these two stages, MUSE will be experimented in the Registry Office of Genoa
Municipality which is supporting this activity by providing the authors with data,
advice on the domain, and the opportunity to test MUSE on the field. The final pur-
pose of this work is to make MUSE’s services available to all the foreign citizens
interacting with Genoa Municipality’s Registry Office. The two languages currently
supported are Spanish and Italian. Due to the high modularity of MUSE’s architec-
ture, a limited effort will be required to add other languages in the future, if the on
site experimentation will be successful.

1 Introduction and Motivation

In a world that is becoming smaller and smaller thanks to increasingly efficient
and cheap transportation facilities, many persons move for many reasons - tourism,
education, migration - and whatever the reason, they are often faced with difficulties
because of the lack of understanding of the hosting country’s language.
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The MUSE system, whose name originates from “MUltilinguality and SEmantics
for the Citizens of the World”, aims at supporting a foreign citizen in her attempt
to interact with the Public Administration (PA) of the hosting country in her own
language.

The user is driven by the system to go straight to the point and do the right
moves to achieve her goals towards a happy end transaction with the PA. The user
friendly interface has been designed to let the user elaborate her requests in natural
language, utter a question and receive a spoken answer in her native language. The
answer describes the necessary steps that have to be taken from a bureaucratic point
of view (documentations or other offices where to address) in order to complete the
life-cycle of the user’s request. The user can be asked to reformulate her request
in case her question is not clear or is considered out of context by the system. If
the question implies that more paths of interaction are possible, and the system
cannot decide autonomously which one is correct, multiple choices are proposed
to the user for a further refinement. MUSE is able to improve its knowledge of the
common requests that can be formulated by users, as it evolves and learns what
are the more frequent queries. It also collects all the interactions in order to extract
similar patterns of behavior and enriches it for optimization purposes.

MUSE, whose design is completed and whose implementation is under way, will
be experimented in the Registry Office of Genoa Municipality.

The paper is organized in the following way: Section 2 presents the architectural,
functional, and implementation details of the system, and Section 3 concludes.

2 The MUSE System

MUSE is based on speech translation technologies [1], machine translation [2], on-
tologies [3], intelligent agents and multi-agent systems (MASs) [4], and cloud com-
puting [5]. The purpose of our work is to make MUSE’s services available to all the
foreign citizens interacting with Genoa Municipality’s Registry Office first, and to
other PAs in the future. Spanish and Italian are the languages currently supported
inside the system.

As far as the architectural and technological choices behind MUSE are con-
cerned, we decided to integrate some modules as “components out of the shelf”
and to treat them as black box items. For example, the Spanish-Italian and Italian-
Spanish translations result from the exploitation of the Google Translate service
API1. This is also done for modularization purposes. Once a change in MUSE is
decided, i.e. it has to manage more than one language, it should be sufficient to
change the language pair translation in the API, while the formalized part of the
system, namely the ontology and the procedural rules, either remains unchanged or
just needs to undergo a conservative extension.

Once the user query is uttered in Spanish, transformed into a Spanish text, and
translated into the corresponding text in Italian, a query expansion procedure is run
to help disambiguate the request and find a match with one of the “well known

1 http://research.google.com/university/translate/index.html

http://research.google.com/university/translate/index.html
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problems” encoded in the MUSE ontology. The query expansion is carried out by
means of a translation table, that contains keywords and phrases patterns, each as-
sociated with one of their interpretations in terms of ontology concepts.

The sub-domain of practices related with documents proving the identity of a
citizen is used in the sequel for better explaining our approach. The ontology which
codifies the different “well known problems” that correspond to user requests has
been created in Italian which we adopted as “lingua franca” inside the system. Fig-
ure 1 depicts a portion of the OWL ontology created with Protégé2, that results from
such codification. The meaning of concepts from the topmost one, and following a
left-to-right BFS visit, are: “Identity Card”; “Identity Card of an Adult”; “Identity
Card of a Minor”; “Identity Card First Issue”; “Identity Card Renewal”; “Renewal
for Personal Data Change”; “Renewal for Address Change”; “Renewal for Expiry”;
“Renewal for Loss or Theft”; “Renewal for Deterioration”. This is a portion of the
actual ontology used in MUSE, and the choice of Italian for representing its concept
was due to the need of easing our interaction with the staff from Genoa Municipal-
ity, and of providing them with a formalization of their domain that they could feel
comfortable with and that could even manage by themselves in the future (provid-
ing a suitable user interface). Similar considerations hold for the procedural rules
discusses later on in this section, and encoded using strings in Italian.

Fig. 1 MUSE ontology for “identity well known problems”

The aim of the ontology is to drive the system to retrieve the correct procedural
rule against the user query, once the query has been properly expanded and in-
terpreted. To this aim, the ontology contains all the different paths elicited by the
domain experts for the identity card sub-domain. The intermediate concepts are the
names of the problems, which have been refined at different levels of depth. The
leaves of the ontology represent the head of the procedural rule that codifies the
procedure to be activated, once assessed that it corresponds to the procedure as-
sociated with the user’s request. Such procedural rules are represented as plans in
the Jason declarative agent-oriented programming language [6] which is seamlessly

2 http://protege.stanford.edu/

http://protege.stanford.edu/
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integrated into JADE3. Jason turned out to be a very convenient choice both for rep-
resenting procedural rules in a declarative, compact, and not ambiguous way, and
for executing them. Jason plans corresponding to procedural rules consist of:

• the “triggering event” that must match a leaf concept in the ontology;
• an optional “context” stating under which conditions the plan can be applied;
• the “body” consisting of a sequence of steps necessary to complete the procedure.

Strings starting with “//” are comments.
For example, in case the user formulates a query for a change of address in her

identity card, the triggering event of the rule, according to the ontology, will be
“rinnovoPerVariazioneResidenza” - renewal for address change. The Jason plan
that represents the correct procedural rule for dealing with this problem (topmost
one in Figure 2) has no context, meaning that is can be always applied, and the
steps codified into the rule are “portareTreFotoFormatoPassaporto” - provide three
passport-sized photos - and “portareDocumentoIdentitaValidoRecente” - provide
your more recent valid identity card.

Each step is further extended into a set of Jason rules whose triggering event
is the step itself, and the context (the atom between the semicolon and the arrow)
states which language should be used as the output of the text to speech process.
The information of the current language is set at the beginning of the conversation.

Actions in the body of the last four rules shown in Figure 2 are of type “.say”:
the system that executes the rule must provide a text to speech service and call it
when the “.say” action is executed within a body’s rule. Actions might be of any
kind, including access to information systems and other applications.

Rules in MUSE are codified by hand based on documents produced by Genoa
Municipality’s Registry Office and on interviews to the office staff.

One of the most challenging activities in the design of multilingual systems is
how and where to collect native language utterances and queries that users do while
interacting with the tool. For this reason a questionnaire has been prompted and
submitted to users in form of short interviews that were conducted at the end of a
typical interaction with a human operator, and interactions were recorded (asking
the users to sign a module to state that they agree with the recording, and respect-
ing all the norms regulating privacy issues). Both the recorded interactions and the
questionnaire are exploited to identify some useful dimensions of the dialog be-
tween humans that can drive the system design towards an improvements of such
aspects. The questions posed to the user at the end of a session are the following
(expressed in the user’s native language):

• Which question did you make to the operator?
• Did you obtain the answer you were looking for?

3 JADE (Java Agent DEvelopment Framework, [7]) is a software framework implemented in
Java which provides a middleware and a set of graphical tools that support communication,
debugging and deployment of MASs. The agent platform can be transparently distributed
across machines. Jason is a platform for the development of MASs developed in Java and
supporting different infrastructures for the deployment of MAS including JADE.
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+!rinnovoPerVariazioneResidenza <- // triggering event
!portareTreFotoFormatoPassaporto; // step 1 of the rule’s body
!portareDocumentoIdentitaValidoRecente. // step 2

+!portareTreFotoFormatoPassaporto : spagnolo // context ES
<- .say(es, "Debe proporcionar tres fotos tamano pasaporte").

+!portareTreFotoFormatoPassaporto : italiano // context IT
<- .say(it, "Portare tre foto formato passaporto").

+!portareDocumentoIdentitaValidoRecente : spagnolo
<- .say(es, "Debe proporcionar el ultimo documento de identidad").

+!portareDocumentoIdentitaValidoRecente : italiano
<- .say(it, "Portare un documento d’identita valido recente").

Fig. 2 Jason plans for identity card renewal

• How difficult was understanding what you have to do?
• How difficult are the steps that you are now expected to face in order to complete

the procedure?
• Was the time you were engaged into the conversation too short, too long or just

fitting your expectations?

Some users may do mistakes when formulating their queries. MUSE records such
mistakes and the relative correction, and ranks the pairs obtained as they are re-
peated during real time interactions. In this way the system increases the strength
of its hypothesis on the occurrence of such patterns more often than chance, and
may provide an automatic correction when the same situation happens again. The
users themselves offer feedback when they select their intended request against a
set of equally possible requests that the system may show them, hence modifying
the ranking of translations based on such feedback for similar queries. In this way
the system is able to show as top ranks the most likely translations associated with
the most likely requests.

The system, developed in JADE, will be distributed across the cloud thanks to
APIs that “Engineering Ingegneria Informatica” has developed for the Java language
in collaboration with the DIBRIS Department of Genoa University [8].

3 Conclusions

In this paper we described the MUSE system whose implementation is almost com-
pleted, and that will be experimented in the Registry Office of Genoa Municipality.

The foreseen advantages in using MUSE for the Registry Office are that misun-
derstandings and bad translations troubles should be minimized, as well as the user
sense of uneasiness; the difficulties in understanding the answers should disappear,
as they will be provided in native language; the queues at the registry office should
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be shortened, as the system might contribute to address the users to the right place;
as a consequence, latency time might be reduced for Italian citizens as well.

Even if MUSE will be first experimented on the specific Registry Office domain
and using Spanish and Italian only, its modular and distributed architecture makes
it suitable to provide intelligent speech to speech services, guided by a deep knowl-
edge of the domain, in any scenario and involving any language. Besides adapting
MUSE to other PAs, we plan to tackle the “Indiana MAS and the Digital Preser-
vation of Rock Carvings” scenario, in order to allow archaeologists from different
countries to interact and share opinions in their own language about interpretation
and dating of rock art artifacts. We have already defined some ontologies describing
Mount Bego’s rock engravings and we have access to a large amount of data and
documents [9]. Supporting multilinguality is one of the most challenging objectives
of Indiana MAS, and we are confident that MUSE will be the right application for
coping with it.

Acknowledgements. This work is partially supported by the “Indiana MAS and the Digi-
tal Preservation of Rock Carvings” MIUR FIRB Project funded by the Italian Ministry of
Education, Universities and Research.
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Ontology Based Road Traffic Management

A.J. Bermejo, J. Villadangos, J.J. Astrain, and A. Córdoba

Abstract. Every time an abnormal situation happens on the road, danger situations
are found and they need the skills of the drivers in order to cope with them. In this
paper, we propose to integrate an ontology inside each vehicle to provide them with
reasoning capabilities and avoid the use of a central decision point. Our system ben-
efits traffic management in emergency situations with immediate decisions where
each vehicle is a decision point, reacts considering its neighbouring vehicles, and
collaborates with them to reach consensus in real time.

Keywords: VANET, traffic management, decision, ontology, emergency.

1 Introduction

Nowadays, safety on the roads is the main goal that Governments and companies
are pursuing. It includes situations in which an emergency vehicle needs to have
free way in order to carry out its job as fast as possible.

The aim is to manage the traffic distribution, vehicle by vehicle individually, in
order to make the emergency vehicles having free way in the minimum time possible
and avoiding risk situations on the road.

Every time an abnormal situation happens on the road, danger situations are
found and they need the skills of the drivers in order to cope with them. These
special situations can happen because of different reasons. Some of them could be:
an object on the road, weather conditions, the scenario or an incoming emergency
vehicle on the road.

On the one hand, in most situations the drivers act correctly but not in the best
way, and it could be much better. On the other hand, in plenty of situations the re-
actions of the drivers are completely incorrect and could cause (actually, sometimes
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they cause) new danger situations and even accidents. The current scenario is partic-
ularly complicated because there is already an emergency situation which is trying
to be solved by the emergency vehicle, and new situations of this type could be
generated. It would mean different drawbacks to study:

• The expected service provided by the emergency vehicle would be retarded and,
consequently, the life of other people could be endangered.

• There would be new danger situations, which would affect new users and the cur-
rent users of the road. They would have to take a special care in their behaviour
while the situation is happening.

• New accidents could easily happen, becoming the situation even more drastic
and dangerous.

Therefore, there is a necessity of studying this scenario and proposing a range of
ideas which could help in this type of situations with uncertainty, in order to happen
less often or even disappear.

Contributions

We consider, as other proposals do, that vehicles are equipped with sensors and
communication devices that collect and communicate sensor data. In our case, emer-
gency situations are handled in a different way: we integrate an ontology inside each
vehicle in order to provide them with reasoning capabilities and to avoid the use of
a central point.

Our system takes advantage of the information collected in real time, allowing
immediate, intelligent and distributed decisions in order to better manage the traf-
fic when emergency situations occur. Each vehicle, as a decision point it is, reacts
considering the scenario and the information provided by its neighbouring vehicles,
and collaborates with them to reach consensus in a very short time period.

Considering the case of highways, the strategy used to design the ontology is to
clean the fastest lane by trying to move all the other vehicles to the lowest lanes.
Thus, the emergency vehicle will have free way and will be able to give its service
in a minimum time.

2 Related Work

There are many projects working on this topic. Some of them are: Car2Car-CC [2],
SimTD [7], GST Rescue [4], PReVENT, FleetNet [1], DSRC, SeVeCom [12],
NoW [5], Coopers, Anemone and Poseidon. All of them are related with Vehicu-
lar Ad-hoc Networks (commonly called VANETs).

The most relevant emergency scenarios are shown and explained in [2], but
without providing any solution. The different scenarios, depicted in Figure 1, are:
a) Motorcycle warning (view obstruction); b) approaching emergency vehicle; c)
warning of roads work (view obstruction); and d) avoidance of traffic jams. Most of
the proposals in the literature focus on studying the situation of the roads, obtaining
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information about traffic congestion [8] and giving alternative routes [10] to the
emergency vehicles if there are traffic jams or slow traffic flow. In most cases in-
formation is collected at a central point to take decisions and vehicles are later
informed.

(a) (b) (c) (d)

Fig. 1 Use cases (Car2Car Communication Consortium)

Another approach is presented in [3], where emergency vehicles inform to a cen-
tral point, which disseminates some basic orders given to the vehicles in the way of
the emergency vehicle. In this case, the reasoning capacity is in the central point.
Vehicles are notified about the situation and the actions to perform before the arrival
of the emergency vehicle to their position, in order to give them enough time to react
properly and without any risk. Traffic signals and other concrete devices on the road,
under the control of the central point, are gathering/providing updated information
from/to the vehicles on the road. And traffic signals are configured by the intelligent
central point to manage the traffic in such emergency situations.

There have been some basic tests done in real situations [3, 9], and the results
have been quite successful. In [9], a concrete scenario is analysed: a straight road
with three lanes in the same direction, and only three possible lane changes for a
vehicle: no change; overtakes the slower ones; gives pass to the faster ones. Table 1
summarizes both requirements and solutions provided by current proposals.

Table 1 General comparison with other works

Requirements Current Proposals
Problem Studied Managing every single vehicle Avoiding traffic congestion and

in emergency situations studying dangerous scenarios
Area Concerned Small area, normally not more Wide areas with many streets

than one road or street and roads
Solutions Provided Detailed solutions for every single No solutions provided or too simple

vehicle on the road and general ones

Current proposals consider that vehicles are equipped with sensors and commu-
nication devices that collect and communicate sensor data. However, vehicles do not
integrate reasoning capabilities, which is left to a central point. Traffic management
in emergency situation could benefit from immediate decisions avoiding the use of
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a central point. In such case, each vehicle collects its perception of the scenario and
aggregates the situation awareness provided by other vehicles located close to it.
The use of a common ontology ensures a quick and effective response to the event.
As all the vehicles share the same ontology, all of them reach a consensus and act
together avoiding inconsistent decisions.

3 Ontology-Driven Decision System

Vehicles ontology, based on sensor data, suggests driver different actions depend-
ing on the situation. The ontology extends the A3ME [6] ontology by adding
some classes to model each vehicle respect its neighbours: position, distance and
acceleration. We extend the class ’Output’ to model ontology suggestions: Acceler-
ate, SoftAccelerate, Decelerate, SoftDecelerate, MaintainSpeed, MaintainDistance-
WithCarInFront and ChangeLane.

Fig. 2 Proposed ontology extended from A3ME ontology

In Figure 2, purple rectangles represent the classes we have added to the A3ME
ontology. In our case the ontology has 24 classes, 12 properties, and 77 rules. Ad-
ditionally, there are integrated other classes that we will use to adapt decisions to
weather conditions.

The complete process followed since the gathering of information until the con-
crete vehicle performing an action is broken down. This process is exactly the same
for every single vehicle on the road.

1. There is a device installed inside the vehicle that is able to exchange information.
2. When there is an emergency situation on the road, vehicles broadcast an alarm

towards all the other vehicles on the road.
3. Each vehicle, by reception of the alarm signal, uses the semantic included in it in

order to extract agreed suggestions.
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4. Suggestions are provided to the driver through a screen located inside the vehicle,
a voice system or both.

5. The driver reacts taking into account the suggestions. Here is the common sense
of the driver which is the main factor.

4 Scenario Evaluation

Figure 3 presents two emergency scenarios, and also the actions suggested by the
ontology. We have evaluated these scenarios with different number of vehicles and
measured the time required to extract the suggestions. We have considered from five
to nine vehicles distributed uniformly among the lanes, because decisions are taken
for each vehicle and its neighbours (5 vehicles in line occupy about 50 meters).

Fig. 3 Emergency scenarios, and corresponding ontologyś suggestions. Vehicles are num-
bered from 1 to 7 (left side); and react as suggested by the ontology (right side).

As the system is dynamic, every movement is detected and shared instanta-
neously. Thus, if a driver acts in a different way than expected, it will be detected
and there will be adapted suggestions to it. Table 2 shows that the inference process
is around 300 ms. It is showed that our system could operate in real time.

Table 2 Performance evaluation of system

Vehicles (Overtakers) #Total inferences Time/Inference (ms)
6(1) 1 343
6(2) 3 280
7(2) 3 280
9(4) 8 242

We have run different simulations with vehicles distributed into two lanes. The
ones on the highest lane are the overtakers, which have to find a free space to occupy
on the other lane. They are a subset of the total number of vehicles on the road.
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The reduction on the time inference is due to the use of the Jess reasoner [11].
As the system progresses, the decision graph is evaluated faster.

5 Conclusions

In this paper, emergency situations are handled in a different way: we propose to
integrate a ontology inside each vehicle to provide them with reasoning capabilities
and avoid the use of a central point.

Our system benefits traffic management in emergency situations with immediate
decisions where each vehicle is a decision point, reacts considering its neighbouring
vehicles, and collaborates with them to reach consensus in real time. Our test shows
inference time lower than 300 ms.

Acknowledgements. This work has been supported by the Spanish Government: TIN2011-
28347-CO1-02, TIN2011-28347-CO2-02, TIN2010-17170, IPT-370000-2010-36.
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Autonomy and Differentiation in Distributed
Systems

Ichiro Satoh

Abstract. A bio-inspired approach for self-adaptive software agents on distributed
systems is presented. It introduces the notion of (de)differentiation in cellular slime
molds, e.g., dictyostelium discoideum, into real distributed systems. When an agent
delegates a function to another agent coordinating with it, if the former has the
function, this function becomes less-developed and the latter’s function becomes
well-developed. This paper describes the approach and its basic evaluation.

1 Introduction

A distributed system consists of loosely-coupled components running on different
computers communicate and coordinate their actions by message transfer through
communication networks. a hybrid palette of methods and techniques derived from
classical artificial intelligence, computational intelligence, and multi-agent systems,
enables distributed systems to be adaptive, autonomous, and self-organized. This
paper discusses a bio-inspired approach as a novel approach for managing new gen-
eration intelligent distributed information systems.

Many researchers have explored bio-inspired approaches for distributed systems.
One of the most typical self-organization approaches to distributed systems is swarm
intelligence [3, 4]. Although there is no centralized control structure dictating how
individual agents should behave, interactions between simple agents with static rules
often lead to the emergence of intelligent global behavior. There have been many
attempts to apply self-organization and autonomy into distributed systems, e.g., a
myconet model for peer-to-peer network [6], and a cost-sensitive graph structure for
coordinated replica placement [5]. Bigus et al. [2] proposed an agent-based toolkit
for autonomic systems, where each agent had a closed-loop controller as part for
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the whole hierarchy of distributed control. The toolkit was intended to customize
groups of agents but not the functions of inside agents.

However, most existing approaches tend to enable coordination between compo-
nents running on different computers. Although they may be useful in several ap-
plications, their adaptations are limited within coordination between components,
because they do not support any adaptation inside components. Also, existing ap-
proaches focus on their target problems or applications but are not general purpose,
whereas distributed systems have a general-purpose infrastructure.

2 Approach

Cellular differentiation is the process by which a less specialized cell develops or
matures to possess a more distinct form and function in developmental biology.
This paper introduces the notion of (de)differentiation into a distributed system as a
mechanism for adapting software components, which may be running on different
computers connected through a network. Like actors [1], each component, called
agent, is autonomous and has one or more functions, called behaviors, which can
be invoked by other agents. Our approach introduces the undertaking/delegation of
behaviors in agents from other agents as a differentiation factor. Behaviors in an
agent, which are delegated from other agents more frequently, are well developed,
whereas other behaviors, which are delegated from other agents less frequently, in
the cell are less developed. Finally, the agent only provides the former behaviors
and delegates the latter behaviors to other agents.

Each agent has one or more functions with weights, where each weight corre-
sponds to the growth of its function. When an agent wants to execute a function, if
one or more agents, including itself, have the function, it selects the function whose
weight is the largest among the weights of the same behaviors and delegates the
selected function. When an agent delegates the execution of a function provided in
another agent, the weight of the function is creased and the latter agent multicasts
restraining messages in order to decrease the weights of the same functions pro-
vided in other agents. As a result, agents complement other agents in the sense that
each agent can provide some functions to other agents and delegate other functions
to other agents that can provide the functions.

3 Design and Implementation

Our approach is maintained through two parts: runtime systems and agents.
The former is a middleware system for running on computers and the latter
is a self-contained and autonomous software entity. It has three protocols for
(de)differentiation and delegation.
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3.1 Agent

Each agent consists of one or more behaviors parts, and its state, called the body
part, with information for (de)differentiation, called the attribute part. The body
part maintains program variables shared by its behaviors parts like instance variables
in object orientation. When it receives a request message from an external system
or other agents, it dispatches the message to the behavior part that can handle the
message. The behavior part defines more than one application-specific behavior. It
corresponds to a method in object orientation. As in behavior invocation, when a
message is received from the body part, the behavior is executed and returns the
result is returned via the body part. The attribute part maintains descriptive informa-
tion with regard to the agent, including its own identifier. The attributes contains a
database for maintaining the weights of its own behaviors and for recording infor-
mation on the behaviors that other agents can provide.

The agent has behaviors bk
1, . . . ,b

k
n and wk

i is the weight of behavior bk
i . Each

agent (k-th) can explicitly ssigns a value to the maximal total of the weights of all
its behaviors. The W k

i is the maximum of the weight of behavior bk
i . The maximum

total of the weights of its behaviors in the k-th agent must be less than W k. (Wk ≥
∑n

i=1 wk
i ), where wk

j− 1 is 0 if wk
j is 0. The W k may depend on agents. In fact, W k

corresponds to the upper limit of the ability of each agent and may depend on the
performance of the underlying system, including the processor.
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Fig. 1 Differentiation mechanism for software configuration

3.2 Function Invocation

When an agent wants to execute a behavior, it needs to select one of the available
behaviors (b j

i , . . . ,b
m
i ), even if it has the behavior, according to the values of their

weights. This involves three steps.

i) When an agent (k-th agent) wants to execute behavior bi, it looks up the weight
(wk

i ) of the same or a compatible behavior from its database and the weights
(wj

i , . . . ,w
m
i ) of such behaviors (b j

i , . . . ,b
m
i ) from the database.

ii) If multiple agents, including itself, can provide the wanted behavior, the k-th
agent selects one of the agents according to selection function φ k, which maps
from wk

i and wj
i , . . . ,w

m
i to bl

i , where l is k or j, . . . ,m.
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iii)The k-th agent delegates the selected agent to execute the behavior bl
i and waits

for the result from the l-th agent.

There is no universal selection function, φ , for mapping from the weights of behav-
iors to at most one appropriate behavior like that in a variety of creatures. Instead, the
approach permits agents to use their own evaluation functions, because the selection
of behaviors often depends on their applications. For example, one of the simplest
evaluation functions makes the agent that wants to execute a behavior select one
whose weight has the highest value and whose signature matches the wanted be-
havior if its database recognizes one or more agents that provide the same behavior,
including itself.
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Fig. 2 Differentiation mechanism for agent

3.3 Differentiation

Our differentiation mechanism consists of two phases. The first involves the pro-
gression of behaviors in three steps.

i) When an agent (k-th agent) receives a request message from another agent, it
selects the behavior (bk

i ) specified in the message from its behavior part and dis-
patches the message to the selected behavior. It executes the bk

i behavior and
returns the result.

ii) The k-th agent increases weight wk
i of the bk

i behavior.
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iii)The k-th agent multicasts a restraining message with the signature of the behav-
ior, its identifier (k), and the behavior’s weight (wk

i ) to other agents.

When behaviors are internally invoked by their agents, their weights are not in-
creased. If the total weights of the agent’s behaviors, ∑wk

i , is equal to their maximal
total weight W k, it decreases one of the minimal (and positive) weights (wk

j is re-

placed by wk
j − 1 where wk

j = min(wk
1, . . . ,w

k
n) and wk

j ≥ 0). Although restraining
messages correspond to the diffusion of cAMP in differentiation, they can explicitly
carry the weights of the agents that send them to reduce the number of restrain-
ing messages, because they can be substituted for more than one retaining message
without weights. The second phase supports the retrogression of behaviors in three
steps.

i) When an agent (k-th agent) receives a restraining message with regard to b j
i from

another agent ( j-th), it looks for the behaviors (bk
m, . . .b

k
l ) that can have the sig-

nature specified in the received message.
ii) If it has such behaviors, it decreases their weights (wk

m, . . .w
k
l ) in its database and

updates the weight (wj
i ) in its database.

iii)If the weights (wk
m, . . . ,w

k
l ) are under a specified value, e.g., 0, the behaviors

(bk
m, . . .b

k
l ) are inactivated.

4 Evaluation

Although the current implementation was not constructed for performance, we eval-
uated that of several basic operations in a distributed system where eight computers
(Intel Core 2 Duo 1.83 GHz with MacOS X 10.6 and J2SE version 6) were con-
nected through a giga-ethernet. The cost of transmitting a heartbeat or restraining
message through UDP multicasting was 11 ms. The cost of transmitting a request
message between two computers was 22 ms through TCP. These costs were esti-
mated from the measurements of round-trip times between computers. We assumed
in the following experiments that each agent issued heartbeat messages to other
agents every 100 ms through UDP multicasting.
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Each agent had three behaviors, called A, B, and C. The A behavior periodically
issued messages to invoke its B and C behaviors or those of other agents every 200
ms and the B and C behaviors were null behaviors. Each agent that wanted to exe-
cute a behavior, i.e., B or C, selected a behavior whose weight had the highest value
if its database recognized one or more agents that provided the same or compatible
behavior, including itself. When it invokes behavior B or C and the weights of its
and others behaviors were the same, it randomly selected one of the behaviors. We
assumed in this experiment that the weights of the B and C behaviors of each agent
would initially be five and the maximum of the weight of each behavior and the to-
tal maximum W k of weights would be ten. Figure 3 presents the results we obtained
from the experiment. Both diagrams have a timeline in minutes on the x-axis and the
weights of behavior B in each agent on the y-axis. Differentiation started after 200
ms, because each agent knows the presence of other agents by receiving heartbeat
messages from them.

5 Conclusion

This paper proposed a framework for adapting software agents on distributed sys-
tems. It is unique to other existing software adaptations in introducing the notions of
(de)differentiation and cellular division in cellular slime molds, e.g., dictyostelium
discoideum, into software agents. When an agent delegates a function to another
agent, if the former has the function, its function becomes less-developed and the
latter’s function becomes well-developed. The framework was constructed as a mid-
dleware system on real distributed systems instead of any simulation-based systems.
Agents can be composed from Java objects.
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Towards Characterizing Distributed Complex
Situation Assessment as Workflows in Loosely
Coupled Systems

Costin Bădică, Claudine Conrado, Franck Mignet, Patrick de Oude,
and Gregor Pavlin

Abstract. This paper introduces challenges in contemporary situation assessment
using collaborative inference and discusses solutions that are based on workflows
between distributed processing nodes. The paper exposes the necessary conditions
that workflows have to satisfy in order to support accurate situation assessment and
provides a systematic approach to verification of the workflows. In particular, we
emphasize the link between the complexity of the domain and the complexity of
the workflows in terms of data and control coupling. With the help of graphical
representations, we characterize the complexity of the domains and identify critical
relations that have to be captured by collaborating processes in a workflow support-
ing correct situation assessment.

1 Introduction

Situation assessment is a critical capability in contemporary applications such as
crisis management, security operations and control of complex systems. Often sit-
uation assessment requires inference about phenomena that cannot be observed di-
rectly (hidden phenomena) but that are critical for decision making. In such cases,
the inference process is based on (i) large quantities of heterogeneous observations
and (ii) domain models that capture the relations between observations and hid-
den phenomena. In general, situation assessment in these applications is inherently
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complex and requires substantial domain knowledge and processing power. A single
expert cannot solve such problems, while construction of reliable, fully automated
solutions is usually intractable (see a more thorough discussion on this topic in
[14]). Therefore, it seems reasonable to solve complex situation assessment prob-
lems through collaboration of multiple experts and/or automated processes, each
supporting analysis services based on specific domain knowledge. In other words,
the solutions are based on workflows between experts and automated processes; the
experts and processes can be viewed as processing modules which exchange anal-
ysis products/estimates and observations. The performance of such collaborative
solutions critically depends on the workflows in which the messages that carry anal-
ysis results are transported. These workflows have to support reasoning that results
in correct conclusions about the domain and must be rigorous from the control flow
perspective [16].

In this paper we show that the correctness of the situation assessment processes
critically depends on the workflow structure, which must reflect the domain com-
plexity, i.e. the dependencies between the observable and hidden phenomena of
interest. Moreover, tractable solutions require loosely coupled processes. We in-
troduce directed graphs representing qualitative aspects of causal processes, which
facilitate a systematic characterization of problems. In this way, we can investigate
whether loosely coupled solutions to a specific situation assessment problem exist
and determine the critical dependencies that have to be captured by the underlying
workflow in which assessment takes place.

Beside the inference challenges, the workflows have to be rigorously analyzed
according to desired properties including termination, deadlock-freedom, safety and
soundness. By employing standardized approaches to workflow modeling [7] and
analysis using Petri net representation (see for example WF-nets), we map situation
assessment processes to rigorous workflow models. In this way, systematic analysis
using the available tools is enabled.

We use a running example from the crisis management domain throughout this
paper to illustrate the concepts and challenges introduced above.

2 Situation Assessment and Causal Processes

We limit our discussion to the situation assessment problems whose inference pro-
cess is based on (i) knowledge about observable phenomena and (ii) generic domain
knowledge in form of models (mental or AI based) capturing the relations between
observed and hidden phenomena. An assessment process results in correct conclu-
sions about the hidden phenomena (i.e., conclusions that correspond to the actual
situation) if the domain models correctly describe the relations between the relevant
phenomena and the inference correctly considers the relations in the models.

Moreover, hidden and observable phenomena of interest are often outcomes of
causal processes. In the present work, we take the view of a domain as a combina-
tion of dependent causal processes. A similar view has been adopted by researchers
in the field of qualitative reasoning, e.g. within the framework of Qualitative Physics
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[4], to describe phenomena in the physical world. A physical system is modeled as
a set of causal processes at work in the domain of interest and their interactions
(yielding the physical system’s structural representation). Moreover, phenomena
of interest in the physical system are realized through the composition of causal
processes, each with given input and output variables. Combinations of causal pro-
cesses are also relevant in the Functional Representation framework discussed in
[2]. The framework describes the causal processes that realize device functions and,
more generally, it aims at providing a broader framework for human reasoning about
the physical world and the role played by causal processes.

In order to illustrate the concepts and challenges discussed in this paper, we use
an example from the crisis management domain, shown in Fig. 1. An incident at a
chemical factory results in a gas leak which, due to the weather conditions, gives
rise to an invisible gas plume spreading over a populated area. In order to assess
the situation, the potential impact on the population and the associated costs need
to be estimated. This requires substantial expertise and information about observ-
able events. We have to estimate the extent of the plume by using knowledge about
the leak, weather and the physical processes that result in the plume. The plume
estimate in combination with knowledge about the population distribution and the
physiological impact on the human body are used for the estimation of the possible
risks and costs. In this example, we can identify a chain of dependent processes,
namely outflow of the chemical at the leak, convection and advection leading to the
gas plume, chemical reaction in the human body and associated costs. We call such
a set of causal processes and their relations the ”Domain Structure”, which here
corresponds to the actual situation in the domain (i.e. the ground truth).

Fig. 1 An invisible plume in a chemical incident has to be estimated and its impact on the
population has to be predicted

2.1 Graphical Domain Representations and Generic Process
Models

The structural representation of the Domain Structure is based on graphs. We pro-
vide two types of representations, the process graphs and causal graphs.
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The process graphs are directed bipartite graphs in which circles represent the
phenomena and rectangles represent the processes. Directed links between the cir-
cles and the rectangles show the dependencies between the processes and phenom-
ena. These graphs are similar to Petri-nets representing the processes in the domain.
Fig. 2a shows a process graph describing the chemical incident in our example. This
incident/domain can be decomposed into three distinctive processes, each involving
the estimations of plume ( fP(L,W )), population distribution ( fPd(Loc,T )) and cost
( fC(P,Pd)). The root nodes represent context phenomena, i.e., the boundary condi-
tions of the overall process of interest.

The causal graphs, on the other hand, show the direct influences between the
phenomena that materialize in a Domain Structure, but do not explicitly represent
the processes. The processes are implicitly encoded in the relations between the
variables. This type of graphs is analogous to the qualitative models of physical
processes in [9] and the qualitative representation of causal probabilistic models (i.e.
Bayesian networks) [12, 13]. Fig. 2b shows a causal graph describing our running
example.

Loc fPd(Loc,T ) T

W Pd

L fP(L,W ) P fC(P,Pd) C

(a) process graph

Loc T

L W Pd

P C

(b) causal graph

Fig. 2 The process graph and the causal graph describing the Domain Structure for the chem-
ical incident example

As suggested by the process graph in Fig. 2a, the processes in a given domain
can be viewed as functions, which allow us to make conclusions about the hidden
phenomena. For example, by knowing the process of plume formation, i.e. the func-
tion fP(L,W ), we can estimate the extent of the plume P. Usually such knowledge
is not perfect. Instead, we use models of processes that capture the main tendencies,
i.e., they are abstractions of the true functions.

Furthermore, the representation of the phenomena of interest can be very diverse,
depending on the used process models. In case of probabilistic models, random
variables are used and probability distributions over a fixed set of phenomena are
communicated between the models. In traditional qualitative reasoning approaches,
logical models are used to manipulate deterministic process representations [9]. In
case humans are estimating the situation using mental models, the inputs and outputs
of the inference process can be e.g. graphical, textual or audio. In our example, the
cost estimation could be carried out by experts using simple models. Based on leak
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and weather information, an expert uses a simple model to draw a plume on top of a
map, which is then laid over a map of the current population distribution (obtained
by using information on location, time and a model for prediction of population
distribution at different times). The expert simply estimates the number of exposed
people by counting the people in the area within the plume contour. The final step
is to estimate the impact on an average person and the associated cost, and then
multiply this with the estimated number of exposed people to estimate the total cost.

It is important to emphasize that the above graphical representations do not pro-
vide the assessment mechanisms, but they merely serve the analysis of the problems.
However, in order to support accurate situation assessment, an important condition
is that the process graph must be captured in the workflows between processing
nodes. Moreover, we assume arbitrary process models, either mathematical or men-
tal. The main requirements are that (i) there exists a notion of relations between
clearly defined phenomena (i.e. variables) and (ii) the models capture those rela-
tions with sufficient accuracy and resolution.

3 Locality of Causal Relations and Domain Complexity

The graphical representation of the processes in the domain facilitates the com-
plexity analysis of the estimation problems. One of the key concepts required to
understand the complexity of the domain is locality of causal relations, which can
be investigated by inspecting the functions associated with causal relations. A func-
tion associated with a causal relation has the generic form Y = fY (Pa(Y )), where
Pa are the parents (causes) of variable Y (effect) and the set of variables {Y,Pa(Y )}
are considered local to the causal process that the function represents. Because the
function uses all the direct causes of the effect as its arguments, we can define inde-
pendence of events, as in [15]:

Definition 1 (Independence of Events). When the direct causes of an effect oc-
curred then the occurrence of the indirect causes no longer has anything to do with
the effect. In other words, direct causes screen off the indirect causes from the effect.

According to Definition 1, variables in the domain can be localized based on the
direct causes of effects. To illustrate this, consider the causal graph in Fig. 2b. In this
example, the causal influence of weather W and leak L on the costs C is mediated
by the plume P, i.e. the plume is a direct cause of the cost C whereas weather
W and leak L are indirect causes. From the reasoning perspective and according
to Definition 1, if the state of the plume P is known, then no information on the
weather or leak improves the information about the cost C. In other words, C is
rendered independent of W and L given the state of P. Moreover, the local variables
{W,L,P} and the local variables {P,Pd,C} can easily be separated from each other
by only sharing the overlapping, mediating variable P.

Note, however, that weather W and leak L become dependent (induced depen-
dence) when the state of P is known. This dependence can be shown with the pro-
cess graph depicted in Fig. 2a. The rectangle that is connected to the variables W , L
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and P corresponds to the function P = fP(L,W ). Knowing the state of P, informa-
tion on the argument L will tell us something about the state of the argument W in
the function fP(L,W ).

From Fig. 2, it can also be seen that the in-degree1 of a node (variable) deter-
mines the cardinality of the arguments of a function. The greater the in-degree of
a process node, the greater the number of arguments that have to be considered in
the function describing the process. Functions with more arguments are likely to be
more complex and the collection of the required information is more elaborate.

Additionally, a higher in-degree and out-degree of nodes in a causal or process
graph will more likely result in loops2. Loops imply more complex models and
synchronization of events, which has consequences for the assessment processes.
For example, if our example took place in a city where the population distribution
depends on the weather (e.g., a city at the seaside where more people go to the
beach in case of good weather), we would need a more complex model, as depicted
in Fig. 3. In this example, the weather W influences the population distribution Pd,
as well as the plume P, resulting in a loop. In order to deal with this loop, the
instantiation of the weather W must be synchronized such that the function C =
fC(P,Pd) is based on the same value of W .

Note that in the case of Bayesian networks, loops in the model are eliminated by
constructing a secondary probabilistic structure where cliques form hyper variables
[5, 10]. However, in a general domain where the underlying models are not neces-
sarily probabilistic this is not a straightforward procedure, due to the non-uniformity
of the processes involved.

As we will show in the following sections, the connectivity of the graphs has
direct consequences for the construction of workflows that support correct collabo-
rative assessment.

Loc fPd(Loc,T,W ) T

W Pd

L fP(L,W ) P fC(P,Pd) C

(a) process graph

Loc T

L W Pd

P C

(b) causal graph

Fig. 3 Process and causal graphs describing the Domain Structure for the more complex
chemical incident example

1 In-degree is the number of directed links pointing to a certain node whereas out-degree is
the number of directed links pointing away from a certain node.

2 Loops occur if there exist at least two unique paths between any two nodes in the graph.
Cycles, on the other hand, exist if by following a certain path we return to a previously
visited node. Note that the causal graphs are acyclic graphs.
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4 Distributed Assessment

In contemporary assessment problems, e.g. large-scale crisis management, the ac-
quisition of the relevant information from various sources as well as its interpre-
tation require very rich domain knowledge and often huge processing capabilities.
Centralized solutions are often not tractable due to communication and processing
bottlenecks that arise when huge amounts of data have to be transported to and pro-
cessed at a single analysis center. In addition, it is likely that the maintenance of the
processing and communication mechanisms becomes complex. Finally, centralized
data collection and processing are often not desired due to privacy/sensitivity issues.

In such settings, the distribution of acquisition and assessment efforts throughout
multiple collaborating processes seems very promising and often the only viable
way to proceed. Since the domains can be described as a composition of interde-
pendent processes, it seems reasonable to distribute the assessment task throughout
a system of communicating modules, each using a model of a given process in the
domain. The assessment of a critical state in such a system is then based on the
composition of complementary modules.

Given the distributed approach above, it becomes crucial to investigate the cir-
cumstances under which we can efficiently achieve correct assessment, i.e. correct
interpretation of the information stemming from different components at different
locations and times.

Key to efficient distributed assessment is loose coupling of the distributed pro-
cesses. Interactions in collaborative assessment processes involve sharing of data
(data coupling) and partial synchronization of inference processes in different mod-
ules (control coupling).

4.1 Composing Assessment Processes

Each module in the system provides a specific transformation between different
types of information and it must receive all the inputs required to produce the out-
put. The overall assessment is reduced to the communication of specific estimates
and observations between pairs of modules, each processing information about the
subset of the relevant phenomena in the domain. This is a data-driven approach, with
providers and consumers of information communicating in a peer-to-peer fashion;
as soon as a module updates its estimate about a variable’s states, this is communi-
cated to other modules whose inference also depends on that variable. Upon receipt
of such a message, a local inference process using a specific model is triggered and
other hidden states/phenomena are estimated. Fig. 4 shows a modular system imple-
menting distributed assessment in our example. Module M1 receives from external
sources information about the leak L and the weather W , which is used to estimate
the plume P. This estimate is then passed on to module M2, which also receives
an estimate of the population distribution Pd from M3. M3 uses the knowledge on
the location Loc and the current time in combination with a population model to
estimate Pd. M2 outputs a cost estimate C of the current situation.
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If each module supports estimation of any variable in its local function (i.e., if the
function can be inverted), then the same constellation of modules can be used for
different queries, e.g. questions about the values of different variables. For example,
the three modules in Fig. 4 could infer the location of the leak L by knowing the
extent of the cost C. In such a case, M2 would use the output from M3 as input and
the information about the cost to estimate the plume P, which would be passed to
M1. M1 would invert function fP describing the plume evolution to estimate the leak
L, by using the weather W as input.

The example system in Fig. 4 is loosely coupled. Namely, each pair of modules
exchanges information on a single phenomenon (i.e. the domain models of each pair
share a single variable). In addition, the control coupling is also simple and does not
require any centralized processing. In this data-driven approach, a local assessment
process is triggered locally, as soon as all the critical inputs are available.

Loc fPd(Loc,T ) T

M3 Pd

M1 W

L fP(L,W ) P

M2 Pd

P fC(P,Pd) C

Fig. 4 A modular approach to situation assessment

4.2 Domain Structures and Dependencies in Distributed Systems

In order to achieve correct assessment in distributed settings, the collaborative sys-
tem has to support globally consistent inference; i.e. any conclusions made by the
distributed system must correctly consider all the relevant observations/information
about the domain that have been collected/produced by different processes, which
results in correct inference. The necessary condition for this is that the system of
collaborating modules correctly considers the dependencies between the phenom-
ena in the Domain Structure. This means that a reasoning module Mi must take into
account all phenomena that directly influence the phenomenon it is estimating.

For example, module M2 in Fig. 4 correctly reflects the direct dependencies be-
tween P, Pd and C that exist in the domain, as captured by the Domain Structure
in Fig. 2. Moreover, the system in Fig. 4 supports correct reasoning if the whole
domain is captured by the Domain Structure in Fig. 2.

For the estimation of the domain shown in Fig. 3, however, the system in Fig. 4
is inappropriate, as it does not have the capacity to reason about the influence of
the weather on the population distribution. This mismatch could result in severe im-
pact on the assessment accuracy. For example, we assume that the plume estimator
M1 uses the weather information and obtains an accurate prediction of the plume,
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which spreads over the beach area. Moreover, given the wind, time and the high
temperature, a significant portion of the citizens is at the seaside. The population
estimator M3, differently from the plume estimator M1, uses an average population
model which does not explicitly consider the weather, concluding that most people
are indoors. Therefore, the cost estimator M2 processes the estimates of plume and
population distribution, estimating the cost as small. Obviously, this conclusion is
wrong and could have severe consequences for the decision making process.

The system shown in Fig. 5, on the other hand, is appropriate for the estimation of
the domain shown in Fig. 3, given that the local models correctly relate the variables.
In this case, module M3 would take the weather W into account, so it would conclude
that a high population distribution at the beach is very likely.

W

Loc fPd(Loc,T,W ) T

M3 Pd

M1 W

L fP(L,W ) P

M2 Pd

P fC(P,Pd) C

Fig. 5 A modular approach to situation assessment that correctly considers the dependency
of population distribution on the weather

In Fig. 5, we now have to make sure that both module M1 and module M3 use
the same information on the weather W . This is achieved with duplication, where
the source of information on W should make sure that both modules are updated
simultaneously. Module M2 uses P from module M1 and Pd from module M3, and
it needs both inputs to be present to perform its local assessment. This can be seen
as a form of control coupling, where the inputs that are presented lastly control the
start of the realization of the task, i.e. function fC. In addition, control coupling is
introduced through a synchronization mechanism that ensures M2 uses estimates P
and Pd based on the same value of W .

The system in Fig. 5 is thus more complex in terms of data and control cou-
pling than the system in Fig. 4. In general, the data and control coupling depend
on the Domain Structure complexity: the more complex the Domain Structure, the
more complex the data and control couplings. Distributed systems can efficiently
be implemented, especially if the Domain Structure has a tree-topology with low
in-degree.

While this paper does not discuss all data and control coupling aspects, it is
easy to see that coupling can have a significant impact on the performance in
terms of throughput but also on the design complexity, depending on the choice of
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synchronization mechanism. Additional insight on the problem of coupling, relevant
for the presented assessment challenges, can be obtained from the field of distributed
computer simulations, in particular discrete event simulation [1, 3, 6, 11, 17].

In the next section, we discuss workflows which are an essential tool to organize
correct sharing of information between different modules and deal with the com-
plexity of data and control coupling.

5 Rigorous Workflows: A Basis for Sound Distributed
Assessment

Globally consistent assessment is achieved by creating workflows between com-
patible processing services, each implementing a specific function that supports
transformation between different types of information, referred to as composition
of processes. In order to achieve globally consistent distributed processing, it is cru-
cial to have (i) a rigorous definition of workflows and (ii) the knowledge of the main
dependencies in the domain that the processes are estimating.

A workflow is represented as a structured set of coordinated tasks and informa-
tion exchanges defined to carry out a well-defined business process in organizations
[16]. Collaborative problem solving in heterogeneous, unpredictable and dynamic
environments can be achieved by providing an increased flexibility in workflow for-
mation that goes far beyond the classical approach of static and centralized workflow
definitions. Examples based on empirical analysis of real experiences can be given
in the area of organizational adaptation to disasters [8].

Workflows for distributed complex situation assessment are dynamically created
using dynamic discovery of links between weakly coupled processes [14]. Dynamic
workflow formation exploits the dependencies present in the structure of the prob-
lem domain. This means that such workflows are not a priori defined; rather, they
are formed dynamically depending on the Domain Structure, on the availability of
appropriate resources, as well as on the requirements posed by a specific complex
situation assessment problem.

More formally, the Domain Structure guides the dynamic formation of a work-
flow model. In particular, from the causal graph characterizing the Domain Struc-
ture, we can derive a standard workflow model (SWM). According to the terminol-
ogy introduced in [7], a SWM is composed of activities – represented as rectangles
– and control-flow constructs – including AND-joins, AND-splits, OR-joins and
XOR-splits. Additionally, basic control-flow constructs of a SWM contain input
and final activities, as well as sequences of activities.

In what follows we consider our running example, in particular focusing on the
process graph shown in Fig. 3 that contains a loop. We can define a mapping from
this process model to a SWM by considering two types of activities.

Firstly, for each phenomenon modeled as a variable Y that is influenced by phe-
nomena X1, . . . ,Xn according to a local function fY (X1, . . . ,Xn), we define an work-
flow activity for the realization of the local reasoning process corresponding to the
evaluation of function fY (. . . ). This activity is enabled when the values of variables
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L W

AND

fP(L,W )

(a)

fW ()

AND

W W

(b)

Fig. 6 Local mappings of process graphs to parts of SWM

fL() fW () fLoc() fT ()

AND AND AND AND

L W

AND

fP(L,W )

W Loc T

AND

fPd(W,Loc,T )

AND AND

P Pd

AND

fC(Pd,P)

Fig. 7 Sample SWM for a situation assessment problem

X1, . . . ,Xn are available. Such a situation is shown in Fig. 3 for variable P depending
on variables L and W according to function fP(L,W ), while the corresponding part
of the SWM is shown in Fig. 6a.

Secondly, for each phenomenon modeled as variable X that influences variables
Y1, . . . ,Ym, we must include in the SWM the activities of passing the value computed
by the local process that evaluates X according to the function fX (. . . ) to each of the
local processes that will need X for evaluating variables Y1, . . . ,Ym. Such a situation
is shown in Fig. 3 for variable W , which must be propagated to the modules that
evaluate variables P and Pd. The corresponding part of the SWM is shown in Fig. 6b.

Now, by the systematic application of these two mapping rules, the process graph
shown in Fig. 3 can be mapped to the SWM shown in Fig. 7. Note that root nodes
representing context phenomena (i.e., L, W , Loc and T ) correspond to the input
activities of the SWM, i.e. SWM activities labeled with function names without
variables, e.g. fL(), fW () and so on. Moreover, the resulting SWM for this example
contains only AND-joins and AND-splits, so it is considerably simpler than the
most general SWM introduced in [7]. More complex situation assessment problems
are likely to generate more complicated SWMs.
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6 Conclusions

The main objectives of this paper are (i) to provide a framework that allows analysis
of complex situation assessment problems, (ii) to expose the necessary conditions
that workflows have to satisfy in order to support accurate situation assessment in
collaborative systems and (iii) to provide a workflow formalization that allows sys-
tematic verification of complex workflows. In particular, we emphasize the link be-
tween the complexity of the domain and the complexity of the workflows in terms
of data and control coupling.

Firstly, we show that the correctness of the situation assessment processes crit-
ically depends on the workflow structure, which must reflect the dependencies be-
tween the observable and hidden phenomena of interest. On the other hand, tractable
solutions require loosely coupled processes. We introduce directed graphs represent-
ing qualitative aspects of causal processes, which facilitate investigation of the prob-
lem complexity. With such graphs, we can systematically analyze whether loosely
coupled solutions to a specific situation assessment problem exist and determine the
critical dependencies that have to be captured by the underlying workflow in which
assessment takes place.

Secondly, the resulting workflows are described in a way that supports rigorous
analysis of their properties and verification of their correctness (terminating condi-
tions, deadlocks, and so on).

In our discussions we assumed arbitrary modeling and inference techniques. Note
that such techniques can have consequences for the construction of workflows.
For example, in the special case where the modules represent cliques in a causal
Bayesian network and Junction tree algorithm is used for inference, the complexity
of control coupling is reduced but the complexity of data coupling is increased. The
synchronization in this case is reduced to a local rule that specifies which variables
can be marginalized out. However, for more general inference techniques lacking a
rigorous theoretical basis or involving non invertible functions/processes, the com-
plexity of the control coupling in workflows cannot be reduced. Instead, the loops
in the Domain Structure have to be solved by introducing synchronization of in-
formation flows through converging paths throughout the workflow. In those cases,
techniques similar to the cut-set approach used for loopy Bayesian networks can be
applied.

This paper presents the initial results of ongoing research and the discussion fo-
cuses on predictive reasoning only. Future work will focus on the relations between
the workflows and different types of reasoning, e.g. diagnostic and predictive infer-
ence. In addition, following [7], a more in-depth investigation regarding the mapping
of the resulting SWM to a Petri net – and its rigorous analysis for desired properties
using workflow analysis tools [16] – will be carried out.
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11. Lukovszki, C., Szabó, R., Henk, T.: Performance evaluation of a hybrid atm switch ar-

chitecture by parallel discrete event simulation. Informatica (Slovenia) 24(2) (2000)
12. Pearl, J.: Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Infer-

ence. Morgan Kaufmann (1988)
13. Pearl, J.: Causality: Models Reasoning and Inference. Cambridge University Press

(2000)
14. Penders, A., Pavlin, G., Kamermans, M.: A collaborative approach to construction of

large scale distributed reasoning systems. International Journal on Artificial Intelligence
Tools 20(6), 1083–1106 (2011)

15. Spirtes, P., Glymour, C., Scheines, R.: Causation, Prediction, and Search, 2nd edn. MIT
Press (2000)

16. van der Aalst, W.: Workflow Management: Models, Methods, and Systems. MIT Press
(2002)

17. Wieland, F.: Parallel simulation for aviation applications. In: Winter Simulation Confer-
ence, pp. 1191–1198 (1998)



A Trust-Based Approach for a Competitive
Cloud/Grid Computing Scenario

Fabrizio Messina, Giuseppe Pappalardo, Domenico Rosaci, Corrado Santoro,
and Giuseppe M.L. Sarné

Abstract. Cloud/Grid systems are composed of nodes that individually manage lo-
cal resources, and when a client request is submitted to the system, it is necessary to
find the most suitable nodes to satisfy that request. In a competitive scenario, each
node is in competition with each other to obtain the assignment of available tasks.
In such a situation, it is possible that a node, in order to obtain the assignment of
a task, can lie when declaring its own capability. Therefore, lying nodes will need
to require the collaboration of other nodes to complete the task and consequently
the problem arises of finding the most promising collaborators. In such a context,
to make effective this selection, each node should have a trust model for accurately
choosing its interlocutors. In this paper, a trust-based approach is proposed to make
a node capable of finding the most reliable interlocutors. This approach, in order
to avoid the exploration of the whole node space, exploits a P2P resource finding
approach for clouds/grids, capable of determining the admissible region of nodes to
be considered for the search of the interlocutors.

1 Introduction

Nowadays, the offer of on-demand computing resources is rapidly increasing,
changing the way in which users deal with special purpose computing require-
ments. Consequently, approaches such cloud computing [2] and grid computing [1]
are becoming the most widespread and leading concepts in the field of networked
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distributed systems. These systems are composed of nodes that individually manage
local resources, and when a client request is submitted to the system, it is necessary
to find the most suitable nodes to satisfy that request. In a collaborative scenario
the main problem is that the user request must be fulfilled as soon as possible, de-
termining the nodes with the necessary resources, while in the case of a competi-
tive cloud/grid system another issue must be considered. In a competitive scenario,
where clients pay a price to obtain a service, each node is in competition with each
other to obtain the assignment of available tasks. In such a situation, it is possi-
ble that a node can lie when declaring its own capability. A lying node will need
to require the collaboration of other nodes to complete the task, paying a price,
and thus the problem arises of finding the most promising collaborators. Since the
nodes are in competitions, they might be fraudulent or malicious when collaborating
with other nodes. Consequently, each node should have a trust model for accurately
choosing its interlocutors. In the context of the e-services, trust is defined as:“the
quantified belief by a truster with respect to the competence, honesty, security and
dependability of a trustee within a specified context” [4]. When two agents interact
with each other, one of them (the truster) assumes the role of a service requester and
the other (the trustee) acts as an e-service provider. In this context, while reliability
is a subjective measure, reputation is a measure of the trust that the whole com-
munity perceives with respect to a given trustee. Several reliability and reputation
models have been proposed in the past for representing both reliability and reputa-
tion [4, 9, 10]. In particular, we have proposed the RRAF model [3, 8] to suitably
combining these two measures into a unique, global trust measure. In RRAF, each
node selects among all the nodes the most promising collaborators based on such a
trust measure. However, when the size of the system becomes large, as in the case
of many cloud/grid systems, this selection task becomes impracticable.

Given these premises, in this paper we propose to modify the RRAF approach
to make it applicable to large cloud/grid systems. Our idea is that of introducing
the possibility, for a node that has to choose its interlocutors, of limiting the search
space to only those nodes that declare to have the necessary resources for realizing
the collaboration. To this aim, we propose to use a technique, called SW-HYGRA
(standing for Small World-HYperspace Grid Resource Allocation) [7], which orga-
nizes the servers/computing nodes, representing peers, in an overlay network fea-
turing certain characteristics aiming at suitably making the resource finding process
effective and efficient. The basic model of SW-HYGRA is to employ an overlay con-
struction algorithm which exploits the resource status similarity, i.e. peers featuring
a similar amount of resource availability tend to be interconnected - by means of the
links of the overlay - thus forming clusters which, in turn, are connected together
by means of few long links. Such an organization resembles the classical model of
small-world networks [12]. Some experiments we have realized show that the use of
SW-HYGRA in combination with a trust-based selection of the interlocutors intro-
duce in a competitive environment a significant advantage for a node, with respect
to other nodes that select their interlocutors based on the sole resource declaration.
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The remaining of the paper is organized as follows. In Section 2 we introduce
the competitive cloud/grid scenario we deal with. Section 3 describes our reliability
and reputation model, while 4 introduces the technique for finding suitable nodes
with SW-Hygra. An experimental evaluation of the proposed approach is provided
in Section 5. Finally, in Section 6 we draw our conclusions and discuss possible
developments of our ongoing research.

2 The Competitive Cloud/Grid Scenario

Our approach deals with a cloud/grid system, composed by nodes that provide a
set of services to clients, and that are in competitions to obtain the tasks requested
by the clients. In order to model such a competition, we suppose that when a client
needs a service, he sends a request to a Task Allocator TA, which assigns the request
to a node. For sake of simplicity, the assignment of the client’s request to a node is
performed by TA at pre-determined temporal steps. When a new step begins, TA
examines all the service requests submitted by clients, and assigns each request to
the node considered the most suitable based on the effectiveness shown by it in
the past. When the assignment is done, the client must pay a given service price
sp to the selected node to obtain the service. During each temporal step, the nodes
of the system can interact with each others, in order to exchange information. The
interactions among nodes follow this protocol:

• A node a, in order to provide a client with a service requiring a resource amount
q, may decide to search the collaboration of another node b, belonging to the ad-
missible region S(q) (see Section 4). Before requiring this collaboration, a could
ask a third node c for a recommendation about the expertise of b. This recom-
mendation is an evaluation of the Quality of Service (QoS) generally associated
with the services provided by b. The node c can accept or refuse to give the
recommendation. If it accepts, then a must pay a given reputation price rp to b.
The obtained recommendations can be used by a for updating its internal repu-
tation model (see Section 3). In words, a uses the gossips coming from the other
nodes in order to understand what is the reputation of b in the community.

• At the end of the step, TA i) directly asks a feedback to the client about his
evaluation of the quality of each service that a provided him during the step
and ii) provides this client’s feedback to a. The feedback informs a about the
quality of the contributions given by the contacted nodes. This way, a can use the
feedback to update its internal trust model.

3 The Reliability-Reputation Model

This section presents a trust model dealing with the previously introduced scenario.
Moreover, we present a methodology for computing the trust measures involved in
this scenario: reliability and reputation.
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We denote by A the list containing all the nodes belonging to the cloud/grid
system, and by ai the i-th element of A . A set of five mappings, denoted by SRi,
RRi, Ri, βi, and Pi is associated with each node ai, where each mapping receives a
node j as input and yields as output a different trust measure that the node ai assigns
to the node a j. Each trust measure is represented by a real number belonging to the
interval [0,1], where 0 (1) is the minimum (maximum) value of trust. In particular:

SRi( j) represents the service reliability that the node ai assigns to the services
provided by the node a j. We recall that the reliability represents the subjective
measure of the trust that a node has in another node. The value 0 (1) means
complete unreliability (reliability).

RRi( j) represents the recommendation reliability that ai assigns to the rec-
ommendations provided by a j. In other words, RRi( j) is a measure of how much
the node ai considers as reliable the suggestions coming from the nodes j about
other nodes, i.e. it represents the reliability of the gossip coming from a j.

Ri( j,c) represents the reputation that the node ai assigns to the node a j, based
on some recommendations coming from nodes of the community. Although the
reputation is not based on a subjective evaluation of the node, it is not an objective
measure, since each node a computes the reputation of another node b indepen-
dently of how the other nodes compute it. Thus, we can say that the value Ri( j)
represents how the node ai perceives the reputation of a j in the community. The
value 0 (1) means minimum (maximum) reputation.

βi( j,c), called reliability preference, represents the preference that ai assigns
to the usage of the reliability with respect to the reputation in evaluating a j. In
other words, when ai computes the overall trust score to assign to a j, it considers
both the contributions of service reliability SRi( j) and reputation Ri( j). The per-
centage of importance to give to the service reliability is represented by the value
βi( j), while the percentage to assign to the reputation is 1-βi( j). In our frame-
work, the mapping βi is arbitrarily chosen by ai following its personal strategy.

Pi( j,c) represents the overall preference that tai assigns to a j, based on both
the reliability and reputation perceived by ai.

Besides the five mappings described above, we define a mapping denoted by RECCi,
in order to represent the recommendations that the node ai has obtained by the other
nodes. Formally, RECCi is a mapping that receives two nodes a j and ak as input, and
yields as output a recommendation RECCi( j,k) representing the recommendation
that a j provided to ai about ak (i.e., a real value ranging in [0,1]).

Then, the mappings are updated by ai at each step, as follows:

• Phase 1: Reception of the Recommendations. ai receives, at the current step,
some recommendations by the other nodes, in response to previous recommen-
dation requests. These recommendations are stored in the RECC mapping.

• Phase 2: Computation of SR mapping. The TA sends to ai the feedbacks for
each service s provided in the past step, where the contributions given by other
nodes to ai are evaluated. These feedbacks are contained in a mapping FEED,
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where each feedback FEED(s, j) is a real number belonging to [0,1], repre-
senting the quality of the collaboration that the node a j provided to the node ai

concerning the service s. A feedback equal to 0 (1) means minimum (maximum)
quality of the service. Basing on these feedbacks, ai updates its mappings SR and
RR. Specifically, we choose to compute the current reliability shown by a j in its
collaboration with ai by averaging all the feedbacks concerning a j. Therefore,
denoting by Services( j) the set of services provided by ai with the collaboration
of a j at the previous step, the current service reliability sr( j) shown by a j is
computed as

sr( j) =
∑s∈Services( j) FEED(s, j)

Services( j)

At each new step, this current reliability is taken into account for updating the
element SRi. We choose to compute this value by averaging the value of SRi at
the previous step and the current reliability computed at the new step. Thus:

SRi( j) = α ·SRi( j)+ (1−α) · sr( j)

where α is a real value belonging to [0,1] and representing the relevance that ai

gives to the past evaluations of the reliability with respect to the current evalua-
tion. In other words, α measures the importance given to the memory with respect
to the current time. In an analogous way, the feedbacks are used to update the rec-
ommendation reliability RR. The current recommendation reliability of a j at a
given step is computed by averaging all the errors made by a j in providing a rec-
ommendation. In words, if a j recommended to ai the node ak with a recommen-
dation RECC( j,k), and the feedback for ak concerning a service s is FEED(s,k),
the error made by a j by its recommendation is |RECC( j,k)−FEED(s,k)|. By
averaging all the errors concerning services of the category c, we obtain an eval-
uation of the current precision of a j with respect to the recommendations relating
to ak, that is (∑s∈Services(k,c) |RECC( j,k)−FEED(s,k)|)/Services(k). Finally, by
averaging this precision on the set Nodes( j) of all the nodes ak evaluated by a j

in the previous step, we obtain the current recommendation reliability rr(k):

rr(k) =
1

|Nodes( j)| ∑
k∈Nodes( j)

∑s∈Services(k) |RECC( j,k)−FEED(s,k)|
|Services(k)|

Now, to update the element RRELi( j), we use a weighted mean between the value
of RRELi( j) at the previous step and the current recommendation reliability:

RRELi( j) = α ·RRELi( j)+ (1−α) · rr(k)

where α has the same meaning than for the case of the service reliability.
• Phase 3: Computation of R and β . The recommendations contained in RECCi

are used by ai to compute the reputations of the other nodes of the community.
In particular, ai computes the reputation of another node a j as a weighted mean
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of all the recommendations received by the other nodes concerning a j, where the
weight of each recommendation value is the recommendation reliability. Thus:

Ri( j) =
∑k∈AS,k �=i RECCi(k, j) ·RRi(k, j)

∑k∈AS,k �=i RRi(k, j)

The β coefficient associated to the agent ai is recorded in the mapping βi.
• Phase 4: Computation of P. The node ai finally computes the overall preference

measure Pi( j) in the node a j by considering both the service reliability SRi( j)
and the reputation Ri( j). In particular, the value of the mapping βi( j) is used to
weight the importance of the service reliability with respect the reputation:

Pi( j) = βi( j) ·SRi( j)+ (1−βi( j)) ·Ri( j)

At each step, the node ai exploits the mapping P to select, among the nodes be-
longing to the admissible region S(q), the most suitable candidates to require a
collaboration.

4 Finding Suitable Nodes with SW-HYGRA

According to the schema reported in the Sections above, a node receiving a job re-
quest, which cannot directly fulfill, searches for another node (or a set of nodes)
exposing an adequate amount of resources and, by exploiting reputation data, es-
tablishes whether it is best suited to perform the job. Since we are considering an
environment model composed of a huge number of nodes1, to support such a search
process we adopt a peer-to-peer approach since it is known to be more efficient
and scalable than a centralized solution [5, 11]. The schema adopted in this paper is
derived from SW-HYGRA (Small-World HYperspace-based Grid Resource Alloca-
tion), a P2P resource finding approach for clouds/grids developed and studied by the
authors in the recent years [6, 7]. SW-HYGRA is based on organizing the nodes in
an overlay network, exploiting the links to surf the network, from node to node, until
the one able to offer the required resource is found. The key aspect of SW-HYGRA
is the algorithm adopted to construct the overlay network, which is also the basis
for an efficient resource finding process. SW-HYGRA uses a geometric abstraction
by modeling the entire system as a n−dimensional space where each resource type
represents a coordinate whose value is the available quantity of the considered re-
source. Each node, on the basis of its resource availability, is represented as a point
in the hyperspace, therefore its position changes each time a new job is allocated
on it, or a running job terminates, freeing the resources no more used. A metric is
introduced to measure the “distance” between two nodes, i.e. how much two nodes
are “far” in terms of resource availability. To this aim, we exploited the Euclidean
distance computed using node’s coordinates.

1 In an order which ranges from 10K to 1M.
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4.1 Overlay Construction Algorithm

Overlay construction is the key for a fast and effective resource finding. It is per-
formed by means of a decentralized algorithm which runs on each node of the net-
work executing the following steps (say n∗ a generic node):

1. node n∗ contacts its linked/neighbor nodes in order to obtain, in turn, their linked
nodes; this operation allows a node to obtain the set of linked nodes at 2-hops;

2. the set is ordered by using the Euclidean distance of each node from n∗;
3. on the basis of some threshold parameters k and h, node n∗ rearranges its links,

interconnecting itself with at most k near nodes and at least h far nodes.

As reported in [6], which details algorithm performances obtained by means of some
simulation measurements, the effect of the said steps is to create some clusters of
nodes featuring a short intra-cluster distance, while keeping long links between clus-
ters. Since the Euclidean distance is a measure of resource availability similarity,
such clusters are characterized by nodes with a resource status very close to each
other. By exploiting short links, a fast navigation inside the cluster is possible to
e.g. refine a resource finding process, while, by using long links, it is possible to fast
reach the region (i.e. the cluster) in the hyperspace where the nodes offering the re-
quested resources reside. As proved in [7], the overlay network obtained features a
structure quite similar to a small-world [12]; as it is known, such networks exhibit a
high clustering degree and a very low average path length, characteristics which are
very important to make resource finding effective. Some steps in the construction of
an overlay network by exploiting the proposed algorithm are depicted in Figure 1.

Fig. 1 The overlay network construction

4.2 Resource Finding

According to the said hyperspace abstraction, not only a node can be viewed as
a point in the metric space but also a resource request can be represented in the
same way. Indeed, requesting to execute a job implies to ask the system to allocate
a certain amount of provided resources, such as at least a certain quantity of RAM,
a certain number of CPU or cores, etc. Since such a request in general carries the
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specific quantities of resources and, since resources are the coordinates of our hy-
perspace, the request denotes a point representing the lower-left corner of a region
or semi-space whose internal nodes are those offering adequate resources for the
given request. Such a semi-space is called in SW-HYGRA as the admissible region
S, for the specific request and its discovery is the aim of the resource finding al-
gorithm detailed below. As usual in P2P systems, also resource finding exploits a
decentralized approach which is based on the following check-and-forward model:

1. A node receiving the request checks if it is able to fulfill it; if this is the case, the
node belongs to the admissible region, so we reached the target and can continue
with step 4;

2. if the node does not have sufficient resources, it contacts its neighbors and, on
the basis of their resource status, forwards the request to one of them, selected
using an appropriate heuristics; such an heuristics is chosen in order to help the
request to reach the admissible region as soon as possible;

3. the algorithm keeps track of all the nodes visited (this set is carried together
with the request), if all the possible nodes to jump onto are already analyzed,
the system does not include a node suitable to host the request, so the algorithm
terminates with failure;

4. when we found a node belonging to the admissible region, by suitably navigating
through links the algorithm can reach other valid nodes, in order to build the set
needed by the reputation schema.

A study on effectiveness, correctness and performances of this resource finding al-
gorithm can be found in [6], as well as the evaluation of some forwarding heuristics.
Results proved that, above all in presence of high overall system load (low resource
availability), the algorithm described performs very well, ensuring to find the target
node in less than 10 steps (on average) with a network size in the order of 105 nodes.

5 Experiments

In order to prove the effectiveness of the proposed approach, we performed a set
of simulations with the same C-based simulation tool we used for the experimental
analysis of the SW-Hygra system [6]. To this aim, we extended the basic test-bed by
introducing the reputation model into the SW-HYGRA system, as explained below.

The role of Task Allocator has been defined in the following way: once it receives
a request, it is forwarded to the most suitable node (see Section2), which in turn
will look for a collaboration with another node through the SW-HYGRA algorithm
explained in Section 4.2. We modeled the capacity of the single node to provide
a certain level of quality of service by the ratio q∗

q , where q∗ is the actual amount
of resources offered by the single node, and q is the amount of declared resources.
Since in our experimental test-bed the coordinates of the nodes are based on the
value of q (see Section 4.1), according to the above considerations, the nodes within
the admissible region might not have enough resources to provide the maximum
level of service, i.e. to fully satisfy the received request. We categorized the nodes
into two subsets: T (with Trust model) includes the nodes which use the reputation
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model whenever they have to select their collaborator; WT (Without Trust model)
includes nodes which do not use the reputation model nor relative information.

The simulation has been performed in a test-bed of 105 nodes. We studied i) the
effect of the different values of q∗

q on the average QoS provided to the clients2, and

ii) the effect of the different values of the ratio |W T |
N , where N is the total number of

nodes. The results, reported into Figures 2a and 2b, show that the integration of the
competitive approach described into Sections 2 and 3 has makes a difference for the
level of QoS provided by the whole system.
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Fig. 2 Results of the: a) Average QoS for the sets WT and T; b) Average QoS vs ratio |WT |
N

Indeed, we observed that nodes in T provide, in average, a better level of sat-
isfaction (QoS) than the others in WT (Figure 2a), and whenever the size of set
WT grows over the 50% of the total, the QoS of the system drastically decreases
(Figure 2b).

6 Conclusions

In this paper, we have presented a trust-based approach to support task allocation
in a competitive cloud/grid system. Our approach, similarly to other similar tech-
niques developed in the past for competitive agent systems, allows a node to choose
the most promising interlocutors to obtain a collaboration, based on both a direct
trust measure (reliability) and a reputation measure derived from the recommenda-
tions of the other nodes. However, differently from the aforementioned approaches,
that generally explore the whole agent space for selecting the interlocutors, our tech-
nique exploits the SW-HYGRA Grid Resource Allocation for organizing the server-
s/computing nodes in an overlay network featuring certain characteristics. This way,
our approach suitably makes the resource finding process efficient in a competitive
cloud/grid system, since a node that has to find some interlocutor for a collaboration
using its trust model can limit its search to an admissible region previously discov-
ered by SW-HYGRA. The basic model of SW-HYGRA is to employ an overlay
construction algorithm which exploits the resource status similarity, i.e. peers fea-
turing a similar amount of resource availability tend to be interconnected by means

2 It is collected in form of feedback according to Section 2.
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of the links of the overlay thus forming clusters which, in turn, are connected to-
gether by means of few long links. Some experiments we have realized show that
nodes using our trust-based approach perform significantly better than nodes that
do not use any trust model to select their interlocutors. As for our ongoing research,
we plan to extend our approach in order to consider nodes that dynamically change
in time their resource capabilities. In this future scenario, the advantage of using a
trust-based model should be even more significant.
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Data Science and Distributed Intelligence:
Recent Developments and Future Insights

Alfredo Cuzzocrea and Mohamed Medhat Gaber

Abstract. Big Data, Data Science and MapReduce are three keywords that have
flooded our research papers and technical articles during the last two years. Also,
due to the inherent distributed nature of computational infrastructures supporting
Data Science (like Clouds and Grids), it is natural to view Distributed Intelligence as
the most natural underlying paradigm for novel Data Science challenges. Following
this major trend, in this paper we provide a background of these new terms, followed
by a discussion of recent developments in the data mining and data warehousing
areas in the light of aforementioned keywords. Finally, we provide our insights of
the next stages in research and developments in this area.

1 Introduction

The two terms Big Data [28] and MapReduce [12] have dominated the scene in the
intelligent data analysis field during the last two years. They are in fact the cause and
effect of the rapid growth in data observed in the digital world. The phenomenon of
very large databases and very high rate streaming data has been coined recently as
Big Data. The largest two databases for Amazon account for 42 terabytes of data
in total, and YouTube receives at least 65,000 new videos per day. Such figures in-
crease every day and we are literally drowning in high waves of data. Making sense
out of this data has become more important than ever in the knowledge era. With the
birth of learning from data streams, Mutukrishnan in his later published book [24]
has defined data streams as “data arriving in a high rate that challenges our com-
putation and communication capabilities”. In fact, this definition is now more true
than back then. In spite of the continuous advances in our computation and com-
munication capabilities, the data growth has been much faster, and the problem has
become even more challenging. As a natural reaction to this worsening, a number of

Alfredo Cuzzocrea ·Mohamed Medhat Gaber
ICAR-CNR and University of Calabria, I-87036 Cosenza, Italy
School of Computing, University of Portsmouth, Portsmouth PO1 3HE, Hampshire, UK

G. Fortino et al. (Eds.): Intelligent Distributed Computing VI, SCI 446, pp. 139–147.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



140 A. Cuzzocrea and M.M. Gaber

advanced techniques for data streams have been proposed, ranging from compres-
sion paradigms (e.g., [10, 11]) to intelligent approaches that successfully exploit the
nature of such data sources, like their multidimensionality, to gain in effectiveness
and efficiency during the processing phases (e.g., [8]), and recent initiatives that are
capable of dealing with complex characteristics of such data sources, like their un-
certainty and imprecision, as dictated by modern stream applicative settings (e.g.,
social networks, Sensor Web, Clouds – [9]).

Addressing such challenges has kept Data Mining and Machine Learning practi-
tioners and researchers busy with exploring the possible solutions. MapReduce has
come as a potentially effective solution when dealing with large datasets, by en-
abling the breakdown of the main process into smaller tasks. Each of these tasks
could be performed either in a parallel or distributed processing mode of opera-
tion. This allows the speed-up of performing complex data processing tasks, in an
attempt to catch up with high speed large volume of data generated by scientific
applications, such as the promising contexts of analytics over large-scale multidi-
mensional data and large-scale sensor network data processing. With Big Data and
MapReduce at the front of the scene, a new term describing the process of dealing
with very large dataset has been coined, Data Science.

In line with this, when these kind of dataset are processed on top of a service-
oriented infrastructure like the novel Cloud Computing one [2], the terms “Database
as a Service” (DaaS) [19] and “Infrastructure as a Service” (IaaS) arise, and
it is become critical to understand how Data Science can be coupled with dis-
tributed, service-oriented infrastructures, with novel and promising computational
metaphors. Hence, due to the inherent distributed nature of computational infras-
tructures like Clouds (but also Grids [15]), it is natural to view Distributed Intelli-
gence as the most natural underlying paradigm for novel Data Science challenges.

Following this major trend, in this paper we highlight the development in the
Data Science area by first providing the necessary background of the Big Data and
MapReduce in Section 2. Recent developments in the Data Mining field with the
emergence of data science are provided in Section 3, followed by the recent devel-
opments on OLAP and Data Warehousing in Section 4. In Section 5, we present
the foreseen future development in this area. Finally, in Section 6, we provide a
summary and conclusions of our research.

2 The Emergence of Data Science

In his famous article “What is Data Science?” [23], Loukides has enumerated dif-
ferences between Data Science and traditional statistical analysis. Mainly, Data
Science deals with the whole process of gathering data, pre-processing them and
finally making sense out of them, producing what he termed as data products. This
definition may be confused with any definition given to Data Mining and Data
Warehousing processes. What really makes Data Science different, however, is the
holistic approach when looking at producing a data product. This is especially true
with the large volumes of noisy and unstructured data generated in our daily lives,
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from social media to search terms on Google. Traditional Data Mining and Ware-
housing strategies become no longer valid when dealing with such large and dy-
namic data sources.

Thus, the phenomenon of Big Data has dictated the emergence of a new field
that encompasses a number of well-established areas, including at the front line,
Data Mining and Warehousing. This is the Data Science field, a term that we will
encounter very often for some years to come. Scaling up the data analysis techniques
to cope with Big Data has spotted the light on old functional programming functions,
map and reduce, giving raise to the MapReduce computational paradigm. In the
following subsections, a discussion of the Big Data phenomenon and how the two
functions map and reduce have helped scaling up Big Data problems within the
MapReduce paradigm is provided.

2.1 The Big Data Phenomenon

Soulellis [27] has enumerated a number of examples of Big Data. These include:
(i) approximately, one zettabyte (i.e., 1,000,000,000,000 bytes) of data have been
produced in 2010; (ii) it is estimated that 8 zettabytes of data will be produced in
2015; (iii) more than 30,000 tweets are sent every minute actually. All these exam-
ples well-describe the Big Data phenomenon that characterizes actual information
systems. More interestingly and in addition to these examples, 90% of our data was
the result of only the last two years of data production.

As a consequence, we are facing a big challenge with such huge data, and ade-
quate analysis of these data can help advancing our knowledge greatly. There is no
doubt that there is a great business advantage when enterprises are able to use such
data to guide their decision making. It is a well-known news story that GAP store
chain management have reverted their decision to change the company’s logo when
sentiment extracted from social media revealed that the customers did not like the
new logo [4]. Another example is the controversial news story that TARGET depart-
ment store have been able to predict that a teenage girl is pregnant using her new
pattern of purchasing [21].

Not only business enterprises can benefit from such large data repositories, sci-
entific discoveries can be also drawn from big data collected using advanced in-
struments generating data at very high rates. Galaxy Zoo [22] is one example of
large data repository that uses the emergence of citizen science. Citizen science uses
crowd annotation and data collection for the use in scientific research. In Galaxy
Zoo, a very large collection of images representing galaxies are provided for users
to annotate.

2.2 The MapReduce Computational Paradigm

MapReduce is a programming model that uses a divide and conquer method to
speed-up processing large datasets [12]. It has been used in 2003 for the imple-
mentation of inverted index within the Google Search Engine in order to efficiently
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handle the search process. Also, it has been successfully exploited to handle large
scale Machine Learning and Text Analytics tasks within Google Analytics. Hadoop
[3] is the widely-known open source implementation of MapReduce.

The model of MapReduce has two main functions (map and reduce). The map
function processes a key/value pair to produce a number of intermediate key/value
pairs, which are then processed using the reduce function to merge all the inter-
mediate pairs, and obtain the final result. A simple example by Dean and Ghemawat
[12] has a map function that takes a string, and outputs the value 1 for each occur-
rence of a word in that string. The reduce function in turn processes this output
to sum up the total occurrences for each word in the given string. MapReduce has
attracted a great deal of attention over the past five years. More than 100,000 jobs
uses MapReduce run on Google clusters every day [12]. Similar examples could be
found in other giant software firms. MapReduce is a natural way for distributed and
parallel processing of large datasets. Thus, Big Data has found a feasible way to be
consumed by processing applications. However, the pace of data generation is still a
big issue. This is especially true when we deal with Data Mining and Warehousing
applications.

MapReduce is strictly related to the DaaS and IaaS metaphors mentioned in Sec-
tion 1. Here, we discuss DaaS and IaaS in greater detail. DaaS defines a set of tools
that provide final users with seamless mechanisms for creating, storing, accessing
and managing their proper databases on remote (data) servers. Due to the naive
features of Big Data, DaaS is the most appropriate computational data framework
to implement Big Data repositories [2]. MapReduce is a relevant realization of the
DaaS initiative. IaaS is a provision model according to which organizations out-
source infrastructures (i.e., hardware, software, network) used to support ICT oper-
ations. The IaaS provider is responsible for housing, running and maintaining these
services, by ensuring important capabilities like elasticity, pay-per-use, transfer of
risk and low time to market. Due to specific application requirements of applications
running over Big Data repositories, IaaS is the most appropriate computational ser-
vice framework to implement Big Data applications.

3 Recent Data Mining Developments

A number of Data Mining techniques have been developed utilizing the MapRe-
duce framework to scale up to Big Data. Papadimitriou et al [26] have classified
the applicability of speedingup Data Mining algorithms using MapReduce into the
following three categories: one-iteration techniques that are perfect for MapReduce,
multiple-iterations techniques that are applicable taking into consideration that only
small amount of shared information needs to be synchronized among iterations,
and not- applicable techniques that typically require large shared information to be
synchronized. Examples of the first category are Canopy for clustering and Naive
Bayes and K-Nearest Neighbours (K-NN) for classification. K-means for clustering
and Gaussian Mixture for classification represent typical examples of the second
category. Finally, Support Vector Machine (SVM) cannot easily utilize MapReduce
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for speeding-up the execution of the method, hence it is a well representative of
the third category. However, it is still possible to design an implement techniques
falling in the third category in a way that they can utilize the benefits of using the
MapReduce framework.

In clustering, Ene et al [14] have developed two clustering algorithms, namely,
MapReduce-kCenter and MapReduce-kMedian, targeted to extend classical Data
Mining methods to MapReduce framework, for efficiency purposes. The two algo-
rithms run in a constant number of MapReduce rounds achieving a constant fac-
tor approximation. Experimentally, significant speed up of the proposed techniques
have been reported. Another clustering technique has been proposed by Corderio et
al in [7]. This technique aims at minimizing the I/O and the network cost, propos-
ing the so-called “Best of both Worlds” BoW technique, which supports subspace
clustering on very-large high-dimensional datasets on top of MapReduce. Papadim-
itriou and Sun [25] have used the MapReduce framework to develop a distributed
co-clustering algorithm, that has been coined DisCo. Experimentally the technique
was able to scale up to several hundreds to gigabytes of data. Utilization of MapRe-
duce for K-means has been reported in [5], proving that a speed up of an average
of 1.937 can be achieved on a dual core processor. A more generic contribution
has been developed by Ghoting et al [17], which propose a generic toolkit for the
development of Data Mining algorithms using MapReduce, termed as NIMBLE. In
classification, Chu et al [5] have also utilized MapReduce to speed-up Naive Bayes,
Neural Networks, Logistic Regression and Linear SVM. It has been experimentally
proven that running these techniques on a dual core processor speeds-up target tech-
niques approximately by 2 times (in average: 1.950 for Naive Bayes, 1.905 for Neu-
ral Networks, 1.930 for Logistic Regression, and 1.819 for Linear SVM).

4 Recent Data Warehousing and OLAP Developments

Among the recent advances on Data Warehousing and OLAP over Big Data, ana-
lytics over Big Data play a relevant role in this respect. Let us focus on this research
challenge in a greater detail. Analytics can be intended as complex procedures run-
ning over large-scale, enormous-in-size data repositories (like Big Data repositories)
whose main goal is that of extracting useful knowledge kept in such repositories.
Two main problems arise, in this respect. The first one is represented by the issue
of conveying Big Data stored in heterogeneous and different-in-nature data sources
(e.g., legacy systems, Web, scientific data repositories, sensor and stream databases,
social networks) into a structured, hence well-interpretable, format. The second one
is represented by the issue of managing, processing and transforming so-extracted
structured data repositories in order to derive Business Intelligence (BI) components
like diagrams, plots, dashboards, and so forth, for decision making purposes. Actu-
ally, both these aspects are of emerging interest for a wide spectrum of research
communities, and more properly for the Data Warehousing and OLAP research
community. As a consequence, this has generated a rich literature. At the indus-
trial research side, Hadoop [3] and Hive [29] are two fortunate implementations of
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the ETL (Extraction-Transformation-Loading) layer and the BI layer of Big Data
applications, respectively.

Although analytics over large-scale data repositories have been deeply investi-
gated recently, the problem of extending actual models and algorithms proposed
in this respect to the specific Big Multidimensional Data context plays a leading
role, as multidimensional data naturally marry with analytics. Analytics over Big
Data repositories has recently received a great deal of attention from the research
communities. One of the most significant application scenarios where Big Data
arise is, without doubt, scientific computing. Here, scientists and researchers pro-
duce huge amounts of data per-day via experiments (e.g., think of disciplines like
high-energy physics, astronomy, biology, bio-medicine, and so forth) but extracting
useful knowledge for decision making purposes from these massive, large-scale data
repositories is almost impossible for actual DBMS-inspired analysis tools.

In response to this “computational emergency”, the Hadoop system has been pro-
posed, as above-mentioned. Hadoop runs MapReduce tasks over Big Data, and also
it makes available the Hadoop Distributed File System (HDFS) [3] for supporting
file-oriented, distributed data management operations efficiently. It has been high-
lighted that Hadoop is a kind of MAD system [6] meaning that (i) it is capable of at-
tracting all data sources (M standing for Magnetism), (ii) it is capable of adapting its
engines to evolutions that may occur in big data sources (A standing for Agility), (iii)
it is capable of supporting depth analytics over big data sources much more beyond
the possibilities of traditional SQL-based analysis tools (D standing for Depth). In a
sense, Hadoop can be reasonably considered as the evolution of next-generation
Data Warehousing systems, with particular regards to the ETL phase of such
systems.

Several studies, like [13], have provided recommendations for further improving
the computational capabilities of Hadoop, whereas [1] proposes HadoopDB, a novel
hybrid architecture that combines MapReduce and traditional DBMS technologies
for supporting advanced analytics over large-scale data repositories. Furthermore,
Starfish [20] is a recent self-tuning system for supporting big data analytics that is
still based on Hadoop but it incorporates special features trying to achieve higher
performance by means of adaptive metaphors. By looking at BI aspects of analytics
over big data, the state-of-the-art research result is represented by Hive [29], a BI
system/tool for querying and managing structured data built on top of the Hadoop’s
HDFS. Hive which allows us to obtain the final analytics components (in the form of
diagrams, plots, dashboards, and so forth) from the big data processed, materialized
and stored via Hadoop. Also, Hive introduces a SQL-like query language, called
HiveQL [29], which runs MapReduce jobs immersed into SQL statements.

5 What Is Next?!

Web 2.0 applications will continue generating Big Data for few years to come,
along with the ever increasing volumes of scientific data that is generated contin-
uously and in a very high data rate. Smartphones as an emerging source of Big
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Data have started to provide us with rich source of fine-grained sensory data. The
data gravity principle has never been as true as today and it will become even more
important in the near future. This principle as stated by the Data Mining guru Gre-
gory Piatetsky-Shapiro is that ”the bigger the data, the harder it is to move it, so
logic need to come to big data”. Some new directions that are likely to continue
in the Data Mining research area related to Big Data include the following topics.
(i) Mobile Data Mining A focus of performing Data Mining locally on handheld
devices has attracted a great deal of attention recently. Addressing the issues of lim-
ited resources and changing context of mobile users has been addressed in a large
number of proposals. Examples include the work by Gaber [16] and Gomes et al
[18]. (ii) Embedded Data Mining in Wireless Sensor Networks It has been proved
experimentally that in-network processing of wireless sensor networks is the most
feasible mode of operation for such networks. Accordingly, a number of techniques
have been developed to mine data on board wireless sensor nodes. Accordingly, a
number of techniques for mining data on board wireless sensor nodes have been
developed (e.g., [30]).

As regards to Data Warehousing and OLAP research area related to Big Data,
there still are a number of open research problems, some of which can be summa-
rized by the following questions. (i) How To Directly Integrate Multidimensional
Data Sources Into The Hadoop Lifecycle? Hadoop populates the underlying struc-
tured Big Data repositories from heterogeneous and different-in-nature data sources,
such as legacy systems, Web, scientific data sets, sensor and stream databases, so-
cial networks, and so forth. Despite this, no research efforts have been devoted to
the yet-relevant issue of directly integrating multidimensional data sources into the
Hadoop lifecycle, which is an exciting research challenge for next-generation Data
Warehousing and OLAP research. (ii) How To Model and Design Multidimensional
Extensions of HiveQL? In order to achieve an effective integration of multidimen-
sional data models with analytics over Big Data, the query language HiveQL must
be enriched with multidimensional extensions as well. These extensions should take
into consideration language syntax aspects as well as query optimization and evalua-
tion aspects, perhaps by inheriting lessons learned in the context of actual MDX-like
languages for multidimensional data. (iii) How to Design Complex Analytics over
Hadoop-Integrated Multidimensional Data? Multidimensional data provide add-on
value to Big Data analytics. In this respect, design complex analytics over Hadoop-
integrated multidimensional data plays a critical role. Actual analytics, although
quite well-developed, still do not go beyond classical BI components, like diagrams,
plots, dashboards, and so forth, but complex BI processes of very large organizations
demand for more advanced BI-oriented decision support tools, perhaps by integrat-
ing principles and results of different-in-nature disciplines like statistics.

6 Summary and Conclusions

In this paper, we have discussed the emergence of Data Science and its consequent
developments in the areas of Data Mining and Data Warehousing. We have also put
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in emphasis the natural marriage between Data Science and Distributed Intelligence
paradigms, due to the inherent distributed nature of computational infrastructures
supporting Data Science (like Clouds and Grids). As active researchers in this field,
we have also highlighted possible future directions for further developments of both
Data Mining and Data Warehousing areas related to Big Data. We observe how these
directions will result from the Big Data phenomenon with extreme high gravity
distribution. New models of data processing will be required in the near future,
opening the door for new key players to take leading roles in the market.
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18. Bártolo Gomes, J., Gaber, M.M., Sousa, P.A.C., Menasalvas, E.: Context-Aware Collab-
orative Data Stream Mining in Ubiquitous Devices. In: Gama, J., Bradley, E., Hollmén,
J. (eds.) IDA 2011. LNCS, vol. 7014, pp. 22–33. Springer, Heidelberg (2011)
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Data-Flow Awareness in Parallel Data
Processing

David Bednárek, Jiřı́ Dokulil, Jakub Yaghob, and Filip Zavoral

Abstract. The memory hierarchy affects the performance of task-scheduling strate-
gies in task-based parallel environments. For data-intensive problems, the flow
of data may be explicitly specified as a part of the algorithm, allowing the task
scheduler to be aware of the data flow. In this paper, we describe such a task-based
environment with explicit data-flow specification. We demonstrate the effect of data-
flow awareness on the system performance. The results show that the explicit spec-
ification of data flow improves the quality of task scheduling.

1 Introduction

One of the approaches of parallel software development is task parallelism where
the job is divided into a set of tasks. A scheduler is responsible for the selection
of the next task that will be run in the same thread once the previous task is done.
The scheduling strategy may affect the overall performance in many ways; e.g., the
performance is sensitive to the effect of memory hierarchy (using caches). Unfortu-
nately, schedulers in contemporary parallelization systems (TBB [1], OpenMP [2],
or MPI [3]) do not have enough information on data flow, so it is difficult to optimize
their scheduling strategy with respect to the memory hierarchy.

We focus on the area of data-intensive scientific computing where the cost of
data access forms a significant portion of the overall cost; on the other hand, the
computation aspect of the problem is typically too difficult to be divided into a set
of completely independent tasks. Consequently, the communication between tasks
significantly affects the performance. We show that a task-baed system may signif-
icantly benefit from explicit specification of data-flow information. We have used
the Bobox parallelization framework [4] which was developed for scientific experi-
ments in databases, streams and data processing in general [5–7].
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2 Parallel Execution Environment

The data flow is specified by a user in a form of a Bobox plan that contain boxes
(computation units) connected to a nonlinear pipeline. One box processes tasks in
series; boxes communicate using envelopes that contain data of the tasks. The role
of the scheduler is dynamically assigning the tasks to the processors. Instead of
having a central task scheduler, we propose running a separate scheduler for each
thread in the pool that maintains two queues of tasks. Immediate queue is dedicated
for tasks, which should be immediately scheduled while the data are hot in cache,
stealing queue holds tasks, which are not tightly bound to the thread. When a task
finishes, the scheduler starts the execution of the first task in the immediate queue.
If the queue is empty, the scheduler tries to schedule the head of the stealing queue.
If the stealing queue is empty, the scheduler steals tasks from another scheduler.
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Fig. 1 Scheduling example

A task can be enqueued either as an immediate task or as a relaxed task. An
immediate task is placed at the head of the immediate queue, whereas a relaxed task
is placed at the end of the stealing queue. The selection of enqueueing is hard-wired
into a framework. The main reason is the cache-awareness; since the head of the
immediate queue should be scheduled immediately by the same thread on the same
CPU, the data bound to the task is likely hot in the cache. A relaxed task is placed
on the tail since the data are not needed to be hot.
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An example of the scheduling of four theads is displayed in Fig. 1. First, the initial
box is enqueued. When it is invoked, it produces a special marker (poisoned pill),
sends it to the first via and enqueues the via (1b). The via duplicates the poisoned
pill, sends it to the boxes and enqueues them (1c). The thread no. 2 steals one of the
tasks (1d) and both tasks are invoked, the boxes produce the results and send them
to the vias. The newly created tasks are enqueued with the same thread (1e). In the
last step (1f), one of the task gets stolen by the thread no. 3.

3 Flow Control

Consider a part of a pipeline that consist of two boxes. P produces data and sends it
to C that performs a complex computation. At some time after the start of the com-
putation, P generates the first data, sends it to V and enqueues itself. The via V that
connects P to C receives the first envelope and is also enqueued. After invocation
of P ends, V is immediately invoked by the scheduler. V forwards the envelope to
C, enqueues C and ends the invocation. C is then invoked and starts its long compu-
tation. At some point, the task corresponding to P gets stolen by another scheduler
and invoked. Another envelope is produced and sent to C.

If this went on long enough, a great number of envelopes would be created and
remain waiting. This could consume a lot of memory – up to the total size of data
produced by P. To prevent wasting the memory, the size of the input buffer of each
box is limited. If the buffer is full (congested), further data is rejected. When data
is removed from the buffer, the via that sends the data is notified and resends them.
This way, the congestion can propagate in the direction opposite to the flow of data.
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(a) Initial
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(b) Conges-
tion starts

P
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C

V
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Fig. 2 Congestion example – compute average

Since the pipeline may be nonlinear, there may exist deadlock situations. Con-
sider a stream of numbers to filter out numbers that are above the average. The
pipeline could split the data into two branches – this is done by a via V with one
input and two outputs (Fig. 2). One branch does nothing with the data and the other
computes the average. These branches are then combined by a box C – the data
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stream and the average value. This box cannot process the data stream until it re-
ceives the average. But, if the number of envelopes in the data stream is larger than
the total size of buffers, the box C would cause congestion which will propagate up
to the via V and the via V will also start rejecting any further inputs (Fig. 2b).

The solution is left to the model generation module (e.g. SPARQL compiler [5]).
It has to identify such situations and solve it by adding an extra helper box H (Fig.
2c) to the pass-through branch. The new box should accept all incoming envelopes.
This way, the C box does not get congested and the A box can get the complete
data and compute the average value. It means that all of the data is kept in the
memory, but this cannot be avoided in this scenario. However, there are alternative
solutions. For instance, if the stream can be computed twice with reasonable cost,
then both branches can have their own source and even if the pass-through branch
gets congested, it does not create the deadlock.

4 Experiments

4.1 DFA Scheduler

In order to evaluate the impact of the data-flow awareness, we performed series of
tests using data-flow aware (DFA) and referential (non data-flow aware) schedulers.
The test simulates a stream processing application where a complicated floating
point operation needs to be performed on each item. The pipeline consisted of 190
boxes, each of which performed four trigonometric functions on each item.

The results (see Table 1, Graph 3) show the times (in millisec. per a megabyte of
data) that were achieved with different envelope sizes. The optimum is affected by
two main aspects – scheduling granularity and cache size.

Table 1 Execution times of two schedulers (in ms)

2K 4K 8K 16K 32K 64K 128K 256K
DFA 1686 1267 1046 947 911 977 1420 2935
ref 1927 1423 1313 1297 1751 3002 3007 4044

The scheduling granularity works in two opposite directions. Larger envelope
size means that tasks take longer to complete and their number is reduced; this
reduces the scheduling overhead. On the other hand, it reduces the amount of time
the system is able to run in parallel. The main effect of the cache is that if the data
become larger than the available cache, the performance decreases. In simple setups,
a single point where the data no longer fit into a cache can usually be identified as
a sudden drop in performance. Since most CPUs have several levels of caches of
increasing sizes, several drops are usually present.

The results of the DFA scheduler provide significantly better performance re-
gardless of the data size. Moreover, the best results of the DFA scheduler is wider
than in non-DFA scheduler; its performance tuning is much easier. The results of
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Fig. 3 Results of the experiments (time in ms / size of envelopes)

the non-DFA scheduler show high sensitivity to the cache sizes (64 KB L1 cache,
256 KB L2 cache); there is a performance degradation where the data exceeds the
cache size. When the size of the data chunk exceeds the size of the cache (512 KB),
the advantage of the DFA scheduler is eliminated, because each row is forced out of
the cache and all operations are handled by the main memory.

4.2 Parallelism

To test speedup of a single execution and limit the influence of other factors, we
created an “ideal conditions” test. We use a linear pipeline with 12 boxes. The first
box produces a stream of data, then there are ten boxes that perform computation
intensive operation on those data. The 12-th box receives the data. Table 2 shows
the results of the test performed on 256 envelopes for different number of threads.

Table 2 Query performance for different number of threads

# of threads time (ms) std. dev. speedup # of threads time (ms) std. dev. speedup
1 13416 8.4 1 8 3358 607.1 3.99
2 6741 11.0 1.99 16 9391 2519.6 1.43
4 3708 188.3 3.62 32 17104 3044.1 0.78

The results are close to what was expected – for 2 and 4 threads, there is a sig-
nificant speedup over 1 thread. When 8 threads are used, the speedup is lower (the
CPU has 4 physical cores and the 8 logical cores are provided by HyperThreading).
The actions are computation-intensive, thus reducing the effect of HyperThreading.
With higher number of threads than logical cores, the scheduling becomes impaired
by preemptive multitasking actions. The dramatic fall in performance also suggests
that the application-level scheduler is significantly more effective than the operating
system scheduler for this type of problems.
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5 Conclusions

We have demonstrated the impact of supplying data-flow information to a scheduler.
From this point of view, the architecture of Bobox has the following advantages: (1)
data-flow information is automatically a part of the application code, (2) the time
required by the data-flow awareness in the scheduler is negligible, (3) the scheduler
is able to cooperate with the application in the selection of the optimal task size, and
(4) the improvement of the overall performance is significant.

The experiments have shown that data-awareness provides a significant perfor-
mance increase. When compared to the optimal set-up of the non-DFA scheduler,
the optimal setup of DFA scheduler required 30% less time; when both schedulers
work with the same chunk size, the DFA scheduler always outperforms the non-DFA
scheduler, unless the chunk size exceeds the cache size, in which case the cache is
rendered useless in our test.

Many parallelization libraries offer the pipeline paradigm; however, linear
pipeline is insufficient for many applications and their developers must use generic
task parallelism which does not explicitly specify the data flow. As this paper shows,
the data-flow awareness is beneficial and the ability of Bobox system to maintain
non-linear pipeline is its important advantage.
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Efficient Group Communication for Large-Scale
Parallel Clustering

David Pettinger and Giuseppe Di Fatta

Abstract. Global communication requirements and load imbalance of some parallel
data mining algorithms are the major obstacles to exploit the computational power
of large-scale systems. This work investigates how non-uniform data distributions
can be exploited to remove the global communication requirement and to reduce the
communication cost in iterative parallel data mining algorithms. In particular, the
analysis focuses on one of the most influential and popular data mining methods,
the k-means algorithm for cluster analysis. The straightforward parallel formulation
of the k-means algorithm requires a global reduction operation at each iteration step,
which hinders its scalability. This work studies a different parallel formulation of the
algorithm where the requirement of global communication can be relaxed while still
providing the exact solution of the centralised k-means algorithm. The proposed ap-
proach exploits a non-uniform data distribution which can be either found in real
world distributed applications or can be induced by means of multi-dimensional
binary search trees. The approach can also be extended to accommodate an approx-
imation error which allows a further reduction of the communication costs.

1 Introduction

In spite of the large number of clustering algorithms available in the litterature [1],
the longevity and popularity of the k-means algorithm [2] [3] is witnessed by its
perpetual adoption in many applicative domains.

Given a set of N input patterns and a user-defined parameter K, k-means deter-
mines a set of K points, called centres or centroids, so as to minimise the mean-
squared distance from each data point to its nearest centre. The k-means algorithm
is an iterative refinement process, where at each iteration the clustering assignments
are updated, consequently changing the definition of the clusters.
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Multi-dimensional binary search trees (KD-Trees) can be used for very efficient
nearest neighbour searches. KD-Trees and, in general, partitional trees, have been
adopted to improve the efficiency of the sequential k-means algorithm [4, 5].

While a straighforward parallel formulation [6] of the k-means algorithm has
been widely adopted, parallel k-means algorithms based on KD-Trees have not, as
they are expected to have an irregular distribution of the computation load and to
suffer from load imbalance [7, 8]. While this issue has so far prevented the adoption
of these approaches in parallel computing environments, here we show that it can
be turned into a main advantage.

Another important limitation of parallel k-means algorithms is that their com-
munication costs and synchronisation requirements do not scale well in the number
of processes. At each k-means iteration a global all-to-all reduction operation is re-
quired. Obviosly this is preventing their adoption in very large-scale parallel and
distributed systems.

This work proposes a communication-efficient parallel formulation for the k-
means algorithm based on KD-Trees for large and extreme-scale parallel systems.
The combination of a data partitiong scheme and a novel efficient operation for
group communication shows better scalability than the straightforward parallel k-
means approach with respect to the communication costs.

The rest of the paper is organised as follows. Section 2 recalls the basic k-means
algorithm. Section 3 reviews parallel k-means formulations and the use of KD-Trees
for speeding up the convergence of the iterative process. Section 4 introduces a
communication-efficient group-reduce operation. Section 5 provides experimental
evidence of the efficiency of the proposed approach. Finally section 4 provides con-
clusive remarks and future research directions.

2 The K-Means Algorithm

Given a set X = {x1, . . . ,xn} of n data vectors in a d dimensional space Rd and a
parameter K (1 < K < n) which defines the number of desired clusters, k-means
determines a set of K vectors M = {m1, . . . ,mK}, called centres or centroids,
to minimise the average within-cluster variance. The clustering associated to the
set of centroids M is the set of disjoint partitions P = {P1, . . . ,PK}, such that
⋃K

k=1 Pk = X and Pi
⋂

P j = /0 (i �= j). The centroid of the cluster k is derived to
approximate the ‘centre of mass’ of the cluster partition Pk and is defined as:

mk =

(
1
nk

) nk

∑
i=1

x(k)i , (1)

where nk is the number of data points in the cluster k (nk = |Pk|), and x(k)i is a data

point in the cluster k (x(k)i ∈Pk).
The error for each cluster is the squared sum of a norm ||·||, e.g. the Euclidean

norm, between each input data point and its nearest centroid. The objective function
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that k-means optimises is the overall error (squared error distortion) E(M) which is
given by the sum of the squared errors for each cluster:

E(M) =
n

∑
i=1

min
k=1..K

||xi−mk||2 =
K

∑
k=1

nk

∑
i=1

∣
∣
∣
∣
∣
∣x

(k)
i −mk

∣
∣
∣
∣
∣
∣
2
. (2)

The sum of the squared errors E(M) is a popular objective function as it combines
a measure of homogeneity and separation of the clusters. The optimal clustering
corresponds to the global minimum E(M). For general values of K and d and with
the Euclidean distance as metric, the problem is known to be NP-hard [9].

Given an initial condition, i.e. a set of initial centroids, the k-means algorithm [2,
3] adopts a ’hill climbing’ heuristic method to determine the local minimum of the
objective function. The algorithm repeats an iterative refinement step until no further
improvement can be achieved. At each iteration two main steps are performed:

• distance calculation: for each data point compute the distance to each cluster
centroid and find the closest cluster centroid;

• centroid update: recompute each cluster centroid as the average of data points
assigned to the cluster partition.

The straightforward implementation of the algorithm is often referred to as a ‘brute
force’ approach, because it performs a ‘nearest neighbour’ search among the K cen-
tres for each of the n data points of the dataset. Thus, it performs exactly n ·K
distance computations at each iteration.

3 Parallel K-Means

Parallel clustering algorithms have been extensively studied (e.g. [11], [10], [6]). In
particular, [6] proposes a straightforward implementation of the brute force k-means
algorithm for distributed memory systems. The input data points are partitioned in
equal sized sets and distributed to p processes. Initial centroids are generated at
a master process and distributed (broadcast) to the other processes. Each process
performs a k-means iteration on its local data partition. At the end of each iteration
a global reduction operation (e.g. MPI ALLREDUCE generates the updated global
centroid vectors and the global distortion measure. At each process and for each
iteration three main steps are performed:

• distance calculation: for each data point of the local data set compute the dis-
tance to each cluster centroid and find the closest cluster centroid;

• global reduction operation: all nodes perform a deterministic reduction opera-
tion to compute cluster global sums and counts and the global error;

• centroid update: recompute each cluster centroid as the average of all data
points assigned to the cluster using the global sums and counts.

In a static and homogeneous computing environment of limited size the brute force
approach in [6] guarantees a perfectly balanced load among the processes. At each
iteration a single all-reduce operation can be used to compute the aggregation for
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(d · K + 1) real values and K integer values over all processes. The number of
communication steps of the all-to-all reduction operation is log2(p). However, this
global deterministic reduction operation is not suitable for very large systems.

3.1 Parallel KD-Tree K-Means

A parallel formulation of the k-means algorithms based on KD-trees [7] can reduce
the number of distance computations and the total computation cost. However, it
introduces load imbalance in contrast to the perfectly balanced approach of the par-
alle ‘brute force’ approach [6]. The work in [8] provides an efficient and scalable
parallel formulation based on KD-trees which employs a dynamic load balancing
policy and provides better scaling properties than the parallel ‘brute force’ approach
for large-scale and heterogeneous computing environments.

The parallel k-means algorithm based on KD-trees follows a computation - com-
munication pattern similar to [6]. The main difference is that a distributed KD-tree
is constructed (sequentially [12] or in parallel [13]) in a preprocessing step and is
adopted in the core computation at each iteration to reduce the overall number of dis-
tance computations. The effectiveness of the sequential KD-tree k-means approach
depends on the similarity (spatial aggregation) of the input patterns. The relative
effectiveness of the parallel algorithm depends on how the data set is partitioned
among the processes. The spatial aggregation of patterns must be preserved in the
local partitions. To this aim in [8] appropriate data partitions are generated by ex-
ploiting the KD-tree itself. An initial KD-tree is built up to the level log2(p), where
p is the number of processes. This generates p leaves with data partitions which
have a spatial aggregation as good as in the sequential algorithm. The leaves of this
initial KD-tree define the data partitions to be distributed to the parallel processes.
Each process builds a local KD-tree from the assigned leaf of the initial tree.

The parallel KD-tree k-means approach [8] adopts this partitioning method to
reduce the overall computation cost. However, it is still based on a global deter-
ministic reduction operation, which hinders the adoption of any of these parallel
k-means algorithms in large-scale distributed environments.

This work identifies in the parallel KD-tree k-means approach the opportunity to
introduce an optimisation in terms of the communication cost as well.

4 Efficient Reduction Operation

The partitioning based on KD-tree induces a non-uniform data distribution and pro-
cesses do not equally contribute to the determination of the centres updates as it was
in [6]. Considering a single centroid, only a subset of processes contributes patterns
to its cluster. Moreover, this limited scope increases during the iterations, as the
centroids better approximate the centres of mass of the clusters.

The single global all-reduce operation for all clusters can be replaced by mul-
tiple cluster-specific operations (group-reduce). These operations can be executed
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in parallel and independently from each other. And, above all, each group-reduce
operation can be performed over a subset of the processes.

A global all-reduce operation requires exactly log2(p) communication steps. The
maximum number of the communication steps for completing any group-reduce
operation is log2(p′), where p′ = maxk(|Pk|) and Pk is the subset of processes which
contribute to cluster k. For large-scale systems and non-uniform cluster distributions
we expect that |Pk|<< p, for each k and p′ << p.

The global all-reduce and the group-reduce operations are depicted in figure 1.
In the group-reduce operation the list of process identifiers (pID) is used to map
process IDs to group IDs (mID). The group-reduce then is equivalent to an all-
reduce operation within a smaller communication world. The group-reduce could
be implemented by means of an all-reduce operation within an MPI communica-
tion world defined over the group. However, the definition of a new communication
world would add communication overhead. Since groups may change at every k-
means iteration, this approach is unlikely to provide the expected improvement.

(a) all-reduce (b) group-reduce

Fig. 1 Recursive doubling for all-reduce and group-reduce

The proposed approach is based on a dynamic group membership management
which does not involve additional communication. The control information for the
dynamic management of group membership is piggy-backed in the group-reduce
messages. Any change to the list is performed within the reduction operation itself;
no additional communication is required. During a reduction operation the pID list is
propagated and any change is incorporated. At the end of the group-reduce operation
all processes receive the same list, which is used to define the process group for the
subsequent reduction operation.

Here we briefly describe the group membership protocol. For each cluster a group
leader is identified and explicitly manages initial group memberships. Each process
pi keeps a reference list of current group members Lcur

i , i.e. the next group-reduce
operation is performed over the processes in it.
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(a) prototypes (b) patterns

Fig. 2 2D representation of the multi-dimensional prototypes (a) and patterns (b)

The reference list (Lcur
i ) is initialised and propagated by the group leader. Alter-

natively, the initial list can include all processes by default. In this case a first global
all-reduce would be performed.

At each communication step s of a group-reduce operation the process pi gen-
erates a local pID list Li,s (Li,0 = Lcurr

i ) to be included in the group-reduce data
message. At step s a message exchange is performed with process j. The compu-
tation of the reduction operator includes the merging of the local and remote lists,
Li,s+1 = Li,s⊕Lj,s.

When the contribution of a process is below the threshold Tmin, it will still partic-
ipate to the current group-operation and will remove its pID from the local list Li,s:
it will not participate to the next operation.

An ’external’ process is a process that is not participating to the group operation,
i.e. its pID �∈Lcur

i . An external process can join the group by sending its contribution
asynchronously to any of the participating nodes, a contact process (e.g. the group
leader). The contact process includes the external data contribution to its own for
the next reduction operation and adds the external process ID to its local list Li,s.
All participating processes will receive the external process ID, which can join the
group in the next group-reduce operation. The contact point acknowledges the join
request by sending the reduced IDs list of the group to the external process.

5 Experimental Analysis

The better scalability of the parallel KD-tree k-means depends on the efficiency of
the group-reduce operation with respect to the all-reduce operation adopted in the
straighforward parallel formulation. The improvement in terms of the communica-
tion costs and running times can only be appreciated for very large and extreme-
scale systems. For relatively small parallel computing systems the approach based
on a group-reduce operation is not expected to produce a significant improvement
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because of the logarithmic relation between number of processes and communica-
tion steps. Nevertheless, we can evaluate the effectiveness of the approach even for
a small-scale system by determining the percentage of processes involved in the
group-reduce operations as the all-reduce operations always involve all processes.

5.1 Data Generation and Execution Environment

We have generated an artificial data set with 200000 patterns in a 20-dimensional
space with a mixed Gaussian distributions. First we have generated K = 50 proto-
types in the multi-dimensional space. For each prototype we have generated 4000
patterns using a multivariate Gaussian distribution with a random standard deviation
in the range [0.0,0.1]. In order to create a more realistically skewed data distribution,
we have distributed 25 prototypes uniformly in the whole domain and 25 prototypes
were restricted to a subdomain. This generated a higher density of prototypes in
the subdomain. The parameters were chosen in order to generate a dataset which
contains some well separated clusters and some not well separated clusters in the
subdomain. We have applied Multi-Dimensional Scaling to the set of prototypes
and to a sample of the patterns to visualize them in 2-dimensional maps. Figures
2a and 2b show 2D maps, respectively, of the 50 prototypes and of a sample of the
patterns. The higher density area is clearly visible at the center of the map.

The 20-dimensional patterns have been organised in a KD-tree and have been
distributed among the processes using the nodes at level log2(p) of the initial tree.
Each local partition contains an equivalent number (3125) of patterns. This can be
easily achieved by adopting an opportune policy in the construction of the tree (e.g.
the median approach in KD-tree [12]).

The software has been developed in Java and adopts MPJ Express [14], a Java
binding for the MPI standard. The experimental tests were carried out in a IBM
Bladecenter cluster (2.5GHz dual-core PowerPC 970MP) connected via a Myrinet
network, running Linux (2.6.16.60-0.42.5-ppc64) and J2RE 1.5.0 (IBM J9 2.3).

5.2 Results

We have extracted and analysed some statistics on the contribution of the processes
(p = 64) to the group-reduce operations for the computation of the cluster centres
(K = 50) during the iterations of the parallel KD-tree k-means algorithm.

Figure 3 shows the number of processes actively involved in the K group-reduce
operations. The chart shows the empirical cumulative distribution function (cdf ) for
a few first iterations (1,2,3,5) and the last iteration (68) of the k-means algorithm.
At the very first iteration the number of processes actively involved in most group
operations is 48 and is indicated by the rightmost vertical segment on the chart. The
initial centroids that are used during the first iteration are chosen randomly and the
contribution of many processes is required, although they are already less than the
total number of processes (75%).
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Fig. 3 Processes in the group-reduce operations: exact reduction at different iteration cycles
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Fig. 4 Processes in the group-reduce operations at It#5: exact and approximate redutions

It is interesting to notice that after the first iteration less processes are actively
involved and this is quickly converging towards the behaviour at the last iteration.
The curves for the iterations 5 and 68 are barely distinguishable. From the the second
iteration the centroids already are an approximation of the centre of mass of the
clusters. Given the good spatial aggregation in each local partition provided by the
KD-tree partitioning method, many local partitions will contribute only to a subset
of the clusters: some clusters will receive small contributions or any contribution at
all by many processes.

In the exact parallel k-means algorithm all contributions have to be taken into
account regardless of how small they are. For this reason a few group-operations
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still require a high number of processes (48 at It#1, 35 at iteration 35), although
some contributions contain very few patterns. In iteration #1 and #5 a few processes,
respectively, 33 and 18, account for 90% of the contributions.

A straightforward optimisation is then the introduction of an approximation error
to inhibit processes from giving small contribution to group operations. We have
adopted a threshold Tmin, defined as the minimum percentage of the local data pat-
terns which a process can contribute to a group operation.

Figure 4 shows the empirical cdf for various Tmin values. If we consider Tmin =
5%, only those processes contributing with at least 156 data patterns (over 3125)
to a cluster participate to the corresponding group-reduction operation. In this case,
any operation involves no more than 11 (p′) processes instead of 35 of the the exact
algorithm and 64 (p) of the global all-reduce approach. The maximum number of
communication steps for any group-reduce operation is �log2(p′)� = 4 instead of
log2(p) = 6, leading to an improvement of 33.3%.

6 Conclusions

Many parallel data mining algorithms can not be currently adopted in very
large-scale systems for the poor scalability property of the adopted communication
patterns, such as global reduction operations. We have presented a communication-
efficient parallel formulation of the k-means algorithm for cluster analysis. The ap-
proach is based on multi-dimensional binary search trees (KD-trees) and a novel
group-reduce operation. In contrast to the global all-reduce operation, group-reduce
dynamically adapts and restricts the communication group to those processes which
provide useful contributions to the operation. KD-trees are used to induce a non-
uniform data distribution among the processes to maximise the advantage of the
group-reduce operation. The experimental analysis in a small-scale environment
with 64 processors has confirmed that the method is effective in reducing the num-
ber of communication step for each k-means iteration. Although, the advantage is
expected to be significant only for very large-scale systems due to the log relation
between the number of processes and the number of communication steps of the re-
duction operation. Further work will be devoted to the simulation of very large-scale
scenarios to assess the reduction of the communication costs.
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A High Performance Engine for Concurrent
CEP in Erlang

Bill Karakostas

Abstract. This paper describes the architecture, prototype implementation and per-
formance analysis of a complex event processing engine that can meet soft real
time constraints, and scale up to many thousands of concurrent events. We have
avoided the resource overheads associated with the processing of large numbers of
concurrent events (such as, for example, those generated by user sessions in a web
site) by using lightweight Erlang processes and a ‘shared nothing’ architecture. We
demonstrate how this approach can achieve predictable event processing times un-
der varying loads, using only modest hardware resources in an SMP architecture.

1 Introduction

The need to detect and respond to events forming complex patterns (CEP) under
(soft) real time constraints is important in systems and applications, such as process
control and telecommunications. In such systems, soft real time constraints must be
met in order for the system to cope with large numbers of simultaneous events (for
example, phone calls) while maintaining satisfactory response times.

The ability to meet soft real time constraints imposes specific requirements for
the architecture and design of a complex event processing engine (CEP). The allo-
cation of computing resources to the processing of individual events must take into
account the number of concurrently occurring events and the processing required
for each event. If shared resources such as databases, are involved, care must be
exercised to avoid situations such as race conditions that will hamper system per-
formance. Performance constraint satisfaction is usually very hard, or even impos-
sible, to verify by static means, i.e. without stressing the system under realistic load
conditions.

In this paper we propose an approach in which each occurring event pattern
(i.e. a cluster of related events) is assigned to a dedicated computing resource
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(a lightweight process) that operates in a ’share nothing architecture’. By ensuring
that processing of such event patterns does not require access to shared resources
such as I/O and databases (i.e. it is ’side effect free’), performance can be more
predictable for a given execution environment.

Moreover, the event patterns considered in this paper comprise (relatively) few
events that are temporally close to each other; thus a process that handles an event
pattern executes for a brief time and does not hog system resources.

The remaining of the paper is structured as follows. Section 2 surveys related
work in the area of complex event processing languages, architectures and perfor-
mance estimation approaches. The next section describes the design rationale archi-
tecture of the CEP engine, while its main components such as the event description
language and the syntax of Event Condition Action rules are described in Section 4.
Section 4 also presents performance statistics in a number of experiments, in a sim-
ulated multiuser environment. Finally, Section 5 concludes with the main benefits
of the approach and with suggestions for research for its future enhancement.

2 State of the Art

Complex event pattern languages allow the specification of complex events in the
condition part of Event-Condition-Action (ECA) rules. To describe relationships
between times of different events, either absolute or relative, suitable expressive
languages are required, typically based on some kind of temporal logic. Such event
languages have been proposed for example in [1] and [3]. Performance of CEP en-
gines has been critical for real-time computing and analytics applications . Equally
important is the ability to scale performance in line with system load in order to de-
liver continued performance over time. There are however relatively few approaches
reported in the literature, where performance constraints are explicitly accommo-
dated by the architecture of a CEP engine. One such approach reported in [2] is
essentially a framework that generates code for a CEP application and enables to
determine time bounds on the application response to a set of supported events. The
approach presented here, achieves the required response times, using modest hard-
ware resources, and can scale up to large numbers of concurrent users, i.e. in the
region of 10000 using the experimental prototype described in this paper.

3 Architecture of a CEP Engine in Erlang

The high level architecture is shown in Figure 1. The core engine is implemented
as an Erlang module that implements functions for receiving events and dispatching
them to spawned processes. Another module contains the ECA rules, with each rule
also implemented as an Erlang function. At runtime, the core engine uses two dy-
namic, memory based, structures ( dictionaries in Erlang terminology) that contain
the hashes of event types to rules, and the currently active rule instances, hashed
by user session keys. All modules of the above architecture operate within a single
Erlang VM (’Emulator’).
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Fig. 1 Architecture of the CEP Engine

Both events and ECA rules are implemented using native Erlang data types and
computational structures. Although several ECA rule notations exist, for example
Rule-ML [5], none of them was adopted in order to avoid the overheads incurred by
the need for a rule interpreter/parser and associated data and format conversions.

An ECA rule is an Erlang function consisting of a number of clauses that update
the current condition part (i.e. state) of the rule based on the type of the received
events. When the current rule condition matches the expected rule condition, the
rule is fired. Each ECA rule essentially implements a business rule (an advertising
or marketing strategy for example) of the company that utilises the event engine.

An example of how ECA rules are defined in Erlang is shown below. The rule
below will fire if three events of types e1, e2, e3 are received (in no specific order)
within 10000 milliseconds from the time the rule is spawned.

ecarule1234(E1, E2, E3) ->
case (E1 == e1) and (E2 == e2) and (E3 == e3) of
true -> ruleaction1234(e1,e2,e3), exit(0);
false ->
receive Event
case
e1 -> ecarule1234(e1, E2, E3);
e2 -> ecarule1234(E1,e2,E3);
e3 -> ecarule1234(E1,E2,e3);
Other -> ecarule1234(E1,E2,E3)
after 10000 -> exit(0)

end.

4 Performance Evaluation

As argued in Section 2, meeting strict response constraints in an ECP driven system
can be challenging and is, in general, hard to verify. The total reaction time to an
event in a CEP system can be broken down into the following constituents:
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1. td: the time it takes for a single event to be detected and validated by the system
2. te: the time it takes for the ECA rule engine to evaluate the pattern and fire an

action if there is a match
3. ta: the time it takes to execute the action and update the relevant part of the ECP

driven system.

The performance constraint can be formulated as td + te + ta < t max where tmax is set
according to the type of the target ECP driven system.

Assuming that the CEP system has the following average performance
characteristics:

• Event detection rate d (events per CPU cycle) or C * d time units, (assuming a
CPU clock of C cycles per time unit)

• ECA rule evaluation rate r (rules per CPU cycle) or C * r time units
• Action rate a (actions per CPU cycle) or C * a time units

A sequential processing of a load of n event patterns would mean that the nth event
pattern will be processed in n*(1/d + 1/r + 1/a) cycles or n*(1/d + 1/r + 1/a)/C time
units (e.g. seconds).

To meet the timing requirements for all events we must ensure that n*(1/d +
1/r + 1/a)/C < tmax

One obvious way to meet such performance targets is to increase CPU perfor-
mance (instructions per clock cycle) and/or clock speed. The alternative as advo-
cated in this paper is to execute concurrently one or more of the processing steps,
d, r, a. Thus, in this paper the rule evaluation and firing is proposed to be executed
concurrently, ensuring that (within the overall resource limits) the handling of each
event cluster/user session is independent from that of the other event clusters.

To understand real performance of the above architecture a prototype event en-
gine was implemented in Erlang (version R15b). The prototype implementation con-
sisted of the CEP engine, 10 sample rules and an Erlang application that simulates
users interacting with the system.

We executed the prototype on a Windows 7 PC with an Intel Core 2 Duo T7300
2Ghz, dual core processor and 2 gigabytes of RAM. A version of the Erlang emu-
lator with symmetric multiprocessing capabilities, was deployed, in order to utilise
the multicore architecture of the host platform.

Ten distinct event types and ten sample rules with no side effects (I/O and
database access) were used in the experiments. A separate Erlang application that
simulates connected users by randomly generating events, was used to stress the sys-
tem and to measured average event pattern handling times. Figure 2 shows that CPU
utilisation by the different CEP engine components grows linearly with the number
of connected users. For 1000, 5000 and 10000 concurrent user sessions, average re-
sponse time was almost constant and in the region of 150 seconds. To achieve lower
response rates, CPU speed or the degree of concurrency in rule execution, would
need to be increased, as explained in Section 3.

Performance of CEP engines is improving steadily, mainly due to advances in
hardware. As an example, the Real-Time Event Engine (RTEE) from Object Design
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[4] reported the ability to capture over 11,000 network events/second on a single
processor mid-range workstation, while simultaneously querying real-time events
to make them available to operational support systems. More recent CEP engines
that utilise dedicated hardware architectures (both parallel and distributed) have im-
proved even further on these figures. However, it is not always obvious how such
systems can scale up and exploit advances in hardware and software architectures
without radical redesign of their architectures. The prototype architecture presented
in this paper compares therefore favourably with current commercial developments,
but more importantly addresses the scalability potential by exploring the concur-
rency potential that is presented in the new generation of multicore computer ar-
chitectures and the inherent capability to exploit them, that is built in development
environments such as Erlang/OTP.

Fig. 2 CPU utilisation by the CEP Engine

5 Conclusions

This paper has argued that event handling in soft real time is possible with commod-
ity systems of modest resources, even when the numbers of concurrent events are
very large (i.e. in the order of tens of thousands per second), by utilising concurrent
lightweight computations.

In the event engine architecture described in this paper, we avoid the performance
penalty associated with the creation of multiple threads to handle user sessions, by
utilising the Erlang language’s native threads that execute within a virtual machine
and consume substantially fewer system resources compared to operating system
threads.

The category of systems we envisage been supported by this architecture, are Web
sites (i.e. for ecommerce, social media etc.) where users attention must be captured
(online marketing) and purchases can be influenced. Although individual user’s be-
haviour cannot be predicted, the average time users spend on a site can be statistically
calculated. Thus, it is possible to estimate the time a user will remained connected,
and therefore the required response time. As the average time a user stays connected
to a web site can be measured in only a few tens of seconds for some types of web
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sites, the ability to be able to handle thousands of connected user sessions with under
10 second response times is often required from today’s CEP engines.

An additional advantage of systems like the one described here is that both CEP
engine and rule development share the same programming environment (Erlang),
thus avoiding impedance mismatch. For even more seamless integration of the CEP
and the monitored system, a browser could operate within the same (Erlang) envi-
ronment as the engine, such as for example the Yaws web server which is written
in Erlang and uses Erlang as its embedded language. Additional mechanisms for
storage of user sessions both for long term purposes (i.e. mining) and for recovery
from temporary failures at runtime need also to be explored.
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Contextual Synchronization for Efficient Social
Collaborations: A Case Study on TweetPulse

Jason J. Jung

Abstract. It is important to be aware of user contexts for supporting efficient col-
laborations among them. The goal of this paper is to present a social collaboration
platform where we can understand i) how the user contexts are dynamically chang-
ing over time, and ii) how the user contexts are mixed with multiple sub-contexts to-
gether. Thereby, we have implemented TweetPulse, which is a a Twitter-based tool
for context monitoring and propagation system in a given social network. Tweet-
Pulse can match contexts of the users (and integrate them) to find the most relevant
users. Eventually, collaboration among users are contextually synchronized. by dy-
namically organizing a number of communities. A set of users in each community
come together to share skills or core competencies and resources at the moment.
We have shown the experimental results collected from a collaborative information
searching system in terms of i) setting thresholds, ii) searching performance, and iii)
scalability testing.

1 Introduction

Computer-supported collaborative work (CSCW) has been important to deal with
complex problems in many different domains. Particularly, in virtual organizations
(e.g., virtual enterprises and e-learning systems), a large number of communications
are needed for supporting collaborations among multiple users. Main strategy of
the existing CSCW schemes and systems is to discover user communities (called
collaborative networks), with respect to the contexts of the users. Thus, users can
more efficiently collaborate with other users in the same community by providing
various processes and services (e.g., expert finding and question-answering).
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However, they assume that the user contexts should be fixed and static. It means
that the collaboration is not possible any more, after the user has been involved
to different task. The contexts of users are dynamically changing over time. The
CSCW systems have to be able to take into account the dynamics of contexts [2, 3,
7, 9, 10].

In previous work, we have claimed that contextual synchronization is useful for
ontology-based collaboration [7]. Additional empirical studies on contextual syn-
chronization shows that the proposed work outperforms in terms of scalability [8].

Fig. 1 TweetPulse for Contextual Synchronization

Various social media tools (e.g., Twitter and FaceBook) have been used to com-
municate with other users. Especially, many literatures have found that such so-
cial media tools are powerful for propagating information to multiple users. Thus,
the goal of this work is to exploit the social media tools for supporting contextual
synchronization process. As shown in Fig. 1, given a set of three users, the latest
contexts of other collaborators can be collected through not only directly the corre-
sponding social media (e.g., Twitter) but also additional media channels (e.g., web-
pages and third-party applications). Then, the proposed system (called TweetPulse)
can find the contextual relationships between the users, and eventually, organize a
set of communities for supporting their collaborations.

The outline of this paper is as follows. In Sect. 2, we defines several notations for
representing user contexts. Sect. 3 gives a main contribution on contextual media-
tion among TweetPulse users. Sect. 4 shows how to evaluate the proposed CSCW
architecture. Finally, in Sect. 5, we draw a conclusion of this work.

2 Context Modeling

The user contexts are extracted from social activities in the proposed system. In
this section, we want to discuss how to formulate the ontologies, user contexts and
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mappings between the contexts by using the notations introduced in our previous
work [7, 8].

Basically, personal ontologies are applied to represent their own domains and
interests. More importantly, these formal representations make the user contexts to
be comparable.

Definition 1 (Ontology). An ontology O is represented as

O := (C ,R,ER ,IC ) (1)

where C and R are a set of classes (or concepts) and a set of semantic relations
(e.g., equivalence, subsumption, disjunction, etc), respectively. ER ⊆ C ×C is a set
of relationships between classes, represented as a set of triples {〈ci,r,c j〉|ci,c j ∈
C ,r ∈R}, and IC is a power set of instance sets of a class ci ∈ C .

Each user can take actions (e.g., annotation by creating his own personal ontology)
during managing his resources (e.g., blogs, bookmarks, and KMS) in personal in-
formation repositories.

Definition 2 (Personal ontology). For a given set of annotations Ak from resources
RESk of user uk, his personal ontology OP

i is represented as

O
P
k = (C ,R,ER ,IC ,Ak) (2)

where Ak = {〈ci,r,res j〉,〈insα ,r,res j〉|ci ∈ C , insα ∈IC ,r ∈R,res j ∈ RESk}.
Current context depends on the resources the user is working on for the moment.
Also, the semantics are determined by the mapping with his personal ontology.

Definition 3 (Context). At a certain moment t, a context ctx(t)k of user uk obtained
by a mapping function M at time t is given by

ctx(t)k = {ci|ci ∈M (OP
k ,res(t))} (3)

where res(t) is a resource that the user is working on.

Definition 4 (Mapping). A mapping function M is given by

M (OP
k ,res(t)) = arg{ci|〈ci,r,a〉∈OP

k }max
∑ f∈S (res(t)),a∈A SimL ( f ,a)

|S (res(t))| (4)

where SimL = 1− Distance( f ,a)
max(| f |,|a|) measuring the similarity between two given terms f

and a based on string matching algorithms. This function returns a set of concepts ci

applied to annotation a. The sting matching can be based on various schemes, e.g.,
edit and levenshtein distances. For simplicity, substring distance has been used in
this work.

Thus, by comparing these user contexts, a set of collaborative networks can be built.
We can assume that all of the user contexts are contextually cohesive.
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Definition 5 (Collaborative network). A collaborative network CNi consists of

CNi = 〈Ui,Vi〉 (5)

where Ui is a set of users and Vi ⊆ |Ui|× |Ui|.
Definition 6 (Group context). Given a collaborative network CNi, a group context
is represented as

ctx�CNi
=

|Ui|⋂

k=1

ctxuk (6)

where uk ∈CNi. It means a set of the most concepts covering all of the personal user
contexts.

Additionally, in a collaborative network, social centrality of users can be computed.
Then, the most centralized user (denoted as u�CNi

) is regarded as capable of playing
the role of a contextual representative of the corresponding CN. Compared to incre-
mental building of consensus ontologies over time [6], this group context must be
updated whenever people have a new context.

3 Contextual Collaboration

In this work, the contextual collaboration should be synchronized. It is regarded as a
community identification process, with respect to the latest user contexts. Once we
have a set of user contexts at a certain moment, the user contexts and the relation-
ships between the contexts should be considered to support efficient collaborations
in real time.

3.1 Contextual Synchronization for Ad Hoc Collaboration

Since particularly the user context is dynamically changing, the community identi-
fication process should be done in an ad hoc manner. Thus, the contextual synchro-
nization procedure [7] consists of three basic steps; i) integrating personal contexts
into a group context, ii) detecting contextual transitions, and iii) re-organizing CNs
for a new group context.

Particularly, to be aware of contextual transition of the users, we are considering
that the context of a user can be changed while conducting a certain task. Thus,
whenever any contextual transition of the context is detected, the CN must be re-
organized. Context transition is based on comparison between a context ctx(t) and
previous ones, e.g., ctx(t−1). If the difference is above a threshold τCT X , we assume
that the corresponding user (or users) is researching distinct resources. For instance,
the function for user uk may be formulated by testing the following step;

SimCT X(ctx(t)uk ,ctx(t−1)
uk )≤ τCT X . (7)
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Instead of the contexts of every individual user, the group contexts of CNs are ap-
plied to enable greater efficiency in the testing calculation.

More importantly, three semantic factors (i.e., semantic distance matrix Δ�,
semantic distance mean μ�, and semantic distance deviation σ�) are defined
to measure temporal patterns indicating relationships between contexts of users
in a CN, and group contexts [7]. We mainly focus on a sequence of contexts
[ctx(t−T+1),ctx(t)] by using the sliding windows method, where T is the size of the
time interval.

Statistical distribution of contextual transitions can be established by repeating
semantic factor computation in a given time interval, over time. We have to point
out semantically significant transition moments of the contexts during a certain task
based on temporal dynamics of semantic factors. Hence, particular special trigger-
ing patterns from these signals are regarded as important evidence for contextual
synchronization.

For practical computation, activities of users in CNi are aggregated during a given
time interval T , and are represented as a set of concepts from personal ontologies
in the form of a matrix W (CNi). From this, we obtain a sequence of concept sets
that are aggregated by both contextual dynamics of; i) a particular user’s activities
(ctxuk is indicated by k-th row components in W (CNi)) and ii) a group context ctx�CNi
obtained from merging the column components at each moment.

The contextual synchronization process is organized as two steps;

1. Alerting step. This is to find out a certain moment of change tp when a context
ctxuk becomes different from the corresponding group context ctx�CNi

. Semantic
distance deviation σ� of column components in W (CNi) is applied to derive
these significant contextual transitions of a particular user uk in CNi. Time points
tAlert for alert step can be characterized by controlling the threshold value for
alerting λAlert . It means that there are users uAlert whose contexts turn different
from the other members in a collaborative network (ctx�CNi

transitions).

2. Confirming step. Once we have discovered a set of users u
tp
Alert whose contexts

are probably changed at time tp in the previous step, the confirming step is to
make sure whether users exhibit contextual transitions or not, and to discover the
specific transition moments of contexts of the confirmed users by comparing the
previous context. By the continuity property of ontology-based contexts, it can
be discovered by using the subsequence derived from each row component of
W (CNi). If users uAlert have exhibited any contextual transitions, we can detect
more specific time points tS of contextual transitions. Similar to the previous
“alerting” step, the confirming step for the alerted users can be characterized by
controlling the threshold λCon f irm for confirming contextual transitions of context

ctx
(tsq )
u j . Hence, a set of time points t j

S is likely the moment when the personal
context of the corresponding user changes.

We will discuss further details about i) controlling two thresholds and ii) associ-
ations between contexts of people and group context of the corresponding CN in
Sect. 4. Each time user contexts within a collaborative network CNi are stored in
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W (CNi), this two-step procedure (i.e., alerting and confirming) for detecting con-
textual transitions has been implemented [7]. We employ the semantic distance devi-
ation σ� to establish the dispersion of members in CNi, rather than the group context
itself. Subsequently, if some users are detected in this step, the confirming step can
establish if their transitions are validated or not, because the semantic distance mean
μ� is useful to measure semantic cohesion within a time interval.

3.2 TweetPulse as a Mediator

A practical system, called TweetPulse, has been designed and implemented to sup-
port contextually synchronized collaboration among users. TweetPulse is a system
to collect user contexts from Twitter, which is the most popular social media. Fig. 2
shows a system architecture of TweetPulse, which consists 7 main components.

Twitter
Social Network

Analyzer

Twitter
Crawling Indexer

Lexical
Database

NER
Engine

Context Matcher
(CO, CT, CS)

Training Dataset
(Named entities
labelled by users)

Personal Ontology & 
Ontology Processor

Fig. 2 System architecture of TweetPulse

Particularly, the textual data generated from Twitter is too short to precisely rec-
ognize the user contexts. Named Entity Recognition (NER) module is employed to
build a set of tweets which are contextually related with each other.

• Lexical database contains all of the user-generated annotations for named enti-
ties. According to the classes, users are supported to label named entities by using
the corresponding tags, i.e., 〈PER〉, 〈ORG〉, 〈LOC〉, and 〈DID〉. Also, it stores
lexical resources which users can freely access and retrieve their own lexical re-
sources by using standard queries. Once the training dataset has been established
by users, the dataset is stored in this lexical database.

• NER engine is to conduct the classic NER tasks by learning lexical patterns from
the previous two modules. In this work, we simply employ a maximum entropy
approach [1] for the NER engine.
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• Context matcher is a module for performing a set of predefined heuristics. More
importantly, it has to integrate all available contextual associations computed
from the heuristics, so that it can build a tweet cluster with a given latest tweet.

• Twitter social network analyzer can build an ego-centric social network, which is
a directed graph structure, from followers and followings. The results from this
module have to be sent to the context matcher for enriching the social association.

• Twitter crawling indexer is to extract tweets from a target user. The extracted
tweets are indexed by referring to the training dataset given by the user. It is also
an additional module for enriching the contextual associations.

4 Experimental Results

We have conducted several experiments to evaluate the proposed synchronization
methods. Three groups (ten users in each group), GA (simple co-browsing), GB

(Bayesian synchronization), and GC (TweetPulse-based synchronization) were orga-
nized. They were asked to build their own personal ontologies with OWL. (Of course,
it does not sound realistic. Many studies on ontology learning and user modeling have
proposed to adaptively extract and formalize such user contexts.) In addition, these
ontologies were enriched by annotating a given set of images1. Then, we collected the
30 log sequences by enabling the users to browse the testing bed with their own fixed
contexts. We prepared the testing dataset after cleansing the collected dataset by the
preprocessing scheme proposed in [5]. Fig. 3 shows a snapshot of how TweetPulse
is collecting the contexts of two selected persons and visualize them.

Fig. 3 A snapshot of monitoring user contexts by TweetPulse

1 The number of images in this collection is 56,302. This collection is available in
http://intelligent.pe.kr/AnnotGrid/
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Fig. 4 Performance of information searching from three CNs with recall and precision

The evaluation issue is to show whether TweetPulse-based community identifi-
cation can increase the performance of social collaboration. We have measured the
efficiency of online collaboration during browsing, compared to individual brows-
ing or basic co-browsing systems without contextual synchronization. While users
in GA browse with simple collaboration, GB and GC perform online collaborations,
detecting context transitions dynamically. Users in GB are supported with a recom-
mendation scheme based on Bayesian influence propagation [4]. GC were the only
users provided with the proposed context mapping algorithm by using TweetPulse.
We monitored the performance of information searching tasks in each group over
time, by comparing the topics derived from the retrieved information with the topics
selected prior to to experiments.

As shown in Fig. 4, GC (contextual synchronization) exhibited the best recall
results (in the 9th day, approximately four times higher than GA, and in the 7th
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day, 79% higher than GB). This implies that our contextualized synchronization
can support users, particularly during the early stages. With respect to precision,
we discovered that collaborative systems finally showed convergence in the 80%
precision level, even though, during the initial stage, individual browsing exhibited
the best performance.

5 Concluding Remarks

As a conclusion, this work claims that an efficient collaboration can be fulfilled by
contextual synchronization via social media (i.e., Twitter). We have implemented
a practical collaborative system, called TweetPulse, and also collected an exper-
imental result for proving that the proposed system is better than the traditional
communication systems.

In future work, the system should be more elaborated, since this work is showing
the on-going projects. With a large number of users, we can expect more various
propagation patterns through the social media.
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Crafting Kinship Networks by Exploring
Acquaintances Relationships

V. Carchiolo, V. Di Martino, A. Longheu, M. Malgeri, and G. Mangioni

Abstract. In the modern knowledge society it is becoming increasingly important
to maintain and promote social connections; among these, the kinship allows peo-
ple to keep in touch with their relatives. In this paper we present a proposal for
building and enhancing kinship networks by exploring acquaintances and friend re-
lationships, showing the effectiveness and expandability of our approach.

1 Introduction

Maintaining and promoting social relationships is more and more considered a must
in the modern knowledge society, in particular when they are transposed into the
Web [4]. Such relationships are generally dynamic over time and require active
maintenance [5], and many of them can be interpreted as a complex networks of
interconnected elements [9] [6]; this allows to address issues as:

• why and how connections are established and what they mean in real world
• the measure of attitudes towards collaboration or competition among individuals

or group of individuals (including communities)
• the analysis of the diffusion of information and knowledge
• the assessment of links evolution over time (network dynamics)

Several types of social relationships can be considered (e.g. customer-seller, friend-
friend, and so on) [6]; a specific type of social connection is the kinship, that allows
users to keep in touch with their relatives, and whose dynamic is slower than friend-
ship [7]. In this paper we present a proposal for building and enhancing personal
kinship networks by exploring and searching existing acquaintances and friendship
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relations that connect relatives among themselves and with other people. The pro-
posed system (named Kinship Search System or KSS) allows each user to craft his
genealogical tree using tailored search and integration of data concerning his rela-
tives [8], also leveraging data from other genealogical trees linked via acquaintances
and friendship cross relations.

In sec. 2 we provide an overview of KSS, whereas in sec. 3 we describe how the
kinship network is crafted, also presenting a case study to show the effectiveness of
out proposal, discussing final remarks and future works in sec. 4.

2 The Social Network: Relatives, Friends and Acquaintances

The scenario we consider concerns kinship, i.e. a social network where people es-
tablish and hold family and relatives relationships. In addition, both acquaintances
and friend relationships are present in the network to model real social connections,
and we leverage these links to help people in finding their relatives.

We distinguish a User from a Profile: the former is a real person that interacts
with the system, whereas the latter consists of information provided by users to rep-
resent persons they know. A profile uniquely identifies a given person and contains
all his personal information (name, nationality, birth/death places and dates, etc.),
his life events (what, where and when they happen) and his connections with other
profiles (mother, colleague, son, wife, friend, etc.).

KSS provide users with the following functions:

• when a user logs in for the first time, he can create his own profile from scratch,
however a profile for a (currently not existing) user p can also be already defined
by one of his acquaintances. If so, as soon as p will eventually join the network
(becoming a user), KSS detects that an existing profile for him is present, and
allows p to decide whether associate or not to that profile, thus avoiding to create
duplicates. If more profiles are actually available for p, KSS collects and inte-
grates them in order to propose p with a single profile he can associate to [1].
If p accepts the existing profile, he also inherits all links already established for
that profile.

• a user can either connect to existing profiles or create new ones (in addition to his
own) in order to build his genealogical tree and/or get connected with all people
he knows.

Note that profiles can be duplicated, ambiguous, or some information can be miss-
ing, incomplete, wrong due to mispelling or simply outdated, therefore discovering
relatives in the network can be a hard task. To deal with these situations, KSS helps
users in finding the best suitable profiles of relatives they are looking for working ei-
ther in off-line mode, by exploring each possible path leading to profiles of potential
relatives, or on-line, providing interactive helps in the following cases:

• automated search - it occurs not only when the user p logs into KSS, but also
whenever p creates a new profile, since other profiles for the same person might
already exist. KSS searches for profiles similar to the newly created, and propose
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them to p according to their relevance so p can confirm whether they represent
the same people he just described. If so, KSS integrates these profiles into a single
one, otherwise in the network will co-exist both the new profile and those similar.

• on-demand search - this may occur simply when the user searches for a specific
profile/user, or when he cannot increase his family tree (i.e. no more profiles
of interest have been found); in this case tailored searches can be performed on
external data sources e.g. Ellis Island [2], wedding records, births records etc.
and KSS will propose to the user new profiles based on these external data.

3 Crafting a Kinship Network

The goal of KSS is to help users to get connected with his family and relatives,
therefore a search engine that discovers, creates, ranks and proposes a list of profiles
the user may know is built.

To get them, KSS searches exploiting all user’s information i.e. his profile and
all those directly or indirectly connected with him (named candidates). Searching
on a candidate allows to retrieve a set of nodes that can be potentially related with
the user’s profile; results are scored and the higher the score the more “suggested”
a node is. Note that however wrong or missing information is always possible (the
data model is indeed schema-free) and this can determine low scores even for rele-
vant candidates.

KSS therefore executes all searches on candidates in order to achieve a global
view that considers not only the score of a node, but also (1) how short the path
from the starting node to the suggested ones is ( the shorter a path, the more likely a
node is suggested), (2) the number of candidates a node has been recommended by
and (3) the type of searches that have been performed.

In particular, KSS starts searching the network for the user’s profile, however
he can also ask for other profiles, therefore a work-list of candidates is specified,
(with the user’s profile as the first one), along with a set of search policies. Here, a
policy represents the common behavior for a set of search algorithms, for instance
the family policy specifies a set of algorithms where just relatives nodes are involved
during the search (policies and search algorithms are independent each other). The
set of searching algorithms selected according to chosen policies is then executed
on the candidate.

The execution can have two effects: (1) providing suggestions by collecting and
scoring nodes or (2) expanding the search by adding new candidates into the work-
list. Therefore the work-list can grow up while its elements are considered and, in
a generic execution scenario, there can be more than one candidate in the work-list
and more than one algorithm specified for each of them. After all algorithms for
candidates have been executed, results are collected; this happens at three levels:

1. candidate level, where each candidate collects all results coming from associated
algorithms. Note that a profile can occur more than once, e.g. one can be a user’s
relative, but also one of his colleagues; in this case, scores get unified
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2. manager level: results coming from all candidates are collected; if a profile oc-
curs more than once, they are merged into one resulting object having all the
paths and relative scores representing its multiple occurrences;

3. engine level, where only profiles with a relevant score (according to a proper
threshold) are suggested

Once all profiles have been collected, they must be compared in order establish a
kinship degree; to this purpose, any algorithm:

1. queries the graph searching for every relevant node (according to policies) the
result is a list of set of nodes, each set containing profiles related to the candidate
according to some properties.

2. iterates over all these sets to determine weights (based on statistical indexes) used
for nodes comparison.

3. compares the candidate node with all of the nodes in the initial set. In case of
match between two profiles [10], the relative weight is extracted and used to
compute the final kinship score for that node.

3.1 A Case Study: Perfect Match

As discussed previously, several algorithms can be plugged into KSS As a case
study, we show the Perfect Match algorithm, used each time a new profile (P) is
created to check the existence of similar nodes. The algorithm creates a list of nodes
related to P ordered by similarity. It queries the graph exploiting the information
of P, disregarding all nodes the P’s profile is already connected to, and it extracts
the initial data-set used to assess statistical indexes. For each node belonging to the
initial set, KSS starts collecting statistics iterating over all the properties they have
in common with P and counts how many different values exist for every property.
As shown in Table 1, the weight assigned to each property is calculated according
to the inverse of the number of nodes that provide that property.

Table 1 Example of property weights assessment for a given a set of nodes

Property Node1 Node2 Node3 Node4
Name John Jim Jake Jack
Surname Smith Smith Smith Smith
Nationality Italian USA - USA

Weight
1

0.25
0.66

Once all statistic indexes are collected, P is compared against all nodes in the
initial set using weights to assess their similarity. For each P’s property, event or
connection, the algorithm checks whether the same property key is present on the
candidate node and compare them properly assigning a score that represent their
similarity, adopting de-facto a VSM-based approach [3] (details are here omitted [1].
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3.2 Results

Data used for this case study were extracted from the public italian historical birth
archive using data ranging from 1800 to 1900s and within a specific geographic
area.

The KSS data archive has been populated with records containing information
about a person’s and his parents’ (e.g. name, surname, birth date, etc.), then we ob-
tained three profile nodes containing the proper attributes and representing the per-
son and his parents linked with the right edge type (father, mother or son-daughter).
Finally, the data-set contains about 187 000 nodes and 310 000 edges.

First experiment aims at searching corresponding profiles in order to prune redun-
dant information. Therefore, we applied the perfect match algorithm to the above
dataset and we merged all those profiles with matching values greater than a given
threshold. We expect that merging two nodes has two main effects, (1) the profile
number in the network should reduce, and (2) the number of isolated graphs become
smaller, since families get joined together. The results of applying the algorithm over
the network three times in a row are shown in figure 1, where threshold is 80%.

Fig. 1 (a) Family size and (b) Population and Subgraph sizes vs algoritmh iterations

In figure 1 (a) we show the maximum, minimum and average size of a family.
From the initial situation of three members in each family (by construction) the
families size grow up that highlight the effectiveness of proposed methods to create
the kinship. Let us note that the effect emerges soon (first iteration) The chart in
figure 1 (b) represents the number of profiles and the number of isolated graphs (a
connected family) in the network, with respect to the number of iteration. Both num-
bers decrease and this decrease is more evident in the first iteration than in the next
ones. This depends on the fact that, after the first iteration, all matching nodes were
merged and few good matches should have been left for the next iterations. On the
contrary, all the information added when merging profiles during the first iteration,
allowed the algorithm to find new good matches that were ignored at first instance
for lack of information. Also the number of isolated subgraphs reduce considerably,
improving overall graph connectivity and quality.
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4 Conclusions

In this paper we presented a proposal for building and enhancing kinship networks,
showing the effectiveness and expandability of our approach. Further works may
include (1) extending the set of search criteria, (2) performing comparative tests
with different data sets, search criteria and algorithms, in order to assess how these
three factor actually affect performances.
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The Effects of Pre-trusted Peers Misbehaviour
on EigenTrust

V. Carchiolo, A. Longheu, M. Malgeri, and G. Mangioni

Abstract. Trust is a widespread mechanism to establish and conduct successful so-
cial collaborations, expecially in today’s Internet, where people perform more and
more activities on-line, from social networking to e-learning, e-commerce and oth-
ers. Several algorithms are available for trust assessment, such as the well-known
EigenTrust to PowerTrust, GossipTrust, TrustWebRank to cite some. An evaluation
of such algorithms must take into account several factors, e.g. performances, scala-
bility and robustness against malicious attacks, which plays a key role in ensuring
algorithm’s effectiveness. In this paper we study the effects of malicious peers on
the EigenTrust algorithm, focusing on the (mis)behaviour of its pre-trusted peers,
using a proper simulator to conduct several experiments under different conditions.
Results show that EigenTrust effectiveness may be significantly affected by inactive
and/or malicious pre-trusted peers.

1 Introduction

Today’s Internet moved from a content-centric to a people-centric vision, where peo-
ple perform more and more activities on-line, from social networking to e-learning,
Peer-to-Peer (P2P) networking, e-commerce and so on. Several of these applica-
tions leverage trust to establish and conduct successful social collaborations [1].
Trust models indeed play an important role in ensuring the security and the reliabil-
ity of interactions in these open distributed environments where the assessment of
each entity’s trust generally depends on his past experiences as well as on recom-
mendation information coming from other entities.

How trust is actually established between two entities (users, peers, agents or
whatever) is subject to many interpretations, from psychology-based (where trust
is based on feeling or empathy) to more unbiased approaches, as it is outlined in
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the work by Marsh [2], where the first analytical formulation of trust relationship
between two persons was given. In McKnight [3] a taxonomy of motivations and
aspect in trust assessments can be found, whereas the work by Artz and Gil [4]
offers a complete overview of recent issues about trust.

Several algorithms are available for trust assessment, from the well-known Eigen-
Trust [5], which associates to each node a global trust index using an algorithm
inspired by PageRank [6, 7] and by the random walker [8] mathematical formaliza-
tion, to others as PowerTrust [9], that provides scalability for P2P networks, Gossip-
Trust [10], that enables fast reputation aggregation in trust evaluation, and the recent
TrustWebRank [11], where personalization and dynamics of trust are addressed.

When evaluating such algorithms, some factors should be considered:

• the performances related to the implementation overhead at each agent/peer, to
the speed in reputation aggregation, to the accuracy and dissemination of trust
values and so on

• the scalability, expecially for very large networks as it occurs in the real world
• the robustness against attacks from malicious peers and misbehaviour of free-

riders
• the dependability on the type of network (e.g. scale-free, random)

Among these, the robustness is one of the most relevant since it can significantly
affect the effectiveness of any approach in real context, where misbehaviours always
represent a threat.

Starting from these considerations, in this paper we analyze the effects of mali-
cious peers on the trust assessment of the EigenTrust algorithm. In particular, we
focus on the behaviour of some critical nodes, called pre-trusted peers, a seed of
trusted accounts that hold an important role in routing information and have a strong
influence on the quality of the algorithm [5].

The study of pre-trusted peers misbehaviour requires to consider several scenar-
ios. More generally, any attempt to evaluate a trust metric actually requires many
experiments to be conducted on real networks under different conditions; unfor-
tunately, this is not feasible for several reasons, for instance the changeability of
networks in terms of topology, number of peers and/or links, or the fact that the
(correct) behaviour cannot be super-imposed on users/agents, thus determining un-
wanted or even unpredictable results.

These simple yet not exhaustive considerations led us to develop a simulator
for fully-customizable P2P networks that supports a modular reputation-based trust
system, i.e. where both the trust metric and the scenario can be tailored to any needs.

We use EigenTrust into our simulator analyzing the attack scenarios when of
one or more pre-trusted peers go offline and/or become malicious, showing how the
effectiveness of EigenTrust is affected by changing the behaviour of such peers.

The paper is organized as follows: section 2 recalls the Eigentrust algorithm. The
simulator is presented in section 3 whereas its use and results concerning Eigentrust
are shown in section 4. Finally, section 5 presents conclusions and further works.
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2 The EigenTrust algorithm

In the following we briefly recall EigenTrust, a reputation-based trust algorithm that
assigns each peer i an unique global trust value using the experiences of other peers
with i.

In EigenTrust, the evaluation is performed by a peer i by storing the number of
successful and unsuccessful transactions he had with another peer j, where a trans-
action can be for instance a purchase in an e-commerce website or a file download
in a P2P network. The algebraic sum of total number of transactions si j is used to
build a normalized local trust values i assigns to j, defined as in eq. 1:

ci j =
max(si j ,0)

∑ j max(si j,0)
(1)

The ci j can be evaluated only if i directly interacted with j in the past. To assess in-
direct trust, a peer i can ask its neighbors (in EigenTrust they are known as acquain-
tances) and, if they know the peer k, the indirect trust between i and k is calculated
as in eq. 2, where i mediates the direct opinion of his acquaintances (c jk) with his
opinions about them (ci j). In eq. 2 this is also expressed in matrix notation where ti
is the set of trust values i provides to all nodes k in the network.

tik = ∑
j

ci j · c jk ti =CT · ci (2)

In general, the process of asking acquaintances to get their opinion could require
n steps along the network (until direct trust is achieved), hence the equation 2 is
generalized as in equation 3:

t(n)i =CT · t(n−1)
i or, equivalently: t(n)i = (CT )n · t(0)i (3)

where t(0)i = ci j. As deeply discussed in [5], if the matrix C is irreducible and aperi-

odic, for n sufficiently large the vector t(n)i will converge to a value t that is the same
for any peer i; this vector is the set of global trust values of all nodes in the network.
From an analytical point of view, this means that the iterative eq. 3 becomes the
eq. 4, where it is trivial to note that t is the left main eigenvector of C:

t =CT · t (4)

To actually guarantee the irreducibility and aperiodicity of C, some considerations
are needed, leading to slightly modified versions of eq. 1 and 3 (see [5] for more de-
tails). EigenTrust authors also offer a probabilistic interpretation of their algorithm,
based on the random walker model [8, 12], in particular the normalized local trust
ci j can be interpreted as the probability for a random walker to jump from i to j; at
a steady state, the eq. 4 says that a random walker is more likely to be at reputable
peers than unreputable (the more is the probability, the more is the trust). According
to this interpretation, the normalized local trust matrix C in eq. 4 is a Markov chain,
whose stationary distribution is the global trust vector t.
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3 The Simulator for Trust Assessment

As discussed in the introduction, testing properties and performances of P2P trust-
based networks may be a difficult and time-consuming task, so we have imple-
mented a simulator written in C++ to hold full control on all phenomena occurring
in the network. Indeed, it allows to setup a fully-customizable P2P network, in par-
ticular by modeling and managing resources upload/download relationships and by
applying different metric for trust assessment, also allowing to simulate different
attack scenarios; for instance in our experiments we addressed the case when one
or more pre-trusted peers go offline, and/or become malicious. Some of simulator
features are described in the following.

The choice of distributed algorithms for P2P networks simulations is often af-
fected by peers interconnections and by traffic shapes, hence it is hard to recreate
the same execution environment during different simulations. An alternative is rep-
resented by centralized softwares which hold all the network parameters; since we
are not specifically dealing with distributed aspects (e.g. network traffic analysis),
our simulator follows a centralized approach. Moreover, in distributed P2P algo-
rithms security is crucial since packets traverse the network and for instance a ma-
licious peer could easily change the packets content before forwarding; again, since
we are not interested in any security related issue, authentication and integrity are
out of the scope of this work.

The structure of our simulator allows the P2P network to be simulated separately
from the trust assessment, so it is possible to guarantee the same network conditions
for each simulation and to test different trust metrics and/or different kinds of attacks
with the same network model.

The simulator is split into three main modules, i.e. (1) a generator of the content
distribution, (2) a query executor and (3) a trust evaluator, described in the following
subsections, and it allows full customization of the P2P network according to the
parameters described in table 1.

Table 1 Simulator Parameters

Parameter Description
Npeer # of peers in the network, excluded malicious
Threatmodel Indicates the attack model
Mode The download source selection: 1) deterministic, 2) probabilistic
Numquery # of queries for each cycle
Numquerycycle # of iterations
numOfCategory Total # of files categories
minCategory Minimum # of categories in which a peer is interested in
percentUpTimeProcessQuery Percent of time in which a peer processes queries
percentUpTimeIssuesQuery Percent of time in which a peer issues queries
numPreMal # of pre-trusted peers that become malicious
preMalIteration The iteration in which pre-trusted peers become malicious (0 if from the be-

ginning)
numInactive # of pre-trusted peers that become inactive
inactiveIteration The iteration in which pre-trusted peers become inactive
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3.1 Content Distribution Generator

P2P networks rely on the voluntary participation of peers in sharing resources, thus
joining and leaving of peers can be frequent, making such networks a highly dy-
namic system. To provide an effective service, a proper distribution of files among
peers should be adopted in order to guarantee enough resources replication. The
number of replicated files indeed increases the performance and the robustness of
the network; whenever one of the file owners’ is inactive or down, the same file is
provided by someone else. The Content Distribution Generator (CDG) aims at rep-
resenting a real resource distribution in the simulated P2P network; this is achieved
by acting on the total number of shared files and number of replica for each file.

CDG leverages existing measurement studies in P2P file sharing systems to
achieve its goal [13]. In particular, the volume and the variety of the data are charac-
teristics that determine the dynamic of the P2P network. Indeed, since in a common
P2P network a peer can decide to share or not files, if a large amount of peers de-
cide to share a large volume of data, then the dynamic of the network is fast, i.e.
queries get answers more rapidly. Conversely, if only a few peers decide to share
files, there will not be enough replicas, and the dynamic of the network will be lim-
ited. In summary, a P2P network is highly dependent from how many files its peers
are going to share. A reputation system can be used as an effective incentive to share
resources both for free riders and for all those peers sharing a few resources; this
can be achieved for instance by providing peers with an available bandwidth pro-
portional to their trust value. In the simulator a specific number of files is assigned
to each peer. The total number of files shared by a peer i is denoted by Fi.

In real networks, it has been noticed [14] that a peer is interested in a specific
kinds of files; this implies that a peer is going to share files within a limited set of
categories. Moreover, files are characterized by different popularity, hence there are
files replicated in a large numbers of copies, and others that are not replicated at
all. Files are then arranged into categories, and in each category they are distributed
with different popularity. Therefore, when a peer joins the network, it chooses to
be interested in a certain number of categories and to share files only in these
categories.

In the simulator, the popularity of categories and the popularity of files are rep-
resented with the well-known Zpif distributions [15]. The number of categories by
default is twenty, and the number of categories in which a peer is interested is three;
however both parameters can be customized. The choice of the categories follows a
Zpif distribution so popular categories will have more chance to be chosen. In our
model, files are recognized by their category and their popularity (rank). A file is
uniquely identified by the symbol fc,r which represents the file in category c and
rank r, unique within a category. In general, with n content categories it is possible
to define the set of categories C = c1, c2, ..., cn , in which ci is the rank of the
category i. The popularity is represented in ascending order, so if i > j, than ri > r j.
All of these informations are stored inside each peer. Each peer holds a list of his
files shared on the network, the categories they belong to, and the number of files
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per category. Finally, a centralized server maintains all this informations by storing
a list of peer objects.

The main goal of CDG is to issue random queries. The number of generated
queries depends on the number of queries per simulation cycle, and the number of
query cycles (both customizable). For each query, a random peer issuer is selected,
and the query is propagated along the network. In our query model a pre-trusted
peer has 100% of his uptime in issuing query, whereas a standard peer has a cer-
tain probability to be offline, so it will lose the possibility of issuing query. This
probability has a uniform distribution over [0%, 50%]. The next choice concerns
the file to request in the query. Content category and files are selected randomly by
a roulette-wheel selection based on their popularity. Therefore, the list of peers is
scanned to check which peers have the requested file. As in the issuing query phase,
pre-trusted peers always answer to a query, whereas standard peers could be offline
with a given probability. The effect of the presence of malicious peers is modeled
connecting them to the most trusted peers in the network. In this way they will an-
swer at least to the 20% of the queries. If no one answers to the query, it will be
dropped.

3.2 Queries Simulator

The steps QS follows are described in the following. After the network population
is set in terms of number of total peers, and number of pre-trusted and malicious
peers, the simulator loads simulation parameters.

Then, the query file generated by CDG is read and the execution of the queries
starts.

The Queries Simulator module (QS) uses a query cycle model to simulate the
evolution of the network in terms of upload/download relations. This is performed
by allowing the selection of the downloading source with different metrics. In each
cycle a peer may be active or inactive and may issue a query or not. If a peer issues
a query, it will wait for a response, then choosing a downloading source, according
to a deterministic or probabilistic model.

The process ends with the feedback assignment about the resource downloaded.
In particular, the feedback is assigned in two different ways, depending on whether
the requested peer is malicious or not. Good peers assign positive feedback if the
downloaded file is authentic; malicious peers instead assign a positive feedback if
the downloaded file is inauthentic.

A query cycle finishes when the numbers of queries per cycle is reached, and all
peers who have issued a query have downloaded the resource. At this stage it will
be possible to collect information about the network evolution and traffic/resource
statistics. At the end of each query cycle the simulator also performs the evalua-
tion of the global value trust and updates the new trust vector which is used in the
next iteration. All this information is available via text output files generated by the
simulator.
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3.3 Trust Assessment

Trust Assessment (TA) is the third module of our simulator, whose goal is to evalu-
ate trust as a global (single) numerical value for each peer, according to the Eigen-
Trust algorithm. The assessment can be easily parametrized, an example of the con-
figuration file is:

GENERATION
SIMULATION
output=twb.csv
epsilon=0.01
metric=Eigentrust
exp=10
percMal=10

The keyword GENERATION launches a new CDG, but it is also possible to gen-
erate content distribution just once and then launch TA-related experiments with
different parameters. The keyword SIMULATION launches a new simulation; the
adjustable parameters concern the percentage of error in evaluating the algorithm
converge condition (epsilon), the trust algorithm used (metric), the number of the
experiments (exp), and the percentage of malicious peers (percMal). The percent-
age of malicious peers can be set to a specific value or it could be 0. When set to
0 ,the trust assessment launches several experiments with different percentages of
malicious ranging from 0% to 70% with step of 10%. This is the classical use case
used in our experiments.

4 Results

We performed several experiments in order to evaluate how the presence of both
inactive and malicious pre-trusted peers affects the EigenTrust algorithm. The ex-
periments have been performed on a typical P2P network that consists of honest
peers, which are interested in uploading and downloading resources, and malicious
peers which are interested in sharing inauthentic files trying to subvert the reputation
system.

At the end of each simulation, we collected statistics about the evolution of the
P2P network. The main result of each experiment focuses on the comparison be-
tween authentic and inauthentic files downloaded. To avoid the problem of intro-
ducing biases, all the experiments have been performed several times with the same
condition, changing the seed used to generate random numbers, and the results are
averaged. Note that the statistics are collected since the P2P network reach a steady
state (not before).

The first set of experiments concerns with the difference in downloading sources
selection (1). This can be performed with two different modalities: determinis-
tic and probabilistic. The experiments simulate the dynamic of a small network
with 20 peers, showing the percentage of the provided resources of each peer. The
P2P network only contains honest peers and the experiment is performed 10 times
averaging the results.
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Fig. 1 Load distribution on a P2P network using deterministic and probabilistic downloading
source selection

The load distribution is depicted as the fraction of files provided from each peer,
divided by the total number of files provided in the network. Figure 1 shows that
with a deterministic selection of the downloading source the load distribution is held
just by a few peers, that will always be chosen if they answer to a query. This leads
to a system where few peers are overloaded by requests, and many peers are able to
provide only unique resources that popular peers do not have. In this context, there
is a monopoly of trust, which is high just for very popular peers. Conversely, in the
probabilistic model the traffic is not based on a trust metric and it is almost equally
distributed among all peers; note that these results agree with those presented in the
original EigenTrust paper [5]. The use of a probabilistic model avoids overloading
peers with continuous requests, but in a P2P network with malicious peers this could
increase the number of inauthentic files downloaded. The solution adopted use a
probabilistic model based on a reputation-based trust algorithm (EigenTrust in our
case), in particular the downloading source is selected according to a probability
proportional to its trust.

The next experiments concern the number of authentic and inauthentic files
downloaded, and they have been performed in a P2P network with 63 honest peers.
Table 2 summarizes the overall settings. To allow newcomers to build their reputa-
tion, there is a 10% of probability that a peer with a zero trust value is chosen. This
also introduces a 10% of probability to choose a malicious peer hence to receive
an inauthentic file. Malicious peers are connected to the most trustworthy peers
and they answer to the 20% of queries. The simulation also takes into account the



The Effects of Pre-trusted Peers Misbehaviour on EigenTrust 195

possibility that a honest peer provides an inauthentic file; this is possible because
honest peers may have uncorreclty categorized the file, or because they did not
delete an inauthentic file (downloaded in the past) from the shared folder.

Table 2 Parameters of the experiments

Network # of honest peers 60
# of malicious peers [0%,70%] of honest peers
# of pre-trusted peers 3

Content Dis-
tribution

# of categories 20

# of distinct files in a peer Provided by CDG
# of distinct files of a peer i in category j Uniform random distribution

over peer is total number of
distinct files

% of queries malicious peers answer to 20 %
% of queries pre-trusted peers answer to 5 %
% of up-time honest peers spend in processing queries Uniform random distribution

in the range [0%, 100%]
% of up-time honest peers spend in issuing queries Uniform random distribution

in the range [0%, 50%]
% of up-time pre-trusted peers spend in processing queries 1
% of up-time pre-trusted peers spend in issuing queries 1

Peer Behavior % of download requests in which honest peer i returns inauthentic file 5%
% of downloads requests in which malicious peers return authentic files 0 %
Downloading source selection Probabilistic
Probability that an untrusted peer (trust=zero) is selected as download
source

10%

Simulation # of simulation cycles 30
# of query cycles in one simulation cycle 50
# of experiments 50

The simulator we developed has been tested considering the same attack strate-
gies presented in EigenTrust (i.e. threat models named ’A’ and ’B’; please refer
to [5] for more details), and the results we obtained are the same as EigenTrust
authors obtained, thus validating our simulation tool.

In this work we show that effectiveness of the EigenTrust algorithm is affected
by changing the behaviour of pre-trusting peers, due to their crucial role in trust
assessment [5].

The first case represents the case when pre-trusted peers are always up in an-
swering queries. This behaviour is changed assuming that after a certain number
of iterations (customizable in simulator’s configuration files), a pre-trusted peer be-
comes inactive. The parameters of the network are the same as table 2, except for
the number of experiments which is set to 100. The results are related to the scenario
where 70% of malicious peers are present, and shows the trend of the percentage of
inauthentic files downloaded as the number of inactive pre-trusted peers changes.
Figure 2 shows the decay in the performance of the algorithm due to the fact that
the component able to break a community of malicious peers is missing.

The final experiments have been performed to test EigenTrust with malicious
pre-trusted peers. These experiments are shown in figure 3. The parameters of the
system have been used in accordance with those in table 2. The percentage of ma-
licious peers is 70%, and the downloading source selection model is probabilistic.
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Fig. 2 % of inauthentic downloads vs # of inactive pre-trusted peers (threat model B de-
scribed in [5], 70% of malicious peers)

Fig. 3 % of inauthentic downloads vs # of malicious pre-trusted peers (threat model B de-
scribed in [5], 70% of malicious peers)

The experiments have been performed varying the number of pre-trusted peers that
in a specific iteration become malicious. As shown in figure 3 the performance of
the algorithm decays; this is what happened before a steady state is achieved, when
pre-trusted peer global trust value were still high. After transient states, the network
is able to isolate these peers reducing the number of inauthentic download, even if
not as significantly as in standard conditions.
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5 Conclusions

This paper introduced the influence of inactive and malicious peers in a trust-based
P2P network. In particular, we considered the well-known EigenTrust algorithm
showing how its effectiveness is affected by misbehaviour of its pre-trusted peers.

Some issues deserve further attention, in particular:

• thanks to its modular nature, the simulator can be used to assess the attack ro-
bustness of other metrics in addition to EigenTrust;

• moreover, using the same simulation conditions we can also provide a reasonable
comparison among different metrics;

• other properties in addition to the attack robustness should also be investigated,
as performance and scalability; the simulator can help in addressing such issue

We finally thanks Andrea Longo and Francesco Munzone for their support during
the development of the simulator.
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Sensorization and Intelligent Systems
in Energetic Sustainable Environments

Fábio Silva, David Cuevas, Cesar Analide, José Neves, and José Marques

Abstract. Sustainability is an important topic of discussion in our world. However,
measuring sustainability and assessing behaviors is not always easy. Indeed, and in
order to fulfill this goal, in this work it will be proposed a multi-agent based archi-
tecture to measure and assess sustainable indicators taken from a given environment.
These evaluations will be based on past and present behaviors of the users and the
particularities of the setting, leading to the evaluation of workable indicators such
as gas emissions, energetic consumption and the users fitting with respect to the
milieu. Special attention is given to user interaction and user attributes to calculate
sustainable indicators for each type of structure, i.e., the aim of this scheme is to pro-
mote sustainability awareness and sustainable actions through the use of sustainable
markers calculated in terms of the information gathered from the environment.

1 Introduction

Ambient Intelligence (AmI) is still considered an emergent technology that may be
embedded into environments, making them both sensitive and responsive. In this
sense AmI may be used to achieve several objectives inside such environments,
e.g., in sustainability assessment, enforcement and suggestion [5]. In fact, there is
an increasing source of concern as more researchers make use of computational
resources to find sustainable equilibriums. Sustainable models developed in the lit-
erature are also focus of research and improvement, although they may differ on
their approach. Some of these models use economical metrics in order to assess
sustainability, while others follow social and environmental perspectives in a more
accurate form [11]. The work presented uses a multi-agent system to obtain infor-
mation about an environment so that deliberative and reactive decisions concerning
sustainability can be made. Indeed, multi-agent system architectures that foresee
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these problems, may be found in [9]. Performance tests showed good results for the
service discovery in terms of flexibility and interoperability. Decisions are created
using reasoning processes upon the data gathered either with machine learning or
context-aware computing, so that specialized intelligent decisions may be made for
each user present in an AmI setting. With respect to this area of research, Machine
Learning inside AmI environments have already been used for feats such as human
activity tracking [3]. Current sustainability assessment considers different indicators
and sub-models created and used by specialized people. Our work aims to make it
simple to assess and determine sustainability indicators in an intelligent environ-
ment through the use of multi-agent architecture and environment sensing. It has
been demonstrated by previous research that when people are aware of the conse-
quences of their actions in detail, and they are set with an objective, they tend to act
in the best manner to attain it, as it was the case with eletrical consumption [4]. It is
expected that the use of architectures like the one proposed in this paper causes the
same effect on sustainable measures and user behaviour as it was demonstrated for
electric consumption and user behaviour.

2 Previous Study

In this section there are presented studies related to the research being conducted.
As such each category will be presented and a general descritpion will be made.

Sustainability is a subject of concern for the assurance of the steadiness, viabil-
ity and use of a system. Currently different approaches to measure and assess sus-
tainability were proposed in the literature, with some focusing on an economical
perception, while others emphasize on environment or social perspectives [11]. Sus-
tainability indicators have been useful at pointing out unsustainable practices, how-
ever, they are not as good to define and guarantee sustainability [7]. A common
accepted definition for the notion of sustainability concerns an equilibrium from
social, economical and environmental factors. When some of these features cannot
be met, the system is not considered sustainable, but it may be pondered viable,
bearable or equitable [11]. In contexts like intelligent buildings, there are commit-
ments to build Key Performance Indicators (KPIs) to monitor sustainability, and act
as sustainability indicators from information gathered by a panel of experts [2].

Machine Learning (ML) techniques or methods concede the modeling and learn-
ing of preferences and habits in different contexts. These methods also sanction the
acquiring of past and current trends and predict future results. From information
assembled from different environments, ML techniques may derive models of be-
haviour and interaction based on specialized backgrounds (e.g., users, environment,
social interaction or consumption). ML and Data Mining (DM) techniques may also
be used to obtain information about user’s habits in AmI settings, from data gathered
by sensors in the environment, namely using practices such as Sequence Discovery
[3], Fuzzy Logic [6], Genetic Programming, Multi-Layer Perceptron, Evolutionary
Intelligence [8] or combinations of these techniques [12].
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Context-Aware Computing is a component of a ubiquitous computing computing
environment. One hopes to make personalized decisions based on contextual factors
that may lead to different results to the same situation, once placed in different con-
texts [10]. Evidence of these context-aware systems can be found in e-Commerce,
Information Retrieval and Ubiquitous Systems. In these examples context aware-
ness is used to personalize systems and applications to the present user context [1].
Despite the interest in context-aware computing, context definition for applications
and systems is still challenging in some situations.

3 Multi-Agent System for Sustainable Environments

This case study presented encompasses an intelligent environment and its user in-
teractions in order to obtain information about its current sustainable condition. The
source of such interest may be economical challenges or a conscious mind about the
future sustainability of his environment, as described in [4]. The user is supposed
to do daily routines such as cooking, sleeping or watching television. Nevertheless,
the system records each action on the part of the user interactions, and uses such
information to reason about existing sustainability indicators and metrics of control
concerning the environment i. e., resource utilization, CO2 emissions and of its own
attendance on each internal premise in the environment for example.

The objective is to use different model representations, for example, environmen-
tal vairiables, ambiental variables, interactions and appliance consumptions. These
models may receive input from different sensors distributed in the environment or
mathematical formulae. There may also be the case where a different intrepretation
of the values of a primary model or group of models may derive new ones, i.e.,
electric costs and carbon emission from electric consumption. Therefore, the user is
aware of his impact on his environment.

System Architecture as proposed is a multi-agent system which encompasses a set
of agents accountable for the assessment of current sustainability indicators in the
environment. These agents communicate with the environment in order to retrieve
data about it and use intelligent models to assess it based on sustainability indicators.
Indeed, the proposed architecture uses 4 (four) different types of agents, namely:

• Sensing - an agent connected to sensors that is responsible to gather data about
the environment, such as user presence or energetic consumption;

• Modeling - an agent responsible to model a representation of the essential as-
pects of a system which presents knowledge and relies on both mathematical and
physical formulas as well as data from the sensing agents;

• Reasoning - an agent that reasons about perspectives, setting a method that fulfills
the formal requirements for a theory of context, and offers an explanatory account
of contextual reasoning in terms of information flow;

• Actuator - an agent that acts on the environment and monitors the execution of
those acts to reassure a correct behaviour on the system.
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With this setup the environment has all the necessary agents to gather data, trans-
form and process it into agent’s knowledge models.

Sustainability Indicators available in Table 1 are in the form of the three key
sustainability categories: economical metrics that include the running costs associ-
ated to the environment continuance versus the available income in the same period;
social metrics that relate the presence and the possible interaction among the users
that populated the environment; and environmental that assesses the the amount of
carbon emissions that are generated. The values from the proposed indicator are
interpreted as unsustainable if the value is below 1 or sustainable otherwise.

Table 1 Sustainability indicators

Economical Environmental Social

EnergeticCosts
IncomeAvailable

EmissionTreated
TotalEmission

TimeInside
TimeOutside

The overall sustainability of the environment is calculated by 1, which denotes a
compromise among the three main categories of sustainability indicators.

Sindex = α× Ieconomic +β × Ienvironmental + γ× Isocial (1)

The equation presented in 1 has three qualifiers, one for each sustainability indicator.
The values of such indicators are between 0 and 1 where their addition totals 1.
All indicators are calculated either locally or for the entire setting which sums the
assessment of all premisses. This way, if the environment is considered sustainable,
the user may still assess changes in premises with low supportable standards.

4 Tests and Results

In order to set up initial scenarios both a simulation and a real environment were
studied. On both environments it is possible to record consumptions, presence and
emissions. User notification is made through a dedicated interface that displays en-
vironment configuration, its sensors, and the levels of consumptions and emissions.

For the simulated environment, a model of a traditional home with a bedroom, a
living room, a bathroom, a kitchen and a hall was conceived. The actions simulated
included user movement and the swapping of the state of the appliances (on or off).
Electrical consumption, user presence and carbon emissions were modelled from
simulated sensor values for a period of 3 days and a total of 201 actions simulated
representing a user presence of about 58% in the environment each day.

The Intelligent Systems Laboratory (ISLAB) at University of Minho was selected
as the real environment. ISLAB is made of one room available to researchers where
they can gather and work together. This room was modeled containing a set of
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appliances such as computers and lights. In this room it was also installed sen-
sors which recorded user presence, luminance and temperature for the period of 5
days where 2 of those were holidays. The sensing and modeling agents were used
to obtain model representation of user occupancy, lightning and temperature on the
ISLAB.

Table 2 Results from simulation

ISLAB Environment
Room Carbon emission (g) Energetic Consumption (kW) Presence (%)
ISLAB 7078.46 21.80 11

Home Environment
Room Carbon emission (g) Energetic Consumption (kW) Presence (%)

Bedroom 5.51 0.02 55
Kitchen 3537.32 9.95 9

Living Room 994.43 2.80 32
Bathroom 3.47 0.01 1

Hall 13.87 0.04 3

Results from both simulations are presented in Table 2 according to the formu-
las presented in Table 1 and data simulated and obtained from sensors. In order
to estimate an economic indicator, the user is supposed to have 1,5 euros per day
for daily energy consumption. From these results it is possible to calculate the sus-
tainable indexes defined in 1 which are 3.19, 0.67 and 1.38, in the home setup, and
1.92, 0.67 and 0.14, in the ISLAB setup, for the economic, environmental and social
indexes. It is also demonstrated, in the home environment, that it is economically vi-
able, however, there is a penalization on the environmental indicator. This points out
that the environment under study does not treat effciently emissions derived from
its services. It is a potential source of improvement.

On the ISLAB results it is possible to demonstrate that if there is a budget of 1
euro for electricity on a daily basis then, sustainability indicators show that there is
a penality not only in the environmental indicator but also in the presence indicator
due to the limited time the room is occupied and its eletrical consumption. Changing
the environment generates different simulation results, so simulation can be used to
assess the impact of desired changes in the environment in terms of sustainability.

5 Conclusion

The proposed work features the perception of a multi-agent system able to handle
sustainable monitoring and assessment in an intelligent environment. Furthermore,
the use of formal models, was found to be a bright way to test and assess its sustain-
able actions and behaviours. It was found that it is possible to derive conclusions
from the use of such systems in order to improve its efficiency and sustainability in-
dicators. This is achieved with user awareness about his current situation, indicating
which of his actions are more sustainable. As future work there is the need to further
validate the model using real sensors in real world settings and design new metrics
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for sustainability indicators. The multi-agent system needs to be extended with the
ability to monitor different environments in parallel, and explore connections and
influences among them, such as a home and an office in the same environment. A
recommender system may help in the improvement of the sustainability indicators.

Acknowledgements. The research presented is partially supported by a portuguese doctoral
grant, SFRH/BD/78713/2011, issued by the Fundaçäo da Ciência e Tecnologia (FCT) in
Portugal.
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Intelligent Evacuation System for Flood Disaster

Sefrioui Imane, Cherrat Loubna, Ezziyyani Mostafa, and Essaaidi Mohammed

Abstract. The main objective of this research is to find the best evacuation path dur-
ing a flood disaster emergency situation. The challenge lies in how to manage this
situation that has dynamic changing conditions and strict time constraints. In this pa-
per, we propose an adaptive system for flood evacuation. This system gives the best
decisions to take, in this emergency situation, to minimize damages. It computes
the best evacuation routes in real time by executing an algorithm which takes into
consideration the spatial characteristics of hazard propagation. The system, based
on sensors network, is adapted to the changes of the environment and provides di-
rections for the shortest and less hazardous routes to the users.

1 Introduction

Natural disasters such as floods, earthquakes, tsunamis, hurricanes, fires -in urban
cities- usually result in huge environmental damages and human casualties. During
these natural disasters, the emergency teams meet difficulties to design the rescue
operations especially in an uncertain area which is subject to continuous changes.
For example, let’s assume an ambulance that wants to evacuate a victim. As the
ambulance goes to rescue him, it reaches a flooded road which can’t be crossed and
the driver realizes that the flood blocked the evacuation path he has chosen. So, he
goes back and tries to find another evacuation path hoping it won’t be hazardous.
However, he wastes time seeking for a safe path while the hazard has been increased.

This has shown the necessity to develop intelligent supporting evacuation sys-
tems. Thus, our research focuses on floods inundation and tries to manage them
effectively taking into account the changes generated by the environment in order
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to minimize the damages. So, how can we optimally plan the rescue operations in
this strict time constraint, dynamic changes of the environment and the variability
of factors affecting the decision making?

In this paper, we propose a simulation system that provides real-time decision
support during the strict time of emergency situations in flood disaster. This system
consists of collecting information, coordinating with multiple entities, allocating
available resources for rescuing the victims. Our solution makes uses of a multi-
agent systems and wireless sensors networks. Agents are used to represent various
types of actors. The wireless sensor network is used to monitor the spread of hazards
and the sensed data is used by the simulator. In addition, our system is based on
outdoor navigation. So, Geographic Information Systems (GIS) are used to model
the concerned areas.

2 Related Work

There is a considerable research in emergency simulation using GIS multi-agent-
based models. AROUND project [1] (Autonomous Robots for Observation of Urban
Networks after Disasters) is a complete simulation system for response planning
in case of earthquake disasters in urban area. It is a model based on Hanoi’s GIS
data. It relies on a set of autonomous and communicating robots, with multiple
sensors. These robots are able to self-organize in order to collect data about the
damaged area. This set represents a Multi-Agents System (MAS). Each robot is
viewed as an agent, able to adapt itself to face evolutions of its environment, which
is unpredictable. This model is developed in GAMA platform [7] (Gis & Agent-
based Modelling Architecture) which is a simulation development environment for
building spatially explicit agent-based simulations (See Fig. 1a).

(a) AROUND-Rescue Model using
GAMA platform.

(b) Robocup-Rescue Simulation.

Fig. 1 Simulation tools that implement the emergency response during earthquake disaster

There is another simulation tool that implements the emergency response during
disasters. It is Robocup Rescue Simulation [6]. It was designed to provide emer-
gency decision support and to simulate the rescue operations at the Hanshin-Awaji
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earthquake disaster. The challenge is to rescue as many civilians and buildings as
possible after an earthquake disaster (See Fig. 1b).

There are various approaches that deal with the problem of the evacuation path
during emergency situations. In [2–5], the authors propose a distributed algorithm
for evacuation during an emergency situation inside a building. Their system pro-
vides to evacuees the best evacuation path to the exit while a hazard is spreading
inside a building. They evaluate their approach using a network of decision nodes
and sensors nodes deployed in specific locations inside a building. But, their ap-
proach concerns the indoor navigation. So, we propose to extend their solution to
adapt it to an outdoor environment for flood disaster.

3 Multi-Agent System (MAS)

Our multi-agent system is described as:

System = {T,A,E,P}
T: Task or activity that emergency centers try to solve during flood disasters such
as evacuating a victim, rescuing a property, or extinguishing a fire.

A: Agents such as ambulances, fire brigades, victims, police patrols. These agents
simulate human conditions and are called human agents. There are still other agents
that represent sensors which explore the environment and are called hazard agents.

E: Environment where agents act such as road networks. The simulation environ-
ment is based on GIS that contain a complete and reliable spatial data.

P: Actions or protocols that agents can use to communicate with each other or
interact with the environment.

4 Proposed Model

In this section, we expose the solution related to the problem described above. We
begin by presenting our model. Then, we describe the algorithm proposed.

4.1 Description of the Model

We present in the following an evacuation model for flood disaster. Our work is
inspired by [2–5]. We assume that our environment is represented as a graph G(V,E).
This graph is based on Geographic Information System data. The Fig. 2 shows the
graph representation. Vertices V are the intersection between two roads or terminal
extremity of a road while edges E represent the paths that users can take.

Sensors are used to monitor the hazard and to determine the road damage degree.
Each sensor is associated to a link (i,j) and measures the hazard intensity H(i,j) along
this link (See Fig. 3).
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Fig. 2 GIS network and Graph representation

Fig. 3 Sensor that monitors the hazard intensity in a link between two nodes

In [2–5], the authors propose a model for evacuation during emergency situations
inside a building. They have defined the edge cost as a function of edge length
l(i,j) and hazard intensity H(i,j). The contribution of this paper lies in extending this
solution for an outdoor navigation. So, we find that it is a better idea to add a new
parameter T(i,j) which describes the type of users who can use this edge. Therefore,
in our model, edges have multiple characteristics: edge length l(i,j) which is the
distance between vertices i and j , H(i,j) which is the hazard intensity along this
edge, T(i,j) which defines the possibility to use this edge by the current type of user
and L(i,j) which is the cost of this edge.

Note that:

L(i, j) =
l(i, j) ·H(i, j)

T (i, j)
(1)

H(i,j) = 1 if there is no hazard and it increases with the observed hazard. As the value
of H increases, the edge becomes more hazardous to cross. If the road is completely
damaged then H(i,j) = ∞ . Therefore,

H(i, j) ∈ [1,∞[ (2)

T(i,j) = 1 if the road can be taken by the current user type and T(i,j) = 0 otherwise.

T (i, j) =

{
1 if the current user type can take this edge
0 otherwise.

(3)
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For example, there are some roads that can be taken only by small vehicles whose
height or weight doesn’t exceed a certain value such as tunnels, bridges. There are
also some roads for pedestrians such as sidewalk, crosswalk. Therefore, the type of
user is an important parameter. If the user can take a specific road, T(i,j) = 1, then
L(i,j) = l(i,j) · H(i,j) . If he can’t, T(i,j) = 0, then L(i,j) = ∞ .

4.2 Description of the Proposed Algorithm

In this section, we propose a distributed decision (See Algorithm. 1) which is
adapted to specific dynamic situations under the flood disaster. This algorithm is
based on Dijkstra for the calculation of the shortest path and takes into account the
hazard propagation. It is inspired by [2–5]. It is executed by each node and the out-
put is the next node -called the Decision Node- which is on the best available path
to the destination. Note that:

• H(u, n) is the hazard intensity along (u, n).
• L(u, n) is the cost of the edge (u, n).
• C(u) is the cost of the path from the source node s to the vertex u. Initially, this

value is set to 0 for the source node ( C(s) =0 ), and infinity for all other vertices.
• Q is a set of unvisited nodes. Initially, Q is a set of all the vertices.
• argmin(Q) defines the vertex in Q with the smallest value of C.

Initially, every node has a cost value C which is set to 0 for the initial node and
infinity for the others. The Algorithm 1 marks the current node u as a visited one
and removes it from the set Q of unvisited nodes. For each neighbor n of the current
node u, we compute the edge cost L(u, n) and the path cost C(n). Note that L(u, n)
values are updated based on measurements received from the sensor that monitors
the link (u, n). Finally, this algorithm searches for the vertex u -in the set Q- that has
the least cost value. This vertex is the Decision Node.

The Algorithm 1 is executed periodically until you arrive to the destination. The
set of the vertices, returned by the algorithm, constitutes the evacuation path.

Algorithm 1. The decision support algorithm

Require: the node u
Ensure: the next decision node v

Remove node u from the set of unvisited nodes Q
for all neighbors, n, of u do

Get H(u,n) the hazard intensity from the sensor monitoring the link (u,n)
Compute L(u,n) = l(i, j) · H(i, j) / T(i, j)
C(n)← min {C(n),C(u)+L(u,n)}

end for
v← argmin {Q}
Return v
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5 Conclusion and Future Work

In this paper, we have proposed an intelligent evacuation system for a flood disaster.
We have proposed a model and an algorithm for computing the shortest and safest
path towards the destination to evacuate persons. This solution is based on Dijkstra
algorithm and takes into account the dynamic hazards occurring in the environment.

In future, we plan to implement this model, analyze its simulation results and
measure its performance during various evacuation scenarios. Also, we are studying
various types of sensors to select the appropriate ones for the system.
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Integrating Jade and MAPS for the
Development of Agent-Based WSN Applications

Mariusz Mesjasz, Domenico Cimadoro, Stefano Galzarano, Maria Ganzha,
Giancarlo Fortino, and Marcin Paprzycki

Abstract. Recent years have seen rapid advancements in wireless sensor networks
(WSNs) and software agents resulting, among others, in maturation of their technol-
ogy platforms. Furthermore, benefits of combining these research areas have been
analyzed. The MAPS agent platform allows fusion of agents and WSNs. However,
due to the hardware limitation, MAPS misses important functionalities needed, for
instance, in advanced decision support. Such functions are available, among oth-
ers, in the JADE agent platform, geared towards more powerful computing devices.
Therefore, integration of MAPS and JADE had to be considered. The aim of this
paper is to discuss technical issues involved in achieving this goal.

1 Introduction

Nowadays, wireless sensor networks (WSNs) and (multi-)agent systems (MAS) be-
came popular and fast advancing research areas. Furthermore, it has been suggested
that combining WSNs and MASs can bring about a new generation of intelligent
systems [6, 14, 15]. One of the observable advances in both areas is the rapid mat-
uration of their technology platforms. Currently, there exist four Java-based mobile
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agent platforms for WSNs: MAPS [3, 8], TinyMAPS [7], AFME [13] and MASPOT
[12]. MAPS will be introduced in Section 2 whereas TinyMAPS is a compact and
constrained version of MAPS ported on the Sentilla JCreate sensor platform [4].
The AFME framework, is a lightweight version of the AgentFactory framework,
ported onto the Sun SPOT [5]. However, AFME was not specifically designed for
WSNs and, in particular, for the Sun SPOT environment. MASPOT is a brand new
mobile agent system natively designed for the Sun SPOTs. It remains to be seen if
its Sourceforge code base will be maintained and updated.

Observe that the hardware capabilities of most sensor networks are restricted
by the sensor miniaturization, and the battery life. Therefore, regardless of the
WSN-agent platform, agents cannot be expected to perform resource-consuming
tasks (e.g. extensive data analysis needed for complex decision support), which
require more robust hardware and software. Therefore, in a system supporting
a glider pilot (see, [10, 11]) we have proposed a hybrid approach. There, we
have decided to proceed with a design of a system, in which MAPS agents are
responsible for managing on-board sensors, while JADE agents ([9]) run on a
smart device and are responsible for the meta-level “intelligence.” For the resulting
GliderAgent system we have designed and implemented an initial version of the
gateway supporting MAPS-JADE integration (inter-communication). The gateway
was later consolidated and enhanced. The aim of this paper is to discuss, in detail,
technical issues involved in its design and implementation.

However, before we proceed, let us note that the mentioned hybrid design can
be used in a large number of intelligent systems useful in many application do-
mains such as e-health, smart homes, smart grid, or military scenarios. There, the
agent-based WSN subsystem will be dealing with low-level functionalities, e.g.
sensor data preprocessing, information routing, or power management. Conversely,
the meta-level agent-based subsystem will facilitate data analysis, data mining, or
preparation of updated strategies for agents in the WSN subsystem. Hence, the meta-
level subsystem will provide the core intelligence of the system.

The remaining parts of the paper are organized as follows. Sections 2 and 3
provide brief introduction of MAPS and JADE agent platforms. The MAPS-JADE
Gateway architecture is described in detail in Section 4, whereas preliminary eval-
uation can be found in Section 5. Finally, concluding remarks, including on-going
work, complete the paper.

2 MAPS Agent Framework

MAPS [3, 8] is a Java-based framework developed for the Sun SPOT technology to
enable agent-oriented programming of WSN applications. It has been conceptual-
ized around the following requirements:

• Component-based lightweight agent server architecture to avoid heavy concur-
rency and agents cooperation models.

• Lightweight agent architecture to efficiently execute and migrate agents.
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• Minimal core services involving agent migration, agent naming, agent communi-
cation, timing and sensor node resources access (sensors, actuators, flash mem-
ory, switches and battery).

• Plug-in-based architecture extensions, through which other services can be de-
fined in terms of one or more dynamically installable components implemented
as single or cooperating (mobile) agent/s.

The MAPS architecture (see Fig. 2) is based on components that interact through
events and facilitate message transmission, agent creation, agent cloning, agent mi-
gration, timer handling, and access to sensor nodes.

Fig. 1 MAPS architecture – an overview

In particular, the main components of MAPS are:

• Mobile Agent (MA) – the basic high-level component, defined by the application
programmer.

• Mobile Agent Execution Engine (MAEE), which manages execution of MAs
using an event-based scheduler (enabling lightweight concurrency). MAEE in-
teracts with other components, to fulfill service requests issued by MAs (e.g.
message transmission, sensor reading, timer setting).

• Mobile Agent Migration Manager (MAMM), which supports agents migration
through the Isolate hibernation/dehibernation mechanism provided by the Sun
SPOT environment [5]. While MAs hibernation and serialization involve data
and execution state, the code has to reside at the destination node (this is a current
limitation of the Sun SPOTs which do not support dynamic class loading and
code migration).

• Mobile Agent Communication Channel (MACC), enables inter-agent communi-
cations based on asynchronous messages supported by the radiogram protocol.

• Mobile Agent Naming (MAN), provides agent naming based on proxies, for
supporting MAMM and MACC in their operations. MAN also manages the
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(dynamic) list of the neighbor sensor nodes (updated through a beaconing mech-
anism based on broadcast of messages).

• Timer Manager (TM), supporting the timer service for timing MA operations.
• Resource Manager (RM), which enables access to the resources of the Sun SPOT

node: sensors, switches, leds, battery, and flash memory.

3 JADE

The Java Agent DEvelopment framework ([9]) is one of the most popular Java-based
agent platforms, which complies with the Foundation for the Intelligent Physical
Agents ([2]) specifications. The JADE agent platform is composed of a single Main
Container and multiple Agent Containers, which can be distributed across different
hosts. The Main Container contains the Agent Management System (AMS) agent
and the Directory Facilitator (DF) agent. The AMS agent supervises the platform,
manages the life-cycle of all agents inside it, and provides the white pages service
(a registry of currently existing agents; including their Agent Identifiers (AID), used
for communication). The DF agent provides an optional yellow pages service (a
registry of services provided by the agents registered in the AMS).

All actions undertaken by agents are encapsulated within Behaviours, which are
executed sequentially in the agent’s main thread. However, if an agent has to per-
form a time-consuming operation (or wait for required resources), JADE allows a
ThreadedBehaviour, which is executed in another thread and does not block the
agent. JADE agents communicate via ACLMessages, which comply with the FIPA
ACL Message Structure Specification [1]. In order to send an ACLMessage, an agent
has to register an ontology and a codec. The ontology is used to demarcate data in-
side the ACLMessage. The codec encapsulates content, or extracts data from the
message (based on the internal structure of the message – message header – and
the ontology). The ACLMessage is composed of a header and one or more message
elements. The message header is always present, and contains information neces-
sary to properly deal with the message (e.g. the source AID, the target AID, message
type, ontology, language (codec), performative, etc.). In JADE, message elements
can be of a primitive type (e.g., boolean, int, string), or of an aggregate type (any
user-defined structure composed of primitive or aggregate elements). Aggregate el-
ements are usually represented as Java classes included in the ontology. Message
elements form a content of the ACLMessage, which can is represented depending
on the codec. For example, a codec can write data in a human readable form (XML,
strings), or as a byte code.

4 Gateway Architecture

As stated above, the JADE/MAPS gateway (or, simply, the gateway) has been imple-
mented to provide a communication mechanism between JADE and MAPS agents.
It facilitates bi-directional translation between JADE ACL messages and MAPS
Events and supports routing of communication between the two agent platforms.
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The gateway is composed of two abstract parts – the JADE part and the MAPS part,
responsible for communication with their own platforms. These two parts interact
within the gateway using translation mechanisms. The JADE part of the gateway
is a JADE agent. It was a natural choice, because JADE agents can autonomously
perform complex tasks. Furthermore, it was established that the translation and rout-
ing mechanism should be accomplished with the more powerful environment, thus
resulting in assigning this role to a JADE agent that runs on a PC (as the primary
target environment).

For the MAPS part, there was no simple way to connect the gateway to the MAPS
platform. Placing any part of the gateway on a Sun SPOT device could result in a
communication bottleneck due to its limited resources. Since it is impossible to run
MAPS agents without the MAPS Execution Engine, to allow its execution outside of
the Sun SPOT devices (e.g. on a PC), the MAPS platform would have to be rewrit-
ten. However, implementation of a fully functional PC-based MAPS platform would
not help solving the cross-platform communication problem. Instead, it was enough
to reimplement selected parts of the MAPS Execution Engine that (i) are respon-
sible for communication over the radio, and (ii) manage the list of remote MAPS
agents. Hence, the gateway was developed as a semi-functional MAPS Execution
Engine without the capability of running actual MAPS agents.

Let us now describe the JADE-MAPS communication from three perspectives:
(1) communication within JADE, (2) communication within MAPS, and (3) pass-
ing information between the two platforms. Recall that the gateway is a JADE agent.
Therefore, it can be directly accessed by other JADE agents via the AMS and DF
services (see section 3), and can communicate with them using ACL messages.
However, to facilitate JADE-MAPS communication, the gateway provides a special
ontology (GatewayOntology), which describes actions that need to be performed by
the gateway: Register, Unregister, GetRemoteAgent and SendMessage. Each action
is represented by a Java class, which is used to fill the content of an ACLMessage.
The ACL message containing one of these actions has the performative set to RE-
QUEST. The gateway can respond to such messages with an INFORM message,
containing a confirmation of execution of the requested action (and a list of MAPS
agents, in the case of GetRemoteAgents), or with a FAILURE message containing a
string, specifying the cause of the failure (see Fig. 2). If the JADE agent requests
communication by sending the SendMessage action, the gateway may optionally
send an additional INFORM message with a response from a MAPS agent (an in-
stance of the ReceivedMessage class, also included in the GatewayOntology).

A JADE agent, which wants to communicate with MAPS agents, has to register
itself within the gateway. To do this, the agent has to send an ACL message spec-
ifying the Register action. When the gateway receives such a message, it creates
a unique MAPS ID (for the sender’s AID) and sends it within a MAPS REFRESH
message to the MAPS Execution Engines, to allow agent synchronization across
the platform. Next, the gateway adds a pair (AID, MAPS ID) to its list of local
agents. These agent identifiers are used during the message translation process. All
registered JADE agents should unregister themselves at the end of their life-cycle
by sending an ACL message with the Unregister action. In response, the gateway



216 M. Mesjasz et al.

Fig. 2 A sequence diagram which represents a typical communication with the gateway

removes the pair (AID, MAPS ID) from the memory and sends a MAPS REFRESH
message to the MAPS Execution Engines, informing that a given MAPS ID is no
longer valid.

From the MAPS perspective, the gateway is just another MAPS Execution En-
gine. To facilitate this, the gateway broadcasts a MAPS PUBLISH message, which
(1) makes the gateway available within the MAPS platform, (2) discovers all avail-
able Sun SPOT devices that run MAPS, and (3) initializes the lists of MAPS agents.
This list is later updated, based on the communication between the gateway and the
other MAPS Execution Engines.

The JADE agents are accessible to the MAPS agents by their MAPS IDs, which
correspond to their AIDs. The MAPS agents are not aware that the gateway (and the
JADE agents) belong to a different platform. Hence, communication between the
MAPS and the JADE agents is simplified to communication between MAPS agents.

The translation mechanism “combines” the two platforms and is invoked when
the gateway receives a message, which has to be translated either into an ACL mes-
sage, or into a MAPS Event. The translation begins with the creation of an appropri-
ate message header. Since an ACL message and a MAPS Event are very different,
the gateway had to introduce a common communication standard. As presented in
Fig. 3, the ACL message contains the message header and a SendMessage action,
which not only requests to send a message, but also provides additional information
encapsulated within the Message concept. The Message concept includes a source
AID, a target MAPS ID, a message name (here, topic 41 means that this is an ordi-
nary message), a message type (occurrence time 1, means “now”) and parameters.
Obviously, this information is MAPS-specific and does not have an equivalent in
the ACL message (for example, the message name TEMPERATURE does not match
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Fig. 3 An example of the simple translation mechanism. The ACLMessages has been en-
coded by the SLCodec.

any property in the ACL message). A corresponding MAPS Event header is created,
based on this information. The only field that requires translation is the agent AID
(valid only inside the JADE platform). Here, the gateway translates the AID based
on the list of (AID, MAPS ID) pairs (e.g. in Fig. 3, the gateway found the pair (Pe-
ter@192.168.1.3:1099/JADE, 0000.98765XYZW) and used it in the corresponding
MAPS Event).

The translation from a MAPS Event to an ACL message is the reverse process.
The gateway starts with an empty ACLMessage class of the type INFORM. The AID,
corresponding to the target MAPS ID (from the MAPS Event), is set as the receiver
of this message. However, the gateway has to specify the context of the MAPS Event
(the message name and the message type). Since the ACL message header does not
contain the MAPS-specific information, the GatewayOntology provides a predicate
called ReceivedMessage (denoted by the string “Message-for-you”). The predicate
contains only one field, which stores the Message concept. This Message concept
is filled with MAPS information by the gateway. Notice that the ACL messages,
presented in Fig. 3, differ from each other to a small extent. Namely, the ACL mes-
sage type changes from REQUEST to INFORM and, respectively, the content of the
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message is changed from the SendMessage action to the ReceivedMessage predi-
cate. Otherwise, the translation mechanism does not alter the internal structure of
MAPS Events.

Fig. 4 A component diagram of the gateway

Technically, the gateway uses three threads: (i) CommunicationChannelReceiver
(CCR), (ii) CommunicationChannelSender (CCS), and (iii) the Agent Main Thread
(see Fig. 4). The CCR and the CCS originate from the MAPS Execution Engine
source code, and are used inside the gateway as separate ThreadedBehaviours. The
CCR has to be run as a separate thread due to the asynchronous communication
within the MAPS platform. The execution of the CCS as a different thread guar-
antees the absence of communication bottleneck, as discovered during tests on an
earlier version of the gateway (see [10]).

Each time the CCS receives a MAPS Event, the datagram must be checked for
the destination address. If the MAPS Event is addressed to another MAPS agent or
an Execution Engine within the MAPS platform, it is forwarded directly. However,
if the MAPS Event has to be delivered to a JADE agent (with a MAPS ID available
in the gateway), then it is sent to the Agent Main Thread for further processing.

For each message, the agent main thread has to determine its destination. If this is
a local JADE-to-JADE message, it is processed inside the JADE part of the gateway.
If the message has to be sent to a MAPS agent, then the translation mechanism is in-
voked and the corresponding MAPS Event is put in the CCR queue, to be forwarded
to an appropriate MAPS Execution Engine. Note that the gateway introduces two
restrictions: (a) two JADE agents inside the same gateway cannot communicate with
each other via MAPS Events, and (b) there is no confirmation that a MAPS agent
will receive, or respond to, an ACL message. The first restriction is to reduce the
workload of the gateway. The second restriction is due to lack of a mechanism to
monitor message traffic in the radio network used by the MAPS platform.
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5 Preliminary Performance Test

To check the performance of the gateway, we executed a communication test be-
tween a number of agent pairs. Each pair was composed of one JADE and one
MAPS agent. This test was designed to flood the system with ACL messages and
MAPS Events. During the test, we incremented the number of agent pairs from
1 to 20. Frequency of message transmission was set to 500 milliseconds, and the
message size was 8 bytes (representing the standard size of the value of temper-
ature) plus the size of the message header. The Forwarding Time (FT) was mea-
sured, and represents the time needed by the gateway to forward a message from the
Jade agent, plus the time needed to receive a reply form the MAPS agent (“round-
trip” communication). Specifically, during each experiment, a sender (JADE agent)
sends a message to a receiver (MAPS agent) to request the value of the temperature,
and receives a response. Each test lasted 5 minutes to complete, and a total of 20
experiments have been carried out to obtain a good confidence measure.

Fig. 5 Forwarding time for multiple agents

The experimental results are presented in Fig. 5. The FTs for the distributed test
(agents on different machines) are greater than the ones obtained on a single host
(due to the use of the RMI protocol to communicate between JADE agents and the
gateway). This is the reason why the linear trend corresponding to the local test
grows faster and its slope is steeper. Moreover, the increase in the number of agents
results in a greater variation of the FT. Evaluation shows also the performance degra-
dation due to the time-consuming operations (serialization and radio stream-based
communication) performed by the Sun SPOT libraries. Hence, the performance of
the gateway is highly influenced by the Sun SPOT emulator (the Solarium).

6 Concluding Remarks

In this paper we have proposed and described a gateway component providing
inter-communication capabilities between MAPS and JADE agent platforms. The
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importance of such gateway is in providing better support for the development of
intelligent WSN systems, where the small footprint MAPS agents facilitate sensor
management, whereas JADE agents infuse the system with intelligence. In the near
future, we plan to carry out more complete performance evaluations of the gateway,
and to include it in the JADE plug-in repository.
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A Collaborative Bayesian Watchdog for
Detecting Black Holes in MANETs

Manuel D. Serrat-Olmos, Enrique Hernández-Orallo, Juan-Carlos Cano,
Carlos T. Calafate, and Pietro Manzoni

Abstract. Watchdogs are a well-known mechanism to detect threats and attacks
from misbehaved and selfish nodes in computer networks. In infrastructureless net-
works, such as MANETs, attack detection and reaction is a key issue to the whole
network. Watchdog systems overhear traffic and perform analysis using data col-
lected to decide the grade of misbehaviour that their neighbour nodes present, so
accuracy and detection speed play a key role in achieving the right level of network
security and performance. The problem behind the use of watchdogs is that they
can cause a relatively high level of false positives and false negatives, so increas-
ing their accuracy is also basic to successfully implement this technology in real
MANET environments. This paper proposes a collaborative approach for detecting
black holes and selfish nodes in MANETs, using a set of watchdogs which collab-
orate to enhance their individual and collective performance. The paper shows that
using this collaborative watchdog approach the detection time of misbehaved nodes
is reduced and the overall accuracy increased.

1 Introduction

A Mobile Ad Hoc Network, usually known as MANET, consists in a set of wireless
mobile nodes that function as a network in the absence of any kind of centralized
administration and networking infrastructure. These networks rely on cooperation
from their nodes to correctly work, that is, every network node generates and sends
its own packets and forwards packets in behalf of other nodes. These nodes could be
classified [9] as well-behaved nodes, if they cooperate with the MANET forwarding
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activities to achieve the community goals, or as misbehaved nodes, if they act against
those global goals. In this case, nodes are further classified into three classes: faulty
nodes, if they do not cooperate due to a hardware or software malfunction; selfish
nodes, if they drop all the packets whose destination node are not themselves, but
they use other nodes to send their own packets; and malicious nodes, when they try
to disturb the normal network behaviour for their own profit.

When a MANET is deployed, we have to assume that there could be a percent-
age of misbehaved nodes. The types of misbehaved nodes, their number, and their
positions and movement patterns are key issues which deeply impact the mobile ad
hoc network performance [8]. Additionally, network performance could be drasti-
cally reduced if nothing is done to cope with these threats. To this end, an effective
protection against misbehaved nodes will be mandatory to preserve the correct func-
tionality of the MANET [6].

In a MANET there are basically two kinds of packet flows: data packets and route
maintenance packets. However, not all misbehaved nodes have the same impact on
network performance, due to the type of packet flows they affect. A really malicious
node could damage the network, spoofing routes, flooding the wireless channel,
or carrying out a man-in-the-middle attack. These are classical attacks that every
network could suffer, and solutions have been devised for them.

All types of misbehaved nodes –faulty, selfish and malicious– have a common
behaviour: they do not participate in forwarding activities, thus being characterized
as black holes. A black hole attack is a type of attack in which a node intends
to disrupt the communication with its neighborhood by attracting all traffic flows
in the network and then dropping all packets received without forwarding them to
their final destination [5]. To avoid or significantly reduce this type of attack in
MANETs, several proposed approaches are based on monitoring the traffic heard
by every node to detect misbehaved nodes, and then taking the appropriate actions
to avoid the negative effects of that misbehaviour [10].

The main problem that arises at this point is how to detect these black holes
avoiding as much as possible wrong diagnostics, like false positives or false nega-
tives. A false positive appears when the selected technique identifies a well-behaved
node as a misbehaved node. A false negative appears when the technique can not
detect a misbehaved node, so the network believes that it is a normal node, with
its potentially disruptive effects. So, accuracy and detection speed are critical issues
when designing an approach for black holes detection in MANETs.

Several solutions have been proposed for detecting and isolating or incentivating
misbehaved nodes in MANETs. Marti et al. [7] proposed a Watchdog and a Pathrater
over DSR protocol to detect non-forwarding nodes, maintaining a rating for ev-
ery node and selecting routes with the highest average node rating. The response
module of this technique only relieve misbehaved nodes from forwarding packets,
but they continue getting their traffic forwarded across the network. Buchegger and
Le Boudec [1] proposed the CONFIDANT protocol over DSR, which combines a
watchdog, a reputation system, Bayesian filters and information obtained from a
node and its neighbours to accurately detect misbehaved nodes. The system’s re-
sponse is to isolate those nodes from the network, punishing them indefinitely.
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Others approaches do not use reputation systems, in favor of incentivation.
Buttyan and Hubaux [2, 3] presented a method using a virtual currency called nu-
glet. Every node has a credit counter which will be increased when the node for-
wards packets, and decreased when a node sends his own packets. When a node has
no nuglets, it can’t send its packets, so it is a motivation for nodes to forward packets
for the network benefit. Zhong et al. [11] proposed SPRITE, a credit-based system
to incentivate participation of selfish nodes in MANET communication. It’s based
on a Central Clearance System, which charges or gives credit to nodes when they
send or forward a message. So, if a node wants to send a message, it must have suf-
ficient credit to do it. That credit is earned by forwarding messages for other nodes.
The response module of this method is integrated into the incentivation method, so
that if a node doesn’t forward other nodes’ messages, it wont have credit to send its
own messages.

Many of these approaches use the concept of reputation to improve the detec-
tion of black holes, just as reputation is used in human relations. If a node group
says that other node is malicious, it is quite probable that this is true. So, it seems
a good idea to integrate reputation systems in the mechanism to detect misbehaved
nodes. Therefore, watchdog cooperation will probably increase accuracy and detec-
tion speed.

In this work we propose a collaborative watchdog which integrates techniques
from reputation systems and bayesian filtering, and makes extensive use of the col-
laborative nature of MANETs. This watchdog must be considered as an Intrusion
Detection Systems (IDS), which is a software piece that collects and analyzes net-
work traffic to detect a set of attacks. In this context, intrusion detection systems
aim at monitoring the activity of the nodes in the network in order to detect mis-
behaviour [5]. Usually, this kind of software products are built using two building
blocks: a Detection (or sensor) module, like watchdogs, and a Response module.

The rest of this paper is organized as follows. Section 2 presents the concept of
bayesian watchdog, which is a basic technique to detect black holes in MANETs.
Section 3 presents an enhanced proposal for a collaborative watchdog designed to
perform that task. Section 4 evaluates its benefits and, finally, Section 4 provides
some concluding remarks.

2 Bayesian Watchdog

As we stated earlier, to detect misbehaved nodes, network monitoring is needed.
Every node must be aware of its neighbours’ behaviour, and watchdogs are a pop-
ular component for Intrusion Detection System dedicated to this task. The main
problem is that watchdogs are characterized by a significative amount of false posi-
tives [5], basically due to mobility and signal noise. Previous works from our group
[4] have evaluated a bayesian watchdog over Ad-hoc On-demand Distance Vector
(AODV) routing in MANETs. This bayesian watchdog results from the aggregation
of a bayesian filter with a standard watchdog implementation.
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The standard watchdog simply overhears the packets transmitted and received by
its neighbours, counting the packets that should be retransmitted, and computing a
trust level for every neighbour as the ratio of “packets retransmitted” to ”packets
that should have been retransmitted”. If a node retransmits all the packets that it
should had retransmitted, it has a trust level of 1. If a node has a trust level lower
than the configured tolerance threshold, that node is marked as malicious.

The role of the bayesian filter in the watchdog is to probabilistically estimate
a system’s state from noisy observations [4]. The mathematical foundation of the
bayesian filter is the following: at time t, the state is estimated by a random variable
ϑ , which is unknown, and this uncertainty is modeled by assuming that ϑ itself
is drawn according to a distribution that is updated as new observations become
available. It is commonly called belief or Belt(ϑ ). To illustrate this, let’s assume
that there is a sequence of time-indexed observations z1,z2, ...,zn, ...,zt . The Beli(ϑ )
is then defined by the posterior density over the random variable ϑ conditioned on
all sensor data available at time t:

Belt(ϑ) = p(ϑ |z1,z2, ...,zn, ...,zt) = Beta(αt ,β t ,ϑ) (1)

In this approach, the random variable ϑ belongs to the interval [0,1]. Bayesian fil-
tering relies on the Beta distribution, which is suitable to estimate the belief in this
interval, as shown in expression 1; α and β represent the state of the system, and
they are updated according to the following equations:

αt+1 = αt + zt β t+1 = β t + zt (2)

The Beta function only requires two parameters that are continuously updated as
observations are made or reported. In this approach, the observation zt represents
the information from the local watchdog obtained in time interval [t, t +Δ t] about
the percentage of non-forwarded packets. The bayesian watchdog uses three pa-
rameters: the first two parameters are α and β , which are handled over to the Beta
function to obtain an estimation of the node’s maliciousness. Thus, we can say that
α and β are the numeric representation of a node’s reputation. The third parameter
is γ , which represents the devaluation that old observations must suffer to adapt the
watchdog’s behaviour to a continuously changing scenario without penalizing cer-
tain nodes forever. It is a mechanism to reintegrate nodes into the MANET if they
change their behaviour to a more cooperative one.

As a result of their work, Hortelano et al. [6] found that, compared to the standard
one, the bayesian watchdog reached a 20% accuracy gain, and it presents a faster
detection on 95% of times.

3 Collaborative Bayesian Watchdog

Based on the bayesian watchdog presented in Section III, we have implemented
a collaborative bayesian watchdog based on a message-passing mechanism in ev-
ery individual watchdog that allows publishing both self and neighbour reputations.
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Every node running our watchdog collects the reputation information to obtain the
values of α’ and β ’ for every neighbour. The underlying idea of our approach is
that if a bayesian watchdog works well for detecting black holes, a group of collab-
orating neighbouring bayesian watchdogs would be able to perform faster and more
accurate detections.

Similarly to the bayesian watchdog, the collaborative bayesian watchdog over-
hears the network to collect information about the packets that its neighbours send
and receive. Additionally, it obtains the α and β values for its whole neighbourhood.
These values are exactly the same that those obtained by the bayesian watchdog with
the same observations; we call them ’first hand information’ or ’direct reputations’.
Periodically, the watchdog shares these data with its neighbours, and we call them
’second hand information’ or ’indirect reputation’. In our implementation, indirect
reputations are modulated using a parameter δ . Whenever requiered, every node
running the collaborative bayesian watchdog calculates, using expressions (4) and
(5), the values of α’ and β ’, which in this case are passed to the beta function to
obtain an estimation of the maliciousness of a node.

∀
j∈Ni

∀
k∈Nj

α(i)′j =
α(i) j + δmean(α(i)k

j)

2
(3)

∀
j∈Ni

∀
k∈Nj

β (i)′j =
β (i) j + δmean(β (i)k

j)

2
(4)

where

• i is the node which is performing detection
• Ni is the neighbourhood of node i
• α(i) j is the value of α calculated for every neighbour j of i, obtained from direct

observations at i
• β (i) j is the value of β calculated for every neighbour j of i, obtained from direct

observations at i
• α(i)k

j is the value of α calculated for every neighbour j of i, obtained from
observations of every neighbour k of j

• β (i)k
j is the value of β calculated for every neighbour j of i, obtained from

observations of every neighbours k of j
• δ represents the level of trust or the relative importance that a neighbour’s ob-

served reputations have for node i

When indirect reputations arrive at a node from one of its neighbours, it only pro-
cesses those reputations for its own neighbours, because reputations about nodes
that are not in its neighbourhood are useless. Once the reputations have been ob-
tained, and the adequate analysis have been done, the detection only needs a prede-
fined tolerance threshold to identify if a node is misbehaved or not.

Figure 1 shows the main components of the collaborative bayesian watchdog.
First, each individual watchdog overhears the network to make direct observa-
tions of its neighbours, thereby detecting black holes as the bayesian watchdog does.
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Fig. 1 Main components of the collaborative bayesian watchdog

Periodically, it receives reputation information from its neighbours and evaluates
their behaviour taking into account this second hand information and its direct
observations.

The algorithm of the detector module is outlined in Algorithm 1. Basically, the
BayesianDetection function performs analysis over direct observations, obtaining
the values of α and β . The relationship between α and β exceeds a predefined
tolerance level, the watchdog identifies that node as malicious. Thes values of α and
β are also used in the CollaborativeDetection function, according to expressions (4)
and (5). This function operates in a similar way that the BayesianDetection function,
although it uses second hand information and other parameters to perform its task.

Having introduced both the mathematical model and the algorithms designed,
we now set the objectives we are trying to achieve with this collaborative bayesian
watchdog. In this case, we want to:

1. increase the detection speed, reducing the time needed to detect a black hole
2. reduce the production of false positives
3. reduce the production of false negatives

4 Evaluation

We have implemented our collaborative bayesian watchdog as a Network Simula-
tor 2 (ns-2) extension to the AODV routing protocol. We evaluate the impact that
our approach has over the accuracy and the detection speed. We compare the re-
sults from the collaborative bayesian watchdog with those obtained using the non-
collaborative versions, both bayesian and standard. Table 1 shows the characteristics
of the scenarios we have selected for our performance evaluation.

Some of these parameters, like area, number of nodes or speed, are needed by
ns-2 to execute the simulation. Others, like δ , γ , or Observation time, are needed
by our code to perform its functionality. For each test, we averaged the results of 20
independent simulations. To obtain normalized results, we simultaneously executed
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Algorithm 1. Black Hole Detector processing algorithm
Every observation time Do

For all Node j which is a neighbour
If ( BayesianDetection() or CollaborativeDetection() )
Then Node j is malicious
EndIf

EndFor
EndEvery
Function BayesianDetection()

Obtain observations
Compute α and β
If relationship between α and β exceeds tolerance
Then return true
Else return false
EndIf

EndFunction
Function CollaborativeDetection()

Obtain neighbourhood reputations
Compute α’ and β ’
If relationship between α’ and β ’ exceeds tolerance
Then return true
Else return false
EndIf

EndFunction

a simulation of the standard watchdog, the bayesian watchdog, and the collaborative
bayesian watchdog with the same scenarios and parameters.

4.1 Detection Speed

Accuracy is a key issue when detecting black holes, but speed is also important.
A watchdog that detects 100% of black holes but requires 10 minutes is a useless
watchdog. So, it is crucial for accuracy and speed to be well balanced. In that sense,
watchdog enhancements will target both speed and accuracy issues.

The collaborative bayesian watchdog performed well in terms of speed. Table 2
shows that, on average, 7% of the times our approach detected black holes before
the bayesian watchdog, with the same traffic pattern. The rest of the cases, it detects
the malicious nodes at the same time. When a node B enters1 node A’s neighbour-
hood, our approach allows node A to identify node B as a black hole with only
a reputations sharing phase with its common neighbours. This means that even if
node B does not send or receive any data or routing packet when enters node A’s
neighbourhood, if it has been previously detected as black hole, node A will quickly
mark it as a black hole too.

1 In this context, entering a node’s neighbourhood means that this node is in communication
range and it announces its presence, for example, with a standard HELLO message.
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Table 1 Simulation parameters

Parameter Value

Nodes 50
Area 1000 x 1000 m.

Wireless interface and bandwith 802.11 at 54 Mbps
Antenna Onmidirectional

Node speed 5, 10, 15 and 20 m/s.
% of black holes 10%

δ 0.8
γ 0.85

Fading 1
Neighbour time 1s.

Observation time 0.2s.
UDP Unicast traffic Three flows

UDP Broadcast traffic every 5s.
Simulation time 352 s.

Scenarios 20

Table 2 Percentage of detections where the Collaborative Bayesian Watchdog detects the
black holes before the Bayesian Watchdog does it

Node Speed (m/s.) Percentage of earlier detections

5 1.04%
10 11.88%
15 9.66%
20 5.72%

In dense networks with traffic load equally balanced between malicious and well-
behaved nodes, both watchdog versions will perform nearly equally, despite of the
smaller number of packets that the collaborative bayesian watchdog needs to per-
form detections. This is because the interval between packets is very short. Never-
theless, in networks with low traffic load and with black holes that transmit a very
small amount of packets, the difference of performance between the two approaches
could be more significative in terms of time. A single packet would make the differ-
ence between detecting or not a black hole, and the collaborative bayesian watchdog
obtains better results in those cases.

Additionally, we can say that the collaborative bayesian watchdog obtains the
best results at node speed of 10 m/s. In fact, when node move at 10 m/s and 20
m/s our approach behaves nearly 12% and 6% better respectively. These results
lead to the conclusion that the collaborative bayesian watchdog becomes a suitable
implementation for Vehicle Area Networks, or VANETs, a type of MANET formed
by vehicles in movement which share data when they cross with another car, or
communicate with a fixed network infrastructure.



A Collaborative Bayesian Watchdog for Detecting Black Holes in MANETs 229

Fig. 2 Accuracy comparison of the different watchdog versions

4.2 Accuracy

Figure 2 shows that the accuracy in detecting false positives and false negatives is
also slightly better than with the non-collaborative bayesian watchdog, which comes
from the decreased level of false negatives. The fact is that a small amount of black
holes, that are not detected with the bayesian watchdog, are now detected by the
collaborative bayesian watchdog. In fact, our approach is able to detect cases where
a black hole enters and exits from the range of a watchdog quickly. As shown in Fig-
ure 2, although there is not a big difference between them, the collaborative bayesian
watchdog performs better in terms of accuracy than the bayesian watchdog, despite
of the node speed2. With respect to the standard watchdog, our approach clearly
surpasses it in terms of detection accuracy.

5 Conclusions and Future Work

In this paper we showed that a bayesian watchdog performs better than a standard
watchdog, reducing the amount of false positives. We have also demonstrated that
analyzing second-hand information using a collaborative bayesian watchdog will
also help at boosting its performance by decreasing the amount of false negatives
and speeding up the detection process. As a result, in the scenarios we tested our ap-
proach improves detection speed of black holes, and slightly increases the accuracy
of that detection process. These conclusions evidence that, compared to previous

2 The standard watchdog has a poor performance, as stated in [6] and as shown in Figure 2.
Further comparisons with that version of the watchdog will not be done.
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versions, our watchdog technique fits not only generic MANET environments, but
also VANET environments.

As future work, we will implement this mechanism in a hardware testbed (Cas-
tadiva), working on the fine tuning of the collaborative bayesian watchdog.

Acknowledgements. This work was partially supported by the Ministerio de Ciencia e In-
novación, Spain, under Grant TIN2011-27543-C03-01.
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A Distributed Allocation Strategy for Data
Mining Tasks in Mobile Environments

Carmela Comito, Deborah Falcone, Domenico Talia, and Paolo Trunfio

Abstract. The increasing computing power of mobile devices has opened the way
to perform analysis and mining of data in many real-life mobile scenarios, such
as body-health monitoring, vehicle control, and wireless security systems. A key
aspect to enable data analysis and mining over mobile devices is ensuring energy
efficiency, as mobile devices are battery-power operated. We worked in this direc-
tion by defining a distributed architecture in which mobile devices cooperate in a
peer-to-peer style to perform a data mining process, tackling the problem of en-
ergy capacity shortage by distributing the energy consumption among the available
devices. Within this framework, we propose an energy-aware (EA) scheduling strat-
egy that assigns data mining tasks over a network of mobile devices optimizing the
energy usage. The main design principle of the EA strategy is finding a task alloca-
tion that prolongs network lifetime by balancing the energy load among the devices.
The EA strategy has been evaluated through discrete-event simulation. The exper-
imental results show that significant energy savings can be achieved by using the
EA scheduler in a mobile data mining scenario, compared to classical time-based
schedulers.

1 Introduction

A growing number of mobile data intensive applications appeared on the market
in recent years. Examples include cell-phone- and PDA-based systems for body-
health monitoring, vehicle control, and wireless security systems. Advanced sup-
port for data analysis and mining is necessary for such applications. A key aspect

Carmela Comito · Deborah Falcone · Paolo Trunfio
DEIS, University of Calabria, Rende (CS), Italy
e-mail: {ccomito,dfalcone,trunfio}@deis.unical.it

Domenico Talia
ICAR-CNR and DEIS, University of Calabria, Rende (CS), Italy
e-mail: talia@deis.unical.it

G. Fortino et al. (Eds.): Intelligent Distributed Computing VI, SCI 446, pp. 231–240.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013

{ccomito,dfalcone,trunfio}@deis.unical.it
talia@deis.unical.it


232 C. Comito et al.

that must be addressed to enable effective and reliable data mining over mobile de-
vices is ensuring energy efficiency, as most commercially available mobile devices
have battery power which would last only a few hours. Therefore, data mining tasks
in mobile environments should be allocated and scheduled so as to minimize the
energy consumption of low-capacity mobile devices.

Only very few studies have been devoted on energy characterization of data min-
ing algorithms on mobile devices [1], but not in cooperative distributed scenarios.
We worked in this direction by defining a distributed architecture in which mobile
devices cooperate in a peer-to-peer style to perform a data mining task, tackling
the problem of energy capacity shortage by distributing the energy consumption
among the available devices. Efficient resource allocation and energy management
is achieved through clustering of mobile devices into local groups, also termed clus-
ters. Such a cooperative architecture can be seen as a set of requestors, i.e., mobile
applications generating data mining tasks to be executed, and a clustered set of re-
sources, i.e., mobile devices characterized by different levels of energy and process-
ing power, where tasks can be executed. To make the most of all available resources,
a proper distribution of tasks among clusters and individual devices is crucial. The
design and evaluation of such energy-aware (EA) task allocation (or task schedul-
ing) strategy is the main goal of this paper.

The design principle of the EA scheduling strategy is to find a task allocation
that prolongs network lifetime by balancing the energy load among clusters. To
this end, the EA scheduler implements a two-phase heuristic-based algorithm. The
algorithm first tries to assign a data mining task locally to the cluster that generated
the execution request, by maximizing the cluster residual life. If the task cannot be
assigned locally, the second phase of the algorithm is performed by assigning the
task to the most suitable node all over the network of clusters, maximizing this way
the overall network lifetime. We characterize the energy consumption of mobile
devices defining an energy model in which the energy costs of both computation
and communication are taken into account.

The EA approach has been introduced in our previous work [2]. In this paper
we propose an extensive evaluation of the EA allocation strategy using a custom
discrete-event simulator, which allowed us to assess it effectiveness on a large range
of data mining tasks. The experimental results show that a significant improvement
can be achieved using our EA scheduler compared to the time-based round-robin
scheduler. In details, our algorithm: i) is effective in prolonging network lifetime
by reducing the energy consumption, without sacrificing the number of tasks com-
pleted; ii) in all the experiments performed, it was able to keep alive most of the
mobile devices thanks to its energy load balancing strategy.

The remainder of the paper is organized as follows. Section 2 introduces the ref-
erence architecture. Section 3 presents the EA allocation scheme. Section 4 presents
the experimental results. Section 5 discusses related work. Finally, Section 4
concludes the paper.



A Distributed Allocation Strategy for Data Mining Tasks in Mobile Environments 233

2 Reference Architecture

In a mobile ad hoc network, efficient resource allocation, energy management and
routing can be achieved through clustering of mobile nodes. In a clustering scheme,
mobile nodes are divided into clusters. Generally, geographically adjacent devices
are assigned to the same cluster. Under a cluster-based structure, mobile nodes
may be assigned different roles, such as cluster-head or cluster member. A cluster-
head normally serves as the local coordinator for its cluster, performing intra-cluster
transmission arrangement, data forwarding, and so on. A cluster member is a non
cluster-head node without any inter-cluster links.

Fig. 1 Reference architecture for mobile-to-mobile collaborations between mobile devices

In this work we assume, as a reference, the cluster-based architecture shown in
Figure 1, which is meant to support mobile-to-mobile (M2M) collaborations be-
tween mobile devices. Examples of M2M collaborations occur in several domains
such as disaster relief, construction management and healthcare. Mobile nodes
within a cluster interact through ad-hoc connections (e.g., wi-fi, bluetooth), that
we refer to as M2M links, represented as dashed arrows in the figure. Interactions
between clusters (cluster-to-cluster links) take place through ad-hoc connections be-
tween the respective cluster-heads, and are represented as continuous arrows in the
figure.

The architecture is based on a fully distributed cluster formation algorithm in
which nodes take autonomous decisions; no global communication is needed to
setup the clusters but only local decisions are taken autonomously by each node.
This means that the proposed architecture is self-organized into mobile clusters:
when mobile devices meet each other, i.e., when they are within the same transmis-
sion range, they can form a mobile group. The self-organization nature of the clus-
tering scheme distributes the responsibility between all the mobile nodes. We do not
focus in this paper on the cluster formation algorithm as it has been presented in a
previous work [3].
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All types of interactions in the architecture shown in Figure 1 take place either to
ask for a computation request, or to perform a distributed allocation of a data mining
task, as detailed in the next section.

3 Distributed Task Allocation Strategy

The energy-aware (EA) scheduling strategy deals with a set of independent data
mining tasks, dynamically generated over time, which have to be allocated over
mobile nodes organized into the cluster-based architecture introduced earlier.

Task allocation is a step of the more general scheduling problem; it can also be
seen as a global scheduling or meta-scheduling that distributes the tasks among the
devices. Once tasks have been allocated, the problem becomes one of defining a
feasible local schedule that manages task execution for each node. In this paper
we focus on the task allocation problem and we refer to task allocation or task
scheduling interchangeably.

The task allocation problem has been proven to be NP-Complete in its general
form [4]. However, some optimal algorithms have been proposed for restricted ver-
sions of the problem and some heuristic-based algorithms have been proposed for
the more general versions of the problem allowing to find good allocations in poly-
nomial time [5].

We propose a two-phase heuristic-based, decentralized algorithm. When an as-
signment decision has to be made for a task, the first phase, referred to as local
assignment phase, is responsible for local task arbitration: it considers the energy
consumption of task execution on the different devices within the local cluster. The
algorithm tries to minimize the total consumed energy in the cluster by assigning
the task to the device that allows to extend the cluster residual life. If the first phase
is not feasible, the second phase, referred to as global assignment phase, is responsi-
ble for task arbitration among clusters: the task will be assigned to the most suitable
device, all over the network of clusters, that maximizes the overall network lifetime.

Some definitions and notations are introduced in the following to support the
description of the proposed distributed allocation strategy.

• PCi(t): processing capacity of device di at time t.
• Mi(t): memory availability of device di at time t.
• EECi(tj,s): estimated energy consumed for computation by device di to process

a task tj over a data set of size s.
• EETi(tj,s): estimated energy consumed for communication by device di to pro-

cess a task tj over a data set of size s.
• EMCi(tj,s): estimated memory consumption of device di to run a task tj over a

data set of size s.
• EPCi(tj,s): estimated processing capacity required by device di to execute a task

tj over a data set of size s.
• RLi(t): residual life of node i at time t, defined as follows:

RLi(t) = REi(t)/Pi(t) (1)
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where REi(t) is the residual energy available at node i at time t, and Pi(t) the
instantaneous power.

The classical task allocation problem can be reformulated here as the problem of
finding the proper task assignment that minimizes the energy dissipated in the sys-
tem. In other words, we formalize the problem of task allocation as an optimization
problem. The aim of the optimization is to maximally extend the life of all the nodes
in the network by balancing the load proportionally to the energy of each node. We
achieve this goal by iteratively trying to improve a candidate solution. A feasible
allocation is optimal if the corresponding group residual life (in case of local as-
signment) or system lifetime (in case of global assignment) is maximized among all
the feasible allocations.

The candidate nodes to which a task ta could be assigned have to satisfy the
following constraints:

1. a node di must have enough processing power to perform the task over a data set
of size s: EPCi(ta,s)< PCi(t)

2. a node di must have enough energy to perform the task over a data set of size s:
EECi(ta,s) < REi(t)

3. a node di must have enough memory to perform the task over a data set of size s:
EMCi(ta,s) < Mi(t)

During the local assignment phase, a cluster-head, or the set of neighboring cluster-
heads in case of the global assignment, will choose the local node, among the ones
satisfying the above constraints, that will prolong the life of the corresponding local
group by using the following objective function:

RLLGj(t) = Max

NLGj

∑
i=1

αiRLi(t) (2)

where RLLGj denotes the residual life of local group LGj, NLGj is the number of
nodes within the local group LGj, RLi is the residual life of node i in the group, and
parameter αi takes into account the importance of node i in the local group. The node
associated with the maximum value in the objective function will be selected by the
cluster-head as candidate node. Note that throughout the experimental evaluation
presented in the next section, the parameter αi is set to 1 thus, all the nodes have the
same role within the local group.

If the global assignment phase is activated, the final decision is taken by consid-
ering all the candidate nodes proposed by the neighboring clusters. The task will be
assigned to the local group that maximizes the life of the whole network:

RLnet(t) = Max
N

∑
j=1

αjRLLGj(t) (3)

where N is the number of groups in the network.
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4 Experimental Results

In this section we present an experimental evaluation of the proposed EA scheduler,
performed using a custom discrete-event simulator. As a first step, the simulator
builds a network composed of 100 mobile devices, and let them grouping into clus-
ters based on the algorithm described in [3]. Then, an initial energy capacity ranging
from 3,000 J to 11,000 J is assigned to each device, following a normal distribution.
After the initial setup, mobile devices start generating a set of data mining tasks to
be executed, which are allocated to the available nodes according to the EA strategy
described in the previous section.

To the purpose of our simulation, we characterize the data mining tasks on the
basis of the energy required to complete their execution. To this end, we selected
three reference data mining algorithms (J48, for data classification; Kmeans, for
data clustering; and Apriori, for association rules discovery). Each algorithm was
used to analyze a sample dataset (of varying size), using an Android smartphone as
mobile device. After each execution we measured the actual energy consumed to
perform the task, which was used as input for the simulations.

The simulation aims at studying the behavior of the scheduler with respect to the
energy depletion and network lifetime. Accordingly, as performance metrics, we use
the number of alive devices, the number of completed tasks, and the network residual
life at the end of the simulation. To assess the effectiveness of the EA strategy, we
compared its performance with the one achieved by round-robin (RR) scheduling
algorithm.

In a first set of experiments, for each reference algorithm (J48, Kmeans, or Apri-
ori), we ran a set of tasks by varying the size of the dataset to be mined from 100
kB to 3.2 MB. Each simulation lasts 30 hours, with tasks that arrive following a
Poisson distribution with a frequency λ = 160 tasks per hour. Figures 2(a), 3(a) and
4(a) show the number of alive devices at the end of the simulation for J48, Kmeans,
and Apriori, respectively, using the EA and RR strategies. With all data mining al-
gorithms and dataset sizes, the number of alive devices with EA is greater than (and
in a few cases equal to) that of RR. In particular, Figures 2(a) and 3(a) show that
there are no alive devices with RR for datasets greater than 200-400 kB using J48
and Kmeans. In contrast, in the same configurations, EA keeps alive a high percent-
age of the devices. Additionally, we can note that, with EA, the number of alive
nodes increases with the dataset size. This is due to the fact that, when the dataset
size increases, also the energy required to complete the task increases. Since the EA
scheduler does not allocate tasks when the available devices do not have enough
energy, this lead to a higher number of alive nodes. It is important to note that the
higher number of alive devices ensured by EA compared to RR, is obtained without
reducing the number of tasks completed, as shown in Figures 2(b), 3(b) and 4(b).
Figure 5(a) shows the network residual life measured at the end of the experiments.
The figure confirms that the EA scheduler is effective in prolonging network lifetime
compared to the RR algorithm.

In a second set of experiments, for each reference algorithm (J48, Kmeans, or
Apriori), we ran a set of tasks with a fixed dataset size (200 kB) but with task
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(a) (b)

Fig. 2 (a) Number of alive devices and (b) Number of completed tasks w.r.t. dataset size,
using EA and RR with J48

(a) (b)

Fig. 3 (a) Number of alive devices and (b) Number of completed tasks w.r.t. dataset size,
using EA and RR with Kmeans

(a) (b)

Fig. 4 (a) Number of alive devices and (b) Number of completed tasks w.r.t. dataset size,
using EA and RR with Apriori

arrival rate λ varying from 80 to 1280 tasks per hour. Figures 5(b) shows the
network residual life measured at the end of the experiments for the three algo-
rithms, using EA and RR. As expected, increasing the task arrival rate, the network
residual live tends to zero both for EA and RR. However, for the lightest of the
three data mining algorithms (Apriori), the residual life does not reach zero and the
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(a) (b)

Fig. 5 Network residual life using EA and RR with Apriori, Kmeans and J48, w.r.t. (a) dataset
size; (b) task arrival frequency

(a) (b)

Fig. 6 (a) Number of alive devices and (b) Number of completed tasks w.r.t. task arrival
frequency using EA and RR with Apriori, Kmeans and J48

difference between EA and RR increases with λ in favor of EA. Figure 6(a) shows
the number of alive devices for the three algorithms, using EA and RR. The results
demonstrate, also in this case, that the number of alive devices with EA is greater
than that achieved by RR. Figure 6(b) compares the performance of EA and RR in
terms of completed tasks for the three algorithms. With Apriori, both EA and RR
are able to complete more tasks as λ increases, but EA ensures better performance.
With J48 and Kmeans, over a given task arrival rate, the number of completed tasks
cannot increase because the network residual life is zero, as shown in Figures 5(b).
However, even in this cases, there is a slight advantage for EA compared to RR for
λ < 320 tasks per hour.

The experimental results discussed above demonstrated that a significant im-
provement can be achieved using the EA scheduler compared to the RR scheduler in
a distributed mobile scenario. In details, our algorithm: i) resulted effective in pro-
longing network lifetime by reducing the energy consumption, without sacrificing
the number of data mining tasks completed; ii) in all the experiments performed, it
was able to keep alive most of the mobile devices thanks to its energy load balancing
strategy.
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5 Related Work

Most of the existing research work in the area of energy-aware systems are
hardware-based techniques focusing on reducing the energy consumption of the
processor. One of the most adopted techniques is turning off idle components [6].
Dynamic Voltage Scaling (DVS) is another technique of energy conservation. DVS
refers to the technique of simultaneously varying the processor voltage and fre-
quency as per the energy performance level required by the tasks [7–9]. Remote exe-
cution is a software-based technique in which a device with limited energy transfers
a computational task to a nearby device which is more energy powerful. Energy-
aware task scheduling is another software method where the scheduling policy aims
at optimizing the energy.

To the best of our knowledge, little work has been done on energy-aware schedul-
ing over a mobile ad hoc networks (MANETs), and not for data mining scenarios.
In [10] an energy-aware dynamic task allocation algorithm over MANETs is pro-
posed. However, this work is different from ours, both for the considered application
scenarios and for the underlying architecture and cost function to be optimized. We
group the devices in clusters to promote local cooperation among nearby devices
and to minimize the transmission energy. This issue is particularly relevant because
we have experimentally found that the transmission energy highly impacts on the
overall energy consumption. In contrast to ours, the solution proposed in [10] is
effective for compute intensive applications and does not address the communica-
tion aspects of the system. Furthermore, we adopt a different objective function: we
maximize the network residual life rather than minimizing the energy consumption.

Using the residual life parameter we are able to actually consider the real energy
consumption rate of single devices, single clusters and the overall network. Con-
versely, [10] does consider only the local computation issues and it works at a node
level ignoring the workload in the rest of the network. Thus, differently from us,
they do not take into account the actual load of the devices with the possibility of
assigning a task to a device that consumes less energy, but which is less charged
compared to another one that consumes more energy but it is more energy powerful
and thus could efficiently execute that task.

6 Conclusions

Supporting data mining in mobile environments requires effective architectures and
allocation strategies to improve energy utilization of battery-operated devices. We
addressed this issue by defining a distributed architecture in which mobile devices
cooperate in a peer-to-peer style to perform a data mining process, tackling the
problem of energy capacity shortage by distributing the energy consumption among
the available devices.

Within this framework, we proposed an energy-aware (EA) task allocation
scheme focusing on energy efficiency. To conservatively consume energy and max-
imize network lifetime the EA adopts a heuristic algorithm that balances the energy
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load among all the devices in the network. Experimental results show that significant
improvements in terms of residual network lifetime, number of alive devices can be
achieved by using the EA scheduler in a mobile data mining scenario, compared to
classical time-based schedulers such as round-robin.
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Adaptive Patterns for Intelligent Distributed
Systems: A Swarm Robotics Case Study

Mariachiara Puviani, Giacomo Cabri, and Letizia Leonardi

Abstract. In order to propose some evaluation of adaptive architectural patterns for
intelligent distributed systems, in this paper we present a case study where a swarm
of robots is required to coordinate and adapt to perform a task. We will present
the results of several simulations and propose some considerations that help further
research about adaptive patterns in intelligent distributed systems.

1 Introduction

Nowadays adaptation in intelligent distributed systems, that is defined as the abil-
ity of a system to change its behaviour to dynamic operating conditions [4], is a
very important aspect for these systems. Adaptation can be applied to intelligent
distributed systems at two levels: at the level of a single component (components
are able to automatically change their behaviour according to the changes in their
context) and at the level of a whole system (the entire system can exhibit adaptive
capabilities). In the latter case adaptation can be achieved in two different ways:
(i) by explicitly programming each component to manage a specific portion of the
global goal; (ii) by achieving a global goal through a new behaviour that the whole
system will exhibit even if composed of autonomous components. The latter de-
scribed adaptation is what happens in swarm robotics: each robot acts individually
using local information. The global goal of the system is achieved by means of the
collective behaviour of all the components involved in the system.
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In this paper, we present swarm robotics’ simulations to show how adaptivity
comes out in different situations, and to study which adaptive pattern can be useful
in different situations. This evaluation helps us to understand how different patterns
work and to decide which pattern is more appropriate.

2 Swarm Robotics and Adaptive Architectural Patterns

Swarm intelligence scenarios are an ideal starting point to understand how adapta-
tion works in intelligent distributed systems. In swarm robotics, task allocation [2]
is a well known problem, where the goal of each robot is to search for food items
placed in an area, and bring them back to the nest. Each robot has also the sub-goal
of avoiding obstacles (e.g., walls, other robots or objects) on its way. Thus, each
robot needs to change its route in order to avoid obstacles while adapting its be-
haviour to a diminishing number of available food items. The goal of the system is
to increase the nest energy with food items. This energy tends to decrease during
the simulation, due to the energy consumption of each robot. The main constraint
of each robot is to avoid running out of batteries. Running outside the nest, robots
are consuming energy taken from the nest itself. Each robot must save its energy in
order to keep the whole system up and running.

In this context, the adaptive behaviour of the system can be defined by a pattern.
An adaptive architectural pattern1 is a conceptual scheme that describes a specific
adaptation mechanism. It specifies how the component/system architecture can ex-
press adaptivity. When developing an intelligent distributed system that needs to be
adaptive, such as a swarm robotics one, the use of an appropriate pattern that will
enact adaptivity will help developers in their work. The pattern permits to the de-
veloper to be guided to make the system exhibit a required behaviour, even when
unexpected situations occur. Unfortunately, it is not always possible to immediately
recognize which is the most appropriate pattern that the developers can use when
building intelligent distributed systems. Thus, it is useful to have guidelines that ex-
plain the features of each patten, so the developers can choose the one they think is
the most appropriate one for their needs. In order to verify if a pattern is the appro-
priate one for a specific system, we use a “black-box” approach: we implement the
system considering when it needs to adapt and under which conditions it will adapt.
In this way we can consider, for each case study, the tolerance under which the sys-
tem can adapt itself during its execution in order to continue to satisfy its goals and
constraints. This tolerance describes an area where the system should remain to be
considered adaptive.

In [1], we proposed a preliminary list of patterns and offered examples for their
use. In this paper, we proceed to understand whether exploiting a specific pattern
can be useful to implement an intelligent distributed system. In our swarm robotics
case study we apply the pattern that in [1] we called “pattern based on swarm intel-
ligence connected with the environment”. This pattern addresses the problem of co-
ordinating a large number of simple components (with limited knowledge) in order

1 In the following, we use the term pattern to mean always adaptive architectural pattern.
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to achieve a global goal, whose explicit representation is not possible. The collec-
tive behaviour results from components’ behaviour adjusted by local environment
conditions. The single components are not able to directly communicate one with
the other, but an implicit communication is made using the environment that prop-
agates the adaptation. So the environment plays the role of a strong stimulus for
components that aims at modifying their internal dynamical behaviour indirectly.

3 Swarm Robotics Simulations

In order to simulate the robot behaviour for our case study, we use ARGoS2 [3]. We
define a simple arena where robots are free to move (see Figure 2). The robots must
bring the food find in the arena, to the nest to increase the nest energy, and there
they can also recharge their batteries, decreasing the nest energy.

The behaviour of single robots is probabilistically determined. Each exploring
robot returns to the nest with probability Pr and starts exploring with probability
Pe; these probabilities change depending on the situation, and this makes the be-
haviour of each robot adapt according to the behaviour of all the other robots and
to environmental changes (i.e. change in the number of food items, addition of ob-
stacles and so on). Every robot, while behaves in order to satisfy its goal, changes
its probabilities. The other robots, sensing the changes that are propagated in the
environment, adapt their behaviour in their turn. Doing that they change probabili-
ties again, and make the system to continuously adapt. Each robot in our simulation
uses the “pattern based on swarm intelligence connected with the environment” pre-
sented in Section 2. In the following, we show how adaptation of the ensemble of
robots works under different operational conditions, and if the chosen pattern is
always suitable for the studied system.

3.1 Changing Number of Food Items

In this simulation, we have a fixed number of robots (20) acting in the arena, and
we set a variable number of food items (starting from 5 to 50 food items). We can
observe the different behaviour of the system when we change the number of items:
robots try to adapt their actions in order to avoid too long unfruitful explorations
while trying to collect as much food as possible to increase the nest energy.

Figure 1 shows simulation results, changing the number of food items in the
arena. Specifically, Figure 1 (a) shows the number of walking robots (WR) in time,
while Figure 1 (b) shows the number of collected food items (CF) in time.

As expected, Figure 1 (a) shows that for the time from 0 to 750 sec, the behaviour
of the system is quite the same for all the different scenarios: initially the robots are
all out searching for food, and then they start to adapt to the environment. The robots
stay out of the nest, looking for food, only if there is a large amount of food around,
because their probability of finding food in a short time increases. In this situation,

2 http://iridia.ulb.ac.be/argos/
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a) b)

Fig. 1 Walking robots (a) and overall collected food items (b)

they are not losing energy and are motivated to resume exploring, after the pause
in the nest, especially when the number of food items is higher than the number of
robots. The chance of increasing the nest energy in this case is higher than the use
of the energy itself. A robot can spend less than 50% of its energy to find the food
and to return to the nest due to the large amount of food. Doing that, it increases
the nest energy of more than what it spends. As an example, in this simulation the
charged battery costs 1000 to the nest and each food item gives 500. When the food
items present in the arena are more than 30, the average of battery consumption for
each robot is 400, so there is a constant increase of energy (about 100).

We can see another adaptive behaviour in the system when the number of food
items is low (5 Food Items - FI - or 10 FI): robots stay out of the nest for long time
because they are more than the number of items in the arena, so their probability to
return to the nest (Pr) and stay there rapidly increases.

Another expected result comes from the adaptation of the behaviour of every
single robot: the number of collected items grows more rapidly when we have a
higher availability of food in the arena (see Figure 1 (b)). That is because robots can
quickly find food and their probability of staying out (Pe) for nothing decreases.

As a summarizing consideration, in this simulation the used pattern seems to be
the appropriate one because the number of robots is fixed and the environment, that
is the means of adaptation, is frequently changing, so it is the best way to propagate
adaptation.

3.2 Changing Obstacles

In this simulation, we show how the system of robots adapts in environments with
different obstacle locations. The number of robots is fixed (10), as the number of
food items (15). Figure 2 shows the three experimental settings we used: the first
one with no obstacles, the second with a short wall in the middle of the arena, and
the third one with a long wall.
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a) b) c)

Fig. 2 Simulation arenas. White floor, grey nest and food items represented as black dots

a) b)

Fig. 3 Walking robots (a). Overall collected food items (b)

We can see from Figure 3 (a), that the number of walking robots is the same
for the first part of the simulation (for around 700 sec). After that, the number of
robots walking within the arena with a long obstacle sharply reduces. This happens
because it is more difficult to find food and to come back to the nest, due to the
obstacle. So robots spend more energy to avoid the obstacle and the probability to
stay in the nest (Pr) is higher.

The same considerations can be done looking at the collected food (see Figure 3
(b)) in the three different settings. The number of food items that are brought to the
nest is less when we have the long obstacle in the arena. It is interesting to observe
that the number of items is larger (8 instead of 7) when there is the short obstacle
in the arena, with respect to the case in which there is no obstacle at all. In fact, the
short obstacle forced the robot to change their path to avoid it, and in this case, the
change of path helps in finding the nest way or in finding a new food item.

In this simulation, we see that it can be useful to consider a different pattern than
the used one, for the scenario with the long obstacle in the arena. Here a direct com-
munication between robots is more useful to map the environment and help robots
in their task: the obstacle makes robots that do not know the environment, frequently
change their direction. This makes the robots to consume battery and not to be sure
to find food items. An alternative pattern can be the one with a direct communica-
tion between robots, e.g. based on negotiation. The possibility to communicate how
the external environment is in a given time tick, helps robots to find new food items
and to localise the nest.
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4 Conclusions

Using an appropriate pattern makes it possible to obtain an intelligent adaptive sys-
tem even starting from components that behave simply in a probabilistic way and
that have a limited knowledge about the environment and others components. The
simulation reported in this paper suggest that some patterns are more suitable than
others to build a specific system because they better specify adaptation mechanisms
for the involved components and for the whole system. We shown that the “pattern
of swarm intelligence connected with the environment” was the most appropriate
for this kind of systems, for the majority of the cases. We have also shown that for
some specific situations, this pattern is not the best one, and it would be better to
apply another one that better suits the adaptive situation.

Our future work will focus on simulating others patterns to better understand
their usage, and on enabling self-expression [5], which is defined as the capability
of changing the whole pattern that descibes adaptation when the change of situation
may require it (e.g. passing from the “pattern of swarm intelligence connected with
the environment” to a pattern based on an “external adaptive manager” when the
number of robots rapidly decreases, and the last pattern better manage the system).

Acknowledgements. Work supported by the ASCENS project (EU FP7-FET, Contract No.
257414).
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Maximal Component Detection in Graphs
Using Swarm-Based and Genetic Algorithms

Antonio González-Pardo and David Camacho

Abstract. Nowadays, there is an increasing interest in the application of Collective
Intelligence and Evolutive optimization algorithms for solving NP-complete prob-
lems. This is because the solution or optimization process of these type of problems
requires a huge amount of resources (such as computational effort or time). Some
examples of these types of problems are scheduling problems, constrained satisfac-
tion problems, or routing problems. Collective strategies are heuristics that allow to
look for new solutions in real complex problems using concepts extracted from a
metaphor of social behavior of ants, bees, bacteria, flocks of birds and/or schools of
fish. In this paper we propose a practical comparison between a classical Genetic-
based approach and a Swarm-based strategy applied to the detection of maximal
component in graphs. This work describes how these two different optimization
strategies can be adapted and used to extract the different sub-graphs that contains
the maximum number of nodes. Experimental results show the best results are ob-
tained using ACO algorithm, but new strategies must be taken into account in order
to improve the results.

1 Introduction

Past decades have shown a growing interest in Collective Intelligence (CI) [8] and
Evolutionary Algorithms (EA) [4, 6]. It has been demonstrated how these optimiza-
tion algorithms can be applied to wide range of real-world complex problems. Col-
lective algorithms provide a new perspective from other Evolutionary Algorithms,
that currently can be considered more classical, like Genetic Algorithms [5], Ge-
netic Programming, or Grammatical Evolution amongst others. However, both kind
of algorithms provide an interesting approach based on heuristic search.
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Collective-based Intelligence strategies allow to look for new solutions using
concepts extracted mainly from a metaphor of social behavior in sets of self-
organizing communities, like ants [1, 3], bees[7] or bacterias [2] amongst others,
where the iterations among individuals generate collective knowledge. In these al-
gorithms the members of the population travel through the solution space in order
to obtain the best solution to the problem.

This is the main different between Collective-based Intelligence and EA ap-
proaches, where each individual is evaluated by a fitness function that allows the
comparison between different individuals. This evaluation allows to select the bet-
ter individuals for the generation of the next population using the crossover and
mutation operator.

There are several real-world complex problems where the task of obtaining a
solution needs a huge amount of resources (such as computational effort or time) due
to the complexity of the problem. Some examples of these type of problems (usually
called NP-complete or NP-hard) are scheduling problems, constrained satisfaction
problems, or routing problems.

This paper presents a case study on the application of classical Genetic-based
approach and a Swarm-based strategy in NP-complete or NP-hard problems. These
algorithms are applied to the detection of maximal connected components of an
undirected graph. A connected component is a subgraph in which any two vertices
are connected to each other by paths. Although this problem can be solved using
some linear-time algorithms, this work is useful to understand the strengths and
weaknesses of these algorithms applied to NP-complete problems.

2 The ACO Approach

The first algorithm studied in this work is an Ant Colony Optimization algorithm
(ACO) [3]. In this case, the agents (ants) travel through the network trying to visit
all the nodes.

In order to do that, each ant starts its execution in a random node and it travels
through the network until all the neighbours of the visited node have been visited by
the ant.

Initially, given a specific node, its neighbours have the same probability for being
selected. Nevertheless, ants communicate with each other through the environment
using pheromones. These pheromones are deposited by ants when they make a de-
cision and influences on the decision of other ants. Given an ant located in node i,
the probability of travelling from node i to its neighbour j is computed by Eq. 1.

pi, j =
τα

i, j ∗ρβ
i, j

∑
l∈Ni

τα
i,l ∗ρβ

i,l

(1)

Where τi, j is the pheromone concentration in the edge connecting node i with node
j, ρi, j is the value of the heuristic function, and Ni is the set of nodes connected to
node i.
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Usually, ACO has been applied to the Travelling Salesman Problem (TSP) and
the heuristic function is usually based on the distance between the nodes. In this
work, as the distance does not matter the heuristic function only takes into account
those unvisited nodes. In Equation 1 the value for ρi, j is 1 if the node has not been
visited, and 0 otherwise.

The process of depositing a pheromone on an edge of the graph is performed in
two phases. In the first one, a fixed quantity of pheromone is deposited on the edge
of the graph. This quantity is defined in a configuration xml file. The second phase
starts, when the ant reaches a node i with all its neighbours visited. In this case
the ant is trapped, and it goes back in the followed path updating the pheromones.
As the goal of the work is to discover the Maximal Component of the graph, the
larger path is, the better solution is found. For that reason, the quality of a path is
the percentage of nodes included in the component. The values for this function go
from 0 to 1, where 0 means that the algorithm did not find any connected component
and 1, that the algorithm has found the maximal connected component.

Finally, there is a stigmergy process that simulates the pheromone evaporation
process, this process it is executed in each iteration and it is used to forget wrong
path discover by the ants.

3 GA Approach

The Genetic Algorithm applied in this work, initializes individuals with a random
phenotype length. The maximum length of the phenotype is the number of nodes
of the graph and each gene contains the name of a node selected randomly from
the graph. The phenotype represents a possible connected component that will be
evaluated against the graph.

This evaluation provides a fitness value that will be used to select the better indi-
vidual in a specific population to generate the new population. Phenotypes are eval-
uated with the same function used in ACO algorithm for updating the pheromones
(i.e. the value of a phenotype is the percentage of nodes that compose this connected
component). Nevertheless, there are some key concepts that must be highlighted.

The evaluation algorithm starts visiting the first node in the phenotype, and gets
its neighbours. From this set, those nodes that have been visited are discarded, and
from the remaining nodes one node is selected randomly taking into account that
those nodes that belong to the phenotype and they have not been visited yet, have
higher probabilities to be selected. The selected node represents the new node that
belongs to the current connected component. The evaluation finishes when the algo-
rithm reaches a node and all its neighbours have been visited or they do not belong
to the phenotype.

The generation process is composed by two different operators: crossover and
mutation. The first one is used to produce new individuals based on the phenotypes
of two selected parents. For each parent a random crossover point is selected
and their corresponding parts are interchange to produce the new individual. It is
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important that if a new individual has to inherit a specific node from both parents,
the individual will only inherit one of then (in this case the father’s gene). The sec-
ond operator it is used to escape from local optima. The mutation operator changes
randomly a specific gene based on a specific probability.

4 Experiments

This section shows the experimental results over different graph topologies using
the previously described algorithms. Two different graph topologies have been taken
into account: random graph and small world graph.

Random graphs, or Random networks, are networks where the creation of edges
depends on an probability (p). Small World graphs, or Small World networks, are
studied because is the topology most commonly used in communication networks
due to its characteristic. In this topology each node has a maximum number of con-
nections defined by the connectivity degree (k) and these connections are redirected
according to the redirection probability (p).

The goal of the first set of experiments is to compare the number of different
connected components discovered by each algorithm. Each experiment is executed
in graphs composed by 10 nodes during 10 generations or iterations, and it has
been repeated 10 times. The rest of parameter values and the number of different
connected components are shown in Table 1.

Table 1 Number of different connected components and the parameter values for the first
set of experiments. Each experiment has been executed in graphs composed 10 nodes, the
number of generations is 10 and each experiment has been repeated 10 times.

Algorithm Population Size Graph Type Connectivity Degree Probability Different Component

ACO

5

Small World 1

0.1 21
5 0.9 25

10 0.1 14
10 0.9 28
5

Random -

0.1 10
5 0.9 39

10 0.1 10
10 0.9 74

GA

5

Small World 1

0.1 87
5 0.9 124

10 0.1 114
10 0.9 163
5

Random -

0.1 25
5 0.9 549

10 0.1 18
10 0.9 1093
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As can be seen in Table 1 the genetic algorithm finds more different connected
components. This is not exactly true, because some connected components are in-
cluded into bigger ones. It means that for example, GA finds a connected component
that includes node NA and node NB, but it finds also other component that contains
NA, NB and NC so the first one is included into the second one. On the other hand,
ACO algorithm does not show this problem, and for this reason the rest of the ex-
periments are carried out using this algorithm and ignoring GA.

The number of edges that composed the graph affects to the performance of the
ACO. The higher number of edges, the slower the algorithm will find the connected
components because the number of different paths is higher. This study has been
performed using a Small World graph composed by 100 nodes and the redirection
probability is fixed to 0.15. In 30 executions, the connectivity degree of the graph is
5 and in other 30 executions this parameter is set to 10. In all the execution, ACO al-
gorithm composed by 50 ants is executed during 100 iterations. The results showed
in Figure 1a show that if the number of connection increases, ACO algorithm will
need more iterations to find the connected components.
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Fig. 1 Left figure represents the influence of the number of edge in the performance of the
ACO. 50 ants are executed during 100 steps in a Small World graph composed by 100 nodes
and a redirection probability set to 0.15. Right figure shows the evolution of the fitness value
of the ACO in a Small World graph is composed by 1000 nodes with a connectivity degree of
50 and the redirection probability is set to 0.15. This ACO has 100 ants. All the experiments
are repeated 30 times.

Finally, Figure 1b shows how the number of steps (that the algorithm is running)
influences to the performance of the algorithm. A step is a simple execution of
all the ants that compose the ACO. For this experiment, 100 ants are executed in a
Small World graph composed by 1000 nodes, with a connectivity degree of 50 and a
redirection probability set to 0.15. As can be seen in this figure, the number of steps
influence the performance of the algorithm because with 500 steps the algorithm
does not find any component.
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5 Conclusions

This paper studies how Genetic Algorithm and Ant Colony Optimization can be
applied to solve NP-complete or NP-hard problems.

Genetic Algorithm discovers more connected components than Ant Colony Op-
timization algorithm. This is due to GA generates some partial solutions that are
contained into other solutions. This problem can be avoided by using some group-
ing algorithms that reduce the number of solutions found by the GA.

On the other hand, ACO algorithm provides better results than GA and the re-
sults converge faster to the solution due to pheromones guide the search process.
Nevertheless, this algorithm discovers only continuous connected components with-
out any branch. This is produced because ants communicate with each other using
pheromones and the information that they transmit is that ”someone” has taken this
specific path but ants do not propagate their own information. This problem force to
set the number of steps equal or greater than the number of nodes, because the only
way of discovering the maximal connected component of a graph is visiting all the
nodes of the graph.

As a future work, the design of new cooperative ants that share their partial solu-
tion will be studied in order to reduce the number of iterations needed to solve the
problems.

Acknowledgements. This work has been supported by the Spanish Ministry of Science and
Innovation under grant TIN2010-19872 (ABANT).
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How to Monitor QoS in Cloud Infrastructures:
The QoSMONaaS Approach

Giuseppe Cicotti, Salvatore D’Antonio, Rosario Cristaldi, and Antonio Sergio

Abstract. Cloud computing provides a new paradigm to enable on-demand deliv-
ery of computing resources such as infrastructure, platforms and software as utilities
to customers. When moving applications and/or data in the cloud, numerous chal-
lenges exist in leveraging the full potential that cloud computing promises. In this
paper we address the challenging issue of QoS monitoring in a cloud environment.
The availability of a dependable (i.e. reliable and timely) QoS monitoring facility
is key for the real take up of cloud computing, since - by allowing organizations
to receive the full value of cloud computing services - it would increase the level
of trust they would place in this emerging technology. In this paper, we present a
dependable QoS monitoring facility which relies on the ”as a Service” paradigm,
and can thus be made available to virtually all cloud users in a seamless way. Such a
facility is called QoSMONaaS, which stands for ”Quality of Service MONitoring as
a Service”. Details are given about the internal design and current implementation
of the proposed facility.

1 Introduction

Cloud computing is the new trend of computing where readily available computing
resources are exposed as a service. These computing resources are generally offered
as pay-as-you-go plans and hence have become attractive to cost conscious cus-
tomers. Due to the dynamic nature of cloud computing environments, the develop-
ment of tools for continuous monitoring of the Quality of Service (QoS) associated
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to a cloud-based service instance is a complex task. From a technical perspective,
cloud computing makes QoS monitoring extremely challenging, and in particular:

• Business applications currently run (mostly) on privately owned service infras-
tructures, whose technology is - to a large extent - known. In a cloud computing
context, they run on infrastructures which are: (i) shared, and (ii) virtualized.
This also applies to the QoS monitor itself.

• It has to cope with dynamic composition of services, meaning that it must be able
to track the evolution of services and it must be able to provide continuous QoS
monitoring, i.e., even while changes are taking place.

Furthermore, since demands of the service consumers vary significantly it is not pos-
sible to fulfill all consumer expectations from the service provider perspective and
hence a balance needs to be made via a negotiation process. At the end of the nego-
tiation process, provider and consumer commit to an agreement. This agreement is
referred to as a Service Level Agreement (SLA). This SLA serves as the foundation
for the expected level of service between the consumer and the provider. The QoS
attributes that are generally part of an SLA (such as response time and throughput)
however change constantly and to enforce the agreement, these parameters need to
be closely monitored. We claim that QoS monitoring should be made available to all
cloud users in a seamless way. To this end, the ”as a Service” model stands out as the
ideal solution. Thus, we decided to implement a QoS monitoring facility which is
provided according to the as a Service paradigm. Such a facility is called QoSMON-
aaS, which stands for ”Quality of Service MONitoring as a Service”. QoSMONaaS
has been designed and developed in order to meet the following main requirements:

• the ability to work and interoperate in a heterogeneous and dynamic Cloud Com-
puting environment, providing a simple and clear web-service interface,

• the separation between the monitoring process and the monitored system, while
still guaranteeing an impartial evaluation of QoS and the non-repudiation of de-
tected violations,

• high performance by transferring time-consuming tasks like event collection,
event-pattern recognition and event correlation to a Complex Event Processor
(CEP).

The remainder of this paper is structured as follows. Section 2 presents the QoS-
MONaaS approach to SLA monitoring, while the architecture of the QoSMONaaS
framework is described in section 3. In section 4 the QoSMONaaS operation is il-
lustrated and details about the QoSMONaaS tasks are provided. Implementation
details are given in section 5. Section 6 presents related work in the field of QoS
monitoring. Finally, section 7 provides some concluding remarks.

2 The QoSMONaaS Approach to SLA Monitoring

An SLA is a contract between the consumer and the provider of a specified service.
SLAs are signed upon subscription and are usually prepared from templates specif-
ically conceived for the available services. Templates are used during negotiation to
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define the required level of service and they simplify the negotiation process. The
user, in fact, might ignore the details of the service he is willing to demand, either
because such information is not available at all, or because he lacks the necessary
technical skills required to understand their semantics.

SLAs may be considered as formed by two different parts, one containing in-
formation that does not depend on the particular service (e.g. user authentication
module, information about availability/reliability of the service, privacy and secu-
rity aspects, etc.) and the other containing service-specific data. In particular, an
SLA specifies the Key Performance Indicators (KPI) and the time interval during
which they will be measured. In this paper we present the QoSMONaaS platform
for QoS monitoring provided according to the ”as a Service” paradigm. It presents
several innovative aspects with respect to other QoS monitoring systems. Firstly,
most existing products only focus on monitoring low-level QoS parameters (net-
work and/or cloud resources), while QoSMONaaS focuses on the performance de-
livered at the Business Process level, which is what cloud users really care for.
Secondly, QoSMONaaS is a flexible monitoring platform, which can be easily con-
figured and customized according to the features of the service being monitored and
the needs/preferences of the Service Consumer (SC). Finally, while existing solu-
tions for QoS monitoring have been developed as Trusted Third Parties, thus relying
on the assumption that they provide a trusted service, QoSMONaaS is a sort of peer
among peers, which will be trusted ”by design” (instead of by assumption) by SCs.

QoSMONaaS introduces the concept of Quality Constraint (QC), which ex-
presses a boolean condition for a single KPI. QoSMONaaS allows for the spec-
ification of a QC by a Propositional Interval Temporal Logic including only two
temporal operators, i.e. along and within. The statement ”P along T”, where P is a
QC and T is a time interval, means that P is true in any time instant belonging to T,
while ”P within T” means that, there exists at least a time instant i belonging to T in
which P is true The along and within operators implement the time-based version of
the, respectively, ”globally” (G) and ”eventually” (F) operators defined in the Lin-
ear Temporal Logic (LTL). Therefore, the resulting logic that we take for defining
QCs has at least the same expressiveness as the LTL logic fragment that includes
only the G and F operators. It should be noted that QCs without temporal opera-
tors are interpreted as expressions to be verified throughout the monitoring validity
time defined in the SLA. In such a way, safety properties, i.e. something wrong that
should never happen, can be easily asserted. The proposed logic can be extended by
adding other operators belonging to the linear-time temporal framework in order to
increase the expressiveness of the language used to specify QCs.

A QC is specified within the GuaranteeTerm section of the SLA. Fig. 1 shows
an XML (eXtensible Markup Language) file describing a GuaranteeTerm. In this
example the GuaranteeTerm DowntimeForADay related to the Metering service
is classified as Obligated, which means that the Service Provider (SP) must fulfill
it. The QC is formulated by specifying the KPIName, that declares the KPI on
which the QC has to be verified, and the Target, that is the propositional temporal
expression to be checked with respect to the specific KPI. In QoSMONaaS KPIs
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Fig. 1 An example of GuaranteeTerm

involved in QC specification are described by means of an ontology in order to best
correlate information about the service being monitored, its quality and the SLA
content.

3 QoSMONaaS System Architecture

In this section details about the design of the QoSMONaaS framework are provided
and the system architecture is presented. Fig. 2 presents the use case diagram which
has been produced while designing QoSMONaaS.

System

Subscription to monitoring services

Authentication

Service Provider

Monitoring status and reporting

SLA & QC specification

KPI and domain description

Monitoring
<<uses>>

<<uses>>

Service Consumer

controls

Service Provider
notifies

Control of KPIs
<<include>>

Notify SLA violation

<<extend>>

{if a SLA violation happens}

Monitor Management

Fig. 2 QoSMONaaS Use Cases

The ”Monitor management” use case refers to the management of the monitoring
service. The SC can start, stop and configure this service without any support from
the SP. The monitoring facility allows the subscriber to check whether the SP is
providing the negotiated level of quality, which has been specified in the SLA, and
to obtain reports on the monitored service. The ”Monitoring status and reporting”
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use case describes this kind of actions. The ”Control of KPIs” use case describes
the actions related to the measurement of the service parameters that have been
considered as KPIs. This use case is strictly linked to the use case regarding the
actions, which have to be performed in case the results of the monitoring task are
different from the expected ones. An important QoSMONaaS functionality regards
the notification of an SLA violation. The SC is promptly informed in case a violation
of the QCs specified in the SLA occurs. The SC can choose the mean that will be
used by the SP to send the notification. These issues are addressed by the ”Notify
SLA violation” use case. QoSMONaaS has been designed and developed as a two-
tier system architecture, which is composed of a Business logic layer and a Data
layer. As shown in fig. 3, the business logic comprises two independent applications,
namely the QoSMonitor and the QoSChecker.

Fig. 3 QoSMONaaS Architecture

On the other hand, the Data tier includes a CEP, which is in charge of processing
and analysing real-time data streams, and a DBMS responsible for storing and man-
aging data related to the SLA negotiation, registration, and monitoring.

The QoSMonitor application provides the basic functions of QoS monitoring and
SLA violation notification. It can be configured and managed through a proper func-
tion which allows for tuning monitoring process parameters. The QoSChecker, in-
stead, is in charge of submitting queries to the CEP in order to monitor selected
KPIs.

The QoSMonitor comprises the following components:

Controller. It is the central component whose role is to coordinate the other com-
ponents in order to drive the monitoring process. It controls the input acquisition,
supervises the translation of QCs into queries to be submitted to CEP and is respon-
sible for starting and stopping the SLA monitoring process.
DBManager. It produces a high-level abstraction of the QosMONaaS database
schema, thus providing general operations for storing and retrieving data related
to SLA negotiation, instantiation, and monitoring.
Parser. It is composed of two distinct sub-parsers. The first sub-parser is the Ontol-
ogyParser, which is responsible for parsing the ontology describing the negotiated
service and the KPIs defined by the subscribers. The second sub-parser is the SLA-
Parser, which is in charge of checking the syntactical correctness of the XML-based
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SLA document. The two sub-parsers produce a tree-based representation of the ser-
vice and of the SLA, respectively, useful for separating front-end technological de-
tails from information related to QoSMONaaS back-end components.
Translator. The main task of this component is to extract one or more QCs from the
SLA and translate them into one or more queries written in the specific CEP lan-
guage. The Translator also reads the ontology for retrieving KPIs definition. This
component takes care of addressing the different levels of expressiveness character-
ising the language used to specify the QCs and the language used to formulate CEP
queries. It is in charge of translating expressions of the former language into expres-
sions of the latter. It is the only QoSMONaaS component which would be affected
in case changes were made to either language. Anyhow, the Translator is designed
as an abstract and general class from which a hierarchy of specialized classes can
be defined for specific query languages.
Certifier. This component modifies the output of the QoSChecker component by
adding a timestamp and a digital signature in order to produce an unforgeable report
usable for forensics purposes.

QoSChecker system comprises two components:

QoSDetector. It executes the runtime monitoring algorithm. As soon as a QC vi-
olation occurs the QoSDetector inserts the related information in the proper queue
named ”QViolation”, which will be read by the QoSManager;
QoSManager. It is in charge of communicating with the QoSMonitor application
in order to receive new request for QC verification and send back reports and no-
tification, in case a QC violation happens. The QoSManager manages a pool of
QoSDetectors, each of them instantiated as an independent thread performing the
monitoring algorithm applied to a single QC.

4 The Dynamic Behaviour of the QoSMONaaS Facility

In this section we describe the sequence of actions performed by the SC and the
SP while using QoSMONaaS during the SLA monitoring process. As first step (see
fig. 4), the SP and SC register to the Authentication/Anonymization System which
will store their real identities and will assign them anonymous credentials (step 1).
These anonymous identities are used by the SP and the SC to subscribe to the mon-
itoring service and to allow QoSMONaaS to identify different subscribers without
knowing their real identities (step 2). The subscription process requires as input the
ontology containing the service and KPI description, and the SLA document. These
inputs will be used by QoSMONaaS to infer the QCs and other information needed
to perform the SLA monitoring and verification. Then, QoSMONaaS parses and
verifies (step 3 and 4) the received input, translates QCs into CEP-specific queries
(step 5) and, if no error occurs, sends the generated queries to the CEP (step 6). If
the monitoring request is accepted, then the subscriber can start monitoring its SLA
(step 7).
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Fig. 4 QoSMONaaS operation

While performing SLA monitoring, QoSMONaaS executes two main tasks:

• a batch process that deals with parsing the input (i.e. the ontology and the SLA
document) and translating QCs into CEP-related queries;

• an iterative process, i.e. a continuous interaction between the QoSChecker and
the CEP aiming at verifying whether the QCs are met or not.

The batch process includes the following three phases:

Parsing: this phase is responsible for reading inputs and verifying their syntactical
correctness. It produces two distinct parse trees, one for the ontology representing
the KPIs and another one for the SLA.
Input-Output Analysis: this task extrapolates the QC definitions from the Guaran-
teeTerm element of the SLA to be monitored together with other information, such
as the party obligated to honor the QCs, the priority level of QCs, and the time in-
terval during which the QCs have to be met.
QC-to-Query Translation: this task translates QCs into queries executable by the
selected CEP. From each QC the translation task generates a QC-query and one or
more KPI-queries. A KPI-query is processed and executed by the CEP in order to
get the value of a single parameter or metric, while the QC-query is used to verify
whether a set of conditions applied to one or more KPIs are fulfilled. KPI-queries
are a fast and simple tool for verifying quality conditions and are applied to prevent
events like CEP overload. In case correlation among different conditions is required
for SLA monitoring, then QC-queries are submitted to the CEP.

The iterative process consists of the following tasks:

QCs Checking: it verifies whether the QCs are met and produces the output of the
quality verification for the service being monitored.
Notification: it generates the customized notification reports according to the
consumer’s preferences and profile.
Certification: it certifies the generated notification in order to produce an indis-
putable evidence of the results of SLA monitoring activity. Each certificate includes:
the QC verification result, a timestamp (that expresses the time instant when the
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certificate is generated), the subscriber’s identity (to prove who is the owner of the
certificate). The certificate is signed by QoSMONaaS in order to authenticate the
source of data.

5 Implementation Details of the QoSMONaaS Monitoring
Process

QoSMONaaS has been developed as a monitoring tool capable of working in a
event-based environment thanks to the use of a message-queue communication sys-
tem like Java Message Service (JMS). During the QoSMONaaS operation the fol-
lowing interactions take place:

• between QoSMONaaS and CEP for submitting queries and getting results,
• between QoSMONaaS and SP/SC for requesting the monitoring service,
• between QoSMONaaS and Subscriber to notify SLA violations,
• between monitored service and CEP for exchanging user-related data and events.

All these interactions have been implemented by means of asynchronous commu-
nications realized through a publish/subscribe messaging pattern in which logical
channels or topics are published by data producers and subscribed by data con-
sumers. Furthermore, in order to optimize the use of the QoSMONaaS facility by
SP and SC we exposed the QoSMONaaS API as a web service interface, which
includes the following routines:

- clientSubscription, providerRegistration
- startMonitor, stopMonitor
- getViolations, SLAstatus, SLAupdate

These are the basic functions that are used by an SP and SC in order to subscribe to
the monitoring service, get updated information about the SLA status and manage
the overall QoS monitoring process. In more details, the SP can register to QoS-
MONaaS by calling the providerRegistration() routine and specifying,
among other parameters, the SLAs it wants to offer. Afterwards, the Provider can
modify an SLA by invoking the SLAupdate() routine. Once the SC agreed with
the SP on the level of service to be provided and the SLA has been signed, the SC
can require to monitor this SLA through the clientSubscription() func-
tion. Inputs to this function are the Consumer’s and Provider’s credentials, the SLA
identifier and the type of notification the SC wants to receive in case any viola-
tion occurs. After the subscription phase, other utility routines are enabled in order
to allow the Subscriber to start/stop the monitoring process (startMonitor()/
stopMonitor()), obtain information on the detected violations with respect to
a specific QC (getViolations()), and check the status of the registered SLA
(SLAstatus()).
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6 Related Work

Many research activities have been conducted on QoS runtime monitoring. The lit-
erature comprises a lot of papers that propose different approaches to QoS moni-
toring, from solutions relying on Web Services [4, 6, 7] to the more general and
wider concept of *aaS in a Cloud environment [2, 3, 5]. Wang et al. [7] propose an
online monitoring approach in order to monitor and control QoS of Web Services.
They define both a quality model and a middleware-based architecture. The model
focuses on what should be monitored by classifying various external/internal events
based on their impact on the QoS. On the other hand, the architecture deals with
how to monitor QoS by using distributed probes, an independent agent that collects
and processes events, and a central analyzer responsible for assessing the QoS level.
In [6] QoS monitoring and diagnosis are combined into a single Service Level Man-
agement platform, even though the two tasks are offered as independent services.
The former is responsible for collecting statistics on the status of the service being
monitored and its resources, while the latter is responsible for detecting anomalous
parameter values. Both active reporting and passive polling are used as monitor-
ing techniques. In [4] a QoS monitoring system for detection of SLA violations in
a service-oriented environment is presented. The authors propose an improved ap-
proach that combines both client-side and server-side techniques for SLA monitor-
ing. The proposed system is composed of a QoS monitoring tool on the server-side
- integrated with the service to be monitored - and an independent QoS monitor on
the client-side - integrated into a runtime environment with extended functionalities
(e.g. service selection/composition, event processing, etc). LoM2HiS is a framework
proposed by Emeakaroha et al. in [2] as a first step to manage the whole lifecycle
of self-adaptable Cloud services. The framework allows for mapping low-level re-
source metrics onto high-level SLA parameters so as to drive an automatic SLA
management module. The proposed framework relies on a communication model
based on queuing networks in order to solve potential scalability issues. In [3] the
authors present a SLA-based QoS assurance software for a Cloud computing envi-
ronment that, unlike QoSMONaaS, relies on an independent SLA Monitor imple-
mented by a trusted third-party service provider. Similarly to our approach, in [5] the
authors present a Service Management Layer (SML) along with a Monitoring Ser-
vice (MS) based on the SaaS paradigm. They define an architecture that separates the
management layer from the monitoring one in order to implement a loosely-coupled
system. The SaaS monitoring system is a low-level monitoring system provided by
a third party, while the MS is conceived as a SLA-aware monitor which collects and
analyses fine-grain information about the service to be monitored.

7 Conclusions

Organizations are becoming increasingly interested in leveraging cloud computing
services to improve flexibility and scalability of the IT services delivered to end-
users. However, organizations using cloud computing services face the following
challenge: decreased visibility into the performance of services being delivered to
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their end-users. Many cloud providers offer dashboards for tracking availability of
their services as well as alerting capabilities for identifying service outages in a
timely manner, but these capabilities are not sufficient for end-users who need to
have a full control of the performance of cloud services in use. More importantly,
organizations can not rely on monitoring capabilities offered by their cloud service
providers, and they need to deploy third-party solutions that allow them to monitor
the performance and levels of SLA achievements of cloud services. We claim that
QoS monitoring should be made available to all cloud users in a seamless way. To
this end, the ”as a Service” model stands out as the ideal solution. Thus, we pre-
sented a novel approach to QoS monitoring, and implemented a QoS monitoring
facility which is provided according to the as a Service paradigm. Such a facility
is called QoSMONaaS, which stands for ”Quality of Service MONitoring as a Ser-
vice”. We have illustrated how we have implemented this approach within a Cloud
environment. The paper provides two important contributions. First, it proposes an
innovative approach to QoS monitoring, which perfectly suits the cloud computing
context. Second, it shows how such an approach can be efficiently implemented in a
cloud computing platform which provides advanced features, specifically Complex
Event Processing (CEP). Future work will aim at developing a commercial grade
implementation of QoSMONaaS, which we will use to perform a thorough experi-
mental campaign, with the objective of fully validating the proposed approach.
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Simulation-Based Performance Evaluation
of Cloud Applications

Antonio Cuomo, Massimiliano Rak, and Umberto Villano

Abstract. As the cloud paradigm gains widespread adoption, performance evalu-
ation and prediction of applications remain daunting tasks that have not yet been
fully accomplished. Nevertheless, reliable performance numbers are the key to take
the cloud to the next step, in which it will be possible to predict the maintenance
cost of the applications and to introduce richer Service Level Agreement between
the service provider and consumer. In this paper we propose a methodology based
on both benchmarking and simulation which aims at predicting the performance of
cloud applications developed trough the mOSAIC framework. The methodology is
general enough to be of interest to other component-based cloud application devel-
opment platforms which are emerging in these days.

1 Introduction

The emerging Cloud Computing paradigm founds on a pay-per-use model where
all the resource provisioning is delegated to the network (behind the scene, one or
more remote cloud providers). Resources are acquired only when actually needed
and charged on the basis of their effective usage. In addition, as described in the
NIST [5] definition, resources are offered in a self-service manner, in which no
human involvement is needed other than the request from the service user. As the
cloud paradigm grows in maturity, upper layers of abstractions are appearing in re-
search and enterprise cloud offerings which provide new building blocks to ease
the development of cloud applications. Founding on higher level abstractions like
messaging and data storage systems, these applications are designed independently
from the specific provider, and then executed on platforms deployed on the resources
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acquired by different cloud providers. Such applications are able in a (semi) auto-
mated way to acquire new cloud resources (i.e. components and virtual machines)
as the service demand grows. The mOSAIC project [7] is one of the first examples
of this approach to cloud application development.

While it is well known that cloud-based services tend to exhibit good scalability
as the number of user requests grows and more resources are elastically acquired,
very few results are at the state of art available on the prediction and evaluation of
cloud application performance. In our opinion, this is a research problem worth of
further investigation, as a reliable prediction of performance in the cloud will enable
a more thorough evaluation of business risks (by predicting application maintenance
costs) and the introduction of richer Service Level Agreements for the negotiation
of the quality of service between the provider and the consumer.

In this paper we propose a simple methodology to obtain performance predic-
tion of mOSAIC-based cloud applications. The proposed approach is based on the
following idea: for a target application, it is possible to build up a set of custom
benchmarks to drive a simulation model that is able to predict the performance
of the application on the set of available resources. The mOSAIC benchmarking
framework helps in building custom benchmarking applications, which can be run
on the target resources on-the-fly. The numbers obtained in the benchmarks are used
to determine the parameters of simulation models of the cloud components: these
models are described through JADES, a Java-based library which allows to specify
and evaluate process-oriented discrete-event simulations.

The main drawback of such an approach is, obviously, that it is resource-
consuming (so it affects the overall application resource usage). On the plus side,
this operation can be done at application startup or when the application is not un-
der stress, and offers clear optimization of the resource usage. A main goal of the
methodology will be to limit the resource consumption of the simulation and bench-
marks execution.

The remainder of the paper is structured as follows. Section 2 describes the struc-
ture of mOSAIC applications and the proposed performance evaluation methodol-
ogy. The following section 3 shows how to apply the proposed methodology with a
simple case study. The paper ends with a section dedicated to conclusions and plans
for future work.

2 Performance Evaluation of mOSAIC Applications

In mOSAIC, a cloud application is structured as a set of interconnected compo-
nents running on resources (i.e. Virtual Machines) leased by a cloud provider. The
mOSAIC Platform, which enables mOSAIC application execution, manages the
resources in a transparent way. Pre-defined mOSAIC components ease the develop-
ment of applications: Queuing systems (RabbitMQ and zeroMQ) are used for com-
ponent communications, an HTTP gateway accepts HTTP requests and forwards
them to application queues, and NoSQL data management systems like Key-
Value (KV) stores and columnar databases are used to organize application data.
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The mOSAIC Java-based API enables the development of application-specific com-
ponents in the form of cloudlets: these are stateless, event-driven and asynchronous
components that can self-scale on the above described platform and consume any
kind of cloud resource such as queues, independently of the technologies and the
API they adopt, through a wrapping system [1, 6].

A mOSAIC cloud application is described as a whole in an Application Descrip-
tor, which lists all the application components, the cloud resources (i.e. queues and
key-value stores) and the details of their interconnections. Using the descriptor as a
recipe for instantiating the components on the mOSAIC platform, the resulting ap-
plication can then be provided in the form of Software-as-a-Service, to be accessed
by final users.

Moving from these premises, we propose a methodology to generate directly
from the application descriptor a performance model of the application that can be
used to predict its performance, to tune its execution and to form the basis for Ser-
vice level Agreement negotiation. The methodology can be schematized in the fol-
lowing steps: (1) Derive the simulation model from the Application Descriptor, (2)
Derive the benchmarking applications from the Application Descriptor, (3) Execute
the benchmark and collect the results, (4) Execute the simulation using benchmark
results as parameters.

Simulation generation. In the first step, simulation models are derived directly
from the application descriptor, by substituting the mOSAIC components with
equivalent simulation models. The simulation models are organized in: the logi-
cal application, a set of simulation processes which mimic the behavior of each
component in the descriptor; the resource models, that capture the behavior of exe-
cution components like the virtual machine CPUs, memory and storage subsystems;
a mapping function which associates the application components with the resources
on which they execute.

Benchmark generation. For the second step, mOSAIC offers a benchmarking
framework which helps the mOSAIC user to build up custom benchmarks targeted
to specific performance goals. Through the framework, it is possible to derive ded-
icated benchmarking application for each of the application component in the de-
scriptor.

Benchmarks in the cloud. A notable feature is that the benchmarks are themselves
mOSAIC applications that can be run on the target resources. The framework in-
cludes workload generators, components which help in controlling benchmark exe-
cution and components dedicated to gather benchmarking results.

Simulation in the cloud. The simulation models are also mOSAIC applications. In
recent work, our group proposed mJADES [2, 3], a system able to produce simu-
lation tasks from simulation jobs and to run them in parallel by means of multiple
instances of the simulation engine, which are executed as mOSAIC cloudlets. The
output variables or performance indicators are successively aggregated as needed,
and presented to the final user. The mJADES application uses the JADES (JAva Dis-
crete Event Simulator) library described in [4] to produce the simulation models.
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3 A Case Study: XML Document Analyzer

In order to show how to apply the proposed methodology we focus on a simple case
study: a mOSAIC application able to analyze XML documents. Such application is
really simple in its architecture, as shown in Figure 1.

Fig. 1 the XML Analyzer mOSAIC Application

In order to predict the performance of the application we need to model and
benchmark its resources (Queue and Key-Value store) and components (XML ana-
lyzer and HTTPgw).

An example benchmark is shown in Figure 2: the Queue component is tested
by submitting a fixed number of workload messages and evaluating the average
response time and resource usage of the Queue. Due to space limitations we do not
report here the similar benchmarking applications for the other components.

Fig. 2 The Queue benchmark mOSAIC Application

The simulation models are shown in Listing 4.1. Each component is modeled by
a JADES simulation process which executes a potentially infinite loop: in practice,
simulation termination is defined in the simulation driver routine (not shown here
for brevity’s sake), and can be linked to a specific duration or to the occurrence of an
event. The components are interconnected through mailboxes, JADES components
which allow for the modeling of interprocess communication. The HTTPgw compo-
nent model act as an interface for mOSAIC application towards the external world.
In the simulation, this component is the source of the external requests submitted to
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the application, i.e. the simulation workload. The workload is characterized through
the waitTime parameter and the generateMessage function. The former is
used to model the interarrival times of user requests, while the latter can be cus-
tomized to define the message characteristics. The process resource usage depends
on the message and is modeled through the Evaluate function described next.

Listing 4.1 XMLAnalyzer Simulation model

void HTTPgwProcess(){
while (true) {

hold(random.exponential(waitTime));
Message m = generateMessage();
mboxQueueIn.send(m);
mapping.getResource().consume(Evaluate(m));

}}

void queueProcess(){
while(true) {

Message m=mboxQueueIn.receive();
mapping.getResource().consume(Evaluate(state,m));
mboxQueueOut.send(m);

}}

void XMLAnalyzerProcess{
while (simulation=active) {

m=mboxQueueOut.wait()
mapping.getResource().consume(m);
mboxKvIn.send(m);

}}

void KVProcess(){
while (true) {

Message m = mboxKvIn.wait();
mapping.getResource().consume(Evaluate(state,m));

}}

The Queue process executes a loop in which it receives incoming messages,
consumes computational resources to account for queue processing and forwards
the messages on the outgoing mailbox.

The next component is the XMLAnalyzer. Differently from the other compo-
nents, which are natively provided by the mOSAIC framework, this one is a cloudlet
developed trough the mOSAIC API, so only the mOSAIC developer knows exactly
its behaviour. Nevertheless, the detail of its interconnections in the descriptor are
sufficient to generate the simulation model: the cloudlet picks up messages from the
queue, perform its resource-consuming elaboration and sends the results to the KV
store. Finer-grained interactions (e.g. drawing two messages for each elaboration)
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can be supported by manually modifying the model. The missing step is the con-
struction of a custom benchmarking application, similar to the one adopted for the
Queue.

The final process represents the KV component, which as shown in the code re-
ceives incoming storage messages and consumes resources when storing data. For
each component of the simulation model, the benchmarking results will be used
to fill the parameters of the Evaluate functions, which are regressive functions
constructed on the benchmark figures.

4 Conclusions and Future Works

The evelopment of cloud applications is a complex task, in which resource optimiza-
tion has a relevant role. In this paper we have proposed a simulation-based method-
ology which helps the developer to predict the performance of his application given
the acquired resources and the requests of the end users. The approach here pro-
posed founds on performance simulations tuned by benchmarking. The benchmarks
are based on ad-hoc applications that can be easily replicated in order to take into
account eventual variations on the resources acquired. The included case study de-
scribes the derivation of the simulation models and benchmarks for a simple appli-
cation. In future work we will extend the approach in order to enable the application
to self-tune itself on the basis of the end-user requests, autonomously starting both
benchmarks and simulations to take decisions on the acquisition or release of the re-
sources. In addition we aim at integrating such functionalities with the Service Level
Agreement (SLA) Framework offered in mOSAIC, so that performance simulation
and benchmarks can be used in order to negotiate the SLAs and predict eventual
violations.
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Vendor Agents for IAAS Cloud Interoperability

Alba Amato, Luca Tasquier, and Adrian Copie

Abstract. Elastic provisioning of Cloud resources at IAAS is a mandatory facil-
ity to deploy applications on computing elements which are dynamically allocated
based on the application needs. Because of the increasing offer of the Cloud mar-
ket, the effectiveness of provisioning can be increased by selecting and exploiting
the best proposal that is compliant with the user’s requirements. Due to the cur-
rent lack of standards and to the heterogeneity of technologies interoperability at
IAAS, it is the main issue to be addressed. We propose an agent based solution to
abstract IAAS services for negotiation and management of Cloud resources. The pa-
per presents our agent abstraction and its implementation to support two well known
Cloud technologies: Open Nebula and Amazon.

1 Introduction

Cloud computing provides an alternative and more agile way of using IT services
allowing a more rapid and elastic reaction to market conditions and giving the possi-
bility to scale up and down as needed. It represents both a technology for using com-
puting infrastructures in a more efficient way and a flexible, pay-as-you-go business
model for selling computing resources. However to enjoy these benefits, it is nec-
essary to select the provider whose offer best fits the user’s needs by taking careful
consideration in order to fully evaluate features and pricing of the cloud providers.
In fact, the choice of a cloud computing vendor is really difficult because there are
thousands of options and there are some key factors to consider in terms of charac-
teristics of the service, general terms and conditions of service and service levels that
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providers ensure. Apart of that, the cloud providers offer heterogeneous resources
and technology which are described according to their own metrics or properties
which can change from one provider to another. To determine which provider meets
the user’s needs it is necessary to evaluate the list of services the provider will de-
liver against a complete definition of each service, the cost per unit of capacity for
each provider, the mechanism and the metrics provided to monitor the service and
to determine whether the provider is delivering the service as promised, the respon-
sibilities of the provider and of the consumer and remedies available to both if the
terms of the SLA are breached, the security designations used by the providers, etc.
In order to address the problem of the heterogeneity of the offers it is also necessary
to consider that the descriptions of the offers must be understood by the users and
compared to their requirements in order to make an efficient choice taking into ac-
count not only the technical requirements but also the providers rules and conditions.
This paper addresses the problem of provisioning and management of resources at
Cloud infrastructure level (IAAS) with particular attention to problems of interoper-
ability and portability arising from the heterogeneity of technology whose solution
is one of the main objective of mOSAIC project. The mOSAIC project (EU FP7-ICT
programme) [11] intends to progress the state-of-the-art in Cloud computing by cre-
ating, promoting and exploiting an open-source Cloud application programming in-
terface and platform targeted for developing multi-Cloud oriented applications and
to negotiate Cloud services according to application requirements. The main bene-
fit of using the mOSAIC software package will be a transparent and simple access
to heterogeneous Cloud computing resources and avoidance of lock-in proprietary
solutions. Having this aim, we propose an agent based solution to abstract IAAS
services for negotiation and management of Cloud resources that actively perform
its functions within the Cloud Agency, a MAS that have the main task of dynami-
cally selecting a set of Cloud resources, from different vendors, that best fit the users
requirements. Cloud Agency [15] complements the common management function-
alities which are currently provided by Infrastructure as a Service (IAAS) Private
and Public infrastructure with new advanced services, by implementing transparent
layer to IAAS Private and Public Cloud services.

Here we present our agent abstraction and its implementation to support two well
known Cloud technologies: Open Nebula and Amazon.

2 Related Works

The demands for standards in clouds to ensure portability, interoperability and inte-
gration of Cloud providers is a complex issue due to the heterogeneity of cloud plat-
forms and providers. During last years, there were some efforts in the open-source
community aimed on solving the problem of the standardization between different
cloud service providers. Obtaining a common interface is the focus of the OCCI
group that defined a model for Cloud management at IAAS. OCCI defines entities,
API and protocol. The specification of Cloud API is a Resource Oriented Architec-
ture (ROA) that uses REpresentational State Transfer (REST)protocol. The OCCI
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core meta-model [12] provides means of handling abstract Cloud resources. lib-
cloud [3], an Apache incubator project, is a client library for interacting with many
of the popular cloud server providers by providing a uniform API which translates
API calls to the formats proprietary cloud APIs can understand. jclouds [4] is an
open source library that offers several API abstractions as java and clojure librarie
supporting of 30 cloud providers and cloud software stacks. The Simple Cloud API
[7] is a common API for accessing cloud application services offered by multi-
ple vendors that supports four cloud application services: File Storage Services,
Document Storage Services, Queue Services, Infrastructure. Red Hat’s Deltacloud
[2] project is developing a open source standardized API for addressing different
cloud architectures in a uniform way. However, the above projects do not address
the mechanisms of negotiation, monitoring and provisioning. SLA@SOI [8] is the
main project that aims (together with other relevant goals) at offering an open source
based SLA management framework. It will provide benefits of predictability, trans-
parency and automation in an arbitrary service-oriented infrastructure, being com-
pliant with the OCCI standard. SLA@SOI results are extremely interesting and offer
a clear starting basis for the SLA provisioning and management in complex archi-
tectures. SLA@SOI offer solutions to design Cloud services with multi-level and
multi-provider SLAs. The main target of the project is Cloud Provider enrichment
for offering a solution that can be integrated with Cloud technologies (like Open
Nebula) trough an SLA-based approach. It defines a syntax for machine-readable
Service Level Agreements (SLAs) and SLA templates. Machine-readable SLAs,
will allow consumers and providers of online services to precisely specify the ser-
vices and service levels they require,confirm that SLAs are being met, and auto-
matically deal with any SLA violations allowing service levels to be personalized,
automatically negotiated, aggregated, and continuously assured [16]. In the above
projects, API are designed either to interface only with programming languages like
Java, Python or PHP, or they are providing connectors or wrappers to a small num-
ber of provider offers. There is no cross platform API that is provider and language
independent, and also aims the auto-scalability of applications [14]. Within the mO-
SAIC project, we designed and implemented a reference set of API which intends to
be a language independent and programing paradigm free. Besides Cloud Agency
implements a multi-agent brokering mechanism of provisioning, monitoring and
management that is transparent with respect to the provider. In particular, the ven-
dor agent abstracts the functionalities of provisioning and management. The above
characteristics differentiate the mOSAIC’s API from the presented general API pro-
posals for unified Cloud resources representations that mainly wrap the native APIs
of the hosted Cloud services seen before [13].

3 The Vendor Agent for mOSAIC

There are two important business processes which are relevant in relation with
the vendor agents: the resource provisioning and the resource management. The
resource provisioning activities are intended to provide an appropriate vendor
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proposal for a Call for Proposal (CFP) received by the agent. Eventually, such a
proposal becomes an agreed proposal: Service Level Agreement (SLA). The opera-
tions performed by the vendor agent in this regard include CFPs/SLAs management
and proposal generation. The cloud providers offers a minimal support related to
the providing process. Most of the providers do not provide such information in a
convenient form for automatic processing. Therefore, the vendor agents should be
kept up to date in relation with the cloud providers offers by either automatically
parsing the providers web pages or importing services description after manual user
processing. The resource management activities aim to allow operations such as the
creation or the deletion of cloud resources but also to perform a set of operations on
the created resources. The management of the resources is related to the result of the
provisioning phase which can be described into a special kind of a descriptor which
bounds the provisioned cloud resources to cloud providers and SLAs. The structure
of a vendor agent is also affected by the agent infrastructure it is plugged in. We
consider JADE as the infrastructure provider for our agents. Therefore the agents
should include a layer to ensure the integration with the JADE agency middleware.
The figure 1 presents the overall view of the vendor agents as they integrate in the
agency. The agents have to deal with provider specific elements and it is the Vendor

Fig. 1 The Vendor Agent

Module (VMod) component which is intended to cover the cloud provider specifics.
The VMod interacts with the provider in order to perform resource provisioning
and management. It uses specific libraries and protocols in order to authenticate
with the provider, to create resources of specific types and to perform operations
on them. This module also generates proposals for CFPs based on the specifics of
the provider. The Vendor Module extends the functionality of an Abstract Vendor
Module (AVMod) which is intended to implement the common aspects on each
provider. Such aspects include persistence of proposals data and resource informa-
tion, credentials management or the deployment descriptions. The AVMod is also
responsible for the integration of the agent with the other agents. It receives requests
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from other agents, delegates the servicing to the VMod and provide callbacks for the
VMod in order to allow the other agents perceiving the results of the requests. The
resource provisioning operations provided at the level of the AVMod are:

• submitCFP: accepts a CFP and delegates to the VMod the servicing;
• onProposalAvailable: callback for VMod in order to signal the availability of a

proposal;
• onCFPReject: callback for VMod to signal CFP rejection because of not being

able to create a proposal;
• deleteProposal: the client specifies that a proposal is no longer interesting and

should be discarded;
• acceptProposal: the client accepts a proposal and thus become an SLA. It also

provides a deployment description which allows the agent to manage the pro-
posal’s resources;

• refuseProposal: the client refuses a specific proposal.

The operations related to the resource management includes requests coming from
the clients which will be implemented at the level of VMods:

• createResource: creates a resource of a specified class for the specified SLA.
Resources can be created at any moment;

• releaseResource: releases a previously created resource;
• performAction: performs a specified action on a resource.

There are also some callbacks being provided for the VMods:

• onResourceCreation: signals the client that a resource was created and informa-
tion about it is available;

• onResourceRelease: confirms the resource release to the client;
• onResourceActionPerformed: confirms an action on a resource;
• onResourceStatusUpdate: updates the client about one resource’s status.

Complementary callbacks for perceiving failures are also available. The AVMod
is informed by the credentials data coming from clients through the onCredentials
operation.

4 A Comparison of Amazon EC2 and OpenNebula

Amazon Amazon Web Services [1] is a collection of web services aggregated into a
cloud computing platform that provides a wide range of resources like computation,
storage, network, communication and database that can be orchestrated and used in
order to develop extremely complex applications that benefit of its proven hosting
and execution platform in the public cloud. The computational resources are offered
through the Elastic Compute Cloud (EC2) [1] platform which provides resizeable
compute capacity in the cloud and exposes a true virtual computing environment
able to launch and manage instances of various operating systems. The EC2’s re-
sources are images of virtual machines (VMs) that can be used off the shelf or can
be previously uploaded in the Amazon cloud and then managed in the same manner
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as the predefined images. Amazon offers a wide range of predefined images with dif-
ferent configurations and containing various operating systems. For special needs,
customized images could be locally prepared and uploaded in the cloud in order to
be instantiated and executed. The customized images management is done through
a series of utilities programs instead of API calls. The operations performed over
the Amazon images are creation, upload in the cloud, download from the cloud and
delete. The instances are completely controlled due to the provided root access and
they can be managed as any local machine. The flexibility in choosing the operating
system, the configuration in terms of CPU, RAM or storage make possible to select
the optimal environment for any application. The VM instances support operations
like run, stop, start, and terminate, which describe an entire lifecycle for an instance.
They can be accessed either via REST or SOAP protocols, but also a Java API is
provided, which basically relies on REST calls but offers a much friendly develop-
ment experience for programmers. An EC2 instance can be launched with a choice
of two types of storage for its boot disk: the local instance storage which does not
persist the data after the instance is terminated, and an Elastic Block Store (EBS)
which provides persistence independent of the lifecycle of an EC2 instance. The
Amazon platform provides numerous security mechanisms that protect the comput-
ing resources like services through firewall settings or establishing IP ranges used
to facilitate the connection via industry standard encrypted IPSec. At a higher level,
Amazon offers the Amazon Identity and Access Management (IAM) service which
can track the users identities and grant granular permissions on different resources.
Amazon does not provide a negotiation mechanism or API for the QoS, the same
SLAs are available for all the customers.

Open Nebula. OpenNebula [6] is an open-source cloud computing toolkit for man-
aging heterogeneous distributed data center infrastructures. The OpenNebula toolkit
manages a data center’s virtual infrastructure to build private, public and hybrid IaaS
(Infrastructure as a Service) clouds. OpenNebula orchestrates storage, network, vir-
tualization, monitoring, and security technologies to deploy multi-tier services (e.g.
compute clusters) as virtual machines on distributed infrastructures, combining both
data center resources and remote cloud resources, according to allocation policies.
The kind of VM images that can be run generally depends on the hypervisors in-
stalled on the hosts and on the OpenNebula version. Using the 3.2.1 release, Open-
Nebula can handle images of Xen [10], KVM [5] and VMware [9]. It can man-
age pratically all the cloud services available in IaaS, such as VM (with and with-
out mounted image), storage, image and network. Each resource can be accessed
in several ways: REST (OCCI compliant), EC2 compliant API, XML-RPC API,
Ruby API, Java API. The available operations depends on the particular managed
resource. For a VM, it’s possible to perform the common management operations,
such as start, stop, reboot, suspend and resume, and some specific ones like hold,
release, finalize and cancel. For an Image, it’s possible to upload, publish, unpub-
lish, allocate, enable, disable and delete the resource. For a Network the available
operations are quiet the same that can be done for an Image (allocate, publish, un-
publish, etc.). By default most of the interfaces to OpenNebula communicate with
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the core by using XML-RPC calls that contain the user’s session string, which is au-
thenticated by the OpenNebula core by comparing the username and the password
against the registered users. Optionally OpenNebula can delegate the authentication
to external modules. It is supported the CLI authentication with SSH authentication
and X.509 but also Server authentication where by default the forwarded requests
are encrypted by using a simmetric key mechanism.

The Instances types offered by OpenNebula depends on provider that it uses
while Amazon provides a fixed number of Instance Types. Also about negotiation’s
mechanisms, OpenNebula doesn’t provide any API or system to integrate prices
and/or QoS negotiation, so they depend on the providers that use OpenNebula.

Table 1 Summary of Amazon and OpenNebula

Amazon OpenNebula

Offered Resources Computation, Storage, Network,
Communication, Database

Storage, Network, Computation

Image Supported Operations Bundle, Upload, Download,
Delete

Upload, Publish, Unpublish, Allo-
cate, Enable, Disable, Delete

VM Supported Operations Run, Stop, Start, Reboot, Termi-
nate

Start, Stop, Suspend, Reboot, Re-
sume, Hold, Release

Access VMs REST, SOAP, Java API REST (OCCI compliant), EC2
compliant API, XML-RPC API,
Ruby API, Java API

Security IP ranges, Identity and Access
Management

XML-RPC or by delegating to ex-
ternal modules (SSH, X.509)

SLA Negotiation No No
Instance type Fixed Number Depends on provider

In summary, both Amazon and OpenNebula are powerful solutions for build-
ing up flexible computation infrastructure. While Amazon aims to offer practically
unlimited resources and extremely reliable SLAs, targeting a wide range of users,
OpenNebula is geared mostly for the small companies that want to quickly build a
private cloud computing environment and use it internally. Table 1 summarizes the
most important characteristics of both cloud infrastructure systems.

5 Vendor Agent for Open Nebula

The Vendor Agent for OpenNebula uses the Abstract Vendor Module in order to
communicate with the Cloud Agency. For the development process are being used
the Java API. This choice have two main reasons: the former is that the Cloud
Agency is written in Java and so there is the full compatibility with all the agents in-
frastructure. The second reason is that the Java API is a wrapper of the XML-RPC:
all the OpenNebula installations start by default the XML-RPC server, so the com-
munication between the Vendor Module and the OpenNebula core can occur without
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any other management operation. For the RPC calls, the module uses an HTTP ad-
dress that represents the OpenNebula core’s location. This endpoint is loaded by the
Vendor Module at boot time. The first overridden method is submitCfp: the mod-
ule receives the Call For Proposal and the generated transaction ID from the Cloud
Agency. Then it translates the received document in a OpenNebula compliant for-
mat and queries the OpenNebula core to retrieve the possible offers. After that it
compares the received offers against the Call For Proposal and chooses the one that
best fits with it. Currently the choosing policies are based on the order of the pa-
rameters described in the Call For Proposal: for instance, if is described a VM with
512 MB of memory amount as the first parameter and 1 GHz of cpu speed as the
second one, the VMod compares its offers against the memory amount at first and
then compares the cpu speed, taking in account the fitting of the memory amount
with the requested one as primary criterion. At the end of this provisioning step
it translates the chosen offer to an agnostic format and calls the proposalAvailable
method to send to Cloud Agency the offer. It’s very important to focus the attention
on the actions executed when an offer is accepted. The Vendor Module overrides
the acceptProposal method retrieving from it three informations: the accepted offer
ID; the proposal; the user’s credential to access the OpenNebula account.

First of all, the Vendor Module checks the user’s credentials. If these ones are
not provided by the user or the authentication fails, the Vendor Module sends a
message to the Cloud Agency requesting for the authentication’s parameters. When
the authentication succeeds, the module connects to the XML-RPC server by using
the endpoint’s address and the received credentials. After the connection’s step, the
Vendor Module loads the template that matches with the chosen offer.

In a OpenNebula template are stored some important informations about the se-
lected resource: for example to load a VM the template can store informations about
the percentage of physical CPU reserved to the VM, the amount of memory, the
attached image’s description (it’s possible to upload and attach the image in a sec-
ond time), the attached disk’s description and the used network configuration. After
choosing the right template, the Vendor Module try to instantiate the selected re-
source. If the allocation succeeds, the module returns the resource’s ID to the Cloud
Agency. The described operations are the main ones of the provisioning functional-
ities. Regarding the management operations, it’s possible to analyse the overridden
performAction method: as the acceptProposal functionality, the first step consists
in connecting to the OpenNebula core by using the user’s credentials via the ven-
dor’s endpoint. Once the connection has been established, the module recovers the
selected resource by using the resource’s ID. After that it uses the passed action
and parameters to translate the agnostic request into the operations which lead to
the compliance with the request. If the action succeeds, the Vendor Module notifies
this event to the Cloud Agency via performed action method. If the operation isn’t
supported or the request is bad-formed, the module notifies a message to the Cloud
Agency by using the performAction Failure method.The currently supported actions
are start, stop, reboot and destroy.
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6 Vendor Agent for Amazon

The vendor agent that deals with the resources provided by Amazon Web Services
is described in a class called AmazonVendorModule, and it is implemented in Java,
as the Open Nebula vendor agent component. The reason behind this decision is to
tight the Amazon implementation to the existing libraries and APIs on the market,
many of them being written in Java. In order to connect to Amazon and perform the
resource provisioning and resource management, the typica library was used, which
transforms the Java calls to REST calls in the Amazon Web Services. Basically the
Amazon Vendor performs the same operations described in section 3 but also imple-
ments some operations that are specific to Amazon. These particular operations are
isolated in the doCreateResource method for resources creation, doReleaseResource
for resources destruction and performAction for the resources management opera-
tions. The specific operations supported in performAction method are stop, start
and reboot the virtual machines. In the same time the Amazon Vendor Module sup-
ports operations related to securely upload files on the computation resources and
also related to remote programs execution on the remote instances making possible
the placement of a list of files on it and execution of various programs remotely.
The Amazon credentials are managed outside the vendor agent, they are not stored
within the Java components and they are required directly from the application for
security reasons. Table 2 summarizes the differences between Amazon and Open-
Nebula Vendor Modules.

Table 2 Differences between Amazon and OpenNebula Vendor Modules

Amazon OpenNebula

Currently Supported Actions Create, Start, Stop, Reboot Create, Start, Stop, Reboot, De-
stroy

Used Libraries Typica Java OCA
Credentials Management Outside Vendor Agent Inside Vendor Agent
Credentials Implementation A tuple access key: secret key is

used to access the Amazon re-
sources and to perform various ac-
tions on them

A tuple username: password is
used and for each operation cre-
dentials are needed

Wrapper Used REST Calls RPC-XML Calls

7 Conclusions

In this paper we focused on the problem of provisioning and management of re-
sources at Cloud infrastructure level (IAAS) with particular attention to problems
of interoperability and portability arising from the heterogeneity of technologies.
To address this problem, we presented an agent based solution integrated within
the Cloud Agency and its implementation for supporting Open Nebula and Ama-
zon cloud solutions. The vendor agent represents a clear innovation in its ability to
abstract the functionalities of provisioning and management and in its proactivity
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in offering the proposal and participating in the negotiation, showing that it can be
possible to let two cloud frameworks interoperate even with their different architec-
tures, with the overall advantage that cloud service can be deployed and managed in
a environment which best fits their needs. The further evolution of this solution that
constitutes an ongoing activity is the implementation of the vendor agent to supports
other providers.

Acknowledgements. This work has been supported by the mOSAIC project (EU FP7-ICT
programme, project under grant #256910) and by PRIST 2009, Fruizione assistita e context
aware di siti archelogici complessi mediante terminali mobile, funded by Second University
of Naples. The authors would like to thank Antonio Bagarolo for his technical support.

References

1. Amazon: (2012), http://aws.amazon.com/
2. Apache deltacloud (2012), http://deltacloud.apache.org/
3. Apache libcloud (2012), http://libcloud.apache.org/
4. jclouds (2012), http://www.jclouds.org/
5. Kvm (2012), http://www.linux-kvm.org/
6. Opennebula (2012), http://www.opennebula.org/
7. Simple cloud api (2012), http://simplecloud.org/
8. Sla@soi (2012), http://sla-at-soi.eu/
9. Vmware (2012), http://www.vmware.com/

10. Xen (2012), http://www.xen.org/
11. DiMartino, B., et al.: Building a mosaic of clouds. In: Proceedings of the 2010 Confer-

ence on Parallel Processing, Euro-Par 2010, pp. 571–578. Springer (2011)
12. Metsch, T., et al.: Open cloud computing interface – core and models. In: Standards

Track, Muncie (IN). GFD-R, The Open Grid Forum Document (2011)
13. Petcu, D.: Portability and Interoperability between Clouds: Challenges and Case Study.

In: Abramowicz, W., Llorente, I.M., Surridge, M., Zisman, A., Vayssière, J. (eds.)
ServiceWave 2011. LNCS, vol. 6994, pp. 62–74. Springer, Heidelberg (2011)

14. Petcu, D., et al.: Building an interoperability api for sky computing. In: Proceedings of
the International Conference on High Performance Computing and Simulation (HPCS),
pp. 405–411. IEEE (2011)

15. Aversa, R., Di Martino, B., Venticinque, S.: Distributed agents network for ubiqui-
tous monitoring and services exploitation. In: 12th IEEE International Conference on
Computational Science and Engineering, pp. 197–204 (2009)

16. Wieder, P., et al.: Service Level Agreements for Cloud Computing. Springer (2011)

http://aws.amazon.com/
http://deltacloud.apache.org/
http://libcloud.apache.org/
http://www.jclouds.org/
http://www.linux-kvm.org/
http://www.opennebula.org/
http://simplecloud.org/
http://sla-at-soi.eu/
http://www.vmware.com/
http://www.xen.org/


Agents Layer to Support Cloud Applications

Calin Sandru and Salvatore Venticinque

Abstract. The process of developing, deploying and executing cloud applications is
greatly influenced by the specifics of the cloud providers regarding the cloud infras-
tructure and the cloud resources. Important challenges are related to agreeing with
the cloud vendors about the application resources and the quality of the services. Mi-
grating the application from one cloud provider to another cloud provider or even
using multiple providers at once is also difficult to achieve. The present paper pro-
poses an architectural solution for the above mentioned problems by considering
the agency paradigm and a special set of agents called Vendor Agents abstracting
the cloud provider differences.

1 Introduction

Cloud Computing has become today a real opportunity for provisioning of Com-
puting resources from the network. Unfortunately two main issues affect both the
possibility of choosing in a comfortable way the best Cloud solution/offer and of
migrating Cloud applications. In fact, the first problem deals with the big gap that
exists between two Cloud offers. The heterogeneity of Cloud services regards not
only the provided facilities, but also the terms of services, the guarantees, the service
levels and the metrics by which they are measured. Last but not least a common on-
tology, for disambiguating the semantic of the offers to be evaluated still lacks and
make this an hard task also for an expert user. About the heterogeneity of available
Cloud offers, every big commercial provider is interested in proposing a proprietary
solution to lock its customers. Also open source technologies for setting up private
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Clouds are not compliant to each other, because we still miss a wide accepted stan-
dard. It means that any choice affects the interoperability of the developed Cloud
applications with other technologies, and would compromise the convenience of a
better business, due to the considerable effort for re-engineering the developed soft-
ware. The work presented in [3] represents a first proposal to combine SLA-based
resource negotiations with virtualized resources in terms of on-demand service pro-
visioning. Cloud interoperability is the main issue here. In particular OCCI (Open
Cloud Computing Interface) is a proposal of a standard in Cloud [4]. It defines en-
tities, relationships API and protocols for all kinds of management tasks at IaaS.
As in our approach, extension is used to improve interoperability but, in this case,
it does not add new functionalities. Rather than adopting a standard or developing
a new service interface, there exists on-going efforts in order to ensure a common
API in the cloud. DeltaCloud aims to provide access to compute resources and to
different storage options (volumes and buckets) using a REST API. Libcloud and
JClouds are other in the field which provides access by language specific API to
compute and storage resources on a large set of cloud providers. The exploitation
of agents technology in this context is investigated in [2]. A simpler agents based
architecture has been proposed in [6]. Preliminary investigations by the authors on
related topics were presented in [5]. In this paper we address both the problems
of provisioning and management of resources at Cloud infrastructure level (IAAS).
We designed a Vendor Agent to abstract the services of different IAAS Cloud ven-
dors. This abstraction is used to provide a uniform communication model among
agents that implement value added services within a more complex framework:
Cloud Agency. Cloud Agency is a multi-agents system that has designed and devel-
oped by the research activities of the European Project mOSAIC1, for provisioning,
management and monitoring of Cloud resources. Vendor Agents allow the agency
for inter-operating with different Cloud Providers. Furthermore they do not only
wrap different technologies, but provide intelligence for supporting negotiation and
management of Cloud resources.

2 Cloud Agency

Cloud Agency is a multi agent system (MAS) that accesses, on behalf of the user,
the utility market of Cloud computing to always maintain the best resources con-
figuration that satisfies the application requirements. This system is being designed
and developed within the research activities of the FP7 mOSAIC project. It is in
charge to provide the collection of Cloud resources from different vendors that
meets the requirements of the users’ applications. According to the available of-
fers, it generates a Service Level Agreement that represents the result of resource
brokering and booking with available providers. The user is able to delegate to the
Agency the monitoring of resource utilization, the necessary checks of the agree-
ment fulfillment and potential re-negotiations. Cloud Agency will supplement the
common management functions currently provided by IAAS Private and Public

1 www.mosaic-cloud.eu
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infrastructure with new advanced services by implementing a transparent layer of
services for IAAS Private and Public Clouds. An important goal of the CA we are
focusing here is to facilitate the application deployment process. This process can
be regarded as a two-phase process: one phase which happens on the user computer
and one which continues on the cloud. The first stage involves the resource provi-
sioning. The user and the cloud provider(s) agree on the resources to use and the
quality of the services. The CA is running on the user’s computer as cloud resources
are not yet provisioned. The second stage starts with the CA agents being restarted
on the cloud. This way, the agents are close enough to the created resources in or-
der to be able to perform other functions like resource management, monitoring
and auto-scaling. At this point, the local agency is no longer needed and the user
directly interacts with the cloud deployed agency. The different components of the

Fig. 1 Cloud Agency architecture

agency architecture are shown in Figure 1. It is important to note that the provided
services are vendor independent, platform neutral and can be extended in order to
solve a variety of problems in cloud computing. Our solution has been conceived
as a proposal of extension of the OCCI to support provisioning, monitoring and re-
configuration. The Message Transfer Protocol (MTP) implements the OCCI HTTP
rendering that is vendor independent and allows any client to invoke the services in
an uniform way. Services are implemented by agents. RestFull messages are trans-
lated into ACL (Agent Communication Languages) and forwarded to the right agent
receiver. Agents will communicate among them via standard ACL (Agent Commu-
nication Language) over HTTP, or over other transport protocols if necessary. Exe-
cution environment for agents and communication facilities are provided by the Jade
agent platform[1]. Jade has been chosen as a platform to provide an execution en-
vironment of software agents, an Agent Communication Channel (ACC) and some
protocol implementation to support communication. AMS and DF provide standard
services of FIPA compliant agent platforms: a name server for agents and a yellow
pages registry for publication and discovery of agent base services. The agent Me-
diator receives requests for starting new negotiations and retrieving information; the
agent Broker gets multiple proposals from Vendor Agents and chooses the best one;



284 C. Sandru and S. Venticinque

Meter and Archiver implement the monitoring service; the Tier is responsible to ap-
ply autonomic reconfiguration; the Vendor agent performs all the interactions with
the Cloud provider. For the purpose of this paper we are mostly interested on the
CA contributions to support the application deployment, specifically the resource
provisioning and the cloud resource management. The agents contributing to the
application deployment are the Mediator Agent, the Broker Agents and the Vendor
Agents. The Vendor Agents are the core part of the management service as they
receive client requests and mediates the interactions with the Cloud Providers.

3 Provisioning and Management across Heterogeneous Cloud
Vendors

The overall goal of the Vendor Agents (VA) inside the Cloud Agency is to mediate
the relationship of their clients with the specific cloud providers they are connected
to. The VAs create a layer of separation between the Cloud Agency and the Cloud
Provider and insulates the user’s applications and other agents from the details of the
cloud provider, whose resources they use or the infrastructure they run on. Vendor
Agents basically deal with these issues along two dimensions: the resource provi-
sioning and the resource management.

The resource provisioning refers to the activities performed by the VAs in order
to achieve a Service Level Agreement (SLA) needed in order for a user application
to run on a cloud provider infrastructure or to use its resources. The Vendor Agents
provide these services within the Cloud Agency by implementing the protocol de-
scribed in the Figure 2 (a). The starting point of the provisioning activities is the

(a) The resource provisioning process (b) The resource management process

Fig. 2 Cloud Agency interaction diagrams
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Call for Proposal (CfP). The CfP includes the needed characteristics of the cloud
resources to be used by the user’s application and the CA itself. It also includes de-
scriptions related to the Quality of Services. The descriptions are usually made in
terms of patterns and ranges. The VA then proposes one or more SLAs on behalf
of the cloud provider. At the time a SLA is proposed, the desired characteristics in
the CfP are bound to specific values which can be accepted or not by the clients. In
general, the cloud providers do not provide an API to negotiate resources. Instead,
the commercial ones maintain tables with description of resources and pricing. In
this case the vendor agent has to be aware of the content of the tables and to be up-
dated on changes. Some cloud providers still allows for retrieving those tables from
specific URLs (e.g. Amazon), in which case the vendor agents may have the chance
to automate the process.

The resource management refers to the activities the VAs perform in order to
facilitate the applications and other agents to operate on the cloud resources. Oper-
ations falling in this area include the creation and deletion of the resources, starting,
stopping, rebooting compute resources, attaching storage to compute resources, etc.
The SLA is a key ingredient when building an agency related application descriptor
to allow the VAs knowing how to deploy the CA application resources. The VAs of-
fer resource management facilities to the agency by being an actor of the sequence
diagram shown in the Figure 2(b) . Of course the agent technology and the inter
agents interaction will be hidden to the Client, that invokes OCCI RESTfull requests
by the Cloud Agency interface. Along both the dimensions VAs creates artifacts to
be further referred like SLA or cloud resources. The details of these artifacts have to
be stored in some persistent media for further usage. There are two areas of storage
which we consider: proposal storage and resource information storage. Therefore
the VAs include a persistence service which is responsible with the details of stor-
ing the data in appropriate files. Even if the agents functionality is adapted the cloud
providers specifics, some of the agents’ functionality is still the same regardless of
the cloud provider. Such functions include those related to the agent integration in
the cloud agency, persistence and credentials management. Consequently, the agents
can be structured in such a way that the common functionality can be reused across
the agents.

The application deployment is a necessary facility to configure the full set of
Cloud resources. Vendor Agents will be in charge for configuring the resources they
are responsible for. There are few elements which worth to be mentioned. Resource
class refers to a resource class as agreed and defined in the SLA. Depending of the
resource class type, each instance of objects of a specific resource class is created
based on the information to be provided in the resource class description. Such an
element is the Resource location, that is the <url> indication which refers to the
image of the virtual machine to load in the case of compute resources. The hardware
profile concept in DeltaCloud could be regarded as a particular case of a resource
class. Resources relationship depends on the resources classes types. Resource
instances can be related in several ways. For example, some cloud providers offer
load balancing resources and the compute resources of the same type can be load
balanced on specific protocols and ports. Other relations which involve resources
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in different classes are also possible. For example a storage volume resource can be
attached to instances of compute resources. A Resource setup section can be used
to set-up some resources. For example, the compute resources may require certain
files/programs being uploaded onto their space before being usable and some scripts
to run in order to properly initialize them (Libcloud also includes this concept in the
form of the so called bootstrap scripts).

4 Conclusions

We exploited the potential of the agent oriented architectures while trying to ad-
dress in a flexible way a set of issues related to Cloud provisioning and manage-
ment. We have shown how the agents can help to manage Cloud infrastructures
across cloud providers by allowing a uniform access. We have chosen to rely on
cloud specific API by a RESTfull style of communication that is quite appropriate
for the resource management operations performed by VAs through Cloud Agency.
The Vendor Agents also controlled the application deployment process. Therefore
the VAs could be considered at a higher layer of abstraction and the mentioned tech-
nologies could be used in order to facilitate a part of the VAs interaction with the
cloud providers. The advantage would be the ability of interacting with many cloud
providers without big efforts.

Acknowledgements. This research is partially supported by FP7-ICT-2009-5-256910 (mO-
SAIC) and by the grant POSDRU 21/1.5/G/13798.
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Policy-Based Instantiation of Norms in MAS

Andreea Urzică and Cristian Gratie

Abstract. Autonomy is a key feature in software agent design. For a system to
function according to the expected behavior, however, the expectations must be ex-
pressed through a set of norms. The present work proposes a model for representing
norms in multi-agent systems and for instantiating norms by using context-aware
policies. The policies take into account both the general context and the reputa-
tion level of the target agent. The proposal aims at increasing the scalability and
the interoperability of the normative systems implementing it, along with offering
expressivity and richness in guiding agents towards the desired behavior.

1 Introduction

In guiding the actions of their members toward the desirable behavior, human so-
cieties grant some rights under the constraints of some boundaries. The boundaries
may either be abided by the individual, or, the individual will bear the sanctions
entailed by the infringement. The same strategy can be adopted in the electronic
environment if provided the mechanisms to represent, communicate and enforce
norms, and mechanisms to reason about norms and detect norm violation.

This paper proposes a normative model for open multi-agent systems, introduc-
ing a unified format for norm representation and a methodology that offers flexibility
and scalability in what concerns norm enforcement.

Norms are needed for setting the expectation of what are the appropriate actions.
As a social contract, they represent an agreement between the members of the com-
munity. The individual surrenders liberty in return for protection. Norms tell the
individual what is appropriate to do in order not to lose utility and what to expect of
the behavior of others. For this reason, computational normative systems are needed
in industrial applications. They would allow business partners to have the correct
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expectations about each others actions and be free to choose their own way of ful-
filling their obligations.

Normative systems help the members of a community have a common system of
values to refer to and lead to an alignment in evaluation. The norms stand as a base
for communication, if we think of languages as a collection of rules, or when we
think of standard specifications.

The focus of this paper is set on the scalability resulting from the use of a well
designed normative model. The model we propose allows using the same set of
norms in two systems with different policies without losing the expressivity of the
desired behavior. This feature allows the two systems to be interoperable as agents
can migrate easily from one to another. The present paper stresses on the conceptual
detachment between specifying the desirable behavior, by norms, and specifying
the precise context-dependent parameters by policies. This approach reflects one of
the main benefits of using norms within open and distributed multi-agent systems:
interoperability between various normative systems of agent communities that share
the same set of values.

The method proposed in this paper functions as the machinery that transforms a
given set of generic norms into the actual clauses of a contract to be signed by two
or more parties.

After discussing related work in Section 2 the paper describes the format for
representing contracts and norms in Section 3 and policies in Section 4. Section 5
explains how policies are used to instantiate norms and produce contract pro-posals.
Section 6 concludes the paper and indicates directions for future work.

2 Related Work

Nowadays, normative systems are the center of many research efforts (e.g. [2], [7],
[3]). They aim at addressing the following open issues: how norms are learnt and
how norms are propagated within a population, how to ensure norm compliance,
who creates the norms, who assigns the norm, what phenomena can be captured by
norm representation etc. The socialization aspect of the normative systems concerns
the perception of the compliance of agent behavior with the norms, the evaluation
of norm violations and applying sanctions. Norms are enforced by using incentives
and sanctions, usually by endowing a valueless artifact with value (e.g. the mone-
tary system, reputation). The present work provides ways of reducing the complex-
ity in representing and communicating norms between different normative systems
and offers the means for using reputation as a motivational factor in ensuring norm
compliance.

As mentioned in [1], autonomy is a crucial notion in multi-agent systems. The
authors of [1] add that there is still another aspect of the autonomy that should
be considered when discussing the autonomous character of an agent: the context.
They argue that an agent can be autonomous in a situation and non-autonomous in
the other. For this reason the architecture we propose explicitly identifies, by the
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use of policies, what are the areas that ensure the autonomous character of the agent
while it activates in a norm-regulated community.

Many works, e.g. [3], consider the communication of facts together with repu-
tation information of great relevance for the mechanisms that use reputation within
normative contexts. This way, each agent has all the data needed to reason about
norm violation or fulfillment, sanctions assignment and individual profiles. The rep-
utation may be altered by norm violation and it may depend on the nature of the
norm: breaking an organizational norm may be much more costly than breaking an
individual norm (the rule norms and social norms as defined in [4]). Building on
this differentiation, the system described in our paper allows agents to customize
the reputation sanctions associated to public norm violations according to their own
set of policies.

The proposed formalization of norms is inspired from that found in the L.I.A.R
model [7], but, differently from L.I.A.R, it specifies the sanction inside the norm.
The sanctions are specified using formal parameters that will be later instantiated
by policies. In L.I.A.R, sanctions are assigned by the evaluators when generating a
new social policy based on an observed interaction. In our model different evaluators
are also able to assign different sanctions since each evaluator may have a different
policy set. In addition, the same set of norms is acknowledged by all the participants.
This aspect ensures that all agents refer to a common set of values.

A significant contribution to this research area has been brought by the Contract
Project [6], [5] which aims at applying electronic contracting and contract-based
monitoring techniques in real-world applications. The benefits of using contracts
in modern business relationships are extensively reported in [6]. [6] provides four
real business cases, arguing how electronic contracting is the most suitable way
of regulating agent behavior for industrial applications. A simple reason is that ‘it
mirrors existing (non-electronic) practice, aiding adoption.’ [6].

A valuable aspect that is missing from the framework presented in [6] is the
distinction between normative roles and domain-specific roles within a contract. The
model we propose benefits from using two different layers, the normative layer and
the domain-specific layer, so that the normative roles are not associated directly to
the individual, but to a class of individuals within the multi-agent sys-tem, namely,
the domain-specific role.

The importance of working with both a contract template and a contract pro-posal
is defended also in [6], but they explain nothing about how contract tem-plates are
instantiated to contract proposals or on which bases the choices of con-tract man-
agement and update are made. The model proposed in the present paper focuses on
the procedure (including formal representation and algorithm) of producing multiple
contract proposals based on one contract template and a request from the business
partner. This approach also covers the negotiation phase, since the resulting contract
proposals may include all the possible combinations of values for the negotiable
terms (e.g.: proposal1(price = 100,QoS = good), proposal2(price = 50,QoS =
medium)). In addition the proposed model takes into account the reputation of the
business partner, allowing the provider to adapt his offers based on his own set of
policies, so that they reflect his trust level associated with the given reputation value.



290 A. Urzică and C. Gratie

3 Contracts and Norms

Within business relationships it is essential to explicitly describe each partys respon-
sibilities with respect to a given interaction. Both parties need to make a commit-
ment towards a set of indicators they have previously agreed upon. Without these
normative means there will be little or no trust involved, the performance of each
participant would not be properly evaluated at the end of the interaction and the
output would be less than optimum.

The proposed model considers the need for a set of generic norms associated to
each service, acknowledged by all the members of the system. For each service, all
the norms describing the boundaries of the interaction are grouped into a set, called
hereafter contract.

There are two types of contracts in the proposed model: contract templates and
contract proposals. Contract templates describe the set of norms associated with a
service and express the appropriate behavior for each actor of the interaction. The
norms within contract templates use only variables, called hereafter formal param-
eters, which are not bound to literals. Contract proposals result from binding the
formal parameters within the norms to literals decided by selecting and applying
context-aware policies. The interaction between the service provider and service
consumer will take place only if they agree on one contract proposal and commit
themselves to comply with all the actual norms within that contract.

Definition 1. A contract template is defined as follows:

ctemplate < W ,D ,δ ,R,N ,>

where,

• W is a (finite)set of formal parameters;
• D is a (finite) set of domains (sets of values);
• δ : W →D is a function that maps each variable to its domain (multiple variables

may have the same domain);
• R is the (finite) set of roles specific to the interaction type (service);
• N = {ν1,ν2, ...,νp} is a (finite) set of norms, where each norm νi is itself de-

fined as a tuple:

νi < ωi,τi,εi,αi,γi,>

such that,

– ωi ∈Ψ is a deontic operator applied to the content of the norm;
– Ψ = {Interdiction,Permission,Obligation};
– τi ∈R is the target role,the entity the norm is addreesed to;
– εi ∈ R is the evaluator role,entitled to evaluate whether the norm was re-

spected or not (and possibly to apply sanctions to the target);
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– αi = Ai(Vi1,Vi2, ...,Viki),αi is a ki-ary predicate that describes the pertinence
(applicability)condition of the norm;

– γi =Ci(V ′i1,V
′
i2, ...,V

′
iki
),γi is a k′i-ary predicate that describes the content of the

norm;
– V ′i j ∈W for all j = 1,k′i;

The pertinence condition within a norm is a predicate that can decide whether the
norm is applicable or not in the current context of the system. Unlike an acti-vation
condition, pertinence controls both the activation and the deactivation of the norm.
The norm is applicable only as long as the pertinence condition holds. Should the
norm be applicable, its outcome is represented by its content coupled with the de-
ontic operator.

The norm content is a predicate and it tests the actions of the agent that plays
the normative role called target. The agent with the evaluator role is the one that
is entitled to actually check if the content of the norm holds while the pertinence
condition holds. The evaluator may also apply sanctions to the target. Thus, in the
present model, the evaluators represent both the judiciary and the executive power. A
discussion about the legislator, namely the entity endowed with the power of issuing
the generic norms is outside the scope of this paper.

The norms, in the proposed model, are the means of assigning to each actor of
the interaction the responsibilities associated to its position. Any interaction-specific
role may be attributed the target normative role. For example, in the case of a com-
mercial interaction, either the seller or the buyer may be considered target within
a norm. For the more general case, where all types of interactions are modeled as
services, either the provider or the consumer of the service may be considered target
within a norm. The proposed model clearly separates the two layers: the normative
layer (here the roles are target and evaluator) from the multi-agent layer (where the
roles may be seller, buyer, student, teacher etc, depending on the interaction type).

The BNF definition of a norm in the proposed model is presented below.

<Norm> ::= <deonticOp> <Target> <Evaluator>
<PertinenceCondition> <Content>
<deonticOp> ::= ’I’ | ’O’ | ’P’
<Target> ::= <RoleName>
<Evaluator> ::= <RoleName>
<PertinenceCondition> ::= <IntegrityConstraint> |

<Condition> | <Authorization> | <Timer>
<Content> ::= <Fact>

The content of a norm, as well as the pertinence condition, is formed only by
using formal parameters (variables). This provides a high degree of generality and
thus scalability. The same set of norms may be adopted by a broader community of
agent systems without losing expressivity in reflecting the desirable behavior.
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As an illustration, we can refer to the International Road Traffic Regulations. The
desired behavior is that drivers may cross the dashed line between lanes but they
may not cross the continuous line mark between lanes. The norm should express the
sets of entities playing the role of target and evaluators, the condition under which
the norm content becomes applicable and content of the norm. The norm may be
formulated as ‘it is forbidden to cross the continuous line’ or ‘it is permitted to cross
the dashed line’ or ‘the driver who has crossed the continuous line is obliged to pay
a fine’, etc. However, a norm should not contain explicitly the amount of money
representing the fine. The numerical value of the fine may be established differently
by each country and still, the same norm will be followed by all the countries in
the community. This approach allows agents to easily adapt when traveling to other
countries because there is not a new behavior they have to adopt, only different
values for the already acknowledged parameters.

The actual values (e.g. numerical values) associated to the formal parameters
within a norm are to be set by using policies. The set of all formal parameters within
the set of norms may be seen as the set of business rules terms defining the interac-
tion. For the case of a commercial interaction, e.g. booking a hotel room, the set of
business rule terms include the price per night for a room, the hour for check in, the
hour for check out, etc. The norms would specify that ‘the client is obliged to pay
the hotel the price per night multiplied by the number of nights’ or that ‘the client
is permitted to check in after the check-in hour’, etc, but it is each hotels policy that
establishes the actual values for these business terms. The next section provides the
formal description and explains the use of the policy concept.

4 Policies

The process of instantiating contract templates into actual contract proposals makes
use of policies. By using policies, this process can take into account the context of
each particular interaction and the reputation of the participants. Policies are dictated
by the business rules of each entity and are used in order to interpret the given
context and assing actual values to all the variables specified in the contract.

Definition 2. A policy with respect to a contract template < W ,D ,δ ,R,N > is a
set of mappings that, given a reputation value and known variables, returns possible
values for all variables:

π = {πk : R×ΠV∈Kδ (V )→P(ΠV∈W δ (V ))|K ∈P(W )}

where, for a given set X , P(X) stands for all subsets of X .

The BNF definition of a policy in the proposed model is presented below.
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<Policy> ::= <Match> <Action>
<Match> ::= <Condtion>+
<Condition> ::= <FormalParam> <Relation>

<Literal>
<FormalParam> :: = <BusinessTerm> | <Type>
<Relation> ::= ’<’| ’=’| ’>’| "<=" | ">="
<Action> ::= <ActualParamList>
<ActualParamList> ::= <Literal>+
<Request> ::= <Preference>+
<Preference> ::= <Literal> | "N/A"
<Context> ::= <Request> <ClientData> <Reputation>

<Situation>
<Situation> ::= <Literal>+
//describes the current state of the service

provider and the general context
<ClientData> ::= <Literal>+
// ClientData contains complementary information

about the agent (e.g. age, nationality, credit card
expiry date, the type of identification document,
the date of obtaining the drivers license, etc.)
<Reputation> ::= <RepValue>
//the reputation of the agent requesting the

service
<RepValue> ::= <Literal>

The proposed model considers all interaction types to be modeled as services.
The list of literals within a request must be formed in conformity with service speci-
fications. The order and the semantic of the literals in a request are defined in service
description.

The Reputation field is considered separately, as it is a constant factor to be taken
into account by any policy with regard to the target of the norm. In addition we
considered important to indicate Reputation separately in order to highlight the link
between the normative system and a reputation model that could be used for norm
enforcement.

Each agent has a set of policies in order to capture all the relevant cases and
combinations of context factors and reputation values. A provider with no flexibility
would have only one set of literals associated to the actual parameters list, regardless
of the context or the reputation of the client. Since some agents may want to offer
better prices for the same service to clients with good reputation in order to apply
incentives for norm compliance, the present model provides the means for this. The
process is depicted in Fig. 1.
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Fig. 1 The interdependency
between reputation and
norms

The first step depicted in Fig. 1 represents the action of applying the policies, fil-
tered by context, to the set of generic norms in order to obtain instantiated contracts.
Step 2 shown in Fig. 1 represents the action of testing the facts against a certain set
of instantiated norms (agreed upon) and updating the reputation associated to the
target of those norms.

5 Instantiating Norms by Using Policies

This section explains the procedure of issuing contract proposals by choosing the
corresponding set of policies and applying them to norms. Policies are applied to
the generic norms in order to generate specific, context-aware norms, as depicted in
Fig. 2.

Fig. 2 The normative
system

Considering the interaction between a service provider and a consumer, both hav-
ing had acknowledged the same contract template, the steps for instantiating the
contract are the following.

The consumer sends a request to the service provider, containing the set of re-
quirements for the service. The request consists in specific values for some of the
formal parameters of the contract, representing the list of preferences of the con-
sumer regarding the given service.

The service provider identifies the policies that are applicable for the context
described by the clients request. Then the provider retrieves the reputation of the
consumer and selects the policies that apply for the clients reputation level.

By applying the actual parameter list resulted from the selected policies to the
contract template, one or more versions of instantiated contracts result. These ver-
sions will be called contract proposals hereafter.

The provider sends the contract proposals to the consumer. The consumer eval-
uates them and chooses one. The contract proposal chosen and signed by the con-
sumer represents the instantiated contract that will further regulate the interaction.
The chosen contract proposal contains the set of norms to which both parties have
committed themselves to comply. The norm instantiating algorithm is presented
below.
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1. The ActualParamList is initialized to an array default, consisting of default
parameters, corresponding to the default policy.

2. The literal array, representing an agents request, is appended with other
parameters (i.e. literals) describing: agent data (e.g. age, nationality, etc.),
agent reputation and a series of literals specific to the service provider in
the given context (e.g. for the case of a car-rental company, how many cars
are available that day, weather conditions, etc).

3. The resulted array is named context.
4. From the array named context and on the basis of service implementation

specifications the difference between the two moments in time provided in
the request is identified, and the resulting period is divided by the greatest
time unit that allows for pricing the service (e.g. a day).

5. For each taxing unit (e.g. per day) resulted from the context, a replica of
the context is created.

6. For each context replica, the policies in the list of policies are selected one
by one, (following the order they were provided) and for each one it is
checked if the literals validate the conditions or not.

7. When, by replacing all the variables from the matching part with the given
literals, no false value results, the policy is selected in order to be applied.

8. All the literals from the Action part of the policy replace the formal param-
eters within the norms in the contract template.

9. In some cases additional processing is necessary in order to derive terms.
In such situations, derivation rules are applied (e.g. the price for a longer
period is calculated as the sum of the prices for each day).

10. Derivation rules are mathematical formulas for computing specific busi-
ness parameters from given parameters.

6 Conclusions

The present paper proposes a unified format for norm description within multi-agent
systems. The proposed method aims at reducing the complexity of communicating
norms and reasoning about norm enforcement while offering flexibility and variety
in issuing business contracts.

The normative system described here is conceived as being ready to be linked
with a reputation mechanism, so that norm enforcement can be attained by influenc-
ing reputation information. Agents may use policies that encourage norm compli-
ance and penalize violations in various degrees. The emergent norm can be observed
in this case: the cessation of interactions between untrustworthy entities and honest
entities because of the disadvantageous conditions requested for a new interaction.
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Such a model combines in a realistic manner the norms with a sanctioning system
(reputation) that has proved to be efficient in the business environment.

The proposed model is intended to serve as a basis for any further evolution,
being designed in a modular manner and using a separate and clearly defined nor-
mative layer. Since any business interaction can be modeled as a service, we argue
that the normative system described in this paper that can be employed on a rich set
of application domains.
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A Multi-Agent System for Service Acquiring
in Smart Environments

Irina Mocanu, Lorina Negreanu, and Adina Magda Florea

Abstract. This paper proposes a multi-agent system architecture for a service ac-
quiring system. The proposed system is integrated in an ambient intelligent system,
AmIHomCare, a smart house who supervises elderly people in their homes and also
helps people during their daily activities. The service acquiring system is specified
and validated using a formal specification method - Event B.

1 Introduction

The percentage of elderly in today’s societies keeps on growing. As a consequence
we are faced with the problem of supporting older adults in loss of cognitive auton-
omy who wish to continue living independently in their home as opposed to being
forced to live in a hospital. Smart environments have been developed in order to pro-
vide support to the elderly people or people with risk factors who wish to continue
living independently in their homes, as opposed to live in an institutional care. The
term of Ambient Intelligence (AmI) was introduced to describe a ubiquitous elec-
tronic environment that would pro-actively, but sensibly and non-intrusively support
people in their daily lives [9].

Our goal is to specify and validate using a formal specification method a multi-
agent system for acquiring services that will be used in an intelligent house (called
AmIHomCare). The AmIHomCare system performs home monitoring and assisting
of the elderly people or patients with risk factors. Thus we use the formal method
Event-B in order to prove the correctness of the whole process of service acquiring.

The rest of the paper is organized as follows. Section 2 describes the proposed
service acquiring system integrated in the AmIHomCare system. Section 3 presents
the formal specification and verification of the proposed system. Conclusions and
future works are listed in Section 4.
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2 The Service Acquiring System

In [8] the AmIHomCare system was presented. The system is an intelligent house
for home medical assistance of elderly or disabled people. The main objectives of
this system are: (i) performing home monitoring and assistance for elderly people
and (ii) detecting the medical emergencies and providing medical assistance. One
component of the AmIHomCare system is The Multi-Agent System for Informa-
tion Ac-cess component (MASIA) who achieves pervasive information access and
retrieval based on captured images and patient specific context. The MASIA com-
ponent consists of the patient supervising system and the service acquiring system.

The supervising system analysis the images received from a supervision cam-era.
Each image together with data provided by different sensors (movement sensor and
sonar) are analyzed in order to perform human activity recognition. First the context
of the supervised person (its location in the room and its body posture) is obtained.
Each obtained context represents a sub-activity. A sequence of sub-activities forms
a recognized activity. The data resulted from this processing is stored as monitor-
ing information. The monitoring information together with the daily activity pro-
gram for the supervised person will be analyzed with the purpose of detecting any
emergency situation, or other situation which requires assistance. In either case, a
message is sent to the call center or to the home assistance center.

Sometimes the supervised person wants to perform different activities outside of
his home. Thus we consider a relaxing center that is able to offer different types
of activities, for example: swimming, physiotherapy or simply socializing. The user
will request a type of service for a specific duration, for example half an hour of
physiotherapy. We assume that a request contains only one reference to a service
of certain duration. Thus the system will verify if the request can be satisfied. A
request can be either satisfied or pending: a request is satisfied if it is scheduled; it
remains pending, if it cannot be scheduled.

Each type of service has an associated maximum (aggregated) duration. The
queries are satisfied if the requested service has enough free time to satisfy that
request. The type of the desired service will be specified as an image query. The ser-
vice acquiring system will analyze the image query, detect the relevant object from
the query and make a request for that service with the specified duration. The prop-
erties of the possible services together with relevant images are saved in the object
ontology. The requested duration for a service is computed by the service acquiring
system using the saved monitoring information.

We use the architectural description of the supervising system described in [7]
and we add a new layer to integrate the service acquiring system in the MASIA
component. Thus the architecture of the MASIA component consists of five layers.
Each layer is composed of a set of agents. The architecture of the MASIA compo-
nent is described in Fig. 1.

The information gathering layer consists of a set of sensor agents: an agent to
provide information (Video Camera Agent), an agent to interrogate the ambient
factors (Temperature Agent) and an agent to verify the health status of the super-
vised person (Pulse Agent). The person’s context is composed of its localization
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Fig. 1 The multi-agent system for the MASIA component

in the room together with the surrounding furniture objects from the room and its
body posture. The agents from the context processing layer have access to the room
model (represented by the Home Personal Care Ontology). The activity recognition
and prediction layer achieves daily activity recognition of the supervised person.
Also this layer is responsible with prediction of the next activity, [6]. The emer-
gency detection layer performs emergency detection. Its goal is to detect different
situations which correspond to a high or a low level emergency and send messages
to the home assistance center or to the call center. The service acquiring layer con-
nects user with a requested service (if the service is available). It contains a set of
Service Agents - each agent is responsible with a specific service, a Community
Agent which knows all the services (available and unavailable).

The service acquiring system contains: the User Agent, the Community Agent
and the Service Agents. All the requested service process is shown in Fig. 2.
The Service Agents are agents associated to all known services: available or
unavail-able. If a service is available it will have associated a maximum available
time. All the Service Agents are recorded to the Community Agent. The user makes
a query using an image. The User Agent will analyze the image, detect the type of
the requested service (based on the object properties from the Object Ontology)
together with its recommended duration. The recommended duration is obtained
analyzing the monitoring information extracted from the daily activities. Thus a
request service will be sent to the Community Agent (new request with id - user
identifier, type - type of the requested service and duration - requested duration).
The Community Agent will send the request both to the Ambient Agent and also to
the Pulse Agent in order to verify if the supervised person can perform that activity.
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For example it is a hot summer day and the supervised person wants to meet with
somebody else. The Ambient Agent will detect the temperature and will send a
cancel request to the Community Agent which will cancel the requested service.
Also the Pulse Agent will verify the health status of the supervised person. For
example he requested a swimming process but he has a high pulse. In this case the
Pulse Agent will send a cancel request to the Community Agent which will cancel
the requested service.

Community 
Agent

User 
Agent

Ambient
Agent

Pulse 
Agent

new_request(id, type, dura on)

analyse_request(id , type, dura on)

analyse_request(id , type, dura on)

cancel_request(temperature high)

cancel_request(pulse high)

cancel_request(temperature high)

cancel_request(pulse high)

sa sfy_request

Fig. 2 The sequence diagram for the service acquiring process

In this case the Pulse Agent will send a cancel request to the Community Agent.
After that the Community Agent will interrogate all the service agents (of the re-
quested type). If a service is available the user will obtain the acceptance for the
service (satis f y request). Some services may be requested more frequently than
others. Thus the Community Agent may modify the type for a Service Agent
(add to available).

3 Formal Verification for the Service Acquiring System

Event-B is a formal method for system-level modeling and analysis. Key features
of Event-B are the use of set theory as a modeling notation, the use of refinement
to represent systems at different abstraction levels and the use of mathematical
proof to verify consistency between refinement levels [1]. An Event-B based formal
model is centered around the concepts of variables, events and invariants; variables
describe the state of the system and can be modified by events; invariants state some
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properties that must always be satisfied by the variables and maintained by the ac-
tivation of the events. Each basic object is a set; relations and functions should be
considered primarily as sets [3], [5].

From the modeling point of view a request is a member of a set, namely the set
of requests. To satis f y a request is an event which modifies the status of the request
from pending to satis f ied. In our model the event is called satis f y request and is
triggered for each pending request. The satisfied requests are represented by the
set called satis f ied requests (a subset of the set of existing requests); the pending
requests are defined by the complement set of satis f ied requests with regard to the
set of existing requests.

We introduce the abstract set of all possible requests ALL REQUESTS (ex-
isting and future) for which the existing requests is a subset: requests ⊆
ALL REQUESTS. The request is the main modeling element. We can access the
service and the duration associated with a request, through the following functions:
re f erence ∈ requests→ SERVICES where re f erence assigns a service to each re-
quest; duration∈ requests→ N∗ where duration assigns a duration to each request
(with the assumption that if a service is requested, the duration is at least 1).

The state of the request is changed into satis f ied, if the request is scheduled,
i.e. the duration of the requested service is either less than or equal to the time
availability of the service. We will call the time availability of a service available:
available ∈ SERVICES→ N.

In our modeling we start by considering that all requested references exist in
the set of available services and that this set and the set of requests are given in
an up-to-date state. We derive by refinement [4] the situation in which we have to
take into account new requests, cancelation of requests and increase of services time
availability. The first Event-B model is specified bellow.

CONTEXT
Services c0

SETS
ALL REQUESTS
SERVICES

END
MACHINE

Services 0
SEES

Services c0
VARIABLES

requests
available
satisfied requests
duration
reference

INVARIANTS
inv1 : requests ⊆ ALL REQUESTS
inv2 : available ∈ SERVICES→ N
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inv3 : satisfied requests ⊆ requests
inv4: duration ∈ requests→ N1
inv5: reference ∈ requests→ SERVICES

EVENTS
INITIALISATION:

THEN
act1: requests := /0
act2: available := SERVICES× {0}
act3: satisfied request := /0
act4: duration := /0
act5: reference := /0

END

satisfy request:
ANY

r
WHERE

grd1: r ∈ requests \ satisfied requests
grd2: duration(r) ≤ available(reference(r))

THEN
act1: satisfied requests := satisfied requests ∪ {r}
act2: available(reference(r)) := available(reference(r))- duration(r)

END

cancel request:
THEN

act1 : requests, satisfied requests, duration, reference: | requests’ ⊆ ALL REQUESTS
∧ satisfied requests’ ⊆ requests’ ∧ duration’ ∈ requests’→ N1
∧ reference’ ∈ requests’→ SERVICES

END

new request:
THEN

act1: requests, satisfied requests, duration, reference:| requests’ ⊆ ALL REQUESTS
∧ status’ ∈ satisfied requests’ ⊆ requests’ ∧ duration’ ∈ requests’→ N1
∧ reference’ ∈ requests’→ SERVICES

END

add to available:
THEN

act1: available : | available’ ∈ SERVICES→ N
END

END

An Event-B model encapsulates variables defining the state of the system; the state
should conform to the invariant and each event can be triggered when the current
state satisfy the invariant. The static elements of the model are specified through
the context component; the dynamic behavior of the model is specified through
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the machine component. A context may have the components SETS, CONSTANTS
and AXIOMS; the clause SETS contains definitions of user defined types; the clause
CONSTANTS allows the declaration of constants, and the clause AXIOMS contains
a list of predicates that define rules for the given elements of the context; each axiom
has a label attached to it. A machine describes the dynamic behavior of a model
by means of variables whose values are changed by events. A central aspect of
modeling a machine is to prove that the machine never reaches an invalid state, i.e.
the variables always have values that satisfy the invariants. A machine may contain
the following components: REFINES - a machine has the option of refining another
one; SEES - the context’s sets, constants and axioms can be used in a machine; the
axioms can be used in every proof in the machine as hypotheses; VARIABLES - the
variables’ values are determined by an initialization event and can be changed by
events; this constitutes the state of the machine; the type of each variable must be
declared in the invariant section; INVARIANTS - are predicates that should be true
for every reachable state; each invariant has a label; EVENTS - an event can assign
new values to variables; the guards of an event specify the conditions under which
it can be executed; the initialization of the machine is a special case of an event [2].

Conditions of verification called proof obligations are generated from the text of
the model using SETS, CONSTANTS and AXIOMS clauses for defining the math-
ematical theory and the INVARIANT, and INITIALIZATION clauses to generate
proof obligations for the preservation of the invariant and proof obligations stating
the correctness of safety properties with respect to the invariant [2].

In order to specify the events we consider that all requested references are refer-
ences in available and the satis f y request event is triggered when the time avail-
ability of the requested service is greater than the duration requested. Let r be
a pending request (r ∈ requests ∧ status(r) = pending). If the time availabil-
ity of the service whose reference is re f erence(r) is greater than the duration
of the request duration(r) ≤ available(re f erence(r)), then the request is satis-
fied: status(r) = satis f ied and the time availability of the service is decreased:
available(re f erence(r)) := available(re f erence(r)) − duration(r).

The event modi f y request allows the modification of the duration of a request,
if that request is still pending. Let r be a pending request (r ∈ requests ∧ status(r)
= pending), and d the new duration, then the duration of the request is updated:
duration(r) = d.

The events cancel request, new request, and add to available are modeling the
state changes for the variables attached to the time availability of services and re-
quests. We do not know how these variables are modified therefore we express that a
modification is possible, using the non-deterministic assignment :— with a before-
after-predicate (x1, . . . ,xn : | Q(c,w,u, x

′
1, . . . x

′
n ) assigns any value to the variables

x1, . . . , xn such that the the before-after-predicate Q is fulfilled).
We refine the first model by taking into account new requests, cancelations

of requests and increase of service’s time availability. The last events of the
abstract model should be refined to handle the modifications of the variables
requests, status, duration, re f erence and available. The new request event modi-
fies requests, status, duration, and re f erence; it adds a new request called r which
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is not existing in the current set of requests; its status is pending; duration and
re f erence are updated according to the requested duration d and reference s. The
cancel request event modifies requests, status, duration, re f erence; it removes a
request called r which is pending in the current set of requests; status, duration and
re f erence are updated by using the domain-subtraction operator (�|): status := {r}
�| status,duration := {r} �| duration,{r} �| re f erence. The add to available
event adds a given duration d for a given service s. The model follows:

MACHINE
Services 1

REFINES
Services 0

SEES
Services c0

VARIABLES
requests
available
satisfied requests
duration
reference

EVENTS
INITIALISATION:

THEN
act1: requests := /0
act2: available := SERVICES× {0}
act3: satisfied request := /0
act4: duration := /0
act5: reference := /0

END

satisfy request:
REFINES

satisfy request
ANY

r
WHERE

grd1: r ∈ requests \ satisfied requests
grd2: duration(r) ≤ available(reference(r))

THEN
act1: satisfied requests := satisfied requests ∪ {r}
act2: available(reference(r)) := available(reference(r))- duration(r)

END

cancel request:
REFINES

cancel request
ANY

r
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WHERE
grd1: r ∈ requests \ satisfied requests

THEN
act1: requests = requests \ {r}
act2: duration = {r}�| duration
act3: reference = {r}�| reference

END

new request:
REFINES

new request
ANY

r
d
s

WHERE
grd1: r ∈ ALL REQUESTS \ requests
grd2: d ∈ N1
grd3: s ∈ SERVICES

THEN
act1: requests := requests ∪ {r}
act2: duration(r) := d
act3: reference(r) := s

END

add to available:
REFINES

add to available
ANY

d
s

WHERE
grd1: d ∈ N1
grd2: s ∈ SERVICES

THEN
act1: available(s) := available(s) + d

END
END

The models have been specified and validated using Rodin [1], an Eclipse-based
IDE for Event-B that provides support for refinement and mathematical proofs. A
model is validated by discharging proof obligations. The statement of development
is described in the table 1 with the required proof obligations.
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Table 1 The statement of the development

Element name Total Auto Manual Reviewed Undischarged
Services 0 18 15 3 0 0
Services 1 5 5 0 0 0

4 Conclusions and Future Works

In this paper, we have presented a specification and verification technique of a multi
agent system. The informal specification of the system is translated into the Event-B
notation to verify required properties. The model refinement that Event-B empha-
sizes simplifies proofs by providing a progressive and detailed view of the system.
We can further refine our model, by taking into account the flow of re-quests. The
presented model captures the notion of flow set, meaning that the ordering of arrival
is not expressed. In fact it is possible that a request remains al-ways pending and
is never satisfied, because there are always other requests which are processed. As
future work we add a criterion to each request in order to sort them. Also we will
verify the whole MASIA component.
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Newtonian Emotion System

Valentin Lungu

Abstract. The main goal of our work is to provide virtual characters with the ability
of emotion expression. Our approach is based on the idea that emotions serve a fun-
damental function in human behavior, and that in order to provide artificial agents
with rich believable affective behavior, we need to develop an artificial system that
serves the same purpose. We believe that emotions act as a subsystem that enhances
human behavior, by stepping up brain activity in arousing circumstances, directing
attention and behavior, establishing importance of events and act as motivation. This
paper summarizes the psychological theories that our computational emotion model
is based on, defines the key concepts of the Newtonian emotion model that we de-
veloped and describes how they work within an agent architecture. The Newtonian
emotion model is a light-weight and scalable emotion representation and evalua-
tion model to be used by virtual agents. We also designed a plug-and-play emotion
subsystem to be integrated into any agent architecture.

1 Introduction

Emotions are a part of the human evolutionary legacy [2], serving adaptive ends,
acting as a heuristic in time-critical decision-processes (such as fight-or-flight situ-
ations); however, emotions have also become an important part of the multi-modal
process that is human communication, to the point that its absence is noted and
bothersome.

Affective computing is the study and development of systems that can recognize,
interpret, process and simulate human affects, in order to add this extra dimension
into our interaction with machines. Our goal is to create believable intelligent artifi-
cial characters capable of displaying affective behavior. To achieve this, we attempt
to provide artificial characters with an emotional layer similar to that of humans,
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serving adaptive ends. The emotion subsystem will influence agent behavior by es-
tablishing the importance of events and by influencing knowledge processing, as
well as provide the agent with an emotional state that it will be able to express and
that will further influence its behavior. We first describe our Newtonian emotion
system, that explains the way we represent emotions and how external and inter-
nal forces act upon them, based on the work of psychologist R.E. Plutchik [5] and
Newton’s laws of motion. Based on the psychological theory of dr. R. Lazarus [4],
we devised an emotional subsystem that interacts with and influences an agent ar-
chitecture. The system also takes into account the effects that emotions on human
perception and cognitive processes.

As an application domain, we chose virtual characters in computer role playing
games (CRPGs) as they are a type of game meant to simulate all manner of human
interactions (be they gentle or violent in nature). This type of game provides us with
complex dynamic environments in which modern agents are expected to operate. It
also focuses on individual characters and the way they respond to relevent changes
in their environment (behavior). Last, but not least, the limited action set available
to characters and current generation game engines significantly reduce the overhead
of proof-of-concept apps.

Applications of the technology are not limited simply to CRPGs, as several types
of endeavours find it useful, such as behavior simulation, interactive storytelling,
and, indeed, any application involving human-computer interaction (for example,
online social sites could recommend events and friends based on mood).

2 Psychological Basis

In order to endow virtual characters with an emotion system that provides agents
with believable emotional reactions and influences their cognitive processes (per-
ception, decision making) in the same way that emotions influence behavior in
humans, we need a grasp of human cognitive emotion theory. In this chapter we
summarize the psychological theories upon which we built our emotion simulation
model.

Plutchik

One of the most influential classification approaches for general emotional re-
sponses was developed by Robert Plutchik in the 1980s. Plutchik developed a theory
showing eight primary human emotions: joy, trust, fear, surprise, sadness, disgust,
anger, and, interest, and argued that all human emotions can be derived from these
[5]. Plutchik also stated that emotions serve an adaptive role in helping organisms
deal with key survival issues posed by the environment, and that the eight basic
emotions evolved in order to increase the reproductive fitness of the individual, each
triggering a behavior or type of behavior with a high survival value (such as fear and
anger triggering fight or flight behaviors). These eight basic emotions were grouped
into four pairs of polar opposites with varying degrees of intensity (displayed as the
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wheel of emotions in Fig. 1), making it easy to represent emotional state in a four
dimensional vectorial space.

Lazarus

In the 1960s, Singer-Schachter conducted a study showing that subjects can have
different emotional reactions despite being in the same physiological state. During
the study, experiments were performed where the subjects were placed in the same
physiological state with an injection of adrenaline and observed to express either
anger or amusement depending on whether a planted peer exhibited the same emo-
tion. The study validated their hypothesis (known as the Singer-Schachter theory)
that cognitive processes, not just physiological reactions, play an important role in
determining emotions [6].

Fig. 1 Plutchik’s wheel of emotions
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A pioneer in the study of emotions and their relationship to cognition, Richard
Lazarus, developed an influential theory in the field that explains the steps of emo-
tion synthesis and how it affects cognition. As Singer-Schachter, Lazarus argued
that cognitive activity (judgements, evaluations) is necessary for emotions to occur.
He stressed that the quality (i.e. the combination of basic emotions according to
Plutchik’s theory) and intensity of emotions are controlled through cognitive pro-
cesses, thus, the core of Lazarus’ theory is the cognitive process of appraisal: before
emotion occurs, people make an automatic, often unconscious assessment of the
situation and its significance, and described the process as a three stage disturbance
[4] (Fig. 2):

Fig. 2 Lazarus’ emotion synthesis model

1. appraisal - the subject evaluates the event cognitively (consciously or not, sym-
bolic or not)

2. a. emotion - cognitive appraisal triggers emotional changes (e.g. fear)
b. arousal - the cognitive reaction coupled with the emotional response trigger

physiological changes (e.g. increased heart rate and adrenal response)
3. action - the subject feels the emotion (which provides additional information)

and chooses how to react

Perception

Emotions emerged in the process of evolution as the means by which living crea-
tures determine the biological significance of the various states of the organism as
well as of external influences; as a critical tool for adaptation and survival, emo-
tions influence how we process and store information [7]. Through the attentional
blink paradigm, it has been shown that events and objects that hold a high level of
emotional arousal for the subject are more likely to be processed in conditions of
limited attention [3], suggesting prioritized processing of such stimuli. What this
means is that subjects will focus on the arousing details of the stimuli which will be
processed, while peripheral details may not be (if attention is limited this leads to
attention narrowing, where the subject’s range of stimuli to which it is sensitive is
decreased) [1].
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3 Newtonian Emotion Space

In this chapter we will explain the basics of our Newtonian emotion representation
system. We subscribe to Plutchik’s theory (Sec. 2) in that only eight primary emo-
tions are needed in order to derive the whole human emotional palette and that these
eight primary emotions are grouped into four pairs of polar opposites, therefore, we
chose to represent an emotional state as a vector in a four-dimensional space with the
following four axes: joy-sadness, trust-disgust, anger-fear, and, anticipation-surprise.

Concepts

We will also introduce the following concepts in order to allow emotional states to
interact with each other and external factors:

Definition 1. Position specifies the intersection of an emotional state with each of
the four axes

Definition 2. Distance (||p2−p1||) measures the distance between two emotional
positions

Definition 3. Velocity (v = p2−p1
t ) represents the magnitude and direction of an

emotion’s change of position within the emotion space over a unit of time

Definition 4. Acceleration (a = v2−v1
t ) represents the magnitude and direction of

an emotion’s change of velocity within the emotion space over a unit of time

Definition 5. Mass represents an emotional state’s tendency to maintain a constant
velocity unless acted upon by an external force; quantitative measure of an emo-
tional object’s resistance to the change of its velocity

Definition 6. Force (F = m · a) is an external influence that causes an emotional
state to undergo a change in direction and/or velocity

Laws of Emotion Dynamics

The following are two laws that form the basis of emotion dynamics, to be used in
order to explain and investigate the variance of emotional states within the emotional
space. They describe the relationship between the forces acting on an emotional state
and its motion due to those forces. They are analogous to Newton’s first two laws
of motion. The emotional states upon which these laws are applied (as in Newton’s
theory) are idealized as particles (the size of the body is considered small in relation
to the distance involved and the deformation and rotation of the body are of no
importance in the analysis).

Theorem 1. The velocity of an emotional state remains constant unless it is acted
upon by an external force.

Theorem 2. The acceleration a of a body is parallel and directly proportional to
the net force F and inversely proportional to the mass m: F = m ·a
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Emotion Center and Gravity

The emotion space has a center, the agent’s neutral state, a point in space to which all
of the agent’s emotional states tend to gravitate (usually (0,0,0,0), however, different
characters might be predisposed to certain kinds of emotions, thus, we should be
able to specify a different emotional centre, and instill a certain disposition, for each
character; we also use different emotion state mass to show how easy/hard it is to
change an agent’s mood). In order to represent this tendency we use gravitational
force:

G = m · p− c
||p− c|| · kg,

where p is the current position, c is the center and kg is a gravitational constant. This
force ensures that, unless acted upon by other external forces, the emotional state
will decay towards the emotion space center.

4 Emotion System Architecture

We developed an emotion subsystem architecture that interposes itself between the
agent’s behavior module and the environment. The subsystem models the process
described by Lazarus (Sec. 2).

Events perceived from the environment are first processed by the appraisal mod-
ule, where an emotional force is associated with it. The resulting list of events is then
sorted in descending order according to magnitude and fed into the agent’s percep-
tion module. This is done in accordance with the psychological theory of attention
narrowing presented in Sec. 2, so that in a limited attention span scenario, the agent
will be aware of the more meaningful events.

We treat the agent behavior module as a black box that may house any behavior
generation technique (rule based expert system, behavior trees, etc.). The interface
receives as input events perceived from the environment and produces a set of pos-
sible actions. The conflict set module takes this set of rules and evaluates them in
order to attach an emotional state to each. Out of these, the action whose emotion
vector most closely matches the agent’s current state is selected to be carried out.

argmin
i∈{con f lictset}

arccos
eagent · ei

||eagent || · ||ei||
Feedback from the environment has an associated emotion force vector that actu-
ally affects the agent’s emotional state. Feedback is distributed to the appraisal and
conflict set modules as well as the agent’s behavior module. Actions undertaken are
temporariliy stored in an action buffer for feedback purposes.
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Fig. 3 Emotion system architecture

Learning

Both the appraisal and conflict set modules use machine learning techniques in order
to learn to predict the outcome of events and actions, respectively. As there are
many viable options for which learning technique to use (hidden markov models,
neural nets, q-learning), we use a plug-and-play model where the technique can be
replaced.

The appraisal module attempts to predict the emotional feedback received from
the environment based on characteristics of the event to classify and previous feed-
back. The goal of the appraisal module is to better label (and thus establish priority
of) events for the perception model. The conflict set module works in a similar way
based on the characteristics of actions taken. The goal of the conflict set module is to
settle conflicts between competing actions by selecting the most appropriate action
to be performed. This is why an action is selected based on the lowest emotional
distance to the agent’s current state instead of magnitude.

Both modules treat the event, rule respectively, configuration as the observable
state of the model, and attempt to predict the next hidden state (the emotional feed-
back force).
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5 Conclusion and Future Work

We succeeded in developing a light-weight and scalable emotion representation and
evaluation model to be used by virtual agents. The model is suitable for fast real-
time evaluation and simulation such as that required in our chosen application type,
computer role-playing games.

We also devised a plug and play emotion subsystem architecture that can be used
with any agent behavior model and any machine learning technique. This allows
us to provide artificial emotion simulation and modify agent behavior based on the
given simulation. By using the model proposed in this paper, there is no need to
adapt the game engine architecture to accomodate computationally expensive artifi-
cial intelligence techniques.

We chose computer role-playing games as an application domain due to per-
sonal preference, however, the system can be used in any type of application that
requires emotion simulation. Moreover, other applications may not have the pro-
cessing power restrictions that running along side CPU intensive special effects and
physics simulations impose, and would leave more compuring power for the artifi-
cial intelligence module.

Collective Emotion

One interesting research direction is applying the model to multi-agent system tech-
niques, such as swarm or ambient intelligence, in order to endow the entire system
with collective emotions. Interacting agents would influence each other’s moods
based on the newtonian emotion model and have an emotion dissemination protocol
over the multi agent system. The technology could further be integrated with am-
bient intelligence applications to either influence people’s mood in order to make
them more productive/happier or make them aware of the state of the ambient net-
work around them in a non-invasive manner.
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Córdoba, A. 103
Cowling, Anthony J. 23
Cristaldi, Rosario 253
Cuevas, David 199
Cuomo, Antonio 263
Cuzzocrea, Alfredo 139

D’Antonio, Salvatore 253
Dasarathy, Belur V. 7
de Oude, Patrick 115
Di Fatta, Giuseppe 155
Di Martino, V. 181
Dokulil, Jiřı́ 149
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