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Abstract Three dimensional (3-D) technologies have come under the spotlight
to overcome limitations of conventional two dimensional (2-D) microprocessor
implementations. However, the effect of 3-D integrations with vertical interconnects
in future vector processors design is not well discussed yet. In this paper, aiming
at exploring the design space of future vector processors, fine and coarse grain
3-D integrations that aggressively employ vertical interconnects are designed and
evaluated.

1 Introduction

Modern vector processors play important roles in high performance computing due
to the significant advantages over commodity-based scalar processors for memory-
intensive scientific and engineering applications. However, vector processors still
keep a single core architecture, though chip multiprocessors (CMPs) have become
the mainstream in recent processor architectures. Twelve-cores CMPs are already
in the commercial market, and an 80-cores CMP is prototyped by Intel to overcome
power and performance limitations of single core architectures [30]. On the other
hand, CMP-based vector processors have not been found as real products. However,
the CMP architecture is also promising for vector processor design, because recent
scientific and engineering applications running on a vector supercomputer are well
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Fig. 1 Stacking granularities

parallelized by vector compilers and/or OpenMP. Under this situation, a Chip Multi
Vector Processor (CMVP) architecture has been proposed by Musa et al., and its
potential has been clarified [22].

Essentially, vector processors need a plenty of hardware resources compared to
scalar processors. This is because a vector processor installs many vector pipelines,
large vector registers and vast I/O logics to simultaneously process a huge amount
of data provided at a high-memory bandwidth [9]. In addition, CMVP has a large
shared on-chip memory named a vector cache. Therefore, even if technology scaling
were to advance as ever, it would be difficult to implement CM VP with many vector
cores by the conventional 2-D implementation technology due to the area limitation.

Recently, 3-D integration technologies have come under the spotlight to over-
come the limitations of conventional 2-D microprocessor implementations. 3-D
integration technologies are expected to greatly increase transistor density while
providing faster on-chip communication. Three dimension integration technologies
are not a brand new, and various 3-D integration technologies have been explored,
such as micro-bump, wire bonding and through via vertical interconnect etc [16].
Among these various technologies, a vertical interconnect with though-silicon-
via (TSV) is assumed as the most promising one to expand the design space
of future high-performance and low-power microprocessors [13]. Thus computer
architects and circuit designers are re-attracted to 3-D integration technologies by
an appearance of TSVs with high feasibility.

To introduce 3-D Die stacking technologies into the future vector processors
design, several granularities can be considered as shown in Fig. 1. Aiming at clar-
ifying the potential of 3-D integration technologies, this paper examines fine grain
and coarse grain 3-D designs. The fine grain denotes logic level 3-D integrations
such as 3-D stacked arithmetic units designs. On the other hand, the coarse grain
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stacks more large chunks such as cores or memories. As examples of the fine grain
3-D integrations, we focus on the floating point arithmetic units, which are the key
components of vector processors. On the other hand, CM VP architecture is selected
as a target of the coarse grain 3-D integrations. To realize the 3-D integration of
CMVP, CMVP is modified to exploit the potential of 3-D integration technologies.
In this paper, through these designs and early evaluations, a design space of future
vector processors is explored.

This paper is organized as follows. Section 2 briefly outlines the basis of 3-D
integration technologies and related works. Then 3-D integrated arithmetic units are
designed and evaluated in Sect. 3. In Sect. 4, a 3-D stacked CM VP is introduced, and
its early performance evaluations are carried out. Section 5 concludes this work.

2 3-D Die Stacking Technologies

2.1 Die Stacking with TSVs

3-D integration is emerging fabrication technology that vertically stacks multiple
integrated chips. The benefits include an increase in device density, the flexibility
of routing, and the ability to integrate disparate technologies [4, 16]. Although there
are a lot of technologies such as wire bonding to realize a vertical stacking of two or
more integrated circuits, this study focuses on 3-D integrated circuits with vertical
interconnects due to its short delay with high density. So far, many researches
have reported processing technologies for thin and long TSVs with high feasibility
[1,3,8,12,18]. In addition, some researchers have clarified the potential of TSVs by
analyzing its electrical characteristics [11,23].

Two topologies can be conceived to bound two silicon dies: face-to-face and
face-to-back, where face is the side with the metal layer and back is the side with
the silicon substrate as shown in Fig. 2. In the face to face bonding, die to die (D2D)
vias are processed and deposited on top of metal layers as the conventional metal
etching technologies. Although face to face bonding can provide higher D2D via
density and lower area overhead than face to back, it can just allow to stack two
active silicon layers. On the other hand, face to back bonding can stack any number
of multiple active silicon layers by TSVs that go through silicon bulk with lower via
density. As noted in earlier studies, the dimension for TSVs vary from 2 to 5 um in
recent real implementations and pitch of 3-D via only requires a modest overhead.
More details description about processing techniques of TSVs are described in
[12, 18]. Thus, to realize aggressive stacking of multiple layers, face to back seems
preferable. In this paper, the following circuits and processors are designed using
two to eight silicon layers, henceforth, we focus on the face to back wafer bonding
technique.
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2.2 Related Work

According to the trend of recent microprocessor designs, several researches have
combined 3-D memory stacking and CMPs to supply data to a chip with a massive
number of cores at an enough bandwidth [10, 15]. Black et al. [2] have explored
the memory bandwidth benefits using Intel Core2 Duo processor. By stacking
an additional cache memory layer, the on-chip cache capacity is increased, and
the performance is improved by reducing off-chip memory accesses. Loh et al.
[17] have discussed DRAM stacking on CMPs. This paper has tried to fully take
advantages of the benefit of 3-D integration technologies with TSVs, memory
organizations are optimized for many purposes such as the main memory or the last
level caches. In addition, stacking layers of non-volatile cache memory such a Phase
Change Random Access Memory (PRAM) [31] and a Magnetic Random Access
Memory (MRAM) [5] are also studied to mitigate the effects of the processor-
memory speed gap with low power consumption. However, these researches are
carried out based on multi-core or many-core scalar microprocessors. In this paper,
we focus on the chip multi-vector processor, which cannot be implemented by
conventional 2-D technologies with a high memory bandwidth. To realize a high
sustained performance by improving the memory bandwidth, the 3-D integration
technology is suitable for the vector architecture. Thus this paper targets on
designing a 3-D stacked CMVP as an example of a coarse grain die stacking
implementation.

On the other hand, there are few studies that try to clarify the effects of fine
grain 3-D integrations. Mayage et al. [19] have designed a 3-D carry look ahead
adder with face to back implementation. Puttaswamy and Loh also have explored
the effects of employing the vertical interconnect in combinational logic design
[24, 25]. They have designed and evaluated three kinds of parallel prefix adder
and barrel shifter by the face to face implementation. In [29], they have designed
and evaluated the performance of several arithmetic and control units based on
face to back implementation, and reported that 3-D integrated circuits can improve



Exploring a Design Space of 3-D Stacked Vector Processors 39

their power efficiency and performance in the future CMOS and 3-D integration
technologies. Due to the small number of researches in this field, these explorations
are limited to small-scale arithmetic units, though 3-D integration seems effective in
a large-scale circuit design. Hence, this paper selects floating point arithmetic units,
which are the most largest and important combinational logic circuits in the recent
high-performance microprocessors.

3 3-D Stacked Arithmetic Units

In recent microprocessors, floating-point arithmetic units play important role to
achieve a high computational performance. Especially, vector processors and GPUs
such as processors with SIMD/Vector instructions install a lot of floating-point
arithmetic units to achieve a high computational performance. Thus, in this section,
floating point arithmetic units are design in a 3-D fashion and evaluated. Through
these approaches, the effectiveness and potential of 3-D integration technologies
in floating point unit design are clarified. To design 3-D stacked arithmetic units,
first, an arithmetic unit is partitioned into some sub-circuits, based on a circuit
partitioning strategy. Next, each sub-circuit is placed on one layer, and data-transfers
between sub-circuits are done through TSVs. TSVs require Keep-out zone to avoid
electrical effect caused by TSVs to transistors.

Therefore, to relax this effect, it is assumed that the area of TSVs and the area of
sub-circuits are separated, and TSVs are placed around the sub-circuits as shown in
Fig. 3. More detailed design flow can be confirmed in [6].

Based on the discussions in our previous work, there are two requirements for a
partitioning strategy for 3-D integration. First, sub-circuits should have almost same
size for minimize the footprint, and the critical-path delay should not be enlarged.
To fulfill these requirements, we use a circuit partitioning strategy proposed in [26].
The concept of this strategy is shown in Fig. 4, and the features of the strategy are
as follows:

* Gates on the critical-path are packed in single layer.
e The area of each layer is equalized as much as possible.
¢ Small components should be packed together on one layer.

If the critical-path in a circuit is divided into some sub-circuits, TSVs are inserted
on the critical-path, and it will increase the maximum delay of a circuit due to its
large capacitance. However, it is difficult to partition small components into more
small sub-circuits without dividing the critical-path. Therefore, large components
should be partitioned into sub-circuits without dividing its critical-path, and small
components should be packed together into one layer. To keep the footprint of 3-D
stacked VLSIs small, the size of each layer should be equalized. If one sub-circuit
is larger than other sub-circuits, it enlarges the footprint of 3-D stacked VLSI. This
equalization is controlled and achieved by partitioning large components.
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Fig. 4 Circuit partitioning for 3D die stacking

Figure 5 shows a circuit partitioning for a floating-point multiplier. The layer 1
includes the lower-bits part of a booth-encoder and a wallace-tree, and other
components of the floating-point multiplier. Other layers have the rest parts of the
booth-encoder and the wallace-tree. This is because a significant multiplier, which
consists of the booth-encoder, the wallace-tree and the final adder occupies large
part of the circuit area. Thus, the booth-encoder and the wallace-tree are partitioned
into some sub-circuits. Since the final adder is not partitioned due to avoid dividing
the critical-path, the adder is implemented into a single layer.

To evaluate the effects of 3-D Die stacking technologies in arithmetic units
designs, single and double precision 3-D stacked floating multipliers are designed
using the 180nm CMOS technology with TSVs. The parameters of TSVs are
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assumed based on the ITRS reports, and the resistance and capacitance of the TSV's
are set to 7m£2 and 27 {F, respectively. The number of layers is varied from two to
eight. Figure 6 shows the maximum delay of 3-D stacked floating point multipliers.
Compared to 2-D implementations, 3-D implementations achieve significant delay
reductions. Both in the cases of single and double precision designs, reductions in
the maximum delay are boosted as the number of layers increases. This is mainly
because the size of layers becomes small as the number of layers increases. This
also eliminates the extremely long wires and shortens the average wire length in
each design, hence 3-D integrations achieve up to 42 % delay reduction. From these
results, we can confirm that 3-D integration technologies with TSVs have enough
potential to reduce the maximum delay of floating point arithmetic units by selecting
appropriate circuit partitioning strategies.

In addition the maximum delay reduction in the double precision multipliers are
larger than those of single-precision multipliers. In the double-precision floating
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point multipliers, long wires occupy the many parts of total wire length compared to
the single-precision multiplier. Our 3-D implementation reduces the number of these
long wires, and it contributes to a reduction in the maximum path delay. Therefore,
this result also indicates that 3-D integration technologies are more effective in
large-scale arithmetic units designs. More details of the fine grain 3-D stacked
circuit designs are described in [26].

4 3-D Stacked Chip Multi Vector Processors

4.1 An Overview of 3-D Stacked CMVP

Recently, it is getting harder to further improve the performance and energy
efficiency of vector processors due to several limitations such as the die area and
the number of I/O pins on a chip. The most severe problem is the decrease in the
ratio of memory bandwidth to the floating-point operation rate (Bytes/Flop, B/F). A
high B/F ratio is essential to achieve a high computational efficiency, i.e., efficient
use of the computing power. If the B/F ratio of a vector processor decreases to be as
the same level as that of a scalar one, the vector processor will no longer be able to
keep its superiority over the scalar processor in terms of the sustained performance.
To compensate for a low B/F ratio, an on-chip memory for a vector processor named
a vector cache has been proposed [21]. The on-chip memory can provide data
to vector registers of the processor at a high bandwidth because the data transfer
does not need /O pins. Hence, the B/F ratio of a vector processor is improved by
storing reusable data in the on-chip memory to achieve high sustained performance.
In addition, an on-chip memory is expected to decrease the number of off-chip main
memory accesses, resulting in decreasing the energy consumption in the processor
I/0, memory network and off chip memory components. Therefore, the vector cache
is also introduced into the 3-D stacked CMVP. The vector cache is not private
to each processor core but shared by multiple cores because scientific simulations
such as difference schemes often have a high locality of memory reference among
threads.

Figure 7 shows the basic structure of the 3-D stacked CMVP. The 3-D stacked
CMVP is composed of three kinds of layers; I/O layer, core layer, vector cache layer.
The I/0 layer contributes to keep off-chip memory bandwidth, and the core layer
realizes implementation of many cores on a die. The vector cache layer works for
increasing the capacity of on-chip memory to compensate for insufficient memory
bandwidth of each core.

The core layer includes two vector cores, and each vector core is designed based
on the NEC SX-8 processor. The vector core has four parallel vector pipe sets, each
of which contains six types of vector arithmetic pipes (Mask, Logical, Add/Shift,
Multiply, Divide, Square root), and 144 KB vector registers as shown in Fig. 8.
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On the I/O layer, only SERializer/DESerializer(Ser/Des logic) is implemented.
As shown in [9], the occupancies of Ser/Des logic in the NEC vector processors
SX-8 and SX-9 are quite high. Thus the 3-D stacked CMVP introduces independent
I/0 layers to keep a high memory bandwidth.

The vector cache layers are put between the I/O layers and the core layers.
The vector cache layers consist of 32 2-way set-associative sub-caches with miss
status handling registers (MSHR) [14]. A vector load/store instruction of the vector
architecture is able to concurrently deal with up to 256 floating-point data. Hence,
the vector cache also needs to process up to 256 data in continuity. Furthermore, the
vector cache employs a bypass mechanism between the main memory and vector
register files. The bypass mechanism makes possible to supply data from both the
main memory and the vector cache at the same time. Thus, the total amount of data
provided to the vector register files in time is increased by the bypass mechanism.
In addition, the vector cache is a non-blocking cache with MSHR. In scientific



44 R. Egawa et al.

computations such as difference schemes, two vector load instructions load the
memory regions that are partially overlapped. If the subsequent load instruction
is issued right after the preceding instruction, however, the data to be fetched by
the preceding instruction have not been cached in the vector cache yet owing to
the long latency of main memory accesses. Thus, the subsequent load instruction
causes cache misses even though the data to be accessed are in-flight. MSHR is used
to avoid this situation, and makes it possible for the subsequent load instruction to
reuse in-flight data fetched by the preceding instruction.

4.2 Performance Evaluations

In this section, to clarify the effects of increasing the off-chips memory bandwidth
and the number of cores by 3-D integration technologies, we firstly evaluate the
performance of the 3-D stacked CMVP without vector cache layers. Then the
performance with vector cache layers is examined in terms of sustained performance
and energy consumption. Based on the performance evaluation, the tradeoff between
performance and energy consumption is discussed to realize effective usage of a
plenty of hardware given by 3-D integration technologies.

4.2.1 Evaluation Setup

An NEC SX trace-driven simulator that can simulate the behavior of the 3-D stacked
CMVP architecture at the register-transfer level is implemented. The simulator is
designed based on the NEC SX vector architecture. The simulator accurately models
a vector core of the SX-8 architecture; the vector unit, the scalar unit and the memory
system. The simulator takes system parameters and a trace file of benchmark
programs as input, and outputs instruction cycle counts. The specification of 3-D
stacked CMVP is shown in Table 1. We assume that the I/O layer provides a
64 GB/s memory bandwidth with one layer, the number of cores is possible at the
maximum of 16, and the maximum capacity of the vector cache is 32 MB. Since we
assume that the TSV has 2 um diameter with a 30 um length [13], the access latency
between cores and the vector cache reduces to 70 % of the cache access latency
of conventional 2-D implementations. The energy consumed by the vector cache
accesses are obtained by CACTI6.5 [20].

The evaluations are performed by using a FDTD code, which simulates the
antipodal fermi antenna [27] by using SX-9 of Tohoku University. The number of
grids, the vector operation ratio and vector length are 612 x 105 x 505, 99.9% and
255, respectively. The benchmark programs is compiled by the NEC FORTRAN
compiler, which can vectorize and parallelize the applications automatically. Then
executable programs run on the SX trace generator to produce the trace files.
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Table 1 Specification of 3-D stacked CMVP

Parameter Value
Number of cores 1-16

Vector cache implementation SRAM
Capacity of the vector cache 512-32 MB
Cache line size 8B

Cache policy Write-through, LRU replacement
Cache associativity 2

Memory bandwidth

(between cache and core) 64 GB/s/core
Off-chip Memory bandwidth 64-256 GB/s
Tr. process technology 90 nm
Number of entries of MSHR 8,192

4.2.2 Evaluation Results and Discussions

First, the performance of the 3-D stacked CMVP with the various number of cores
is evaluated. As shown in the previous section, since one core layer includes two
vector cores, 4-cores, 8-cores and 16-cores are implemented by two layers, 4-layers
and 8-layers, respectively. The off-chip memory bandwidth is also varied from 64
to 256 GB/s by stacking the necessary number of I/O layers. In the case of using
a single I/O layer, the off-chip memory bandwidths are 64 GB/s and 128 GB/s by
changing the usage of silicon budgets. 64 GB/s is achieved when a half part of the
I/0O layer is used, and 128 GB/s is achieved by using the whole I/O layer. Doubling
I/0O layers realizes 256 GB/s. The memory bandwidth per core is decreased as the
number of cores increases, thus 4 B/F rate per core is achieved in the cases of 2 cores
with 128 GB/s of the off-chip memory bandwidth and 4 cores with 256 GB/s of the
off-chip memory bandwidth.

Figure 9a shows the performance of the 3-D stacked CMVP when changing the
off-chip memory bandwidth. The performance is normalized by the case of single
core, without vector cache, with baseline off-chip memory bandwidth (64 GB/s). In
this graph, yellow, blue and red bars indicate the cases of 64, 128, and 256 GB/s,
respectively. From these results, we can confirm that enhancing off-chip memory
bandwidth improves the sustained performance with a high-scalability. On the other
hand, Fig. 9b shows the performance of the 3-D stacked CM VP with a 8 MB vector
cache when changing the off-chip memory bandwidth. We can also confirm that the
vector cache has a high potential to improve the performance in the all the cases.
These results indicate that there are two choices to improve the performance of the
3-D stacked CM VP by enhancing off-chip.

Next, effects of enhancing off-chip memory bandwidth by introducing I/O layers
and employing the vector cache are discussed. Figure 10a shows the normalized
performances of 16 cores cases. The performance of using two I/O layers without
the vector cache (1B/F) and using one I/O layer with an 8 MB vector cache
(0.5B/F + Cache) are comparable. Both cases improve the effective memory
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bandwidth, and then improve the performance compared to the base-lined case.
This result indicates that several architectural designs of the 3-D stacked CMVP
can be considered. To clarify the energy efficient configurations of the 3-D stacked
CMVP, the power and energy consumption of the 3-D stacked CM VP are evaluated.
Figure 10b shows the power efficiency of the 3-D stacked CMVP. The power
efficiency is obtained by performance/Watt. This result indicates that the vector
cache can achieve 49 % higher power efficiency (performance/watt) compared to
the case of increasing the off-chip memory bandwidth. In addition, the vector
cache requires a 91 % smaller power consumption per effective memory bandwidth
compared to the case of increasing the off-chip memory bandwidth as shown in
Fig. 10c. Therefore, to realize energy efficient computing on the 3-D stacked CM'VP,
the vector cache is much more power-efficient. Since the power efficiency would
strongly depend on applications, more variable evaluations using other benchmarks
are needed to determine the best configuration in terms of the performance and the
power consumption. This consideration remains as our future work.

In this paper, we set a bandwidth between the vector cache and the vector register
as 64 GB/s/core. However, there are several researches designing 3-D stacked
cache memories, which realize a high memory bandwidth and huge capacity using
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through silicon vias (TSVs) [15,28]. Since TSVs have small RC delay compared
to conventional 2-D wire and recent TSV process technologies allow to implement
many TSVs on a chip [8], 3-D stacked cache memories have potential to realize
higher memory bandwidth compared to 2-D implementation [7]. Thus, we can
assume the future 3-D stacked vector cache have a high memory bandwidth of
128 GB/s/core and 256 GB/s/core.

Figure 11 shows the performance and energy consumption of the 3-D stacked
CMVP with a 8 MB enhanced vector cache. In this evaluation, the FDTD code is
also used as a benchmark, and every value are normalized by that of a single core
without the vector cache. From these results, we can confirm that enhancing the per-
formance of the vector cache is quite effective to improve energy efficiencies of the
3-D stacked CMVP. More detail design of the 3-D vector cache, which exploits the
potential of 3-D die stacking technologies should be considered as our future work.

5 Conclusions

To clarify the potential of 3-D Die stacking in the future vector processors design,
fine and coarse grain 3-D integrations are examined. As a fine grain 3-D integration,
3-D stacked floating point multipliers are designed and evaluated. By partition-
ing the floating point multipliers appropriately, 3-D integration technologies can
significantly reduce the maximum delay of the floating point multipliers. On the
other hand, as a coarse grain 3-D integration, the 3-D stacked CMVP is introduced
and evaluated. The effects of the vector cache and enhancing off-chip memory
bandwidth by I/O layers are evaluated from the viewpoint of the performance
and the energy consumption. Evaluation results show that the vector cache can
effectively decrease the power and energy consumption of the 3-D stacked CMVP,
while achieve a high performance. From these results, we can confirm that 3-D
integration technologies have enough potential to boost the performance and the
energy efficiency of future vector processors.
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To realize more powerful computing environments with extremely high memory
bandwidth, more detailed design of the vector cache should be considered. In
addition, designing of the 3-D stacked CMVP the vector cache under the fine and
coarse grain 3-D integration technologies should be considered.
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