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Abstract This article briefly introduces the concept of our new research
project, JST CREST “An Evolutionary Approach to Construction of a Software
Development Environment for Massively-Parallel Computing Systems.” Since
high-performance computing system architectures are going to change drastically,
existing application programs will need to evolve for adapting to the new-generation
systems. Motivated by this, our project will explore an effective methodology to
support the programming for software evolution of valuable existing applications,
and also develop a programming framework to bridge the gap between system
generations and thereby to encourage migration of existing applications to the new
systems. The programming framework will provide abstractions of complicated
system configurations at multiple levels, and refactoring tools to help evolving
applications to use the abstractions.
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1 Instruction

In conventional HPC software development, the top priority is always given to
performance. Lower-level programming may allow an application program to
achieve a higher performance by thoroughly specializing the application code for
a particular target system. However, low-level programming forces an application
programmer to significantly modify the code whenever the target system changes
to a new one. As a result, it is difficult to evolve existing computational science
applications so as to adapt to future-generation systems, which will be massively-
parallel and heterogeneous. Motivated by this, we have started a research project
named “An Evolutionary Approach to Construction of a Software Development
Environment for Massively-Parallel Computing Systems,” which aims to support
HPC software evolution adapting to system changes.

The goal of this 5.5-year project supported by JST CREST is to appropriately
abstract the increasing hardware complexity of massively parallel heterogeneous
computing systems, and thereby to enable computational science applications to
adapt easily to new systems. This project emphasizes incremental development of
existing applications and continuous software development. Therefore, the project
will develop abstraction technologies so as to hide the gap between current and
future systems as much as possible.

For supporting software evolution, various abstraction technologies are needed.
Since we already have a huge number of valuable applications and it is impossible
to completely rewrite their codes, we need to incrementally evolve them based
on incremental improvement of existing programming models such as MPI and
OpenMP. On the other hand, high-level abstraction is a very powerful tool to
facilitate software evolution because it can hide the implementation details that are
likely to be system-specific and hence major impediments to software evolution.
Therefore, we will develop hierarchical abstraction layers by the following three
approaches. One approach is to provide evolutionary programming models and their
programming interface for massively parallel heterogeneous systems. Another is to
develop numerical libraries as one high-level abstraction layer to achieve a high
performance without considering the underlying system hardware. The other is to
use domain-specific knowledge to build another high-level abstraction layer in order
to ease application development in computational science.

We will also design a new concept of HPC refactoring to migrate existing
application programs to new ones, which use the above hierarchical abstraction
layers. Many research projects have proposed high-level descriptions of compu-
tational science applications to realize the automatic/semi-automatic translation
from high-level codes to optimized low-level codes. On the other hand, software
evolution in this project assumes that low-level codes already exist. The existing
codes are optimized usually at a low level for current systems, not for future systems.
Therefore, we first need to help migrating the existing codes to high-level ones, and
then the high-level ones will be used for future maintenance and evolution while
keeping their performances. The migration support, HPC refactoring, is one of the
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Fig. 1 Overview of the research project. As the hardware configuration of post Petascale
computing systems is too complicated, this project will develop hierarchical abstraction layers
to facilitate software development and future maintenance. In addition, we will establish a new
concept of “HPC refactoring” for smooth migration of existing applications to the abstracted
programming environment

most important features characterizing this project. We will integrate the techniques
developed in this project into a programming framework, called Xevoler.

Since October 2011, we have started developing the above abstraction layers,
and also designing the initial version of HPC refactoring catalog, which is the
guideline of software evolution under the assumption of using the abstraction layers.
In addition, we had a kick-off meeting and created a wiki page for project members
as the infrastructure for our collaborative work.

Figure 1 shows the overview of the research project. The project team consists of
the following four groups:

• Takizawa group:

– Programming interface for managing system heterogeneity
– Customizable refactoring tools and directives

• Takahashi group:

– Numerical libraries to fully exploit the system performance
– Fault tolerance and mixed-precision computation
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• Suda group:

– Domain-specific knowledge for extreme parallelization
– Algorithm/data-structure translation for strong scaling

• Egawa group

– Cataloging common patterns in software evolution
– Design methodology for post-Petascale applications

In the followings, we introduce the research topics of each group, and then briefly
describe their research progress in Fiscal Year 2011 (FY2011).

2 Programming Models and HPC Refactoring Tools

We discuss the expected difficulties in software development for future computing
systems by considering a computing system of CPUs and GPUs as a prototype of
future systems. Then, we will develop programming interfaces such as compiler
directives to describe effective and efficient collaboration among many different
processors. Programming models will also be designed so as to reduce the number
of system-dependent parameters decided by programmers, and hence improve the
code and performance portabilities of GPU computing applications.

In FY2011, we discussed the concept and future direction of this project with
many researchers [1, 2]. We also developed a data dependency analysis tool [3] and
a performance analysis tool [4] to help code manipulation by programmers for HPC
refactoring. In addition, we developed and evaluated the mechanisms for improving
the system dependability [5] and for the cache locality [6]. Those mechanisms will
be key technologies for effective use of massively parallel heterogeneous systems.

3 Numerical Libraries for Heterogeneous Computing
Systems

In this project, we will develop libraries of Fast Fourier Transform (FFT), Algebraic
Multi-Grid (AMG), and mixed-precision basic linear algebra subprograms (BLAS).
Although many large-scale applications in computational science internally use
numerical libraries, most of the existing libraries are not designed considering
future mainstream systems that are massively-parallel and heterogeneous. Thus, it is
necessary to develop numerical libraries that can exploit the potential of massively-
parallel heterogeneous systems such as large-scale GPU clusters.

In FY2011, we explored an effective implementation scheme of FFT library and
prototyped a library for preliminary evaluation on a multi-core cluster system. We
also considered the basic design of AMG library for GPU systems [7]. In addition,
we prototyped a triple-precision BLAS library and evaluated the performance [8].
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4 Use of Domain-Specific Knowledge

We explore software development methodology for parallel applications in compu-
tational science from the following two viewpoints. One is focusing on paralleliza-
tion methods, and the other is on numerical calculation methods.

In FY2011, from the former viewpoint, we have developed a method to reduce
collective communications in the conjugate gradient (CG) method [9]. In a standard
CG method, collective communications are required twice in one iteration. How-
ever, the proposed method called the k-skip CG method needs only one collective
communication in k C 1 iterations. Although the proposed method needs more
computation and is less stable than the standard CG method, its computational
complexity is less than the methods in the related work. In addition, we proposed
three techniques to reduce the branch divergence, considering the importance
of exploiting SIMD parallelism in future systems due to the power efficiency
[10]. Those techniques will be applied to the application programs developed by
Takahashi group.

From the latter viewpoint, we proposed a method to minimize the number of trials
required for a Monte Carlo simulation of optimizing design parameters [11]. We also
proposed a new high-order difference formula of fractional calculus [12], which is
often used in the field of engineering but whose numerical method is not established
yet. Moreover, we analyzed the error of QR update algorithm that can quickly
solve linear least-squares problems but accumulates the errors. Then, we proposed a
method to restart the update algorithm when the accumulated error exceeds a certain
threshold. To explore the application design methodology in the massively-parallel
heterogeneous computing era, we started analyzing important application programs
in nano-science and bio-science.

In addition, for developing refactoring tools, we surveyed existing technologies
in software engineering, programming models, language processing systems, and
integrated development environment.

5 Design of HPC Refactoring

We are designing an HPC refactoring catalog by porting the existing applications
to various platforms whose successors will potentially become the building blocks
of future systems [13]. In FY2011, we have analyzed real application codes
used in Tohoku University Cyberscience Center [14], surveyed code maintenance
technologies in HPC software development [13], and discussed the format of HPC
refactoring catalog. In those activities, we gathered the contents that should be
described in the initial version of HPC refactoring catalog.

We also interviewed application programmers to collect opinions that help design
of a practical HPC refactoring catalog. Furthermore, by optimizing and parallelizing
existing applications, we developed optimization techniques to efficiently use the
performance of parallel heterogeneous systems.
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6 Conclusions

In this article, we have introduced our new research project for adapting existing
applications to new-generation computing systems. In this project, we are devel-
oping various abstraction techniques to hide the hardware complexity, and also
designing HPC refactoring to help migrating existing application programs to the
abstracted programming environment. We will integrate these technologies into
a programming framework, named Xevolver. Using the framework, we will help
evolving various computational science applications in a systematic way.
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