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Preface

This textbook collects a series of research papers in the area of Image Pro-
cessing and Communications which not only introduce a summary of current
technology but also give an outlook of potential feature problems in this area.

Image Processing and Communications have undergone an impressive de-
velopment. Recent evolutions in this area have led to a pervasive spread in
many areas of human life and have become such a critical component in con-
temporary science and technology.

The book is divided into two parts. The first part contains recent research
results in image processing, whilst the second part contains recent research re-
sults in communications.This textbook collects 36 papers from 9 countries and
is the result of the Image Processing and Communications 2012 Conference.

I trust and expect this book to be lasting value to the IT community.
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An Approach to Automatic Detection and
Extraction of Regions of Interest in Still Images

Dariusz Frejlichowski and Kamil Grzegorzewicz

West Pomeranian University of Technology, Szczecin,
Faculty of Computer Science and Information Technology,
Żołnierska Str. 52, 71–210 Szczecin, Poland
dfrejlichowski@wi.zut.edu.pl, grzegorzewicz.k@gmail.com

Summary. Localisation and extraction of a salient region in an image constitutes
an important task in computer vision. It is a very challenging problem due to its ill-
posed nature. Furthermore, it is not always evident even for humans. In this paper we
present an approach for automatic detection and extraction of salient regions. The
main core of the algorithm is based on Ullman and Koch’s model of the bottom-up
attention, however their approach usually predicts only the place of a salient region.
Therefore, in order to improve the achieved results a segmentation method based
on k-means has been adopted. In addition, a few heuristic limitations are applied to
the previous segmentation method in order to prevent it from creating inadequate
segments. We show that our approach can render quite precise results in localisation
and extraction tasks, taking into account the human point of view.

1 Introduction

One of the most important tasks in digital image analysis is the automatic
extraction of object(s) of interest [1], often comprehended as region of interest
(ROI). Since more and more data is available in the global network, the im-
portance of this problem is constantly growing. There are several reasons for
finding solutions to the problem of extracting objects in an image. The most
important one is the application of such methods in the field of content based
image retrieval (CBIR), which can lead to the improvement of the results. An-
other reason is the reduction of high computational complexity in the further
processing of an image [2]. For instance, if we focus on a small region of an
image, we can improve the expected results as a result of the application of
more computationally demanding algorithms. It can be successfully used in
various domains such as image compression, digital watermarking, or graphic
designing [2, 3, 4].

Obviously, before proceeding with the extraction, the region of interest
on an image, often denoted in literature as a salient region, has to be found.
Finding this region, which meats particular expectations, is not a trivial task.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 3–10.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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In many cases it needs to be simplified. Recently, many models attempting
to manage this task were brought forward. They can be divided into two
main categories based on the level of information assured to images. The
first one is the bottom-up attention, which takes into account only low-level
features of an image, such as colour, texture and orientation in order to predict
the region of interest. There are many examples of approaches belonging to
this group [5]. One of the most known approaches is the human attention
model devised by Koch and Ullman [6], which is quite plausible in reality.
It was applied in works presented in several papers [1, 3, 7, 8], focusing on
finding an object of interest in the way that a human would do it. The second
category is the top-down attention, which demands additional information
given by the human source, often in the form of expert knowledge [9]. One of
the examples is the category-object detection [10, 11, 12, 13], currently one
of the most dynamically developed domains of computer vision. It is based
on the assumption that we can detect only a couple of previously defined
object categories. Another example of the top-down model is matting, which
is popular in photography. It is a semi-automatic way to detect and extract
an appropriate object in an image. It often requires some preparation by a
human, but it provides very promising result [14].

In this paper we focus on finding the location and shape of ROI, basing on
the model of bottom-up attention by means of the Koch’s model. Additionally,
a method of image segmentation will be used. The goal is to improve the shape
of the extracted region, in order to interpret it in a human way.

2 Salient Detection and ROI Extraction

The extraction of appropriate regions of an image can be formulated by means
of the binary labelling problem [9]. It means that all of the points belonging
to the object(s) of interest are in the same segment and the rest of the image
is regarded as the background.

2.1 Architecture of the Attention Model

In order to detect primary saliency regions of an image we have used the
bottom-up attention model proposed by Koch and Ullman [6, 7], which is
based on saliency maps. This model predicates, through special maps, the
importance of each image pixel that is salient for humans. Results are usually
presented in the form of an intensity map (the saliency map), where the lighter
the point on the map, the more important it is.

The processing of an image can be divided into several stages related to
the appropriate feature maps (this idea is pictorially presented in Fig. 1).
The input image I is down-sampled to half of its previous size. This opera-
tion is repeated until the width and height of each output image reaches 1.
Down-sampling is performed by means of convolution with a Gaussian filter,
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Fig. 1 An illustration of the visual attention model based on the model proposed
by Koch and Ullman ([6]). The description is provided in the main text.

and decimation by a factor of two. The results of this computation are often
referred to as the dyadic Gaussian pyramid.

The Gaussian pyramid is subject to several operations. Firstly, each map
is brought down to an intensity map by the simple process of averaging out
pixel colours, which is defined as ([7]):

MI =
r + g + b

3
. (1)

The colours of an image are represented by r, g and b, which stand for red,
green and blue channels, respectively. From the intensity maps we formulate
additional maps for colours and orientations.

Every level of the intensity maps is decomposed into maps of red-green
and blue-yellow, which humans denote as opponent colours that cannot be
perceived at the same time. Those maps can be obtained by means of the
following formulas ([7]):

MRG =
r − g

max(r, g, b)
, MBY =

b− min(r, g)
max(r, g, b)

. (2)

Another group of maps based on the intensity Gaussian pyramid is created
by means of a set of appropriately and variously oriented Gabor filters. Every
level of the pyramid is convoluted by Gabor filters ([7]):



6 D. Frejlichowski and K. Grzegorzewicz

Gψ(x, y, θ) = exp
(
−x

′2 + γ2y′2

2δ2

)
+ cos

(
2π
x′

λ
+ ψ

)
, (3)

where: γ is the aspect ratio, δ denotes the standard deviation, λ is a wavelength
and ψ is a phase. Coordinates (x′,y′) are obtained by simple trigonometric
transformations with respect to the orientation θ. The convolution with Gabor
filters is treated as spatial filtering in primary visual cortex.

Having these three kinds of maps (feature maps) we can begin to compute
the human plausible operation. The first one is the center-surround receptive
fields, which are simulated by the across-scale subtraction (�) between two
maps of the pyramid: center (c) and surround (s) levels ([7]):

Fl,c,s = N (|Ml(c) �Ml(s)|) ∀l ∈ L = LI ∪ LC ∪ LO, (4)

where: Ml denotes the type of feature map and N is an iterative, non-linear
normalisation operation caused by different sizes of maps.

The second human plausible operation is the center-surround combination
exercising across-scale addition (

⊕
):

F̄ = N
(

4⊕
c=2

c+4⊕
s=c+3

Fl,c,s
)

∀l ∈ L. (5)

Once again, after the addition, we have to perform the normalisation N .
After the subtraction and addition of feature maps, all of them are once

more summed and normalised, firstly to conspicuity maps, which contain gen-
eral information about the intensity, colours and orientations of the input im-
age. Secondly, they form one saliency map. The location of an attended region
in an image is computed on a saliency map by means of the winner-take-all
(WTA) neural network, which is described in details in [7]. The region of in-
terest is denoted by the conspicuity map, which emphasizes the activity in
the most salient location.

2.2 Segmentation

Regardless of ROI’s localisation, segmentation is also performed on the input
image. For the input images the algorithm operating in the colour domain
proposed by Athi Narayanan S. [15] has been applied. The main assumption
underlying this method is the similarity of neighbouring pixels — a new value
for every point of an image is computed in the window surrounding that pixel
([15]):

xnew =
N∑
i=1

N∑
j=1

2∑
k=0

(xij/div)k
bins

, (6)

where xij represents a pixel in the window, N stands for its size, div and bins
are experimentally determined constants. This operation is called ’histogram
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based windowing process’ and provides us with a coarse image representation.
The new image values stand for the arguments for k-means clustering, based
on the Euclidean metric, with a pre-defined number of clusters. Later, the
process of clusterization is conducted in order to obtain the segmented image.

2.3 Appropriate ROI Estimation

In order to determine the ROI in a human way, knowledge of past experience
is usually required. However, because we are only using the low-level features
in an image we have to estimate the shape and predict the location of objects.

In this paper the prediction of a salient region is based on the attention
model, in which the segmentation algorithm brings the estimation of a more
appropriate ROI shape. It is important to perform the extension of a shape
to object(s) of interest, because we often gain a so-called proto-object ([7]):
"which is described as volatile units of visual information that can be bound
into a coherent and stable object when accessed by focused attention". It does
not focus on the precise boundaries of an object.

Basing on the previous selection of pixels, which belong to the ROI, we took
all segments of an image overlapping it in the spatial domain. This process
is based on the assumption that neighbouring pixels are relatively similar to
each other and they belong to the same object.

There are some limitations in the process of selecting segments. The first
one refers to the spatial size of extracted regions of an image — it can not
be larger than half of the image’s size. If this condition is fulfilled, the mor-
phologic operation of closing can be used in order to join pixels with the
same attributes for better segment integration. Another limitation concerns
the spatial distribution of segments which aims to eliminate regions charac-
terised by high spatial variation. The side effect of this operation allows to
create shapes larger than half of the size of an image, since it is based on new,
more homogeneous segments.

3 Experimental Evaluation of the Approach

The evaluation of the proposed approach was conducted on the image database
introduced in [16]. The authors categorised outdoor images into eight groups:
city, coast, country, forest, highway, mountain, street and tall building. The
images have the same size — 256 × 256 pixels. They were labeled and the
average number of objects on an image was equal to 11. Some examples are
provided in Fig. 2.

The efficiency of the presented method could only be evaluated by humans.
Therefore, the results of the approach were carefully examined and judged by
four persons. Each of them was asked to evaluate 250 processed images. An
image was examined by more than one person, due to the subjectivity of this
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Fig. 2 Exemplary images used in the experiments divided into eight groups

Fig. 3 Examples of tested images (on the left — an input image, on the right —
the result; black regions denote irrelevant pixels). The first two rows contain images
with respondent positive opinion, last row with negative.
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process. It is obvious that such factors as education, age, interests, hobbies,
etc. can significantly influence the results provided by a particular person.

The experimental results are presented in Table 1, separately for each class.
Every respondent was asked to make a binary decision — whether in his/her
opinion a processed image contains salient regions or not. Afterwards, all the
answers were summed up and divided by the number of test images.

Table 1 Results of the proposed approach, based on evaluation performed by
humans

Category ROI accordance with human judgements

City 96%
Coast 95%
Country 86%
Forest 89%
Highway 97%
Mountain 90%
Street 91%
Tall building 77%

Overall 90%

The results presented in Table 1 vary according to particular categories.
The worst results were achieved for tall buildings. This reveals one of the
most important limitations of the proposed approach, namely that the method
generates false results in the case of images containing big spatial objects with
very low pixel similarity. An example of such image is presented in Fig. 3
(located on the right, in the bottom row). For other categories the results
were considerably better.

4 Conclusions

In the paper we have presented a method for automatic detection and extrac-
tion of salient regions, performed similarly to the process of human under-
standing. It is very important to have information about ROI on images, as
it may significantly reduce unnecessary computational operations in further
processing. In many cases indicating only the location containing salient ob-
jects is insufficient. It has to be enhanced. In order to obtain better results we
have introduced a segmentation method in order to improve a region’s shape.
Furthermore, we have added a simple heuristic in order to rule out achieving
undesirable regions according to the human point of view.

The experiments with the proposed approach gave very promising results.
Additionally, in many cases the achieved image contained more than one
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object of potential interest. However, in future works, a more objective evalu-
ation of the proposed method should be performed, e.g. using some ’ground-
truth data’.
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Decision Tree Based Approach to Craquelure
Identification in Old Paintings
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Summary. In this paper an attempt has been made to develop a decision tree clas-
sification based algorithm for craquelure identification in old paintings. Craquelure
can be an important element in judging authenticity, artist’s workshop as well as for
monitoring the environmental influence on the condition of the painting. Systematic
observation of craquelure will help to build a better platform for conservators to
identify cause of damage, thus a proper tool for precise detection of the pattern is
needed. However, the complex nature of the craquelure is a reason why an automatic
detection algorithm is not always possible to implement. The result presented in this
work is an extension of known semi-automatic technique based on a region growing
algorithm. The novel approach is to apply a decision tree based pixel segmenta-
tion method to indicate the start points of craquelure pattern. This, in particular
applications may improve significantly the overall effectiveness of the algorithm.1

1 Introduction

Craquelure is a pattern of cracks that appears in a painting during the pro-
cess of aging. Cracks in the paint layer grow as the canvas or wood support
of the painting moves in response to changes of humidity and temperature.
Every layer of a painting has it’s own distinctive mechanical behaviour, and
therefore, every layer contributes in it’s own way to the formation of craque-
lure [6], [5]. A classification of features for cracks on paintings was made by
Stout [6]. Apart from the local features of individual cracks, like the depth
or the smoothness of its edges, research was also performed towards defining
characteristics of craquelure patterns. In [4] Bucklow proposed a classifica-
tion of crack patterns of paintings into four different categories, representing
four paint traditions: Italian fourteenth/fifteenth-century paintings on panel,
Flemish fifteenth/sixteenth-century paintings on panel, Dutch seventeenth-
century paintings on canvas and French eighteenth-century paintings on can-
vas. De Willingen in [5] reported a detailed study of molecular and mechanical
1 This work was supported by NCN (National Science Centre) under grant no.

6593/B/T02/2011/40.
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issues concerning generation of stress between paint layers and their influence
on formation of crack pattern. Figure 1 is an example of a crack pattern on
an oil on canvas 19th century painting from the collection of the National
Museum in Krakow.

Fig. 1 Crack pattern on the detail of 19th century oil on canvas painting (Rafał
Hadziewicz, “Portrait of Wentzl")

Ridge and valley structure detection, of which craquelure pattern identifi-
cation is a good example has been a matter of high interest among researchers,
mostly for its potentially useful contribution to a variety of applications. The
results presented in this work have a much wider set of applications than just
the analysis of paintings. Many images contain similar patterns, such as bio-
logical images of veins and tissues, images of fingerprints and multi-spectral
satellite photos of rivers or roads. All these examples are current areas of
research in the modelling and classification fields.

2 Virtual Restoration

Because of the increasing availability and effectiveness of digital imaging tools
a significant step has been observed towards popularization computer vision
technique in the art analysis ground. In [9] Stork indicates brush stroke and
craquelure identification, dewarping, perspective and lighting analysis as most
exploited and promissing up to date research areas. Other authors mention
also recomposition of fragments, virtual restoration and lacuna filling (see [10],
[12], [13] and [14] for summary analysis).

With image processing tools it is possible to entirely remove cracks by
means of interpolation techniques ([7], [8]). An algorithm for crack removal is
usually a two-step procedure: first, the cracks have to be detected; next, the
selected cracks are filled in. The crack selection step can be semi-automatic,
or automatic. In the first case, the aid of the user is requested to let him
choose a starting point of the crack, from which it is possible to start an
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iterative process able to identify the whole crack by assuming the hypothesis
that a crack is darker than the background and it is characterised by a rather
elongated structure ([11]). In automatic crack selection, cracks are identified
by means of a proper filter, like Gabor filters, or a morphological filter called
top-hat transform ([1], [2], [3]). However, with this approach not only cracks,
but also brush strokes and other texture characteristic could be detected. This
problem can be solved by discriminating brush strokes and cracks on the basis
of shape, hue or saturation values or thickness and favoured orientation [13].

3 Decision Tree Representation

A decision tree is built from a training set, which consists of feature vectors,
each of which is constructed by a set of attributes and a class label. Attributes
are descriptors containing information about the object. Each attribute may
have either ordered or unordered values, of discrete or continuous type. Several
methods have been proposed to construct decision trees, the initial being based
on CART and C4.5 algorithms. These algorithms generally use the recursive-
partitioning algorithm, and its input requires a set of training examples, a
splitting rule, and a stopping rule. Partitioning of the tree is determined by
the optimization of a given parameter, like Gini index or entropy. The splitting
procedure is recursively repeated for each subset until no more partioning
is possible. Stopping rules for the algorithm are applied depending on the
application, but there are some general solutions defined. One stopping rule
is to test for the purity of a node. Another stopping rule is by looking at the
depth of the node, defined by the length of the path from the root to that
node. Third method is the example size. If the number of examples at a node
is below a certain threshold, then splitting is not allowed.

The Microsoft Decision Trees algorithm uses different methods to compute
the best tree. The method used depends on the task, which can be linear
regression, classification, or association analysis. A single model can contain
multiple trees for different predictable attributes. Moreover, each tree can
contain multiple branches, depending on how many attributes and values there
are in the data. The shape and depth of the tree built in a particular model
depends on the scoring method and other parameters that were used. Changes
in the parameters can also affect where the nodes split. A tree is built by
determining the correlations between an input and the targeted outcome.
After all the attributes have been correlated, the algorithm identifies the single
attribute that most cleanly separates the outcomes. This point of the best
separation is measured by using an equation that calculates information gain.
The attribute that has the best score for information gain is used to divide the
cases into subsets, which are then recursively analysed by the same process,
until the tree cannot be split any more [15].
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4 Decision Tree Based Approach to Craquelure
Separation

4.1 Training Data

Definition of a training set for further construction of a decision tree is based
on a manual selection of craquelure pixels in a small area selected as a repre-
sentative region of the whole image. This region should be chosen according
to the colour, brightness and texture, since the best results will be obtained
in the final step of the algorithm for regions similar to the training set. In case
the painting is not consistent, that means the parts differ from one another
significantly a few training areas may be chosen concurrently. See Figure 2 to
observe the training points selection for the analysed fragment of a painting.

Fig. 2 Training set definition for a decision tree

Once the training set is defined and craquelure pixels selected a binary
mask is created for the training area. See Figure 3(left) to compare.

4.2 Feature Vector Generation

For the definition of feature vectors upon pixels of the image several values are
computed. The basic set of parameters consists of the R, G and B channel val-
ues and a grayscale value for each pixel. Alternatively, the L*a*b space values
may be chosen. It’s verified, that morphological operations and spatial filter-
ing give relatively good results for a detection of ridge-and-valley structures,
like craquelure pattern analysed in this work. Therefore another set of values
was computed on basis of the grayscacale image, that is image opening, clos-
ing, median filtering and the difference between median filtered image and the
original. The operations were done by MATLAB functions imopen, imclose
and medfilt2 respectively with a square structuring element of size 15.
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4.3 Setting Up a Decision Tree

The set of features obtained for each analyzed pixel was exported to relational
database management system for further processing. For this stage MS SQL
Server 2008R2 was used with the Business Intelligence Development Studio
features. A mining structure was defined with application of the Microsoft
Decision Trees model. A source table consisted of feature vectors for each
pixel in the training set area and class labels. There are two class labels 1 and
0 for craquelure and non-craquelure pixels respectively.

5 Results

The mining model applied in the crack selection task distinguished three sig-
nificant classes of pixels that may be assumed to be craquelure pixels. The
classes are as follows: (1) - difference between gayscale value and median fil-
tered image value ranging from 26 to 39 and red value less than 100; (2) -
difference ranging from 39 to 52, median filtering less than 162 and red value
less than 100; (3) - difference ranging from 52 to 104 and grayscale value less
than 103. That means only four parameters appeared to me meaningful while
performing the computations. Figure 3 presents the mask generated in the
training data preparation step compared with a new mask based upon the
rules obtained by building the decision tree. The latter is intended to be an
initial mask for craquelure pattern detection by means of e region growing al-
gorithm. Several missclassification may be observed in the right side picture.
This is partially due to the character of the image - no smoothing nor noise
reduction process was applied before the actual computation. Also the set of
parameters of vector features might be improved. This would be a subject of
further research.

Fig. 3 Mask and the computed initial set of craquelure pixels for the same area
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Fig. 4 Initial set of craquelure pixels for the whole image (negative)

6 Conclusions and Further Work

A new technique of craqelure segmentation from old paintings was presented
and some possible application areas proposed. The novel approach is based
on application of a decision tree segmentation method to distinguish an initial
set of craquelure pixels instead of pointing them manually. The effectiveness
of this method depends of the ratio of work put into selecting crack pixels for
the training set of a decision tree to the work, that would by performed in
the manual method. That means, the best results, comparing to the manual
method, are achieved when the crack pattern is inconsistent (non solid) and
the background relatively homogeneous. The attributes of a decision tree are
based on the colour of particular pixels, grayscale value and grayscale value
after median filtering. Further work will concern better adjustment of the
feature vector to obtain more suitable classification results.

Acknowledgement. Author would like to thank Mrs. Joanna Sobczyk and the
Laboratory of Analysis and Nondestructive Investigation of Heritage Objects of the
National Museum in Krakow for substantial support and making accessible high
resolution images of paintings from the collection of Rafał Hadziewicz works.
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Summary. As people started using the Internet a huge volume of data has become
available on-line. Now it is impossible to efficiently control its content that may be
unwanted or inappropriate for children. This topic is even more challenging when
it comes to images and video sequences. Therefore, the problem of detecting an
adult-oriented content in images still remains unsolved and is widely addressed by
many researchers. In this paper we propose a low-level method for filtering such un-
wanted elements. It is based on a novel approach to skin segmentation that engages
Gaussian distributions. The algorithm is self-calibrating and does not require any
pre-defined thresholds and parameters, which is a certain disadvantage of many skin
segmentation algorithms.

1 Introduction

The problem of detecting harmful content in Internet such as pornography is
currently one of the most important research topics. It becomes even more
challenging when it comes to image and video data. In this paper we propose
a low-level method for filtering adult-oriented elements, that is based on skin
detector. The proposed algorithm for skin segmentation engages a mixture of
Gaussian distributions. The algorithm is self-calibrating and does not require
any pre-defined thresholds and parameters, which is a certain disadvantage of
many skin segmentation algorithms.

The paper is organized as follows. First, in section 2 some of existing
methods for detecting the adult-oriented content are described and discussed.
In section 3 the algorithm architecture is shown and explained. The results
are presented in section 4. Afterwards final conclusions and plans for future
work are presented.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 19–24.
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2 Methods for Detecting Adult-Oriented Content

The methods for adult-oriented image content detection can be classified into
three categories:

1. based on the skin color segmentation,
2. based on the texture descriptors,
3. hybrid methods (that combine group 1 and 2).

One of the earliest works on skin color segmentation was presented by Hunke in
[1]. The author made assumption that when brightness is normalized, the skin
colors distribution for different human races can be efficiently approximated
with single Gaussian distribution.

Fleck et al. algorithm described in [11] focuses on detecting naked people
with an algorithm involving a skin and geometric properties of skin regions.

The system presented in [12] uses Daubechies wavelets, moment analysis,
and histogram indexing in order to provide feature vectors that are used for
understanding the content of the image.

More recent approaches such as this one presented by Tang et al. in [2] uses
a multiple Gaussian distributions with normalized color spaces, namely: r− g
and NCb − NCr. The images are first transformed into the two normalized
color spaces. Then the skin color similarities of each image (that has been
normalized) pixel are measured in the r − g space and in the NCb − NCr
space, respectively. The image with skin region is obtained by combining two
similarities.

3 Proposed Method

In this section the algorithm for skin segmentation is explained and discussed.
The block diagram of the proposed algorithm is presented in Fig.2. It consists
of following steps:

1. The large images are downscaled to 128×128 resolution in order to pro-
duce smoothed regions and speed-up computation process.

2. The number of color channels for each image is reduced from 3 (RGB) to
2 (Yr and Yb) using formula (1).

⎧⎨
⎩
I = 0.299R+ 0.587G+ 0.114B
Yr = R− I
Yb = B − I

(1)

3. The 2D histogram of colors in YrYb space is created (Fig. 1a). The samples
representing the skin were randomly selected from sample images.

4. The first 5 maximum values in 2D histogram are selected.
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5. For each maximum the skin color is approximated by a Gaussian function
represented by equation (2).

G(Yr , Yb) =
1

2πα2
= e−

Y 2
r +Y 2

b
2α2 (2)

The α is introduced in order to smooth the skin color region (Fig. 1b).

(a) (b)

Fig. 1 Distribution of skin-color pixels in YCbCr space (a) before (b) after
multiple Gaussian approximation

6. Using the proposed model for each pixel of the original image I[x, y] a
probability Ip[x, y] = G(I[x, y]) of skin is assigned.

7. The Ip[x, y] is additionally blurred with median filter in order to produce
the If [x, y] image.

8. The final probability image, defined as I ′p[x, y] = If [x, y] + Ip[x, y] is nor-
malized in order to achieve probability values in < 0; 1 > range.

9. Multiplying the probability image Ip[x, y] with original image I[x, y] a skin
region is extracted. Each pixel value in original image is encoded using one
byte. Therefore multiplying it with particularly low probability produces
0 value (Imask[x, y]).

Fig. 2 Structure of the algorithm
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4 Results and Future Work

The proposed algorithm was evaluated for database of images containing
adult-oriented content. The database was manually created from images avail-
able on-line. As it is shown in Fig.3 the method applies strong blur filter in
region where skin is detected. It may be notice that non-skin regions remain
untouched. Therefore, it easier for user to justify (on his/her own) if the image
truly contains inappropriate content.

Fig. 3 Examples of filtered-out adult-oriented content of the image. Strong blur
filter is applied in regions identified as skin (used If [x, y]).

5 Conclusions and Future Work

In this paper a low-level detector for adult-oriented image contend was pre-
sented. The described algorithm is self-calibrating and does not require any
pre-defined threshold and parameters, which is a certain disadvantage of many
skin segmentation algorithms. Presented results show that the proposed prob-
abilistic model allows for accurate skin detection and extraction. The proposed
method does not analyse the context of image. Therefore, the future work will
be focused on providing high-level knowledge that will allow the algorithm to
combine the information about skin regions with low-level features descrip-
tors for detecting such object like face or human silhouette. Other possible
application areas of described algorithm, that are planed to be investigated,
include:

• blurring people faces in video sequences in situation when their anonymity
needs to be preserved,



5 Conclusions and Future Work 23

Fig. 4 Results obtained with proposed algorithm (used Imask[x, y])



24 A. Marchewka and R. Kozik

• violence detector based on blood color detector with proposed algorithm,
• adult oriented image content detectors deployed on web-browsers or proxy

servers.
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Summary. In this article, we propose a Content-Based Image Retrieval method for
some identification in forensic fields. An expert simply places the image as a query
on a system, which retrieves the most similar images in the database. Then feature
vectors are extracted to compare the query image to another image in the database.

1 Introduction

This article highlights the challenges in applying image-recognition technology
to forensics applications. The processes of forensics computing can be divided
into three main areas:

• Image Capture. The imaging process is fundamental to any computer in-
vestigation and in reconstructing a crime scene or a scene of an accident,

• Image Processing. The processing software to extract features of the image,
• Investigation.

Forensics science and biometrics both apply various identification sciences
(Figure 1). Biometrics applies to a pre-event situation and chooses which mode
of identification will be used. Forensics science, however, applies to post-event
situations, reconstructs past criminal events and which mode of identification
will be used is not known [1].

Various forensics digital multimedia collections are becoming more com-
mon and very extensive. The large number of various forensics images in
collections, means that manual processing has become impractical. Retriev-
ing relevant images from these collections will, in many cases, involve visual
similarity. Forensics images are stored in large databases and many features
have been used to annotate and retrieve images. Typically low-level features
such as color, texture and shapes of objects are used as features for image
retrieval.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 25–31.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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Fig. 1 Biometrics and forensics

Content-based forensics image retrieval (CBFIR), which is based on auto-
matically extracted primitive features such as color, shape, texture, and even
the spatial relationships among objects, has been employed and gives practical
satisfy results.

It can be described as follows [3]:

1. Index images by their content while image processing operations, Sev-
eral attributes such as color, texture, shape can be associated with image
content.

2. Apply some operators to extract "features" that measure statistical prop-
erties of the content attribute. These features can be used to represent
the images,

3. Retrieve in a query-by-example fashion.

All firearms, have marks that are unique to a particular firearms manufac-
turer. Additionally, when a bullet travels through a gun barrel, the bullet’s
metal gets worn in a unique pattern by the harder metal of the barrel. The
land and groove impressions found on the surface of fired bullets (Figure 3a)
are used to match bullets with a suspect’s weapons [1],[2]. Impressions can
be found on cartridge cases, and these can be used to match a cartridge case
to a specific firearm. Often the cartridge case is the most important forensics
specimen in the identification of weapons, as bullets are commonly deformed
by the impact. Firing pin impressions (Figure 3b) , extractor marks (Figure
3c), ejector marks(Figure 3d), chamber marks made by the firearms are also
important features used in retrieval firearm. Similarly to bullets, cartridge
cases pick individual striation patterns up (Figure 3e). Computer vision tech-
niques have been automated to detect the cartridge/bullets surface roughness
[7]. An automated firearms retrieval system ranks the stored images according
to certain similarity metrics with a subject’s cartridge/bullet.

Marks that are made in a surface as the result of the motion of one surface
across the other; can produce striations on one or both surfaces. Striations are
most often associated with firearm evidence such as the markings on bullets
and cartridge casings.
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Retrieval process will attempt to find this unique pattern by following the
procedures outlined below.

Fig. 2 CBFIR system

(a) (b) (c) (d) (e)

Fig. 3 Examples of bullet striation mark

2 Feature Extraction

The pictorial information is represented as a function of two variables (i, j).
The image in its digital form is usually stored as an two-dimensional array.
If D = N × N is the set of resolutions cells and the digital image I is a
function which assigns gray value to each and every resolution cells, i.e. I :
N ×N −→ G.

The method of feature extraction is described in this section. Feature ex-
tracting plays an important role in retrieval/recognition system. In CBFIR
systems, some image processing algorithms are used to extract feature vectors
that represent striations image properties. To represent striations properties
we used the methods known with texture analysis [8].

It provides information in the spatial arrangement of colours or intensities
in an image, characterized by the spatial distribution of intensity levels in a
neighbourhood and cannot be defined for a point. The co-occurrence matrix
was used in extracting statistical features in computing the bullet striation
mark. Co-occurrence matrices are second order statistics which describe 2D
relations for pairs of grey levels of image pixels.
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A co-occurrence matrix represents the distance and angular spatial re-
lationship over an image sub-region of specific size. For a gray-scale image
the gray level co-occurrence matrix (GLCM ) is calculates how often a pixel
with gray-level value k occurs either horizontally, vertically, or diagonally to
adjacent pixels with the value l .

Co-occurrence matrix Cd is specified with a displacement vector d =
{(row, column)}. Entry Cd(k, l) indicates how many times a pixel with gray
level k is separated from a pixel of gray level l by the displacement vector d
(Figure 4).

Fig. 4 Displacement vector

The gray level co-occurrence matrix Cd(k, l) , for distance d can be defined
as

Cd(k, l) =
G−1∑
k=0

G−1∑
l=0

{
1 if I(i, j) = k and I(i± d, j ± d) = l
0 otherwise

(1)

Gray level co occurrence matrix (GLCM) is the basis for the Haralick texture
features. This matrix is square with dimension G, where G is the number of
gray levels in the image.

Gray level co-occurrence matrices capture properties of a texture but they
are not directly useful for further analysis, such as the comparison of two tex-
tures. Numeric features are computed from the co-occurrence matrix that can
be used to represent the texture more compactly. One problem with deriving
texture measures from co-occurrence matrices is how to choose the displace-
ment vector d.

Algorithms for texture analysis are applied to an image in a series of
windows of size w, each centered on a pixel (i, j) (Figure 5). The value of
the resulting statistical measure are assigned to the position (i, j). The fea-
ture descriptors computed from co-occurrence matrices are used in texture
analysis.

The features of grey level co-occurrence matrices are computed by

• Contrast.

Con =
G∑
k=0

G∑
l=0

Cd(k, l)[(k − l)]2 (2)
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Fig. 5 Texture statistics of the images bullet striation mark. Each row corresponds
to different images with Figure 3. From top to bottom: bullet, firing pin, extractor
mark, ejector mark, cartridge. Images from left to right: contrast image, dissimilarity
image, homogeneity image, asm image, energy image and entropy image. Window
size w = 21, d = 5.

• Dissimilarity.

Dis =
G∑
k=0

G∑
l=0

Cd(k, l)[|k − l|]2 (3)

• Homogeneity.

IDM =
G∑
k=0

G∑
l=0

Cd(k, l)
1 + (k − l)2

(4)

• Angular Second Moment.

ASM =
G∑
k=0

G∑
l=0

Cd(k, l)2 (5)
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• Energy.
Energy =

√
ASM (6)

• Entropy.

Entropy =
G∑
k=0

G∑
l=0

Cd(k, l)(− lnCd(k, l)) (7)

3 Experimental Evaluations

The initial experiments were designed to establish the image database. The
classes used in the experiments were fired bullets, firing pin, extractor marks,
ejector marks and cartridge. In each classes were two original images. Each
original image is split into 5 smaller tiles. In this case the database contains
50 images. A query image is selected from this database - we randomly picked
1 image from each class and used them as queries. The task is to retrieve the
images from database that are most similar to the query image. The retrieval
rate Retrate = #correct matches

Number of tiles . 5 best matches are considered and in our
experiment all query images were correctly retrieved.

Image retrieval is done in the following steps. First, a test image is given
as a query to the image retrieval system. Second, apply a feature extraction
algorithm to the test image, and obtain a feature vector. Four texture feature
descriptors were used in the experiment: contrast, angular second moments,
homogeneity, entropy. The experimental results for images with Figure 3 are
listed in Table 1. Third, apply the distance measure used Euclidean distance.

Table 1 Texture parameters of the images with Figure 3

Fig.3a Fig.3b Fig.3c Fig.3d Fig.3e
Parameter θ d = 5 θ d = 5 θ d = 5 θ d = 5 θ d = 5

0 565.549 0 2140.270 0 329.856 0 890.629 0 501.608
Contrast 90 1603.831 90 2880.853 90 1373.509 90 1533.689 90 1082.068

0 0.149 0 0.047 0 0.138 0 0.110 0 0.101
IDM 90 0.061 90 0.051 90 0.083 90 0.081 90 0.055

0 2.633E-4 0 8.083E-4 0 5.477E-4 0 4.946E-4 0 2.800E-4
ASM 90 1.159E-4 90 7.665E-5 90 3.765E-4 90 3.884E-4 90 1.763E-4

0 8.929 0 9.729 0 8.889 0 9.114 0 8.620
Entropy 90 9.623 90 9.847 90 9.275 90 9.400 90 9.042

4 Conclusion

The paper is devoted to specific topics and problems of firearm forensics im-
age processing and retrieval. A special attention is devoted to comparison of
marks on firearm bullets and extract feature vectors that represent striations
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characteristics. Proposed algorithm of image retrieval use GLCM matrices
and some texture parameters. Experimental results showed that the proposed
method is effective and suitable for forensic image retrieval. The future work
focuses on methods for the extraction low and high-level features which might
allow for the automatic/computer identification of firearm forensics images.
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Summary. This article presents an approach of M-Mode image analysis. These
images are important for the diagnosis of heart valves . This implicates a need for
accurate object analysis. A special preprocessing is needed. There is an algorithm for
objects straightening proposed in this article. This transformation enables correct
classification of objects. Considerations are illustrated by examples.

1 Introduction to M-Mode Echocardiography Images

The M-Mode is a 1D variation of B-mode (2D) ultrasound used in echocar-
diography. It results in displaying a motion of a reflector over distance and
time. M-mode echocardiography is helpful in evaluating the morphology of
structures, movement and velocity of cardiac valves and walls and timing of
cardiac events.

There are several options for the use of M-Mode ultrasound. One of them
is to check the operation of valves. M-mode images contain information about
emerging, along with blood flow bubbles of gas. These examples assume that
the X-axis is the axis of time, and the Y-axis corresponds to the diameter
vessel (aorta). Figure 1 presents an example of M-Mode image. In this case,
small dots correspond to the fast-moving bubbles, while horizontal stripes -
bubbles staying for a long time in the range of ultrasound beam (no flow).

2 Problems of M-Mode Image Analysis

Analysis of M-Mode images should give effects in the form of precise count
of all objects (bubbles). The result should be in the form of a graph with the
number of objects in successive moments of time. It should be noted that the
streaks are generated by a single object and we can accept their presence as
a point at the start.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 33–38.
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Fig. 1 An example of a M-Mode image

There are a few approaches to M-Mode image analysis.
The authors describe a method for automatic defining conduit boundaries

from a synthetically generated M-Mode image [1]. They use spline curves
that are generated from the neighboring conduit boundaries, this technique
estimates the LVOT diameter even in a noisy image where conduit boundaries
are not clear.

The problem of segmentation in M-Mode images was presented by [2]. The
authors propose a new methodology that automatically segments all the walls
present in M-mode echocardiography images. The purpose is to determine
the ventricular chamber dimensions and wall thickness. The method is based
on Amplitude-Modulation Frequency Modulation (AM-FM) demodulation
techniques.

Another article [3] describes a method for segmenting arterial vessel wall
motion to sub-pixel resolution. The main goal of this article is measuring the
spatial offset between all pairs of scans from their crosscorrelation, converting
the spatial offsets to relative wall motion through a global optimization, and
finally translating from relative to absolute wall motion by interpolation over
the M-Mode image. The authors consider mostly the moving borders (wessel
wall) than the moving bubbles of gas.

In paper [4] authors present methods for detection of temporal motion
velocity and acceleration of omnidirectional M-mode echocardiography. There
is obtainted temporal velocity and acceleration of one part of the cardiac
structure using one-order and two-order differential of the discrete function.

The most interesting consideration, related to topic of this article is the
work [5]. The authors processed a detection of bubble trajectories in M-Mode
images. A Kalman filter model is used to estimate the instantaneous values of
variables such as the bubble position, velocity and acceleration, in a discrete
time process. The solution is achieved by two control parameters: the variance
of acceleration and the maneuverability, characterizing the bubble inertia.
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2.1 Binarization

Binarization is a first preliminary stage (preprocessing). The use of threshold
binarization does not give good results because of the varying intensity of the
brightness of the bubbles, which is related to the distance from the stream of
ultrasound. Tests showed that satisfactory results are achieved by using adap-
tive binarization algorithm, based on the context of an object (neighborhood)
and automatically selecting the threshold at the half of the brightness range
of this context. The shape of the context area was set to a square of 11x11
pixels or to horizontal line of 20 pixels.

2.2 A Problem of Object Identification

The problem of identifying the objects is associated with artifacts that occurs
during the test. The figure 2 shows a part of the study of selected sites A and
B. The A circle contains two streaks of two objects. The brightness of these
objects makes the binarization and indexation may be join these two object
into one. The next problem is the issue of combining objects. Case B shows
three objects giving the streaks, which are not continuous. Their separation is
a mistake because it creates additional objects that do not occur during the
flow.

Fig. 2 Artifacts in M-Mode images

3 A Proposal of an Algorithm for Objects Straightening

The presented problem of improper joining or separating objects can be re-
solved using the knowledge about the flow direction. Then every object that
creates a streak parallel to the direction of flow can be followed in order to
connect objects, and objects on a line perpendicular to the direction of flow
should be separated. This idea seems to be correct, but there is a problem of
variable directions of flow in the aorta. Therefore it is reasonable to straighten
the flow image, and then apply filters to join probably continuous objects in
the horizontal and to separate distinct objects in the vertical (directional
filters).
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3.1 An Algorithm for Objects Straightening

Each column contains a full section of dishes in a given time. The aorta is
waving, so in subsequent moments of time the position is changing. From this
it follows that the columns are shifted relative to each other. The idea behind
the algorithm is to find the offset and compensate for it to straighten the
image.

Fig. 3 An idea of algorithm for straightening M-Mode images

The figure 3 shows a sample object in the image. Suppose we examine the
column No. 3 (i). Then it is necessary to compare how the object slices moved
between the time corresponding to the column 2 (i-1) and just next to the
column 3 (i). The top point of the object in i column is described by row xti,
and the bottom - by xbi. The values for the previous column (i − 1) should
be calculated analogously.

Center points of objects for columns xmi and xmi−1 are determined by
the formulas (1) and (2):

xmi = xti +
xbi − xti

2
. (1)

xmi−1 = xti−1 +
xbi−1 − xti−1

2
. (2)

Column offset for a single object (objectshifti) is the difference of these center
points according to the formulas (3) and (4):

objectshifti = xmi − xmi−1. (3)

objectshifti = xti +
xbi − xti

2
− xti−1 − xbi−1 − xti−1

2
. (4)



3 A Proposal of an Algorithm for Objects Straightening 37

The value of column offset for the object on Fig. 2 is:

objectshift3 = xt3 +
xb3 − xt3

2
−xt2− xb2 − xt2

2
= 3+

4 − 3
2

−2− 3 − 2
2

= 1.

(5)
To calculate the average column offset (columnshifti) the average of offsets
should be determined for all the objects appearing in this column:

columnshifti =
m∑
k=1

objectshifti
m

. (6)

The next step is to define the absolute shift of columns (absshifti), which
is the sum of the average column offsets for all preceding columns from the
beginning of the measurement:

absshifti =
i∑

k=1

columnshifti. (7)

The final step is to create a new image which will take account of shift columns.
The values of points pn[i, j] in the new image from the original image p[i, j]
are given by the formula:

pn[i, j] = p[i, j − absshifti]. (8)

It should be noted that the offset is the floating point number, so the original
image needs to be created by interpolating shifts:

pn[i, j] = (1 −m(absshifti)) ∗ p[i, j − absshifti]+
(m(absshifti)) ∗ p[i, j − absshifti + 1]. (9)

3.2 Using the Proposed Algorithm

The figure 4 presents the indexed original M-Mode image, and figure 5 is
the result of the algorithm for this image. It can be noticed that the objects
obtained after processing mostly keep the horizontal position, so the proposed
approach achieved the objective.

Fig. 4 An example of indexed M-Mode image
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Fig. 5 Indexed M-Mode image after straightening

4 Conclusions

The presented algorithm fairly well straightened image consisting of the in-
dexed objects. Most of the objects adopted a horizontal position. Such prepa-
ration allows you to perform further analysis. Further work will be focused
on the development of this method and analysis for clinical trials of M-Mode.
An interesting approach can be realized using swarm dynamic analysis [6].

Acknowledgments. This work was financed by the AGH - University of Science
and Technology, Faculty of Geology, Geophysics and Environmental Protection, De-
partment of Geoinformatics and Applied Computer Science as a part of statutory
project.
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Summary. DCE-MRI is a novel medical imaging technique for breast cancer di-
agnostics. Unintentional patient’s movements during imaging session result with
misalignments between consecutive image series. Their analysis is then problem-
atic. The problem can be solved by application of image registration procedure. A
system for DCE-MRI breast image registration, using B-spline transformation has
been created. The paper presents work on its testing and tuning, to improve both
performance and accuracy.

1 Introduction

Breast cancer mortality has been seriously reduced in the recent years, but
still it is a vital social problem. According to the World Health Organiza-
tion’s reports, breast cancer is the leading cancer killer among women aged
20-59 years in high-income countries [1]. Its diagnostics is currently based
mainly on mammography and ultrasonography. Dynamic contrast-enhanced
magnetic resonance imaging (DCE-MRI) is a novel technique that offers su-
perior sensitivity [2, 3]. It provides information on tissue properties, including
tumour status that is available neither with mammography, USG nor the reg-
ular MRI. A few series of MR (magnetic resonance) images of the same body
region are rapidly acquired before, during and after injection of paramagnetic
contrast agent (Gd-DTPA). Propagation of the contrast agent modifies MR
signal over time that is then analysed.

A patient should remain statically during the whole imaging session, but it
is not always possible, due to various factors. Unintentional movements result
with misalignment of consecutive image sequences. It makes further analysis
difficult or impossible. Repetition of the whole examination is problematic be-
cause it is time-consuming, relatively complicated and expensive. Application
of image registration (fusion) techniques to properly align corrupted images
seems to be a natural solution.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 39–46.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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General approach to the problem is quite obvious. Adequate algorithms
are known. However, design of a registration system that could be used in
a routine manner in a hospital is a much more complex problem than just
registration of carefully selected image datasets. The proposed registration
framework has been already created and presented [4, 5]. The purpose of the
work presented in this paper is to tune its parameters and apply additional
mechanisms to achieve better performance and accuracy. The expected goal
is to make a system that provides satisfactory results within acceptable time,
using commonly available computer hardware, for image datasets acquired in
a routine manner.

2 Materials and Methods

2.1 Image Datasets

The image collection currently consists of images of breast from more than
100 dynamic MR sessions. Most of them are perfectly aligned thanks to a spe-
cial patient positioning system. However, up to a few percent of the images
may be problematic due to patients’ movements. Each session consists of six
consecutive image sequences showing the same body fragment. Each sequence
consists of about sixty T1 FATSAT axial 512 × 512 pixels slices (fig. 1.).

The first sequence is treated as a fixed image for the registration pro-
cess. The other five sequences are moving images, to be registered with the
first one. Thus, the task consists of five separate registration subtasks. The
resulting images are then composed into a new DICOM dataset, preserving

Fig. 1 Fragment of the 1st sequence (out of six) of a dataset
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timing information and other study details that are used by DCE-MRI anal-
ysis software.

2.2 Algorithms

A great variety of registration algorithms in currently known [7, 8, 9]. How-
ever, election of registration framework main components for the problem was
quite straightforward. Three-dimensional registration needs to be employed.
Subtle local deformations are expected, rather than large rotations, trans-
lations, scaling or shearing distortions. It is already known that deformable
transform using a B-spline [11] representation is appropriate for breast image
registration [12, 13].

In a multi-modal registration (where correspondence between greylevels
in both images is not evident) mutual information is commonly employed as
similarity measure. Although some pixel intensities change during a DCE-
MRI session, it has been shown [5] that a simple mean squares metric [14]
(much less computationally expensive than mutual information) still can be
used:

MS(X,Y ) =
1
N

N∑
i=1

(Xi − Yi)2 (1)

The optimisation process is done with LBFGSB [15] algorithm. In the last
step, a moving image is transformed using the final transformation parameters,
resampled using linear interpolation and saved in the fixed image space.

Image registration is a time-consuming procedure. Considering that most
of currently available PCs have a few processor cores and the whole registra-
tion can be divided into 5 subtasks, it is reasonable to run them in parallel
threads. Time gain resulting from the parallelisation (implemented with Boost
library) is very significant and has been discussed in [5].

Multi-resolution is a widely used technique to improve both speed and
quality of a registration process. Registration is at first performed with smaller
(scaled down) images. When the registration criterion is reached, the calcu-
lated transformation parameters are used as a starting point for the next
step, with larger images. This procedure is usually repeated until the final
registration performed with full-scale images.

In the presented framework with B-spline transformation, there are at least
two possible ways of multi-resolution implementation. Either several resolu-
tions of the image itself or several resolutions of B-spline grid can be used.
Both approaches have been tested. The other possibility is a combination of
the two methods mentioned above.

3 Results

Fig. 2 presents pixel-wise squared difference between corresponding images
in one of the most problematic sessions, before and after the registration
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Fig. 2 Pixel-wise squared difference between corresponding slices in the 1st and 3rd
sequence, in the original dataset (left) and after the registration (right)

Fig. 3 A checkerboard test for corresponding slices in the 1st and the 3rd sequence,
for original slices and after the registration

process. The displacement is significant and also well visible in the checker-
board pattern created from the images (fig. 3).

The registration was performed on the region of interest only, using B-
splines of order 3 and 10-nodes grid size in each dimension. The optimizer’s
stop condition was gradient tolerance equal to 0.05. The five registration sub-
tasks were performed in parallel threads (using Boost library), as described
in [5].

The graph in fig. 4 presents the optimisation process, with and without
multi-resolution approach. In the first (out of two) multi-resolution level,
image size was reduced by 50% in each direction. The second level was
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Fig. 4 Optimisation process, with multi-resolution approach (black line, steps 1–6
are performed with reduced resolution, 7–12 with full resolution) and without it
(grey line), for one image pair

Fig. 5 Optimisation time, with multi-resolution approach (2 levels) and without it
(1 level), Intel®Core™i7, 3.2 GHz computer; all image pairs registered in parallel

performed using full resolution images. Using more than two multi-resolution
levels is useless, because registration of low-resolution images quickly con-
verges to identity transformation. Application of multi-resolution approach
usually results with shorter processing time (in the presented case, the time
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gain is uncommonly big: 73 minutes instead of 97 minutes, Intel®Core™i5
M520, 2.4 GHz computer). Similar results can be obtained by changing the
B-spline grid size (7 nodes in the first level, 10 nodes in the second level),
instead of image resolution itself.

Fig. 5 illustrates another problem. All image pairs were registered in par-
allel. Registration of the 1st ant 6th pair was problematic due to presence of
local minima. The registration was successful but the whole task took much
time. The problem did not take place when multi-resolution was used.

4 Discussion

Experiments similar to those presented in the above section have been per-
formed on most images from the collection. Registration progress and time
vary from image to image and cannot be accurately predicted. However, usu-
ally image displacements are much smaller (and thus easier to correct) than
the presented in fig. 2–3.

Multi-resolution application is expected to reduce computing time and to
improve accuracy. In most cases the results were compliant with the expec-
tations (the time was reduced by a few percent, a slightly deeper minimum
of the registration criterion was found). For a few percent of the datasets,
no positive influence has been observed. Generally, multi-resolution approach
makes the registration process more stable and predictable, and reduces risk
of falling into local minimum (fig. 5).

In most of the multi-resolution experiments, resolution of images was
changed, but changing of B-spline grid nodes has been also tested. This issue
still needs to be tested more thoroughly, but it seems that after parameters’
tuning, very similar results may be obtained with both approaches.

Registration accuracy can be modified by setting the B-spline grid size and
stop criterion. Better accuracy costs more processing time. For 190×180×60
pixels region of interest, reasonable grid size in at least 10 B-spline grid nodes
in each direction (with gradient tolerance of 0.05), considering that registra-
tion time on a standard, modern hardware PC (Intel®Core™i7, 3.2 GHz com-
puter) for the whole dataset is about 1 hour. For 15-nodes grid (and gradient
tolerance of 0.02) it is more than 10 hours.

5 Conclusion

From a practical point of view, the result of parallelisation of the registra-
tion process was the most spectacular. The computing time was reduced by
more than 50% (depending on hardware used), for all of the tested datasets
[4, 5]. Performing the registration on the region of interest only (instead of the
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whole image) also greatly reduces computing time or makes it possible to
increase accuracy (use more B-spline nodes), but the region is to be manually
selected.

The effect of multi-resolution approach is more difficult to judge, because
it is different for various datasets. It was expected to reduce computing time
or to improve accuracy. In most cases the results were compliant with the
expectations, but the gain was rather subtle. It is more important to notice
that application of multi-resolution greatly reduces risk of problems related
to local minima. Their occurrence drastically increases registration time or
prevents successful solution.

Acknowledgement. MR image data used in this study has been provided by the
Hospital of Ministry of Interior and Administration in Lublin (Poland).
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Summary. The aim of cervical screening is detection of potentially pre–cancerous
and cancerous changes in the endocervical canal of female reproductive system.
There are many Fractal Dimension (FD) that are important for the computer as-
sisted analysis of the texture of cell nuclei. The best method is the algorithm that
process all pixels of the cell nuclei, not limited by the constraints. Variogram al-
gorithm is proposed for cell nuclei classification (correct and atypical cell classes).
Obtained results shows that variogram and cell nuclei size are important for the
automatic classification of cell nuclei.

1 Introduction

The aim of cervical screening is detection of potentially pre–cancerous and
cancerous changes in the endocervical canal of female reproductive system.
The introduction of screening test decreased the incidence and mortality of
cervical cancer in some populations, where women take part in the screen-
ing program regularly. Cytoscreeners and pathomorphologists engaged in this
process look for abnormalities [4].

Specific stain – Papanicolaou method is provided in this procedure and
such smears are observed (Fig. 1) under the microscope mainly by cytoscreen-
ers and pathomorphologists, who confirm uncertain and positive cases like
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precancerous conditions(cervical intraepithelial neoplasia) and cancer. Cer-
tain positive cases are confirmed by histopathological examinations.

The analysis requires specialists with adequate experience after training in
Papanicolaou smears screening, because biological objects like cells observed
under the microscope are variable and complex. The variability is caused by
many factors like the patient age, lifestyle, presence of infections, etc. The
Papanicolaou smears [5, 6] are evaluated according to Bethesda system for
reporting cervical cytology, revisited in 2001 [15, 2]. The specialists assess
not only cancerous conditions, but other diagnostic phenomena. The errors
in analysis may be connected even with the risk of the patient life. During
Papanicolaou smears screening different properties of cells and especially cell
nuclei are considered by the cytoscreener.

Fig. 1 Example of Papanicolaou smear

The few main features of cells areobserved – the nuclear–cytoplasmic ratio
(N/C ratio), connected with the size of cell nucleus, the texture and con-
tour of the nucleus. Benign cells have regularly shaped nuclei with smooth
contour and the N/C ratio is not increased. The opposite features are ob-
served in case of neoplastic or cancer cells: the nuclei are irregular with grainy
texture, pleomorphic, hyperchromatic, rough contour and the N/C ratio is
high.
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2 Fractal Dimension Estimators for Optical Density

There are many Fractal Dimension (FD) estimators [8, 7, 13] that are used
for analysis of the texture of cell nuclei. The cell nuclei have different sizes.
An examples of cell nuclei are shown in Fig.2

Fig. 2 Example shapes of cells. Correct cell nuclei (top row). Atypical cells nuclei
(bottom row). Scale is not preserved.

Analysis of the shape of cell nuclei contour is possible using different shape
descriptors. The FD estimators for shape are considered in [10, 11], and the
perimeter changes due to scale are used. Another possibility is the FD esti-
mation of the field of cell nuclei due to scale and the box counting technique
is used.

Such techniques are not related to the texture. Granularity of the cell is
considered also and it is important factor for cytoscreener. The FD estimation
for optical density is necessary.

The TPM (Triangular Prism Method) is the main technique for the es-
timation of the optical density [3, 17, 18]. This algorithm is applied for the
estimation of the landscape parameters, but this method is more general and
not related to the unique application. The TPM considers the height of the



50 D. Oszutowska–Mazurek et al.

landscape at regular grid points (rectangular or triangular based). In the case
of the microscopic image there are not measured a heights (thickness) of the
cell nucleus. Conventional microscopy is based on the transmissive measure-
ments. The dark pixel is related to the very dense area, and white pixels to the
translucent area. There is relation between thickness of cell nuclei and opti-
cal density for particular pixel, but unknown. The conversion between optical
density and the thickness is not necessary for computer assisted diagnosis of
Papanicolaou smears [19]. There are optical effects like optical interference,
diffraction, and many other that are visible, and they change pixel values.
This is another reason why not a thickness, but the optical density is used.

The TPM algorithm is simple for computations, but the most important
limitations are constraints related to the area of analysis. The TPM algo-
rithm processes square area (NxN) that have side N , defined by the following
formula:

N = 2s + 1 (1)

The area of cell nucleus is not squared so not all pixels of cell nuclei are covered
by the TPM algorithm. Two main problems are important. Omitting of area
outside of TPM analysis square influences the quality of results. The reduced
numbers of pixels, that are used for FD estimation increase the variance of
FD estimator (local FD and global FD [14]). The grid of the TPM algorithm
should be fitted to the largest possible square inside the cell nuclei. This is
not possible without interpolation, and image rescalling also influences the
results.

The best method is the algorithm that process all pixels of the cell nu-
clei, not limited by the constraints. Computation of the local FD is required,
because the textures may have different local FD’s depending on the scale.

3 Variogram Based Estimator of Fractal Dimension

The variogram is calculated, using the following formula:

γ∗(h) =
1

2N(h)

N(h)∑
i=1

[z(xi) − z(xi + h)]2 (2)

The h is the Euclidean distance between two samples (z(xi) and z(xi + h)).
The N(h) is the number of the samples that have the same distance h. The
variogram is a case of the histogram and has similar problems for precise data
sets. There are large number of h distances that are unique, so approximation
of the envelope is necessary. In this paper the scale value equal to 1 corresponds
to the Euclidean distance equal to h = 3. Such approximation is sufficient.

The formula (2) is independent on the data set, so even non–uniform
sampling cases are supported. The area of interest (cell nucleus) could be
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of any shape and all pixels of cell nuclei are processed. This is very important
advantage over other techniques.

4 Experimental Results

The database of cell nuclei of Papanicolaou smears consists images of
cell nuclei and masks for particular cells. The microscope with lenses 40
(magnification 400x) is used. Papanicolaou smear image is acquired using Ax-
ioCamMRc5 camera that supports 2584x1936 resolution. Color RGB images
are obtained, but the only green channel is used. The green channel consists
the most important information about texture and has higher accuracy, be-
cause the camera has Bayer sensor [12].

In Fig. 3 and Fig. 4 are shown variograms for cell nuclei. It is well visible
that variograms are different, but some shapes are similar. The size of cell
nucleus is also important factor that must be used in the analysis. Instead of
FD formula:

FD = 2 − θ

2
(3)

where θ is the slope of the regression line [16] between log∗(h) and log(h), the
differences between variograms values for specific h distances are used (Fig. 5).

Fig. 3 Variograms of correct cell nuclei

The classification is possible using almost linear classified. Only one atypi-
cal cell nuclei is located between correct cells nuclei. There are two populations
of atypical cells. The first one is characterized by the large field area. The sec-
ond one has size similar to the correct one.
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Fig. 4 Variograms of atypical cell nuclei

Fig. 5 Classification space for correct and atypical cell nuclei. Scales 7 (h = 21),14
(h = 42), 21 (h = 63). Correct cells nuclei are marked as circles. Atypical cells nuclei
are marked as stars.
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5 Discussion and Conclusions

Automatic screening [9, 1] of the cell nuclei of Papanicolaou smears would be
possible. The obtained results (detected atypical) cells must be verified by the
cytoscreener and pathomorphologist additionally. Such system may work as a
preclassification system. The final classification is provided by human experts.
Detection of the atypical cells nuclei allows reduction of the miss ratio and
could improve overall process.

Application of the variogram as tool for analysis of cells is possible and
necessary. All pixels are used for estimation of FD or using simpler difference
technique. The selection of the scales of variogram is not sensitive, and three of
them are arbitrary selected. Selection of the scales is based on the variograms
(Fig. 3 and Fig. 4). The minimal value (7) is similar to the peak of variogram.
The largest value (21) is selected as mean of the largest h distance of correct
cell nuclei.

Variogram shapes are similar, but there are some additional differences,
what is advantage of the variogram technique over other techniques. It is
interesting question about possibility of the detection of other features related
to the cell nuclei, smear preparation and others.
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Summary. The paper presents a problem of color images recognition in the aspect
of dimensionality reduction performed by means of different Principal Component
Analysis variants. The aim of the experiments was to check the applicability of one-
and two-dimensional PCA in color image classification together with an analysis
of an employed color-space. Since, most of the works in this area are focused on
grayscale images, in this paper we investigate several full-color representations, as it
improves the overall recognition rate. As a comparison, typical approaches involving
one-dimensional PCA and two-dimensional PCA on RGB, HSV, YIQ and YCbCr
representations of images is provided. The paper describes theoretical fundamentals
of the algorithm and implementation for these variants of PCA. Furthermore, the
impact of the number of principal components on the recognition accuracy is inves-
tigated. The usefulness of PCA on color images is investigated on typical benchmark
databases containing facial portraits.

1 Introduction

The problem of dimensionality reduction in the tasks of image processing and
recognition has been present in the scientific literature for many years. Sub-
space methods, which aim to reduce the dimension of the data while retaining
the statistical separation property between distinct classes, have been a nat-
ural choice for these tasks [1]. Generally, all subspace methods require input
data to be organized in a specific form, which leads to the different strategies
of calculations, which finally gives slightly different results. By far, various
subspace methods have been proposed and applied to image recognition. One
of the most often employed methods is Principal Component Analysis (PCA)
also known as Hoteling Transform (HT) or Karhunen-Loeve Transform (KLT),
depending of the realization and application. On the other hand, color images
of real scenes, are generally high dimensional and their within-class varia-
tion is much larger than the between-class variation, which may cause serious
performance degradation of classical subspace methods [2].

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 55–63.
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Principal component analysis has in practice been used to reduce the di-
mensionality of different data and to transform interdependent coordinates
into significant and independent ones [3, 4, 5, 6, 7, 8, 9]. The review of the
literature shows that the authors do not deal with a problem of organizing in-
put data for PCA method when such input data are given as high-dimensional
structures (more than two-dimensional matrices) and do not investigate the
influence of chosen method on the results of their algorithms. While there
is an interesting direction of research related to tensor representation of im-
ages and the usage of so called High-Order Singular Value Decomposition to
preform the projection into the eigenvectors space [10, 11], it is computation-
ally expensive and complicated in the interpretation, thus making a practical
implementation unattractive.

The main motivation of this paper is to investigate the influence of di-
mensionality of traditional PCA method understood as the organization
of input data (vectors, matrices) derived from input structures ("three-
dimensional" images) on the classification results. We investigate classical
one-dimensional PCA (Eigenfaces described in [4]) called 1DPCA and sim-
plified two-dimensional PCA (introduced in [12]) called 2DPCA. Although,
the simplified two-dimensional PCA is not a "true" two-dimensional transfor-
mation (as it was shown in [8]) it is sufficient for comparison purposes. The
experiments were conducted on several different color representations (since
this problem is often omitted by most of researchers) in order to find the most
optimal one.

2 Processing Framework

2.1 Initial Representation

In many real-life applications we have to deal with color images, since only
such images carry whole information about depicted objects. However, most
of the classical pattern recognition algorithms are oriented at single-channel
images, i.e. intensity representation. Often, the images are transformed from
full-color representation (e.g. RGB, HSV) into single-channel form by means
of channel separation, then only one channel is chosen for further processing.
Sometimes, special transformations procedures are used in order to select most
optimal channel to the further processing [13].

In the beginning, input dataset, used to build a database, is divided into
two independent parts: training and testing one. The original dimensions of
input images are reduced by down-sampling in order to make the computa-
tions faster (r is the down-sampling ratio). This stage is introduced to both
1DPCA and 2DPCA. If we define the input image dimensions (after down-
sampling) as M ×N ×D, then the final reduced representation size is defined
as a vector of m× 1 or m×D elements (of course m << MN). In the further
parts of the paper we show the simplified processing stages for both methods.
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2.2 One-Dimensional PCA

Training

The traditional PCA-based recognition is performed on vector representation
of images, which are created using concatenation of rows or columns). In case
of grayscale single-channel images this vector’s size is equal to 1×MN , while
in case of typical color images, no matter which color space we use, the size
of the vector is equal to 1×MND. In every color representation investigated
here, the parameter D is equal to 3.

First, all image vectors are stored in a common matrix. Then we use the
classical PCA algorithm, which performs the following steps:

1. The whole database is employed at the stage of mean vector calculation,
followed by normalization (through centering).

2. A covariance matrix of size MND×MND is calculated for training part
of the dataset only, and decomposed into eigenvalues and eigenvectors.

3. According to the typical energetic approach, the m most important eigen-
vectors are selected to form the transformation matrix of size MND×m.

4. Finally the training images are reduced to the m× 1 size, each.

Testing

The testing procedure involves reduction of dimensionality of an unknown
image and calculating a distance to the nearest object in the training database
(classification):

1. The dimensions of test image are reduced by down-sampling according to
the parameter r.

2. Test image is vectorized and the mean is removed.
3. The test image is projected onto new reduced feature space, and the dis-

tances to all images in the database are calculated.
4. The smallest distance, meaning the highest similarity is chosen, thus, the

class of the testing object is found.

2.3 Simplified Two-Dimensional PCA

Training

The dimensions of input images are reduced by down-sampling according to
the parameter r, in the same manner, as in the 1DPCA case. The simplified
2DPCA-based recognition is performed on a special (line-based) representa-
tion of images [12]. This is a difference form the full two-dimensional approach
presented in [8]. For a grayscale images, the input to the training stage are M
vectors (lines) of size 1×N , while for color images, on the input to the 2DPCA
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training stage are matrices of size MN ×D elements (we perform a concate-
nation of triples consisting of pixel values in the respective color model. All
image vectors are then added to the special four-dimensional structure, where
the first 3 dimensions are responsible for the image dimensions and the last
one is the image number. We use the simplified 2DPCA algorithm [12], which
performs the following steps:

1. The whole database is employed at the stage of mean vector calculation,
followed by normalization (through centering).

2. A covariance matrix of size MN ×MN is calculated for training part of
the dataset only, and decomposed into eigenvalues and eigenvectors.

3. According to the typical energetic approach, the m most important eigen-
vectors are selected to form the transformation matrix of size MN ×m.

4. Finally, the training images are reduced to the m×D size, each.

Testing

The testing procedure involves adequate reduction and distance calculation
(classification), similar to the one presented above.

3 Experiments

The dedicated software was created in Matlab. First, the input images (stored
in JPEG files) are loaded and transferred into an appropriate color-space,
then vectorized (in case of 1DPCA) or transformed into matrices (in case
of 2DPCA). In order to make traditional PCA applicable and to limit the
computation time, images are down-sampled according to the current test
setup parameters. In order to find the most optimal color-space for the purpose
of color image recognition we made several series of experiments involving
different color representations, i.e. RGB, HSV, YIQ and YCbCr, as they are
the most frequently used ones in the pattern recognition area.

The experiments involve the following recognition scheme. Training im-
ages are used to calculate transformation matrix. Then each training image
is reduced - they are gathered in the reduced database used for classification.
Above calculations are done in an off-line manner. The next part is on-line
processing, which includes reduction of each test image and calculation of
distances to all reduced training images. We use standard Euclidean metrics.
The closest image in the training database points the class of the testing one.

In order to make the results more objective we employ cross-validation
technique, since it is a very handy tool to protect against testing hypotheses
suggested by the data. We performed 19 rounds of cross-validation, which in-
volved random selection of training and testing images in each class. In our
experimental scenario, the number of training images was increased from 1 to
19, while the number of testing images was decreased from 19 to 1, respec-
tively. The tests was performed across different numbers of training/testing
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Table 1 Characteristics of databases used in the experiments

Dataset Faces94 Faces95 Faces96
Number of classes (K) 152 72 151

Number of images in class (Q) 20 20 20
Total number of images (KQ) 3040 1440 3020

Controlled acquisition conditions + – – –
Original image dimensions [px] 180 × 200 180 × 200 196 × 196

Cropped facial area size [px] – 120 × 160 120 × 160

objects and dimensionality of features after reduction in order to find the most
optimal parameters for each algorithm.

3.1 Datasets

All algorithms were tested on publicly available datasets containing facial por-
traits: Faces94, Faces95 and Faces96. All datasets are provided by University
of Essex, Department of Electronic Systems Engineering and have different
number of classes, 20 images (24-bit RGB color JPEGs) each. All datasets
present isolated faces with different expression, and changing shot orientation.
Images contain portraits of male and female subjects, people of various racial
origins, different age. Some of subjects wear glasses and have beards. Lighting
is artificial, mixture of tungsten and fluorescent overhead. In case of Faces94
and Faces95 all faces are photographed over a uniform background, while in

Faces 94

Faces 95

Faces 95
cropped

Faces 96

Faces 96
cropped

Fig. 1 Several images from Faces Datasets used in the experiments
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Fig. 2 The results of recognition for Faces 95 database

Fig. 3 The results of recognition for cropped Faces 95 database

Fig. 4 The results of recognition for Faces 96 database
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case of Faces96, the images present people over some complex background.
Faces occupy most of the picture. Detailed description of each database is
given in Table 1. The experiments were performed on images taken directly
from each set, as well as on cropped images, containing face-area only. The
cropping was done in a semi-automatic way, using the distance between eyes
(marked by human operator) as the reference dimension (see Fig. 1). The im-
ages were down-sampled to 26 × 32 in case of cropped faces and 32 × 32 in
case of full frames.

3.2 Results

The results of experiments are presented in Fig.2 — Fig.5. The notation in the
plots is as follows: first two symbols denote the transformation type (1D- or
2D-PCA), the other letters denote the color space. The accuracy is calculated
as a ratio of the number of correctly classified images to the total number of
test images. This ratio is an average value of results for experiments involving
different number of testing and training images. As it can be seen, the simpli-
fied two-dimensional PCA is slightly superior to traditional one-dimensional
PCA in the aspect of recognition accuracy in most cases. However, the two-
dimensional transformation requires much less computations, since it employs
smaller covariance matrix. It is an important advantage in case of color im-
ages. What is interesting, that the results for almost all color-representations
are similar and generally higher than for grayscale representation. In many
cases the highest recognition rate is obtained for HSV space, which is an im-
portant hint for practical implementations. The last interesting observation
is that even simple cropping increases the recognition accuracy by more than
20 %. It should be also noted, that the experimental results for Faces94 are
not shown, since this database is very standardized and the accuracy for all

Fig. 5 The results of recognition for cropped Faces 96 database
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variants of color representation and dimensionality of PCA is close to 0.98,
thus this database is not a challenging test-bed for such algorithms.

4 Summary

In the paper we presented a problem of reducing dimensionality of data struc-
tured in three-dimensional matrices, like true-color digital images. Unlike the
cases reported in the literature the processing is done by means of simple two-
dimensional PCA on images organized as two-dimensional matrices. The ex-
periments performed on typical benchmark datasets containing human faces
showed that the transformation of input data (3D to 2D and an adequate
color transformation) gives the possibility to use it in the tasks of full-color
image recognition with results higher than for traditional approach, without
an extensive computational effort.
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Summary. In this paper the problem of hand drawn flowcharts recognition is pre-
sented. There are described two attitudes to this problem: on-line and off-line. A
concept of FCE, a system for recognizing and understanding of freehand drawn
on-line flow charts on desktop computer and mobile devices is presented. The first
experiments with the FCE system and the planes for future are also described1.

1 Recognition of Hand Drawn Diagrams

In the days of common use of computers in almost all domains of our life hand
drawn sketching on paper or electronic tablets still remains the most natural
way of expressing ideas in a symbolic form. This way is more convenient and
effective because a hand is more efficient and precise when using a pen then
a mouse and keyboard.

That is why algorithms for recognition of hand drawn technical images are
developed and automatic conversion of sketches into digital form has many
applications. Some researches try to create a universal system that would
deal with recognition of sketches of different kinds but most researches fo-
cus on specific applications such as UML diagrams, mechanics, architecture,
handwritten text, handwritten music scores and so on [10, 4, 8, 11, 5, 2]. Re-
searchers use different methods and attitudes to figures and text recognition
e.g. Support Vector Machines (SVM) or Hidden Markov Models (HMM).

Flowcharts are very important for mathematicians, computer scientists.
They allow to visually describing different algorithms in graphics form in-
creasing their readability. Flowcharts are helpful during computer program
creating and testing. They constitute work documentation.

In this paper a framework for recognition of hand drawn diagrams are
proposed. This framework allows for on-line and off-line recognition. Its scal-
ability allows for implementation on PC and mobile devices.
1 This paper is partially sponsored by the Polish Government’s research funds as a

research project No DEC1-2011/01/B/ST6/06500.
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In section 2 general schema of diagram processing and characteristic of on-
line and off-line attitudes are presented. Section 3 describes FCE - FlowChart
Editor - system for on-line flowchart recognition. In section 4 first tests are
presented. Section 5 presents conclusions and future works.

2 Method of Analysis Hand Written Documents

The general classification of methods of hand drawn documents analysis is
involved with the way of graphical input into the computer system. In general
there are two methods for graphical input to existing systems: on-line systems
that allows for interactive input of information and off-line processed complete
documents that was created earlier.

2.1 Off-Line and On-Line Attitudes

On-line and off-line attitudes to sketches analysis may differ in many aspects
have a specific features, advantages and disadvantages. In on-line methods
user creates drawings using electronic input device watching user movement
such as a computer mouse or an electronic pen (tablet, tablet PC or a hand-
held one). The information about painted objects is immediately available in
the system as the list of subsequent pen or mouse coordinates. In such system
no image preprocessing is needed and very simple segmentation algorithms
may be used. Efficiency of such systems is very high because of high efficiency
of segmentation and user interaction possibility. The number of devices with
touch screen especially mobile grows rapidly then on-line attitude has a good
perspective. In the off-line systems graphical images of paper drawings are
processed. These images may be acquired by scanners or digital cameras.
Unfortunately such images need special preprocessing and segmentation algo-
rithms to be used. The aim of these algorithms is to extract and recognize the
drawing objects from the input image. This task is not simple as input images

(a) (b) (c) (d)

Fig. 1 Examples of off-line (FCA system) and on-line (FCE system) processing a)
input image to FCA b) output image from FCA c) sketch and on-line recognized
part of flowchart in FCE d) output flowchart from FCE
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may be of bad quality, may contain noise or other artifacts such as connected
symbols. Examples of flowcharts are presented in fig. 1.

2.2 Processing of Technical Documents into Digital Form

In general, transformation of hand drawn documents into digital form consists
of such stages as image preprocessing, segmentation, recognition, understand-
ing and representation in digital format.

Fig. 2 General schema on-line and off-line attitudes to technical documents
processing

The general schema of transformation the technical documents into digi-
tal form is presented in fig. 2. The beginning stages of document processing
depend on the kind of attitude used. In particular in off-line attitude the
preprocessing is needed to improve image quality and prepare it for further
operations which are segmentation and recognition. Preprocessing covers noise
removing, binarization, thinning and vectorisation.

The goal of segmentation of technical drawings is symbols’ separation from
connections lines, basing on a set of general rules. In on-line attitude segmen-
tation methods are simpler and more efficient.

The following processing stages are common for both attitudes (on-line
and off-line). During recognition process detected segments are classified to
one of allowed classes of symbols. In case of universal systems allowing for
recognition of different kind of drawings information about shapes and symbol
classes is placed in external knowledge database.
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Understanding stage allows us know the structure of the image thanks its
syntax and semantics analysis. Because the free hand drawings are usually
careless, consisting figures of different sizes and without justification the aes-
theticization is very important issue. It allows for automatic optimization of
their design, easier understanding and interpretation by people [7, 12, 1]. The
final result is digital form of technical drawing that can be visualized and
edited. Digital representation of the image allows for simple data exchanging
between different applications and usage of drawings created in other applica-
tions. As automatic conversion not always is perfect there should be subsystem
for error correction.

The most important problems during recognition of technical drawings
are: imprecise of sketches, variety of symbols, overlapping of elements, bad
quality of paper documents and incorrect of acquisition process.

3 System for On-Line Recognition of Hand Drawn
Flowcharts

In order to confirm the correctness of proposed recognition framework the
system FlowChart Editor (FCE) for on-line analysis was implemented. FCE
allows to recognizing and understanding hand drawn flowcharts. Semantic
analysis bases on proposed by the author graph grammar FlowGram [12].
Edition and error correction is allowed. FCE may also works as an usual
flowchart editor building schema from predefined figures. FCE allows for par-
allel work as drawing and editing flowcharts. There is also possibility to store
a recognized flowchart in proper format and use it in standard applications
like Microsoft Word, PowerPoint etc.

3.1 Segmentation

Segmentation in on-line attitude is based on stroke recognition. There are
two methods: primitive shape recognition (or single-stroke recognition) and
composite shape recognition (or multi-stroke recognition) [9].

The main features that characterize on-line segmentation are: informa-
tion about strokes (number, order etc.), possibility of user interaction and
error correction just when they occur, accuracy and speed, less complicated
segmentation algorithms and no preprocessing (as compared with off-line at-
titudes), ability discrimination of superimpose figures, need more complicated
user interface.

Because flowchart’s figures are relatively simple in FCE single-stroke recog-
nition is used. It is not a heavy restriction for user, on the other hand such
segmentation is easier and simpler, this method is fast and efficient, and not
need additional segmentation and context analysis like during multi-stroke
recognition [5]. Figures are recognized just after ending the drawing and may
be redrawn in a more esthetic form.
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Recognition module obtains such primitive (stroke) and is able to classify
it to proper figures or connection class using simple rules.

3.2 Gestures, Figures and Connections Recognition

There are three recognition strategy in on-line attitude: continuous recogni-
tion - shapes are recognized continuously during drawing, algorithm try to
look ahead object type, simultaneous recognition - strokes are recognized just
after ending their drawing and recognize on demand (ROD) (or lazy recogni-
tion) - user decides when start recognition - it is useful when the symbol is
complicated and the user determines symbol boundary [9, 5]. In FCE system
simultaneous recognition and also recognition on demand were implemented.

Gestures

During on-line creation of drawings two kinds of interaction are available: a
user makes gestures that means input of new diagram elements or gestures
meaning commands for object manipulation. FCE recognizes several com-
mands that are marking, deleting, moving and size changing.

Mobile version of FCE receives commands by messages generated by touch
screen (touch, drop, untouched) and doesn’t force the user to draw any special
commands on screen. This solution is simpler and more intuitive and allows
for a greater precision. Desktop version of FCE has similar solution using
mouse. FCE examines possible interpretation of stroke and decides whether it
is a symbol, connection or a command. Because of inaccurate drawing using
computer mouse each stroke is smoothing.

Figures and Connections

The free hand drawings are usually careless and inaccurate - lines are not
straight and not properly connected or even disconnected. The used algo-
rithm for figures recognition is then very important for correctness of flowchart
recognition. There are three the mostly applied types of algorithms: statistical
- the statistical object features are evaluated, structural - symbol is described
as set of geometrical primitives and spatial relationships among them, and
also based on model [3, 10].

FCE uses pattern similarity method (SM) to classify figures. Each figure
is compared with ideal and deformed patterns of each symbol class (Fig. 3).
The number of deformed variants of patterns depends of individual geomet-
ric features and possible deformations in on-line drawings. The similarity is
expressed by average value D of distances d determined for each point of a
figure. A figure is classified to the class which base or variant pattern gives
the smallest value D.

FCE offers also original DAS (Derivatives and Area Statistics) classifi-
cation algorithm that bases on probabilistic analysis [13]. The classifier was
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Fig. 3 Example of distance between diamond and four basic figures

learned using a set of learning examples. Each figure is represented by a 6
geometric features such as number of piece linear element of a contour, con-
tour’s length to bounding rectangles length ratio and others. The number
of features is enough to assure good separability of classes in 6-dimensional
features space.

Connections are drawn as a single or multi strokes. Direction of control
flow is determined automatically using context analysis [12].

3.3 Structure Understanding

In FCE system syntax of flowchart is veryfied based on a graph grammar
FlowGram [12]. Graph grammars provide a mechanism in which generation
and transformation of visual objects can be modeled precisely in a mathemat-
ical way. FlowGram graph grammar defines graphical graph rewriting rules,
predicates of their applications and attributes evaluation methods.

The set of terminal symbols of FlowGram consists of 5 symbols: start/stop,
instruction, i/o, decision and node. There are only two nonterminal symbols
in FlowGram: block and the start symbol. Though FlowGram is context sen-
sitive, there is no problem to construct a proper bottom-up parser according
to its rules. The appliance order of graph grammar rules is very important.
For FlowGram that order is specified by the grammar programming graph.

Fig. 4 Examples of contextual analysis in FCE a) drawn flowchart b) recognized
flowchart c) flowchart after contextual analysis d) e) automatic join of connections

FCE system does context analysis of each stroke just after its ending
(Fig. 4). The system corrects symbol location, joins symbols and connections,
automatic creates nodes, recognizes element type. In FCE contextual analysis
of complete flowchart is enabled using validator.
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4 Experimental Results

To validate the recognition quality of the FCE system experiments were car-
ried out on 120 handwritten figures. During experiments computer with Pen-
tium Dual-Core 2,6GHz and Windows 7 was used. For the testing images the
recognition quality varied from 90,8% for SM algorithm up to 97,5% for for-
mulated DAS algorithm (tab. 1). It is important that recognition of flowcharts
gives better results and have better efficiency than figures recognition because
of context analysis. Such analysis allows for automatic correction some kind
of errors like for instance recognition ellipse as other figures. The average pro-
cessing time of DAS algorithm for single figure was about 0,06ms. FCE mobile
application was tested on Nokia C5-03 phone.

Table 1 Efficiency of figure recognition for DAS algorithm

figure type number rectangle parallelogram rhombus ellipse errors efficiency
rectangle 30 28 2 2 93,3%

parallelogram 30 30 100%
rhombus 30 30 100%
ellipse 30 1 29 1 96,67%

all 120 3 97,5%

(a) (b) (c)

Fig. 5 Example of FCE system a) sketch and recognized flowchart b) FCE on mobile
devices c) flowchart exporting from FCE to Microsoft World

5 Conclusions

In this paper the problem of analysis of documents containing flowcharts was
presented. The possible attitudes to this problem were described. Presented
prototype FCE system uses on-line attitude and may be used on desktop
computers and mobile devices. Tests of its efficiency were also described.

FCE system allows for easy and intuitive hand drawn creation of flowcharts
and converting them into a standardized digital form. It is compliant with
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nowaday trends of developing applications based on intelligent systems that
actively interact with a user. Proposed framework and applications may be
used in many applications. Its practical use is assured by possibility of dia-
grams exporting in popular office formats such as .docx, .pptx, .odt, .odp.

Now two separate systems FCE and FCA enable on-line and off-line anal-
ysis of flowchart. Further works will focus on joining these systems and de-
veloping a module for automatic generation of source code in programming
language. Prototype of such modul was tested in FCA - off-line version of the
system. The proposed framework was verified for a large class of flowcharts.
Further works will focus on applying of this framework for other types of
technical drawings.
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Summary. Exudates are one of the principal lesion present in the normal devel-
opment of Diabetic Retinopathy (DR), its detection is an important step in (DR)
screening and classification. This paper presents an automated method for bright le-
sions detection in retinal images by means of the mean shift filtering. Due to uneven
illumination of retinal images it is necessary to perform a preprocessing step con-
sisting of a shade correction technique finding non-structures pixels and adjusting a
third order polynomial to be substracted from the original image. The mean shift fil-
tering is applied to enhance bright areas and to uniform background non-structures
regions. A region growing algorithm is performed from local maxima regions taken as
seeds to get the final results. A set of 20 retinal images selected and manually tagged
by a retinal specialist ophthalmologist were used for the evaluation. Results present
a true positive rate (TPR) of 0.627 and a specificity SPC of 0.979. It is demonstrated
that Mean shift filtering is a promising method for exudates detection.

1 Introduction

Diabetes Mellitus (DM) has became a public health problem worldwide. Dia-
betic Retinopathy (DR) is the damage that can be regarded as manifestation
of diabetes on the retina. DR can eventually lead to blindness; this risk could
be reduced if there is an early detection and proper treatment and monitoring
of the eyes. Screening and classification to detect DR include different retinal
manifestations; one of the most important is the presence of hard exudates
(HE). HE are extracellular accumulations of lipoproteins derived from leak-
age from abnormal vessels; are a marker for the presence of retinal oedema.
HE have a white-yellowish appearance and often with circular pattern around
broken vessels [11]. Distribution and location of HE are relevant in clinical
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approach, specially if hard exudates are in the macula, the main area respon-
sible of vision. Detecting HE lesions is very expensive in professional time
and automated screening could offer a preliminar evaluation of the patients
in diagnosis and follow-up, and valuable information for studies.

1.1 Exudates Detection

Several papers have presented solutions to computer based exudates detec-
tion. In [9] the green channel is used to apply a morphological closure with an
octagonal structuring element to enhance the exudates-background contrast.
They propose a ratio between the addition and substraction of the green and
red channel and the exudates are found by a thresholding. [12] propose a
statistical solution based on mixture models (MM) to separate HE from the
background. In [10] a fuzzy c-means clustering algorithm is proposed. First,
a pre-processing step consisting of color normalization and contrast enhance-
ment is done. Next a whole segmentation between exudate-non exudate seg-
mentation is performed using a set of features like color, size, edge strength
and texture by means of a Multilayer Neural Network. In [2] the marker con-
trolled watershed transformation is proposed to exudates detection. First, a
smooth filter is applied and the green channel is extracted from RGB space to
apply a gamma transform. Two types of markers are used: external (associated
to the background) and internal (associated to the object of interest). Inter-
nal markers are located from the image gradient using the extended minima
transformation and external markers are located by partitioning the image in
order to maintain one internal marker inside each external region. [6] propose
a solution to white lesions detection based on pure splitting adaptive thresh-
old algorithm. This solution is divided in four steps: 1) a pre-processing step
by illumination correction in the green channel, 2) optic disc elimination, 3)
pure splitting thresholding algorithm and 4) coarse segmentation. [8] propose
an exudate enhancement by diffuse morphology. The image is converted to
gray scale followed by a series of duffusse opening and closing operations. The
resulting image is added to the original image obtaining a retinal image with
bright lesions enhanced.

In this paper we propose a method for automatic exudates detection ap-
plying a mean shift filtering [1]. First, a pre-processing step for non-uniform
illumination correction on the green channel is performed using a polynomial
fitting from a set of background pixels (pixels different that vessels, optic disc,
macula, and lesions such as microaneurysms, exudates, etc), next the mean
shift filtering and segmentation is applied with empirical parameter selection
to reduce the number of gray levels. A region growing algorithm is applied
using seeds obtained by a local maxima selection to generate the final binary
result. Results are evaluated using a ground truth images and sensitivity and
specificity is calculated.
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2 Materials and Methods

A set of 20 retinal images with considerable non-uniform illumination and
with presence of white lesions was selected. The images were captured using a
Carl Zeiss FF450 plus fundus camera, acquired in JPEG format with 2588×
1958 pixels resolution. The original images and the ground truth images were
resized to 647 × 489 pixels to reduce the overall time processing using bi-
cubic interpolation and nearest neighbor interpolation respectively. The entire
process is performed on the green channel.

The ground truth images were manually outlined by a retinal specialist
(FM) using a tool designed for that purpose. The tool was written in Matlab
with basic capabilities of zoom, polygon drawing, erase and cut. The specialist
was advised to delineate as close as possible every white lesion (hard and soft
exudates) present in each image. The mean time of delineation was 15 min per
image. Figures 1(c) and 1(f) show two examples of the ground truth images.

(a) (b) (c)

(d) (e) (f)

Fig. 1 (a) and (d) Original images, (b) and (e) shade corrected images respectively
and (c) and (f) manually outlined template by an specialist respectively

2.1 Non-uniform Illumination Correction

We follow the same additive image model proposed in [3] in which the observed
funds image I can be modeled as:

I = f(I0) = f(I0
b + I0

f ) (1)



76 J. Martin Cárdenas et al.

where I0 is the original image, I0
b is the original background image and I0

f is
the original foreground image and f(·) is the acquisition transformation. I0

f

is the image with all structures (vessels, optic disc and macula) and lesions
(microaneurysm, exudates, etc) and I0

b is an image without any structure or
lesion. In this manner, the corrected image or the original foreground image
can be calculated by means of:

I0 − I0
b = I0

f (2)

Our non-uniform illumination correction procedure is divided in three steps:

1. Extraction of background pixels.
2. Adjustment of a third order polynomial.
3. Shade corrected image result by substracting.

The main idea of background pixels extraction is based on the observation
that principal structures and lesions presented in the image are smaller than
non-structures and non-lesions areas so the mode of a gray level histogram
corresponds usually to the background pixels over a small window.

The image is tessellated in 16 , 64 and 256 regions (4 by 4, 8 by 8 and 16
by 16 rectangular regions called 16R, 64R and 256R respectively). Each 16R
region has 4 64R regions associated as well as each 64R region has 4 256R
region. A mode (most frequent gray level) is calculated for each 16R, 64R
and 256R region. If the mode of the 64R region is inside ±10% of the 16R
region mode the 64R mode is selected, else the 16R associated region mode
is selected. In the same way, if the mode of the 256R region is inside ±10%
of the 64R region mode the 256R mode is selected, else the 64R associated
region mode is selected. Figure 2 shows the process of background pixel set
selection.

(a) (b)

Fig. 2 Process of background pixel set selection. (a) schematic diagram of compar-
ison sequence and (b) representation of tessellation and mode selection step.
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We choose one background pixel per 256R region as that who have the
same gray level that the mode selected in each 256R region and that one
which does not belongs to an edge by comparing the gradient magnitude with
a fixed threshold. This give us an almost equally spaced grid of pixels that
belong to the background image. This structure yields an equally weighted
surface fitting in the next step, otherwise there could be areas with more
influence than other ones (e.g. borders).

A 3 order polynomial surface of the type:

a0 + a1x+ a2y + a3x
2 + a4y

2

+a5xy + a6x
3 + a7x

2y + a8xy
2 + a9y

3 (3)

is adjusted using least squares over the 256R grid of selected background
pixels. This surface is adopted as an estimation of the original background
image I0

b . Finally, the original foreground image is calculated by substracting
in the form

I0
f = I − I0

b (4)

Figures 1(b) and 1(e) shows two results of the non-uniform illumination cor-
rection algorithm. Figure 3 shows the entire process.

(a) (b) (c)

Fig. 3 Non-uniform illumination correction Process. (a) Original green channel
image with the point selection grid, (b) Third order polynomial surface fitting by
least squares and (c) final shade corrected image.

2.2 Mean Shift Filtering and Segmentation

The mean shift (MS) algorithm [4] is a nonparametric method of kernel es-
timation to cluster a set of observations into different classes, by assigning
each observation to the nearest mode along the direction of the gradient at
the observation points. Let f(x) be the unknown probability density function
(PDF) underlying a d-dimensional Euclidean space, and Xi the available data
points in this space. The MS simplest formulation can be written as in [7]:
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∇̂f(x) ∼M(x) =
1
nx

∑
Xi∈Sh(x)

Xi − x (5)

where Sh(x) is the d-dimensional hypersphere with radius h centered on x
and containing nx data points. The MS vector (5) can define a path leading
x to a stationary point (that is, to the modes) of the estimated PDF.

As stated in [5], the most frequently used edge detection methods are
based on gradient orientation. An improved MS estimate can be obtained by
weighting each pixel within the region by a function of its edge confidence
(ϕ), so that voxels that lie close to an edge (edge confidence ≈ 1) are less
influential in the determination of the new cluster center. The modified MS
that includes weighted edge confidence is, from eq.(5):

M(x) =
1∑

(1 − ϕi)

∑
Xi∈Sh(x)

(1 − ϕi)Xi − x (6)

An Euclidean metric is used to control the quality of the segmentation, which
is dependent on the radii hs and hi, corresponding to the resolution parameters
of the estimate in the spatial and intensity (range) domains. After the MS
procedure is applied to each data, those points that are sufficiently close in
the joint domain are fused to obtain the homogeneous regions in the image.
The number of clusters present in the image is automatically determined by
the number of significant modes detected.

In order to fuse together homogeneous adjacent regions that have been split
apart by the MS procedure, and to integrate the discontinuity information into
the fusion step, the transitive closure operations are then performed on the
region adjacency graph (RAG). Figure 4(a) shows the MS segmented image
applied to figure 1(b).

2.3 Maxima Segmentation

After the MS segmentation is done there is still a large number of regions in
the image thus a standard local maxima finding is performed followed by a
region growing algorithm. First, a maxima and minima filter is applied to the
MS segmented image with a window size of 7 × 7 pixels (heuristic selection).
The binary mask images Imax and Imin are obtained as those pixels that have
the same intensity in the MS segmented image as the maxima and minima
filtered image respectively. At this moment, the optic disc (OD) is eliminated
by hand, further work is been doing in order to eliminate it automatically.
The maxima seeds pixels are chosen as those pixels that belong to the Imax
image and that do not belong to Imin and to the OD area. Those pixels are
taken as seed for a region growing algorithm that will finally result in the HE
regions.
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In the region growing algorithm each seed is taken as a different class.
The process is done by iteratively dilating the seed region until its size has
not changed. At every iteration each pixel of the region is compared with the
mean of the class and is accepted if the distance is not grater than a fixed
threshold (empirical value set up to 10), in other words, after each dilation
the pixels added to the region are accepted if:

|xi − ci| ≤ 10 (7)

where xi is the added pixel intensity in the MS segmented image and ci is the
actual mean of the class. The resulted image is 3 times dilated with a 3 × 3
pixel rectangular structuring element.

Figure 4(b) shows the seeds found from figure 4(a) and figure 4(c) shows
the result segmentation.

(a) (b) (c)

Fig. 4 HE segmentation process. (a) Image segmented with MS algorithm, (b) seeds
found and (c) final result after maxima finding segmentation and region growing.

3 Results

A numerical evaluation was performed by comparing the results obtained
by the proposed algorithm and the ground truth images. Sensitivity or true
positive rate (TPR) and Specificity (SPC) were calculated following the ROC
analysis for each image, the results are shown in Table 1, mean values for 20
images where TPR=0.627 and SPC=0.979.

First row of figure 5 shows three different performance results with the
corresponding ground truth images shown in the second row. Surrounding
areas of the OD and the surrounding areas of the main vessels often become
distractors for the segmentation algorithm and affect the final results. In some
cases, the the algorithm is not capable to find several HE because the color and
contrast difference is not so strong and they are mistaken with the background.



80 J. Martin Cárdenas et al.

Table 1 Sensitivity (TPR) and Specificity (SPC) of the automated detection

IMAGE TPR SPC IMAGE TPR SPC
Im01 0.873 0.980 Im02 0.326 0.990
Im03 0.720 0.982 Im04 0.309 0.970
Im05 0.602 0.993 Im06 0.938 0.930
Im07 0.731 0.981 Im08 0.760 0.997
Im09 0.722 0.988 Im10 0.394 0.989
Im11 0.767 0.995 Im12 0.555 0.991
Im13 0.482 0.992 Im14 0.510 0.984
Im15 0.757 0.959 Im16 0.719 0.961
Im17 0.791 0.972 Im18 0.547 0.975
Im19 0.423 0.971 Im20 0.615 0.978

MEAN 0.627 0.979

(a) (b) (c)

(d) (e) (f)

Fig. 5 Segmentation result of 3 different performance images. (a), (b) and (c) are
the detection results from images Im06, Im12 and Im04 respectively. (d), (e) and (f)
are their corresponding ground truth images.

4 Conclusion

The MS segmentation is a powerful tool for detecting HE in retinal images.
The proposed algorithm reaches a high SPC and an acceptable TPR.
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The OD segmentation is an important step in the HE detection because
of the similarity in color and intensity and the region growing algorithm has
empirical parameters that minimize the robustness and flexibility. Work is
being done in automatic parameter selection and OD automatic segmentation.

Comparisons with other methodologies, as those mentioned in Section 1.1,
are difficult to perform since each group uses its own database. The idea is
to have a public database available to all, and so compare the performance of
each method published. Work is being done in this issue.
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Summary. This paper uses different algorithms to build a hybrid system for de-
tecting human-face and tracking unrestricted. The system uses the face detection
algorithm, Kalman filter [1]. The architecture is as follows: it locates the face in the
image and get a sub image from the region of the head, face patterns are determined
as the eyes, the center of the face, the border of the head, these parameters are used
in the Kalman filter to takes the final decision on the direction in which the face in
the image and reduce the error when more than one person in the picture, especially
when there is no face but we know that still another position. In face recognition [2],
the algorithm takes the detection phase, cutting image of detected face, which is
divided in 9 subsections [6], where histogram comparison process [8] and phase cor-
relation are made [7], where given results are processed by a decision tree which
makes the decision if face is known or not. The experimental results show that the
system is stable when it is saturated field of view with many faces or people.

1 Introduction

One of the great challenges in computer vision is to improve the automated
systems for objects detection and tracking or regions of a set of images. Nowa-
days, detecting human-face is a discussed problem using different types of fea-
tures. Face tracking is a difficult problem because faces are deformable objects
with areas of little texture. Many algorithms implement the face-detection task
as a binary pattern-classification task. In other words, the content of a given
part of an image is transformed into features, after which a classifier trained
on example faces decides whether that particular region of the image is a face,
or not. The process of face detection consists of two steps. The first is building
models. The second step is to find a particular region in the image, called area
of interest.

Another category of tracking algorithms takes advantage of correlations
between image frames to accelerate tracking process. Basically, the features
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of the object itself are local information, and the features of an image sequence
belong to global information.

Many works have been conducted for object detection and tracking. Most
available algorithms focus on estimating movements of area of interest us-
ing probabilistic theories. Some popular models and approaches, like Kalman
filter. Some researchers proposed different control and noise models [3] into
the recursion function; however those assumptions are dependent on specific
applications and need to be tuned carefully.

One example of a face tracking algorithm can be the one proposed by
Baek [1]. The state vector of a face includes the center position, size of the
rectangle containing the face, the average color of the face area and their first
derivatives. The new candidate faces are evaluated by a Kalman estimator.
In tracking mode, if the face is not new, the face from the previous frame is
used as a template. The position of the face is evaluated by the algorithm.

In parallel, another point of attention has been the faces recognition. In
this context is presented problems in the variability of the head rotation, the
intensity and angle of light, facial expression to take a picture and others
which have complicated the recognition systems [2, 9].

Face recognition methods and algorithms commonly assume [10] that face
images are aligned and have an equal posture, but in many practical applica-
tions it is impossible that these conditions will be present. One solution that
has been presented to reduce these factors is to obtain sub-features of a face,
which enables a better approximation to say whether a face is known or not
based on the analysis results and related features.

Some work on face recognition [9, 10] have shown that an adequate solution
to measure the characteristics is the use of decision trees, a probabilistic tech-
nique that through certain events and probability weights can make a decision
in context.

This paper is organized as follow. In section 2, related algorithms that will
be used to built a hybrid system for detecting human-face detection, recog-
nition and tracking. Section 3 describes the detailed information of hybrid
system that we propose. The results are presented in section 4 and the con-
clusions in section 5.

2 Related Algorithms to Build a Hybrid System

To build a hybrid system for detecting human-face and tracking unrestricted
is necessary to use different algorithms. In This paper we propose an algorithm
for recognizing and tracking a person.

The goal to this algorithm is to search a face in an image using a recognition
process based on the detection of features that encode some information about
the face to be detected, once face image detected is cropped, the segmentation
is to determine if a face is already known, continues to track the face, so it
will trace the journey that the faces will be making and storing a image is
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taken from the coordinates in which the face is detected, it is able to continue
to monitor if the face is not fully facing the camera.

When the face is back facing the camera turns to make the recognition to
ensure that the face is the same as it began to follow, Fig. 1.

Fig. 1 Hybrid system to Detection, Recognition and Tracking Unrestricted

Importantly, the algorithm must first find a face to follow the hybrid algo-
rithm. We should also mention that this algorithm was tested on the service
robot ”Donaxi@HOME”.

2.1 Face Detection

Face detection is the first stage of an automated face recognition system, since
a face has to be located before it is recognized. In this case, we use the object
detector of OpenCV. This object detector has been initially proposed by Paul
Viola and improved by Rainer Lienhart. First, a classifier are trained with a
few hundreds of sample views of a particular object (in this case a face), called
positive examples, that is scaled to the same size (say, 20×20), and negative
examples - arbitrary images of the same size.

After a classifier is trained, it can be applied to a region of interest (of the
same size as used during the training) in an input image. The classifier outputs
a "1" if the region is likely to show the object (face) and "0" otherwise. To
search for the object in the whole image one can move the search window
across the image and check every location using the classifier. The classifier
is designed so that it can be easily "resized" in order to be able to find the
objects of interest at different sizes, which is more efficient than resizing the
image itself. So, to find an object of an unknown size in the image the scan
procedure should be done several times at different scales.



86 H. Vargas et al.

2.2 Face Location

Once a face is detected within the image, the center coordinates of the face to
know are stored so the system can map the exact location of the face within
the image when the face changes its position; the new coordinates are also
stores in order to know the person trajectory.

With the obtained data is generated a line graph as this type of graphic is
used to compare values over time.

After we are going to analyze the behavior of the graph and discard those
values that are far away from others to ensure that the plotted points show
the path that the person made.

To find the direction and extent to which the person moved draw a line
from the point where the face was detected for the first time to the last point
where the face was detected. The information that we obtain after to detect
a face is used in the Kalman filter configuration to face tracking.

2.3 Kalman Filter

In order to keep the person even when the face isn’t fully in front of the
camera we use the Kalman filter. Kalman filter estimates the state variables
of a process with feedback. Calculate the process state at some point and then
get information (fed back) of the measure.

If you want to apply the Kalman filter to face tracking, you must provide
a characteristic representative thereof, to be taken as the observation of the
object. In this case an image is stored each time a face is detected or a picture
of where the face was detected last. To calculate this point we will call the
center of mass and determines the position of the stored image is necessary
to perform a series of operations on the image.

To identify movement of the face within the image is necessary to apply
motion detection techniques. This way we continue to face that hovers over
the image.

The study of movement of the face within the image is essential to introduce
the time variable. A sequence of images is given by the function f(x, y, t),
where x, y are the coordinates of the center of the head at a particular time
instant, t. Therefore the value of f(x, y, t) represents the intensity of pixel
(x, y) within the image t.

In face tracking measures are necessary observation corresponds with the
position of center of mass of the face. In this case it is used to determine
the position based on projections which use the center of mass, which, as
mentioned above is obtained from the center point of the head. Previously
eliminates potential noise given only to those parts of the image over a fixed
number of pixels above the threshold. In this way we make sure not to consider
some isolated pixel face.
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2.4 Probabilistic Decision Trees

Decision trees [4] are a widely known formalism for expressing classification
knowledge. The traditional approach to constructing a decision tree from a
training set of cases described in terms of a collection of attributes is based on
successive refinement. In a general context, the decision trees are particularly
useful when one or more decisions in sequence should be taken and they are
affected by one or more uncertain events to which they are assigned a certain
probability weighting which directly affect the value (usually expressed in
earnings) for final decision.

In the context of this work, we take the principles of decision trees for use
in face recognition, using as a key decision if the face is known or not, and
as uncertain events similarities and differences in the detected face real time,
against the face stored in the database of known persons. Similarity values and
differences were obtained using phase correlation algorithms and comparing
histograms.

In order to achieve this aim with better efficiency, face division by subsec-
tions was used, based on the aesthetic theories [5] where each subsection is
analyzed in an independent way with the similarity and difference algorithms.

Each one of these subsections received a probabilistic weight based on how
characteristic for the face recognition is, for finally integrate them in a prob-
abilistic decision tree.

2.5 Phase Correlation

It is a method for determinate the displacement of one picture respect to
other similar [7]. However phase correlation utilizes a direct way comparison,
results are too ambiguous because itŠs required that the compared face images

Fig. 2 Decision tree and Face division in 9 characteristic subsections
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accomplish the same characteristics when it is used in a direct way. When
this technique is combined with the face subdivisions technique, efficiency is
incremented and results are more trustable for faces equality comparison.

2.6 Histogram Comparison

An image histogram [8] is a graphical representation of the intensity distribu-
tion of an image that quantifies the number of pixels for each intensity value
considered. For the face recognition purpose we use the histogram equaliza-
tion like a way to improve the contrast in an image in order to stretch out the
intensity range.

With this first treatment, an image with a more generic tonality was
achieved in order to make the recognition process based on the accumula-
tive distribution equation.

H ′̂(i) =
∑

0≤j≤i
H(J)

The second histogram utilization is a comparison with the saved histograms
of known subsections faces in order to be utilized as concept of comparison in
the decision tree algorithm for face recognition. To compare two histograms
(H1 and H2), first we have to choose a metric (d(H1, H2)) to express how
well both histograms match.

For the algorithm, correlation and intersection histograms comparison met-
rics [8] are utilized.

Fig. 3 Histogram equalization

3 Hybrid Algorithm

3.1 Tracking Face

The hybrid algorithm to track a person works as follows:

1. Detection and face cutting: At the beginning of the process, the system
detects the person’s face using the Haar classifier, once is defined a face is
there; it is cut out from the picture and becomes the new interest region.
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2. The mass center of the interest region is obtained and stored in a database
which will store all coming up mass centers.

3. The stored mass centers are plotted and the Kalman filter is applied to
them in order to exclude those items which are far apart.

4. Estimate the position where the person is located.

Fig. 4 Face tracking hybrid algorithm

The hybrid algorithm for face recognition works in three main phases:

1. Detection and cut face: In this first stage, we detect the face of the person
using the Haar classifier, once defined that there is a face, this is cut out
of the picture.

2. Division of the face: Having defined the image available of the face, this
is divided into 9 regions of space.

3. Calculation of similarity: Finally for the algorithm, correlation and in-
tersection histograms comparison metrics [8] are Utilized For Each one
of 9 Subsections. Both operations are performed with the detected face
and the familiar faces and previously stored. The results of these opera-
tions are introduced to the decision tree, by which you get a percentage
of similarity of the detected face against a familiar face before.

If the percentage of similarity exceeds a minimum value assigned to the face
is considered as known, otherwise, the face belongs to a person not known to
the algorithm.
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Fig. 5 Face recognition hybrid algorithm

4 Results

4.1 Tracking Face

For the implementation of the experiment, we were the participation at least
one person to track. When starting up, the person must be placed in front of
the camera to detect possible face forward. Once the face is detected locked
up his face in a circle and paint the center point of the face and the journey
that makes the person as it moves.

Finally, the line graph which would indicate the direction and magnitude at
which the person moves. To verify if the plotted course was right, it was proof
that a person stands in front of the camera waiting for her face is detected
and so get moving. If the program traces the route that matches the person
that I do, it is considered that the test was successful.

4.2 Face Recognition

This face recognition algorithm was planned to solve the problem of vision
test posed "Who is who" for the RoboCup 2012, so for testing and obtaining
the same results were a series of tests emulating this specific activity. The
evidence that was submitted to the algorithm were to teach four previously
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Fig. 6 Face Tracking and Kalman filter application. The first image on the left is
seen to have many disturbances generated by the same variation in the identifica-
tion of the face, in the second image on the right is applied Kalman and observed
substantially improving the correction of the estimated center position of the head

Table 1 Obtained results for face recognition

Face Recognition Tests
Quantity Average (%)

Action decisions 205 100
Correct decisions 178 86.83
Uncorrect decisions 27 13.17

(acquaintances) and then start the recognition phase where different people
(both known and unknown) were located in front of the camera and then
proceeded to run your algorithm procedure to determine whether they were
known or unknown to him.

In tests, the system has been exposed to a total of 205 choices of action
(situation where you have to decide if a face is known to him or not) of which
were obtained the following results:

These tests were performed by taking a static camera images, and showed
positive results with a high percentage of correct recognition, as well as effi-
cient processing speed.

5 Conclusions

The algorithm was tested in the service robot "Donaxi @ HOME", which
participates in the RoboCup since 2009.

The model for face tracking and recognition is proposed in this paper seeks
to exploit the ability to use the comparison of characteristics to define whether
a face is known or not, based on a current face and the features of a face
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Fig. 7 Face recognition real time application

stored above so we can determine if the face that is always the same. This
was determined by face recognition at the beginning and end of follow up.

The combination of different techniques shown here (Haar classifier, face
split into subregions, phase correlation, comparison of histograms, decision
trees and Kalman filter) have unique capabilities and advantages that may de-
velop in part a recognition and tracking faces, but in combination (to generate
the proposed hybrid algorithm) can get a better focus and greater efficiency
when performing this task.

The results have shown that one can obtain a high efficiency rate with this
algorithm, although the results should be viewed with caution because this
algorithm has not yet passed the phase of high-level tests (test the algorithm
bases data and robust free faces that are available on the web) so what is the
next phase of its growth.

Acknowledgement. We want to thank to the Mexican Robotics Federation (FMR)
and Robotics and Mechatronics Network of Mexico for the support provided to carry
out this work. Also at the National Council of Science and Technology (CONACYT)
of Mexico for push forward technological development in the area of service robotics
in Mexico.



References 93

References

1. Baek, K., Kim, B., Park, S., Han, Y., Hahn, H.: Multiple Face Tracking Using
Kalman Estimator Based Color SSD Algorithm. In: Zhang, S., Jarvis, R.A.
(eds.) AI 2005. LNCS (LNAI), vol. 3809, pp. 1229–1232. Springer, Heidelberg
(2005)

2. Phillips, P.J., Wechsler, H., Huang, J., Rauss, P.: The FERET Database and
Evaluation Procedure for Face-Recognition Algorithms. Image and Vision Com-
puting 16, 295–306 (1998)

3. Computer Vision Research Progress, http://books.google.com.mx/
books?id=g9bP-7oBulUC&dq=%22Some+researchers+proposed+different+
control+and+noise+models%22&hl=es&source=gbs_navlinks_s

4. Kodratoff, Y., Michalski, R.S.: Machine learning: an artificial intelligence ap-
proach, 1st edn., vol. III, pp. 140–146. Morgan Kaufmann (August 1990) ISBN-
10: 1558601198

5. Maturana, D., Mery, D., Soto, A.: Face Recognition with Decision Tree-based
Local Binary Patterns. Department of Computer Science. Ponticia Universidad
Católica de Chile, Chile (2010)

6. Cedeño, J.C.: La cara, sus proporciones estéticas. Clinica Central Cira García,
La Habana, Cuba

7. Reddy, B.S., Chatterji, B.N.: An FFT-based technique for translation, rotation,
and scale-invariant image registration. IEEE Transactions on Image Process-
ing 5(8), 1266–1271 (1996)

8. OpenCV dev-team, OpenCV v2.3 documentation - Histogram Equalization -
Histogram Calculation - Histogram Comparison (August 2011)

9. Quezada, C.V.: Reconocimiento de Rostros Utilizando Análisis de Componentes
Principales: Limitaciones del Algoritmo, Universidad Iberoamericana (2005),
http://www.bib.uia.mx/tesis/pdf/014620/014620_00.pdf

10. Maturana, D., Mery, D., Soto, Á.: Face Recognition with Decision Tree-Based
Local Binary Patterns. In: Kimmel, R., Klette, R., Sugimoto, A. (eds.) ACCV
2010, Part IV. LNCS, vol. 6495, pp. 618–629. Springer, Heidelberg (2011)

http://books.google.com.mx/books?id=g9bP-7oBulUC\&dq=%22Some+researchers+proposed+different+control+and+noise+models%22\&hl=es\&source=gbs_navlinks_s
http://books.google.com.mx/books?id=g9bP-7oBulUC\&dq=%22Some+researchers+proposed+different+control+and+noise+models%22\&hl=es\&source=gbs_navlinks_s
http://books.google.com.mx/books?id=g9bP-7oBulUC\&dq=%22Some+researchers+proposed+different+control+and+noise+models%22\&hl=es\&source=gbs_navlinks_s
http://www.bib.uia.mx/tesis/pdf/014620/014620_00.pdf


No-Reference Image Quality Assessment for Iris
Biometrics

Valery Starovoitov, Agnieszka Kitlas Golińska,
Anna Predko-Maliszewska, and Maciej Goliński

Department of Medical Informatics, Institute of Computer Science,
University of Białystok, Sosnowa 64, 15-887 Białystok, Poland
valerystar@mail.ru, {akitlas,mgolinski}@ii.uwb.edu.pl, aniapredko@o2.pl

Summary. No-reference image quality assessment (NRIQA) methods estimate im-
age quality degradations without any information about the Şperfect-qualityŤ ref-
erence image. In this paper, we propose an NRIQA algorithm based on the idea of
comparison two blurred variants of the original image to be estimated.

1 Introduction

In recent years, there has been an increasing need of accurate and easy-to-
use image quality assessment (IQA) algorithms in a variety of applications,
including image compression, printing, display, restoration, segmentation, and
so on [1]. Most existing IQA methods require full access to an original reference
image that is assumed to have perfect quality. Without the reference image,
the IQA task becomes very difficult, and almost all existing no-reference IQA
measure were designed to detect a certain type of distortion such as blocking
and blurring in JPEG [2], blurring [3] and wavelet quantization in JPEG2000
[4]. In practice, these no-reference methods are useful only when the types of
distortions between the reference and distorted images are known.

For example, in iris biometrics the scanning process is not very comfortable
for user and it would be convenient to do this as fast as possible. This means
that an algorithm has to discard blurred iris images in real time. Moreover,
we do not have a reference iris image. Thus the appropriate image quality
measure must be no-reference, simple and should yield similar results to visual
perception of image quality.

Our no-reference image quality measure assumes that the degradation of
image quality is caused only by an object being outside of depth of field of
the optical registration system. Due to technical limitations, depth of field is
often too small to ensure that no part of an image is out-of-focus.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 95–100.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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To evaluate the image quality we convolve it with two low pass filters of
different sizes. If the image is sharp enough then the difference between filtered
outputs will be high. We present an algorithm of a simple no-reference measure
for blur evaluation and compare it with some other no- and full-reference
measures published in the literature.

2 Review of Selected IQA Measures

2.1 The Daugman’s Quality Measure (DA Measure)

Daugman observed that one can assess the quality of the image by analyzing
high frequencies of 2-D Fourier transform [5]. In practice however, due to the
need to reduce computational complexity, he proposed to use 8×8 convolution
matrix. Final value of DA measure is a normalized sum of squares of the
convoluted image.

2.2 The Wei’s Measure

Wei et al. [6] introduced an algorithm which is a modification of Daugman’s
measure. 8 × 8 convolution matrix was replaced by 5 × 5 convolution matrix
reducing computational complexity even further.

2.3 The Perceptual Blur Metric

Perceptual blur metric is a measure proposed by F. Crete et al. in 2007 [7].
First the image is blurred by a horizontal and a vertical strong low-pass filter.
Then we need to compute absolute difference images in both vertical and
horizontal directions of original and blurred images. It allows us to study the
variation of the neighboring pixels in the original image and we compare it
to the variation after blurring. Next step is to compute the sum of absolute
difference images and normalize the results to obtain final blur metric value.

2.4 The Wan’s Measure

Wan et al. [8] proposed an effective method based on ”Laplacian of Gaussian
operator” for iris image assessment. First one applies Gaussian blur in order
to get rid of noise. Subsequently one uses a Laplace operator (second order
difference operator) in order to detect edges in the image.

2.5 The SSIM Quality Measure

SSIM quality measure is a full-reference measure and it is combine from
three components: luminance comparison, contrast comparison and structure
comparison [9]:
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SSIM(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ (1)

where l is a function which depends on means of images x and y, c depends on
standard deviations of x and y and s depends on cross-correlation of images
x and y normalized by removing mean and dividing by standard deviation.
α, β, γ > 0 are parameters used to adjust the relative importance between
three components.

3 The Proposed Measure

We propose our algorithm for image quality assessment, which is designed to
detect blur. First we define mask sizes (for filters k1 i k2). Then we create a
blurred image B1 by convolution with box filter k1× k1 and a blurred image
B2 by convolution with box filter k2 × k2. We obtain a measure of blur C as
a sum of squares of difference between blurred images B1 and B2 divided by
width and height of the image:

C =
∑
(i,j)

(B1(i, j) −B2(i, j))2

M ·N (2)

where M and N are respectively width and height of the image.
If C > t the test image is considered to be of a low quality (blurred), where t

is a chosen threshold. In our examples below we have used parameters k1 = 9,
k2 = 21, t = 6.

4 Experiments

We have chosen two sets of iris images (6 images in each set). First two
images in each set are natural images of iris, the rest images are artificially
blurred (Gaussian blur, average blur and motion blur). We sorted images in
accordance to image quality. Image 1 is the most sharp, image 6 is the most
blurred. In Fig. 1 we presented example of two images from our study: the most
sharp image 1 and the most blurred image 6. Size of images was 1000 × 668
pixels, 8-bit greyscale. Images used in our study were obtained from the optical
system for iris enrollment, which was designed by KBTEM-OMO (Republican
Unitary Scientific and Production Enterprise, Minsk, Belarus).

In Fig. 2, Fig. 3, Fig. 4 we present results of our investigation for the first set
of images. We applied DA measure, Wei’s measure, perceptual blur metric,
Wan’s measure, SSIM quality measure and our proposed measure (all with
Gaussian blur, average blur and motion blur). We obtained similar results for
second set of images.

All applied methods distinguish between poor quality images and good
quality images, except Wan’s measure for Gaussian blurred images. The best
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Fig. 1 Examples of iris images: A) good quality image, B) image with blur

results were obtained from DA measure, perceptual blur metric, proposed
measure and full-reference SSIM quality measure. In cases of perceptual blur
metric, proposed measure and Wei’s measure we can chose threshold equal
to approximately 0.8. The DA measure is the most effective measure in our
investigating no-reference measures. Also our proposed measure gives similar
results for blurred images.

Fig. 2 Quality measures for the first set of images (average blur). Image 1 is the
most sharp, image 6 is the most blurred.
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Fig. 3 Quality measures for the first set of images (motion blur). Image 1 is the
most sharp, image 6 is the most blurred.

Fig. 4 Quality measures for the first set of images (Gaussian blur). Image 1 is the
most sharp, image 6 is the most blurred.

In case of Gaussian blur all methods, except DA measure and full-reference
SSIM quality measure, have difficulties in distinguishing between blurred
images.
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For the second set of images we obtained similar results for all three types
of artificial blurs.

We hope that results obtained from our proposed measure could be im-
proved by better choice of parameters.

5 Conclusion

Our work shows that proposed measure can be useful tools in the analysis
of iris images. Now we are in a process of testing our measure and choice of
parameters for a larger set of images to prove its value.
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Summary. In this paper a method for camera pose estimation from a sequence of
images is presented. The method assumes camera is calibrated (intrinsic parameters
are known) which allows to decrease a number of required pairs of corresponding
points compared to uncalibrated case. Our algorithm can be used as a first stage in
a structure from motion stereo reconstruction system.

1 Introduction

Motivation for development of the method described in this paper was our
prior research on human face reconstruction from a sequence of images from
a monocular camera (such as depicted on Fig. 1). Such sequence representing
an object moving or rotating in front of a fixed camera can be alternatively
thought of as a sequence of images of a static object taken by a moving
camera and such perspective is adopted in this paper. Classical multi-view
stereo reconstruction algorithms (as surveyed in [9]) assume fully calibrated
setup, where both intrinsic and extrinsic camera parameters are known for
each frame. Such algorithms cannot be used in our scenario where an object
moves or rotates freely in front of the camera. Even if camera intrinsic pa-
rameters are known and fixed during the entire sequence, camera extrinsic
parameters (rotation matrix and translation vector relating camera reference
frame with the world reference frame) are not known. So before a multi-view
stereo reconstruction algorithm can be used a prior step to estimate camera
pose (extrinsic parameters) for each image in the sequence is required.

Such methods usually work by finding a correspondence between feature
points on subsequent images and then recovering camera pose and scene struc-
ture using matched features. Human skin has relatively a homogeneous texture
and initial experiments showed that methods based on tracking feature points
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on subsequent images, such as Kanade-Lucas-Tomasi tracker were not per-
forming as expected. In this paper we describe an alternative approach based
on ideas used in modern structure from motion products such as Bundler [6]
or Microsoft PhotoSynth. These solutions work by finding geometric relation-
ship (encoded by fundamental matrix) between 2 images of the scene taken
from different viewpoints. This is usually done by running a robust parameter
estimation method (e.g. RANSAC) combined with 7-point or 8-point fun-
damental matrix estimation algorithm using putative pairs of corresponding
features from 2 images.

However, in contrast to aforementioned solutions, in our method we make
an assumption about fixed and known (from a prior calibration stage) cam-
era intrinsic parameters. When camera intrinsic parameters are known, less
pairs of corresponding points are required to recover 2-view scene geometry.
This should significantly decrease number of iterations needed by RANSAC
to estimate model parameters with a given confidence.

Unfortunately currently known algorithms for estimation of relative pose
between 2 calibrated cameras from 5 pairs of corresponding points are very
complex and implementations are not freely available. E.g. Nister 5-point
algorithm [4] requires SVD, partial Gauss-Jordan elimination with pivoting
of a system of of polynomial equations of the third degree and finally finding
roots of a 10th degree polynomial. Such complexity can potentially lead to
significant numerical errors and make such methods inapplicable in practice.

So aim of our work was twofold: first to design a solution for estimation
of extrinsic parameters for a sequence of images from a calibrated camera,
and second, to verify that C++ implementation of Nister 5-point algorithm
is numerically stable.

Fig. 1 Examplary images from an input sequence (every 8th image of 120 frames
input sequence). Head is initially positioned in front of the camera (1) and rotates
right app. 45◦(2), back to the frontal pose (3) and downward app. 20◦ (4).
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2 Pose Estimation Method Details

An input to our pose estimation method is a sequence of images from a cali-
brated, monocular camera, such as depicted on Fig. 1. The the following steps
are done:

1. Initial processing: object segmentation from the background and geomet-
ric distortions removal. Further processing is done on undistorted and
segmented images.

2. Detection of SIFT features on all images in the sequence.
3. Estimation of the relative pose between 2 initial images in the sequence:

a) Finding pairs of putative matches between SIFT features on both
images.

b) Computation of essential matrix E12 relating two images using
RANSAC [1] with Nister [4] solution to 5-point relative pose prob-
lem. The relative pose (translation vector T2 and rotation matrix R2)
is recovered from E12 as described in [4].

c) Construction of an initial 3D model (as a sparse set of 3D points) by
metric triangulation of pairs of consistent features (reprojection error
and distance between feature descriptors are below thresholds) from
two images.

d) 3D points and camera pose refinement using bundle adjustment
method [8] to minimize reprojection error.

4. Iterative estimation of an absolute pose of each subsequent image In with
respect to 3D model built so far:
a) Finding putative matches between features on the image In and 3D

points already in the model.
b) Computation of an absolute pose (translation vector Tk and rotation

matrix Rk) of the image Ik with respect to the 3D model. This is
done using RANSAC [1] with Finsterwalder 3-point perspective pose
estimation algorithm [3].

c) Guided matching of features from currently processed image Ik and
images processed in the previous steps. New 3D points are generated
and added to 3D model (and support of existing 3D points is extended)
by metric triangulation of matching features.

d) 3D points and camera pose refinement using bundle adjustment
method [8] to minimize reprojection error.

Final results are depicted on Fig. 6, where green dots represent recovered
camera poses for each image from an input sequence from Fig. 1.

Additional details on each algorithm step:

Step 2

SIFT features [5] are a common choice in modern structure from motion so-
lutions. This is dictated by their invariance to scaling, rotation and, to some
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extent, lighting variance and small affine image transformations. These prop-
erties are important when finding corresponding features on images taken
from different viewpoints. At this step SIFT features are found and feature
descriptors (represented as vectors from R

128) are computed for each image
in the sequence.

Step 3a

For each keypoint from the first image the closest (in the feature descriptor
space) keypoint from the second image is found. Only pairs fulfilling nearest
neighbour ratio criterion (that is ratio of a distance to the corresponding
keypoint to the distance to the second-closest keypoint on the other image is
below given threshold Θ = 1.25) are kept as putative matches. See Fig. 2a.

Step 3b

RANSAC [1] robust parameter estimation is used with our implementation of
Nister 5-point algorithm [4] to estimate relative pose between 2 cameras from a
set of putative point correspondences. Results of this step are: essential matrix
E12 describing stereo geometry between 2 images from a calibrated camera,
rotation matrix R2 and translation vector T2 describing the relative pose of
the second image with respect to the first image, consensus set consisting of
pairs of matching features consistent with epipolar geometry (see Fig. 2b)

(a) (b)

Fig. 2 Pairs of matches between 2 images 2a putative matches 2b matches consistent
with epipolar geometry encoded by estimated essential matrix E

3 Experimental Results

Quantitative evaluation of accuracy of the presented method is difficult due to
lack of reliable ground truth data. In this paper we only present quantitative
examination, using a synthetic data, of one key component of our solution,
that is estimation of the relative pose of two calibrated cameras using our
implementation of Nister 5-point algorithm.
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Fig. 3 Test environment used to generate synthetic data

Configuration used to generate synthetic data for experiments was similar
to used in [4] and is depicted on Fig. 3. Random 3D points are generated
within an axis-aligned bounding box located in front of the camera. Camera
focal local length f = 1 and distance between front of the bounding box and
camera optical center dist = 4. Front of the bounding box subtends Θ = 45◦

of visual angle. Width of the bounding box is calculated from the formula:
width/2
dist = tanΘ/2 ⇒ width = 2dist tanΘ/2 and height is equal to width.

Height of the bounding box is equal to width. It’s assumed camera center C1

is at the origin of world reference frame. 3D points are rotated by angle α
around bounding box center B and the rotation axis is parallel to the world
coordinate frame y axis. Suppose 3D point X is rotated around a point B by
applying 3x3 rotation matrix R. The point coordinates in camera reference
frame after rotation are X ′ = R(X −B) +B = R(X − (B −R−1B)). This is
equivalent to moving a camera to the new position C2 by applying rotation
R and translating camera optical center by a vector T = B −R−1B.

Generated 3D points are then projected onto image planes of both cameras
and zero mean Gaussian noise is added to projection coordinates. In order
to convert noise from pixel units to focal length units we assume x-resolution
of a camera image plane is 1296 pixels (which corresponds to high resolution
cameras). So 2f tanΘ/2 = 1296 and 1 pixel corresponds to 1/648f tanΘ/2 of
focal length units.

The aim of the experiment was to study accuracy of camera rotation and
translation estimation based on noisy projection coordinates using our im-
plementation of Nister 5-point algorithm and compare it to much simpler 7-
point algorithm. In each experiment N = 10000 trials were performed. In each
trial camera rotation R̂ and translation T̂ were estimated from noisy projec-
tion coordinates and compared with ground truth rotation R and translation
T . Experiments were performed for 3 different configurations: almost-planar
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(depth to width ratio of the bounding box in which 3D points were generated
= 0.01), semi-planar (depth to width ratio = 0.1), general (depth to width
ratio = 1.0).

As metric reconstruction based on images from 2 calibrated cameras (only
intrinsic parameters are known) is possible only up to a scale factor we cannot
directly compare true translation vector T and estimated translation vector
T̂ . Only angular component of translation error, that is an angle between true
translation vector T and estimated translation vector T̂ , is calculated using
the formula:

Terr = cos−1

(
T̂i · T
|T̂i||T |

)

Rotation error Rerr is measured as the rotation angle needed to align ground
truth rotation matrix R and estimated matrix R̂.

Rerr = cos−1 Tr (ΔR) − 1
2

,

where ΔR = R−1R̂ is the rotation matrix that aligns estimated rotation R̂
with the true solution R and Tr(ΔR) is a trace of ΔR.

Experiment results are depicted on Fig. 4 and 5. Fig. 4 presents median,
first and third quartile of rotation matrix estimation errors Rerr for N = 1000
trials. It can be seen that for all tests scenarios: almost-planar (left column),

Fig. 4 Rotation matrix estimation error Rerr. Top row: 7-point algorithm, bottom
row: 5-point algorithm. Columns from left to right correspond to almost-planar,
semi-planar and general configurations.
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semi-planar (middle column) and general (right column) rotation error Rerr
median is lower for 5-point algorithm than for 7-point algorithm. Addition-
ally 5-point algorithm does not suffer from planar degeneracy, it performs
equally well in all 3 configurations (almost planar, semi planar and general).
Performance of 7-point algorithm deteriorates significantly when 3D point
configuration becomes more planar, which is in line with theoretical results.

Fig. 5 Translation vector estimation error Terr (angular component only). Top
row: 7-point algorithm, bottom row: 5-point algorithm. Columns from left to right
correspond to almost-planar, semi-planar and general configurations.

Results for translation error Terr are presented on Fig. 5. Again 5-point
algorithm outperforms 7-point algorithm in all 3 configurations. It can be
noted that 5-point algorithm translation error increases when 3D point con-
figuration becomes more planar but still is significantly lower than 5-point
algorithm error.

Experiments on real world data

Camera pose reconstruction results on a real world data was verified using
a number of input sequences containing images of a head rotating in front
of the camera. Camera pose estimation results on exemplary input sequence
depicted on Fig. 1 are shown on Fig. 6. Results are as expected: head is
initially placed in front of the camera and it corresponds to camera placed
at position 1, then as head rotates rightward camera moves along a circular
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trajectory up to position 2, then head rotates leftward, back to a frontal pose,
and camera moves backward along a circular trajectory to position 3, finally
head is rotates downward which corresponds to camera moving up to position
4. But due to lack of a reliable ground truth data it was not possible to
evaluate these results quantitatively.

Fig. 6 Estimated camera positions (green dots) and 3D points (red dots) recovered
from sequence depicted on Fig. 1. Head is initially positioned in front of the camera
(1) and rotates right app. 45◦(2), back to the frontal pose (3) and downward app.
20◦ (4).

4 Conclusions and Future Work

Making an assumption about camera calibration (known intrinsic parameters)
allows to find a relative pose between 2 cameras using only 5 pairs of corre-
sponding points instead of 7 pairs needed in uncalibrated setting. This can
make a difference when processing images of a low textured objects where a
number of reliable matches between features on 2 images is low. It was also
quantitatively verified using synthetic data that Nister solution to 5-point rel-
ative pose problem, despite its complexity, is numerically much more stable
than 7-point algorithm. Additionally performance of 5-point algorithm doesn’t
deteriorate when 3D points configuration becomes more planar.
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In the future it’s planned to use the presented method as a first stage in a
dense stereo reconstruction system. After camera pose is estimated for each
image in the sequence some multi-view stereo reconstruction method will be
used to generate a dense point cloud representing an object.
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Summary. The paper presents results on significance of entropy coding used in
contemporary hybrid video encoders. Experiments were done with reference to the
international video compression standard MPEG-4 AVC/H.264 and the state-of-the-
art Context-based Adaptive Binary Arithmetic Coding (CABAC) entropy encoder.
Research were done for two different coding scenarios. Experimental results revealed,
that application the adaptive entropy encoder within new generation video encoder
reduces the size of encoded bitstream 1.5 - 1.8 times, depending on research scenario.

1 Introduction

Numerous video compression techniques were worked out in order to efficiently
represent video data [1, 2, 3, 5]. Greatest popularity were gained by hybrid
coding schemes that found practical applications in many international and
commercial video compression standards [1, 2, 5]. In this technology, moving
pictures are represented in a compact form by the use of intra-frame predic-
tion, inter-frame prediction, transform coding and entropy coding of residual
data. Three first coding techniques are used to de-correlate video signal in
both the spatial and the time domains. Their significance and influence on
compression performance of video encoder were tested well and described in
the literature [1, 2, 3]. It is commonly said that the ’power’ of hybrid video
encoders just comes from prediction and transform coding mechanisms, and
entropy coding is only used to additionally reduce redundancy in resulted
residual data. Nevertheless, there are no proper experimental results in the
literature that would present real ’power’ of entropy coding in the framework
of contemporary hybrid video encoders.

This paper answers this question. The answer strongly depends on the type
of video encoder and the type of entropy coding used. Successive generations
of hybrid video encoders use different mechanisms of forming the residual data
and exploit entropy coding techniques of different coding efficiency [1, 2, 3].
An interesting issue is to explore the problem with reference to hybrid video
encoder of the new generation.
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This paper presents research results obtained in the context of the newest
international video compression standard MPEG-4 AVC/H.264 [3, 5] and the
state-of-the-art Context-based Adaptive Binary Arithmetic Coding (CABAC)
entropy encoder [4, 7]. Research were done according to two different coding
scenarios.

2 MPEG-4 AVC Video Encoder - Entropy Coding

MPEG-4 AVC/H.264 video coding standard has been well presented in the
literature, detailed descriptions of the codec can be found in [3, 5]. Therefore,
only short presentation of the standard is introduced here from the point of
view of entropy coding. In order to form residual data, MPEG-4 AVC encoder
exploits sophisticated techniques of intra- and inter-frame prediction of image
samples with numerous directional prediction modes (intra prediction) and
prediction of image blocks of variable size (inter prediction). In order to ad-
ditionally de-correlate resulted prediction error samples transform coding is
used with DCT-like transformation and transform coefficients quantization.
All these operations generate three data streams (quantized transform coef-
ficients, motion data and control data) that are finally encoded with entropy
encoder. In the MPEG-4 AVC standard two different entropy coding tech-
niques were defined. These are: less computationally complex but also less
efficient Context Adaptive Variable Length Coding (CAVLC) that is used
together with Exp-Golomb coding, and more computationally complex but
more efficient Context-based Adaptive Binary Arithmetic Coding (CABAC)
[4, 7]. Due to the fact that application of CABAC entropy encoder dominates
in high definition multimedia systems it will be the scope of further interest
in the paper. Figure 1 presents block diagram of CABAC encoder.

Fig. 1 Block diagram of CABAC entropy encoder
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CABAC reduces redundancy of residual data by the use of well known in
data compression arithmetic coding. Arithmetic encoder encodes input sym-
bols with respect to the probability of their occurrence in data stream. The
way of data statistics estimation strongly influences compression performance
of the whole entropy encoder. Therefore, in order to track statistics of residual
data efficiently, CABAC uses advanced mechanism of data probability estima-
tion. First of all, CABAC uses the core of binary arithmetic encoder (instead of
m-ary arithmetic encoder core) in order to speed-up computations and limit
the problem of context dilution that decreases efficiency of entropy coding.
Therefore all non-binary valued data are converted into string of binary sym-
bols in the binarizer block. The size of this string strongly affects compression
performance as well as computational complexity of entropy encoder. From
that reason, CABAC uses several different binarization schemes that capture
features of encoded data, in order to keep the size of binary symbols string
as short as possible. Secondly, statistics of symbols in the binarized word are
estimated by the use the total number of 460 statistical models. Statistical
models were grouped into sub-sets and individual sub-set was assigned to in-
dividual syntax elements defined in MPEG-4 AVC. This makes the first level
of algorithm adaptation to the current signal statistics. In the second level of
algorithm adaptation, the proper statistical model from the sub-set is chosen
based on context of encoded data - it means values of a given data symbol in
neighboring image blocks.

Such an efficient approach is used for majority types of data encoded in
MPEG-4 AVC when using CABAC. For only small sub-set of data symbols
that are characterized with uniform probability distribution less computation-
ally complex bypass coding path is used with no data probability estimation.

3 Research Problem

Many experimental results revealed that CABAC algorithm outperforms other
standardized entropy coding techniques used in hybrid video encoders [4]. The
question is in what extent application of efficient CABAC algorithm reduces
the size of data in video encoder. In order to answer this question experiments
were done for two different coding scenarios performed in the framework of
MPEG-4 AVC video encoder.

4 Methodology of Experiments

Solution of the problem that was stated above depends on assumed method-
ology of experiments and type of video encoder used for tests. Therefore,
research scenario adopted by author is presented in details here. In order to
explore the problem within contemporary hybrid video encoder, experiments
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were done in the framework of new MPEG-4 AVC video compression stan-
dard and the state-of-the-art CABAC entropy encoder used in MPEG-4 AVC.
Reference software JM 18.2 of MPEG-4 AVC video codec (encoder and de-
coder) was used for research [6]. The software was modified by author to be
able to work not only with CABAC entropy encoder (original coding path,
no software changes) but also without entropy coding stage (modified coding
path, omitting CABAC entropy coding). In general, in original coding path
residual data is encoded with variable number of bits using CABAC entropy
coding that exploits statistics of coded data. In the modified coding path it is
assumed that residual data is encoded with no respect to data statistics using
fixed number of bits, so it means encoding data without entropy coding. The
number of bits in a fixed-length word must allow to represent total dynamic
range of residual data that is a result of prediction- and transform-based cod-
ing in the video encoder. In this work, the dynamic range of data is calculated
for each frame independently based on results of video encoding for each video
frame. Based on this information, necessary number of bits in a fixed-length
word is calculated for each video frame for individual syntax elements encoded
in MPEG-4 AVC. Due to the fact, that motion data and quantized transform
coefficients make majority part of encoded bitstream in MPEG-4 AVC, the
dynamic range calculation operations are performed for these data types only.
Other syntax elements (that make only fractional part of encoded bitstream)
are encoded in unmodified manner (as in original MPEG-4 AVC encoder).
Nevertheless, such a simplification does not influence experimental results.

In hybrid video encoder, after the quantization some of the transform coef-
ficients have zero values. These transform coefficients are efficiently encoded
in original MPEG-4 AVC encoder by marking the position of non-zero val-
ued transform coefficients in a transform block. In a modified MPEG-4 AVC
encoder (that works with no entropy coding) two methods of coding the
quantized transform coefficients were implemented. In the first method, all
transform coefficients (both the zero and non-zero valued) are encoded using
pre-calculated fixed number of bits. In the second method, only non-zero val-
ued transform coefficients are encoded using pre-calculated fixed number of
bits and zero valued coefficients are encoded in an efficient manner, like in
original MPEG-4 AVC encoder.

All experiments were done with three versions of the software: 1) origi-
nal MPEG-4 AVC with CABAC, 2) modified MPEG-4 AVC with no entropy
encoder and the first (less efficient) method of coding the transform coeffi-
cients, 3) modified MPEG-4 AVC with no entropy encoder and the second
(more efficient) method of coding the transform coefficients. Coding efficiency
of modified MPEG-4 AVC encoders was explored and compared against effi-
ciency of the original MPEG-4 AVC video encoder. Experiments were done
using the following scenario:
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• Four Full HD test video sequences were used: BQTerrace, Cactus, Ki-
mono1, ParkScene (spatial resolution: 1920x1080, temporal resolution: 24,
50, 60 Hz);

• IBBPBBP ... group of pictures (GOP) structure was used;
• Experiments were done for different quantization parameter (QP) values:

QP=22, 27, 32, 37. This parameter is responsible for the quality of decoded
video, assumed range corresponds to quality of reconstructed video frames
from excellent to poor.

• In order to have the same control decisions (the same coding modes chosen
for individual image blocks) in both the original and the modified encoders,
rate-distortion optimization mechanism was switched off.

5 Experimental Results

Experimental results showed significantly better performance of original
MPEG-4 AVC with CABAC, relative to modified video encoders. Results for
two versions of modified MPEG-4 AVC encoders were presented in Figure 2
and Figure 3 respectively.

Fig. 2 Increase of the bitstream size generated by modified MPEG-4 AVC (with first
less efficient method of transform coefficients coding) relative to size of bitstream
generated by original MPEG-4 AVC
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Fig. 3 Increase of the bitstream size generated by modified MPEG-4 AVC (with
second more efficient method of transform coefficients coding) relative to size of
bitstream generated by original MPEG-4 AVC

Figure 3 presents results for the version of modified MPEG-4 AVC encoder
with less efficient method of transform coefficients coding (both the zero and
non-zero valued coefficients are encoded using fixed-length coding). Due to
direct encoding of zero valued coefficients using fixed-length words the differ-
ence in compression performance is really huge relative to original MPEG-4
AVC with CABAC (even 7-times increase of bitstream size). Mechanism of
efficient encoding the zero-valued coefficients is actual not a part of entropy
encoder. Therefore, Figure 3 additionally presents results for the version of
modified MPEG-4 AVC with more efficient method of transform coefficients
coding (only non-zero coefficients are encoded using fixed-length coding, zero
coefficients are encoded efficiently like in original MPEG-4 AVC). The re-
sults shows that application the CABAC in MPEG-4 AVC reduces the size of
bitstream by a factor of 1.5 - 1.8.

The gap in compression performance between original and modified video
encoders strongly depends on value of quantization parameter QP. Higher
QP value leads to smaller dynamic range of resulted quantized transform
coefficients that can be encoded using smaller number of bits in a fixed-length
word in modified MPEG-4 AVC. Opposite situation takes place for smaller
values of QP. Therefore, the differences in bitstream sizes between original
and modified encoders is smaller for higher QPs and higher for smaller QPs.

Different results were obtained for different test video sequences. Test se-
quences are characterized by different complexity of textures - dynamic range
of residual data is different that affects the performance of both the CABAC
encoder and the fixed-length coding.
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6 Conclusions

Results on significance of adaptive entropy coding in hybrid video compression
were presented in the paper. Results revealed that adaptive entropy coding
techniques are of great importance and significantly reduces the size of data
in contemporary hybrid video encoders. It was experimentally proved that the
state-of-the-art CABAC entropy encoder reduces the size of data by a factor
of 1.5 - 1.8 when activated in the framework of MPEG-4 AVC.

From the compression performance point of view, it is clear that the two
parts of video encoder: residual data forming part and entropy coding part
should not be analyzed independently. These two parts of encoder works ef-
ficiently only when using together. Entropy coding works efficiently for de-
correlated data only and data de-correlation makes sense only when realizing
in combination with entropy coding stage. It means that the ’power’ of video
encoder is a result of conjugation the residual data forming techniques and
entropy coding methods.
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Summary. We discuss and compare several objective measures used for image fusion
algorithm performance evaluation. Subjective assessments are given as well. Many of
the considered evaluation methods originate from prior literature, we also introduce
measure based on Jensen-Shannon divergence and a simple gradient-based measure,
particularly well fitted for the real time fusion evaluation issue. Along with several well
known fusion methods we put under tests recently developed, promising algorithm
based on the fast and adaptive bidimensional empirical mode decomposition.

1 Introduction

Image fusion consists of merging two or multiple images so that the valuable
information from each of the inputs is represented in the output. Typical image
fusion problem may involve input images of the same scene acquired by dif-
ferent sensors (multimodal image fusion, e.g., in medical diagnostic problems)
or camera images obtained for several different depths of field (multifocus
image fusion). This paper is illustrated with multisensor image fusion results
with inputs originating from infrared (IR) and visual (VIS) cameras. The data
were acquired for the project aimed at the development of the real-time video
fusion environment monitoring system [1, 2].

For some applications subjective evaluation of fusion quality performed by
human personnel is satisfactory. However, there is an obvious demand for ob-
jective measures of algorithm performance whenever comparability and repro-
ducibility of assessments is needed or large amount of data demand automatic
evaluation. The latter is the case, e.g., with the real-time video fusion, where
fast and efficient automatic fusion algorithm performance evaluation is desir-
able for quality maintenance reasons. Development of the evaluation method
adequate for such an application is within the scope of this paper.
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springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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Defining an useful, objective and universal measure for image fusion al-
gorithms performance evaluation is a challenging task. Main reason for such
a situation is because it is most often ambiguous, which form should the per-
fect fusion result take. Typical measures of image quality, e.g., mean square
error (MSE) or image quality index Q to quantify the structural distortion
between two images [3] involve comparison with a reference image. In image
denoising, for instance, algorithm performance could be measured for syn-
thetic data by comparing algorithm results with the original, unspoiled image
as the reference, representing the desired result of the perfect denoising. A sin-
gle case in which similar approach to testing fusion results could be applied
is when inputs consist of sharp images blurred selectively and the unblurred
image serves as the refference. This simulates the multifocus fusion problem
and such tests were reported in [4]. However, we confine to the multisensor
IR-VIS fusion issue and no perfect reference approach, consequently.

2 Fusion Algorithms

Dozens of algorithms were proposed for image fusion purposes. Many of the
popular methods involve certain decomposition of the input images on discrete
set of scales and subsequent synthesis of the corresponding decomposition
elements, but fusion algorithms variety is not limited to such an approach
[5]. The experimental part of this paper is illustrated with fusion results and
performance evaluations of several common algorithms:

• simple mean value of two input images (MEAN),
• discrete wavelet transform, in this case based on the DBSS(2,2) wavelet

(DWT),
• shift invariant wavelet transform [6], in this case based on Haar wavelet

(SIDWT),
• Laplacian pyramid (LAPL),
• morphological pyramid fusion (MORPH),
• principal component analysis based fusion (PCA).

Into our considerations we also include recently developed [7, 8] fusion algo-
rithm based on the fast and adaptive bidimensional empirical mode decompo-
sition [9] (FABEMD, here denoted as FAB), for which quantitative evaluation
of results quality was not yet reported. The method is particularly interesting
in the context of the real-time fusion, as it combines advantages of fusion based
on empirical mode decomposition approach [10] with significantly improved
time performance.

3 Evaluation Methods

In the absence of a reference image representing the desired fusion result,
fusion quality measures typically aim to estimate the fraction of meaning-
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ful input information retained in the resulting image. Different definitions of
information and its importance lead to various quality measures, possessing
significantly different properties. To enlist all reported measures is beyond the
scope of this paper, but we aim at presenting a representative survey of the
most acknowledged methods. Image fusion performance evaluation algorithms
can be roughly divided into groups shown in Fig. 1. Only measures that do
not demand a reference image are considered further.

Fig. 1 Image quality measures classification

3.1 Statistical Measures

Statistical measures treat images as random variables subjected to a certain
probability distributions, value in a given pixel being a single realization of
the corresponding random variable. Consequently, probability theory concepts
connected to the distance between random variables and probability distribu-
tions can be applied to the issue of images similarity evaluation.

Relation between the image and the corresponding random variable Xi, i ∈
{1, 2} is established as follows. Marginal probability distribution function
pi(xi) of a random variable Xi is approximated by the i-th image histogram
normalized by the number of pixels. Similarly, the joint probability distribu-
tion p12(x1, x2) can be calculated. With so-defined random variables Xi and
their estimated distributions pi(xi), probabilistic mutual information (MI),
defined in Eq. 1, is employed.

I(X1, X2) =
∑
x1,x2

p12(x1, x2) log
(
p12(x1, x2)
p1(x1)p2(x2)

)
(1)

The sum in Eq. 1 is taken over all discrete values of intensity represented
in the histograms. MI can be understood as a measure of random variables
X1 and X2 mutual dependance. MI-based measure of fusion performance MF

proposed in [11] is
MF = I(X1, F ) + I(X2, F ) (2)
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where F denotes the fused image variable of distribution pF . MI is related to
the Shannon entropy H(Xi) as

I(X1, X2) = H(X1) +H(X2) −H(X1, X2) (3)

where Shannon entropy of Xi is defined as

H(Xi) = −
∑
xi

pi(xi) log pi(xi) (4)

and the joint entropy of X1, X2 is

H(X1, X2) = −
∑
x1,x2

p12(x1, x2) log p12(x1, x2) (5)

Shannon entropy H itself may serve as a simple measure of amount of infor-
mation present in the image, indirectly indicating the fusion quality with no
information of source images. Different entropy definitions lead to alternative
mutual information prescriptions. For fusion quality assessment Tsallis en-
tropy [12] and Renyi entropy [13] were proposed. In particular Tsallis entropy
is defined as

Hα(Xi) = (1 − α)−1

(∑
xi

pi(xi)α − 1

)
(6)

with a parameter α. It can be understood as a generalization of the Shannon
entropy. In fact, using L’Hospital’s rule Eq. 4 is obtained from Eq. 6 for α→ 1.
Tsallis entropy leads to the following definition of the mutual information

Iα(X1, X2) =
1

1 − α

(
1 −

∑
x1,x2

p12(x1, x2)α

(p1(x1)p2(x2))α−1

)
(7)

and the fusion performance measure Mα
F defined similarly as in Eq. 2. MI for

the Renyi entropy differs from Eq. 7 only by a constant value of (1 − α)−1.
Both [12] and [13] report improved measure performance for α ≈ 2, therefore
we use α = 2 in the experiments.

A different probabilistic concept connected to the notion of objects sim-
ilarity is the Kullback-Leibler divergence, which measures pseudo-distance
between probability distributions.

DKL(p1||p2) = −
∑
xi

p1(xi) log
p1(xi)
p2(xi)

(8)

The Shannon MI (Eq. 1) itself may be viewed as a Kullback-Leibler divergence
of the distributions p12(x1, x2) and p1(x1)p2(x2). Based on DKL, so-called
Jensen-Shannon divergence can be defined:

DJS(p1||p2) = 0.5 [DKL (p1||m) +DKL (p2||m)] (9)
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for m = 0.5(p1 + p2). It possesses properties valuable for evaluation purposes,
such as symmetricity and being confined to a [0, 1] interval (both unlike DKL).
We propose a quality measure MJS

F based on DJS

MJS
F = 1 −DJS(p1||pF ) −DJS(p2||pF ) (10)

Statistical measures have solid basis in probability and information theory.
However, they show disturbing properties such as favoring simple averaging,
while in most cases it is clearly outperformed by any of the more sophisti-
cated methods. Trivial example is when certain object is visible only in one of
the inputs. Averaging reduces its visibility twice, while other algorithms are
capable of retaining the object unspoiled.

3.2 Gradient-Based Measures

Gradient-based measures assume that the perceptually important information
that should be transferred to the fused image is rather an edge information
than the overall statistical similarity. Therefore similarity of gradients is to be
considered. This assumption fits well with our knowledge of the human vision
mechanisms. The method based on calculations of similarity between gradi-
ents magnitudes and orientations was proposed in [14]. In this approach local
gradient mismatch indicators are weighted according to the local gradient
magnitude, so errors in the edge pixels have more influence on the proposed
measure QAB/F value than errors in the homogeneous regions. Exact value
of QAB/F depends on seven independent constant parameters. Industrial ap-
plication of QAB/F index was presented in [15].

We propose another gradient-based measure, simply weighted gradient
error WGE. Not only it does not involve any arbitrary parameters, it is
also much less computationally expensive than QAB/F . Denoting Eij =
Sj(F − Xi)Sj(Xi), where Xi are the input images and Sj is the Sobel op-
erator in j-th spatial direction, i, j ∈ {1, 2} we have

WGE =

⎛
⎝∑

i,j

E2
ij

⎞
⎠

1/2

4NMD
(11)

N,M are the numbers of image rows and columns and D = max(F )−min(F ).

3.3 Other Objective Measures

In [4] two measures based on Q image quality index were introduced. In this
approach Q index of similarity between Xi and F is first calculated locally
for each pixel of each input image. Then the local saliency of images is cal-
culated, assumed to be proportional to the local image variance. For each
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pixel(n,m), Qi(n,m) values for both inputs are averaged with the saliency-
based weights to obtain Q(n,m). Finally, QW index is obtained as a weighted
sum of Q(n,m), with weights once again based on local image saliency. Based
on QW , QE index was introduced as

QE = QW (X1, X2, F )1−αQW (X ′
1, X

′
2, F

′)α (12)

where ·′ denotes gradient magnitude image. For α = 0 it is simply equal
to QW , but QE allows to include gradient information and clearly becomes
a purely gradient-based method for parameter α equal to 1, which was used
in the experiments presented further.

3.4 Subjective Evaluation

Subjective evaluation is performed by a human tester. For these investigations,
fused images were shown in random order to a group of 15 testers, asked to
sort the set of results according to the subjectively perceived quality. Some of
the results were shown more than once (in different random order) to address
the question of reproducibility of the subjective evaluations.

4 Results

In Tab. 1 results of evaluations performed with described measures are given,
along with the time of calculation rankings for both fusion algorithms and
quality measures. The best result for every measure is bold-faced. Corre-
sponding input data and fused images are shown in Fig. 2. The chosen image
is a representative part of the larger data set on which quality measures and
fusion algorithms were tested.

Note that MEAN method is rated as the worst by both gradient-based
methods, QE and QW , while it is preferred by statistical measures.

Table 1 Evaluation results

H MF Mα
F MJS

F QAB/F WGE QW QE Subj.
(rank.)

Speed
(rank.)

MEAN 7.337 3.655 32.66 0.539 0.477 4.361 0.743 0.654 7 1
PCA 7.441 3.899 32.92 0.538 0.557 3.341 0.824 0.811 5 2
DWT 7.223 2.591 6.926 0.497 0.589 2.915 0.786 0.840 4 5
MORPH 7.093 2.499 7.030 0.423 0.589 3.201 0.794 0.792 6 7
LAPL 7.309 2.627 7.427 0.513 0.634 2.533 0.831 0.882 1 3
FAB 7.231 2.545 6.564 0.457 0.614 2.498 0.817 0.851 2 4
SIDWT 7.222 2.691 7.975 0.500 0.621 2.609 0.817 0.863 3 6
Speed
(rank.)

1 6 5 3 4 2 7 8 - -
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(a) TV input (b) IR input (c) MEAN fusion

(d) PCA fusion (e) DWT fusion (f) MORPH fusion

(g) LAPL fusion (h) FAB fusion (i) SIDWT fusion

Fig. 2 Exemplary fusion results

5 Conclusions

Gradient-based algorithms and QW measure correspond much better to the
subjective evaluations than presented statistical methods. WGE measure,
proposed here, can be calculated relatively fast in comparison with other
presented methods (cf. Tab. 1, last row), therefore it could possibly be well
suited for the automatic real-time video fusion quality control application.
FABEMD-based fusion algorithm was found to be one of the most effective,
altogether with the Laplacian pyramid and SIDWT. Interestingly, a large cor-
relation between subjective evaluation results was observed when the same
results were shown to the testers twice (in different random order). Testers
were often able to reproduce the same marks and not a single case of essen-
tially contradictious evaluations was observed. This shows that the subjective
evaluation is reproducible (for a given person, obviously) and therefore there
is a certain meaningfulness to this kind of measure.
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Summary. The CUDA software platform gives abilities of outstanding performance
for parallel computing using GPGPUs (General Purpose Graphics Processing Unit).
The external memory interface is the main bottleneck of GPGPU for memory in-
tense operations. There are a lot of reduction ways of this disadvantage for real–
time applications. The profiling of the algorithm and execution parameters fitting
are presented as a solution for the minimization of execution time. The fisheye to
perspective transform is optimized as the example of the nonlinear image warping
algorithm. The code optimization using search of the optimal kernel starting param-
eters is necessary. Such optimization gives better results for all cases due to limited
processing area and the execution time is about 12% smaller. The unconventional
method for CUDA of block–to–image assignment is emphasized.

1 Introduction

Image processing algorithms are computational power demanding for a lot of
applications. Image compression and pattern recognition are well recognized
areas, where high performance computational power is necessary. There are
a numerous processing architectures important for parallel processing of im-
ages. The SIMD (Single Instruction, Multiple Data) processors, multiple cores
architectures and GPGPU’s are available.

Real–time video processing using modern and fast CPUs is possible. Re-
duction of the computation time would be obtained by proper design of the
algorithm, also. Development of algorithms for specific software and hardware
platforms is the optimal solution. Dedicated architecture has own processing
limits usually, that should be considered for computation time reduction.

The optimization technique for GPGPU is shown in this paper, with atten-
tion to the memory access reduction. One of interesting algorithms is the im-
age rectification from fisheye distorted image [4, 10] to rectilinear projection.
Such algorithm is necessary in the real–time robot vision, video surveillance,
and panorama stitching [3].

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 127–134.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 Fisheye to Rectilinear Conversion Algorithms

Image warping algorithms are in a wide class of nonlinear image transforms,
related to the spatial component of image [9, 10]. They are applied to the
correction of image distortions, morphing, and special 2D effects [11]. There
are two techniques used for the warping: non–parametric and parametric [6].

Non–parametric technique uses dense 2D vector fields for the description
of desired pixels movements. This technique is memory consuming, due to
the vector field storage, but gives abilities of description of complex warping
operations. The vector field is also stored in memory, so additional fetching
is necessary. The vector field have own resolution and large memory area is
required (about image size).

Mathematic formulas are also applied for the description of typical distor-
tions. The parametric technique is considered in this paper and is controlled
by the limited set of parameters. The memory consumption is lowest, but the
computation time is extended.

Both techniques are used for the correction of image distortions, introduced
by fisheye lenses (Fig. 1).

Fig. 1 Original distorted image (left) and after correction (right)

Fisheye lenses give a very wide angle of view, with significant distortions.
Real lines are curves in the acquired image, for example. Fisheye lenses are
very important due to very large of deep–of–field, so continuous focus control
is not required.

Warping algorithm would be defined in two ways. First way is based on
the calculation of the pixel’s coordinate in the destination image using the
source pixel coordinates. The second way is opposite, based on the calcula-
tion of the pixel’s coordinate in the source image using the destination pixel
coordinates. [2].

Both ways are valuable and they have own advantages and disadvantages.
The first way is considered in this paper, but both of them would be derived
from the following formulas [1]:

Rf = 2f sin
(
θ

2

)
(1)
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Rp = f tan (θ) (2)

xp
yp

=
xf
yf

(3)

where:
f – focal length,
θ – angle of movement vector,
Rf – radial position of a pixel on the fisheye image from the center,
Rp – radial position of a pixel on the perspective image from the center,
(xp, yp) – destination pixel in the output image (corrected image),
(xf , yf) – source pixel in the input image (distorted image).

Pixel location in the source image is obtained after eliminating θ from
formulas. The radial position is the Euclidean distance between two locations,
particular pixel coordinate and the center of the image:

R∗ =
√

(x∗ − x∗C)2 + (y∗ − y∗C)2 (4)

Both methods are nonlinear spatial operations and influence overall perfor-
mance due to the memory accesses.

3 Optimization of the Memory Accesses – Algorithm
Level

This optimization technique is related to the algorithm [5] with attention to
the implementation details, depended on the particular software/hardware
platform, e.g. CUDA. Not all pixels in the destination image pixels should be
processed, what is shown as the black areas in the corrected image Fig. 1.
This straightforward technique would be applied by the introducing the mask
(Fig. 2) to the algorithm memory accesses.

The direct implementation of the mask is not feasible for CUDA platform.
Additional memory area is necessary due to the limited bandwidth of the

Fig. 2 Output image mask used for active area selection (white)
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memory interface. Another approach is applied – the Look–Up Table (LUT)
for the storage of top–left corner coordinates of the CUDA processing blocks.
Every corner position is stored as two values X and Y in LUT.

Fig. 3 Schematic of processing

The processing block corresponds to the appropriate destination image area
and blocks should not overlap (7). The LUT is filled before image process-
ing and simple optimization technique is applied for block to the mask M
assignments [5]:

E = min
i

(Bi) (5)

∑
i

Bi ⊃M (6)

Bj �⊃ Bi, i �= j (7)

where E is the error value that should be minimized to the zero. The filling of
LUT is not the subject of the GPGPU. The LUT is fixed for particular lens
and is filled by the e.g. Matlab and incorporated into GPGPU kernel code.
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The optimization algorithm starts from the left column of the mask. All
columns have fixed width. Every row in the column is marked, if there is one
or more of the input image related pixels in this row. The vertical position
of the first one available marked row, that is not assigned yet, is used as a
Y–value of the LUT. The X–value is calculated from the particular column
number. The next rows (marked or not) are also assigned to this block and
the number of them depends on the assumed height of the processing block.

An example assignment of blocks are shown in Fig. 4 for the description
of the algorithm. The first block ’A’ is assigned to top–left corner. Some part
of the block are not important for processing (top–right), but other parts are
necessary. The position of the block is stored in LUT. The next block ’B’
is located under previous block. There are some parts of image that should
be processed so position of this block is stored in LUT, and this process is
repeated in vertical direction. The next column of blocks should not start from
first row, because this area is not important. The first pixel that should be
processed is located in the top–left part of the block ’C’. Some part of block
’C’ is not important for computation. Again, a next block in vertical position
is considered ’D’. In the third column situation is repeated, and so on.

Fig. 4 Example of top–left corner with block markings

The example assignment is shown in Fig. 5 and corresponding LUT defines
the processing area.

There are two variables: the width and the height of block and optimal
values would be determined by the profiling only.

In this example the input image has 640x428 size and the output image
has 1280x664 size. The output image is magnified additionally, what is useful
option, because the output image has a nonlinear optical resolution.
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Fig. 5 Processed (white) and omitted (black) areas (height=16, width=1)

4 GPGPU Architecture

GPGPUs have great impact on parallel processing, and they are derived from
shader language processing units (GPUs). They are available in a wide range
of computation power devices. The parallel code for Nvidia CUDA engine [7, 8]
is developed and processed using SIMT (Single Instruction Multiple Thread)
model using C–language. Threads, that execute the kernel code are organized
as a grid, filled by the thread blocks. Multiple blocks are processed in parallel,
depending on the free resources of GPGPU. The global memory is used for
storage of output image and the texture memory is used for storage of input
image, in case of the image warping. Both of them are located in the exter-
nal GPGPU memory, what is significant disadvantage due to the bottleneck
(bandwidth and latency) of global memory. The texture memory is accessed
by the internal on–chip cache with the additional 2D interpolation unit what
is useful for the image processing algorithm like image warping.

5 Optimization of the Memory Accesses – Runtime
Profiling

Different block sizes should be used depending on the hardware properties
of particular GPGPU. The example results are related to the Nvidia’s G80
(GeForce 8800GTS) and are different for another cards. Using early profiling –
testing of the execution time for different configurations of blocks, the optimal
values are obtained and used later in real–time operation. A mean value should
be calculated for every block size.

There are recommended block widths – multiples of the number 16, because
every pixel occupies single byte, and this is the optimal coalescence value
for this GPGPU [7, 8]. As the illustration of the non–optimal widths the
following values are tested: 8, 12, and 24 additionally. The results of LUT–
based image processing without applied algorithm’s optimization are shown
in Fig. 6. The optimization (Fig. 6) gives better results for all cases due to
limited processing area - the execution time is about 12% smaller. The single
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Fig. 6 Performance of algorithm – without and with proposed optimization

row (height = 1) is optimal for the best widths (width = 16 or 32). There are
significant differences (about 40% of the value) between small and medium
height sizes, visible as steps and it could be interpreted as a performance
reduction of texture cache due to limited size and reduced hit–to–miss ratio.

6 Conclusions

The profiling is necessary due to destination GPGPU, because optimal block
size can not be determined using algorithm analysis only. The algorithm analy-
sis with the special care about coalescence is possible for more regular memory
accesses, where the input and output image blocks correspond directly (fixed
and equal block sizes, equal address offset of the image blocks). Such corre-
spondence is not available for the image warping operations, so optimal code
with utilization of the shared memory is very hard to design and depends on
the correction parameters. The application of the texture cache and two levels
of optimizations gives the ability of the algorithm development at very short
time.

Presented method of the memory accesses is different in comparison to the
typical implementation of CUDA code in the image processing applications.
CUDA manuals and books prefer 2D block grid access to the image operations,
and presented method is based on 1D block grid with LUT. The LUT values
are converted to the XY image coordinates.
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Summary. Article presents work-flow which gives possibility to emulate charac-
teristics of the one of the most popular black and white film negative used in cine-
matography. Presented procedure is based on examination of the source material and
technical data available from manufacturer and could be easily used for preparation
characteristics of other available stocks.

1 Premises

Emulation of the analogue photography materials in digital photography is
doubtful because still wide variety of materials is available, prices of it still
are on the acceptable level and equipment is easy to obtain. In case of the
cinematography, especially independent, this procedure is more justified. From
negative material through laboratory to camera, everything is very expensive
at each stage of the production. In some cases, such as historical documentary
productions, there are also need to match archival footage taken with such
a material and modern, video recordings. Obtaining analogue film look in
digital domain is much more complicated than simple desaturation of the
image because it should take into account a lot of different factors due to
nature of the both analogue and digital material. Main purpose of emulation
of the analog film stock is possiblity to obtain similar feel and look in situation
when additional founds for materials and process is unavailable. In such a
situation erzac is much better than nothing.

2 Film Stock Preparation

Eastman Double-X is high-speed, general production negative black and white
cinematographic film still available in 16 mm and 35 formats. It’s exposure
index is equal to 250 ISO in daylight [1].

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 135–142.
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Eight frames of the film was exposed with step equal to 1EV with defocused
lens and lightened with cold cathode diffused lamp. Then material used for
characteristics preparation was developed in Kodak D-96 stock dilution. Film
was developed 7 minutes in small tank in temperature of 21 Celsius degree
then fixed with standard acid fixer in place of Kodak F-5 Fixer [2].

All frames of the developed film was scanned with dedicated 2K scanner
in linear, and equal for each, mode without any post-processing including
unsharp masking. For each of the frames average lightness level was calculated
and characteristic curve was determinated. Its shape (fig. 1) is very similar to
the rough one presented in film manufacturer documentation [1].

Fig. 1 Contrast curve measured for Double-X negative

3 Video Material

In situation where video footage is manipulated in wide spectrum of changes
should be taken in raw straight from image sensor without any contrast curve
alteration. Only few, and rather expensive, cameras give us such a possibility.
In most cases there is not only gamma correction but also knee setting at
different IRE value usually from 80 to 100 units and different slope. In such a
case calibration of the input image with, for example, standard Kodak/Tiffen
Q-13 gray scale chart with twenty-zone grayscale values is needed.

Optimally video should be captured with 2K resolution for 35 or Super 35
emulation, but, because it is not standard resolution for video cameras, except
dedicated to digital cinematography ones, any other format is acceptable. In
this case resizing of the image should be make to match size of the frame of
different formats and 2K scanner resolution. In most of the cases pixel aspect
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ration should be 1:1 if video was captured without anamorphic optics. This
operation also lowering information in image which correspond with charac-
teristics of the analogue material which has spatial frequency up to 100 line
pairs per millimetre but in most cases it is under 50 lines what correspond to
resolution of the scanner. After whole emulation process resolution could be
changed to chosen production or emission standard. Proposition of the reso-
lution for main film formats is in the table 1. Different, and today more often
used, aspects ratio such as 1:1.87 or 1:2.39, are obtained just by cropping
image in height.

Table 1 Proposed resolution of the frames for different analogue cinematography
formats

Format Height in pixels Width in pixels Aspect ratio
8 308 418 1:35
Super 8 372 538 1:1.45
16 696 954 1:1.35
Super 16 690 1164 1:1.7
35 2048 1488 1:1.37
Super 35 2320 1690 1:1.37

Next one thing is recommendation to capture image with native speed of
sensor without any gain because it could place unwanted amount of digital
noise in data, increase overall contrast of capture and fall shadows.

4 Colour and Contrast Transfer

Eastman Double-X has non linear spectral response. The highest sensitivity
is between 400 and 450 nm of wavelength than it decreases and between 500
and 630 nm is rather constant. Over 630 nm spectral sensitivity fall down
rapidly. Main problem with converting YUV or RGB information stored in
video data captured with camera is fact that there is no straight information
about wavelength and resultant color derives from distribution of wavelength
and light power. To mimic spectral response of the analogue material we
propose to find dominant wavelength in captured color. Presented method
give similar results to calculation of the Hue component in HSL or HSV colour
models but works in RGB space and take account into different distribution
of the components.

All components in each used color space in this article are normalized and
treat as real numbers. Wavelength is expressed in nanometres.

All possible combinations of the colour in RGB space are placed in cube.
Achromatic colours are on the diagonal from point (0, 0, 0) to (1, 1, 1).
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Fig. 2 Contrast curve measured for Double-X negative

Combinations of the RGB components which gives monochromatic colours
in correspondence to wavelength from 380 nm to 645 nm (see figure 2) are
located on the edges the cube. Calculation of dependence between wavelength
and colour is based on Dan Burtons [3] code. Dominant wavelength is find out
with function fw(r, g, b). It uses mentioned earlier wavelength to RGB frgb(w)
mapping function. Values r, g, b components of the point positioned on the
line of monochromatic colour when distance in Euclidean distance from pixel
colour p in RGB space is minimal.

λ = fw(r, g, b) for {r, g, b : min||frgb(w) − p||} (1)

Because spectral response affects lightness of the pixel there is defined function
Lw(λ) which represents lightness multiplier for pixel according to wavelength.
In software implementation this function is released as a look up table with
course as presented on figure 3.

Lightness and saturation are calculated as has it place in HSL model [4].
To avoid problems with smooth transitions for colours defined near achro-

matic final lightness for each pixel is calculated with correspondence to satura-
tion S as (2) where La is average lightness correction. If Lw(λ) is implemented
as a LUT it could be calculated as a arithmetic average of elements in the
table.

La =

∫ 645

380 Ln(λ)dλ
265

(2)

Ln(λ) = L0 ∗ (Lw(λ) ∗ S + La ∗ (1 − S)) (3)
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Fig. 3 Shape of the Lw(λ) function

In next step contrast correction is made with function Lc(L) derived from
measured contrast curve (figure 1). If video footage used as a input has non
linear contrast characteristic function has to be a composition of inverse func-
tion for contrast characteristic of input image and correction. Lightness for
each pixel is represented as (4).

Lnc(λ) = Lc(Ln(λ)) (4)

5 Grain

One of the most prominent differences between analogue and digital captured
image is noise characteristic. In matter of fact we should rather use term grain
in case of analogue. Its cause is a fact that image is build with different in size
and distribution particles of metallic silver. To obtain information about grain
in case of Double-X for each of the exposures histogram of the image was made.
In result information about near Gaussian distribution and independence of
grain and exposure is find out. According to this information unified grain
map was created in process of shifting values of pixels in grain image with
formula (5) where Ga is average, Gm lightness of pixel for whole image.

Gn = G0 −Ga (5)

To avoid semi static temporal characteristic of the grain for each on of the
frames position and rotation of the map is generated pseudorandomly.
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Fig. 4 Histogram of grain characteristics for eight exposure values

Final lightness of the pixels is calculated as (6). Because emulated film
stock is black and white saturation for whole image is zeroed.

Lncg = Gn + Lnc(λ) (6)

6 Results

Figure 5 presents one frame of the input capture, simply desaturated ver-
sion, and version generated with method presented in the article. Images has
different tonality and characteristic. There is also changes in representation
of patches at Gretag Macbth Target. Figure 6 is input image and converted
version of the outdoor scene.

In near future more tests are planed with direct comparison emulated image
and Double-X footage.

7 Conclusions

Presented in this article method is rather suggestion of the possible work-
flows than final recipe. Emulation is build around real analogue material and
its analysis in domain of spectral response, contrast and grain. To bypass
problem of lack a way to find out spectral characteristic of captured light
method of designation of dominant wavelength and proper representation of
spectral response for near achromatic colors was proposed. Further works and
more test are necessary.
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Fig. 5 Input image, desaturated, Duble-X emulation
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Fig. 6 Input image, Duble-X emulation, outdoor scene
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Summary. The paper presents complete real-time image fusion system intended for
supervisory and monitoring purposes in mobile appliances. The system is equipped
with an optoelectronic head containing two multiband image sensors: TV and IR
(infrared). System structure as well as searching process of the efficient, real-time
image processing algorithms are briefly described. Principally, image registration is
based on the hybrid approach (edge extraction and phase correlation). The image
fusion method can be chosen according to operator demands between Laplacian
pyramid and FABEMD decomposition. Real-time multispectral video signals pro-
cessing is performed by application of custom hardware solution based on a single
FPGA chip. This allows for implementing fast paralleled and pipelined processing
flow. The system hardware is also presented in this paper.

1 Introduction

Contemporary integrated electronic heads may consist of several cameras sen-
sitive to multiple wavebands. Typical example is an assembly (head) of TV
camera combined with IR one (Fig. 1). Video system making use of such
a head is usually equipped with a single display. Thus the operator needs to
switch over both cameras dependently of atmospheric and other conditions.
The image fusion system of multimodal images is proposed in order to avoid
necessity of switching cameras. Such a system is currently being realized with
the support of a research project No O R00 0019 07 of National Centre for
Research and Development in Poland by the consortium of Warsaw University
of Technology, Silesian University of Technology and Bumar Elektronika S.A.
The prototype of the system, working in real-time and named UFO (Uklad
Fuzji Obrazów - in Polish) is the aim of the project [1], and is foreseen for
industrial implementations. The paper presents the problems and solutions
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Fig. 1 TV and IR cameras and their arrangement in optoelectronic head

of image registration (Section 2) and image fusion (Section 3). As the result,
the system structure (Section 4) and the principles of FPGA implementation
of the system (Section 5) are presented. Finally, hardware solution of UFO
(Section 6) as well as conclusions are presented.

2 Image Registration

The component image alignment, often known as image registration, is the
most challenging task in overall fusion process, significantly difficult in case
of multimodal image pairs. The image misalignment arises from different op-
tical sensor paths (Fig. 1), different sensors’ resolution, field of view, camera
distortions etc. General geometric considerations lead to necessity of using
a projective image warp. To obtain optimal image alignment it is necessary
to calculate the set of projective transform coefficients. The typical accurate
multimodal registration (as performed for example for medical images) cannot
be realized in real time, because it involves optimization techniques of mutual
information or other measure; moreover, they can lead to local, not global
extreme [2, 3].

The good performance of image registration can be achieved for single
modal images thanks to fast phase correlation methods working with the use
of Fast Fourier Transform. With accompanying log-polar transform, the coeffi-
cients of rigid body alignment (translation, rotation, scaling) can be obtained
and this type of registration is entirely sufficient in most practical real-time
applications.

During realization of UFO project, the phase correlation method has been
tested and considered as image registration method used in non-standard way,
i.e., for multimodal images. The subsequent research proved that it is possible
to obtain reasonable effects for multisensor registration with the use of image
edges extraction as pre-processing step before starting phase correlation al-
gorithm. The several edge detectors (Harris, Canny, morphological) have been
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simplified or improved and tested with surprisingly good results of translation
coefficients. The details are presented in a separate paper [4].

Although the final release of UFO video system will be used on mobile plat-
form with IR and TV camera head, it has been proved that change of rotation
coefficients during the work can be entirely neglected due to the assumption
of cameras arrangement as in Fig. 1 and their rigid, stable position in the
head. During tests of the head, the small offset of rotation angle (below 0.7
degree) between both cameras was observed, but certainly it has no noticeable
influence on results of image fusion. In addition, significant variance value of
calculated angles for image sequences could be very annoying for system oper-
ator. Finally, we decided to consider - as additional to translation coefficients
- only scaling factors between aligned images, which are calculated one-off, as
constant values, on the base of cameras parameters.

3 Image Fusion

The goal of TV and IR image fusion is to combine the complementary in-
formation from each camera into a single, enhanced, high quality image with
details extracted from both component images. The simple fusion by averaging
(Fig. 2c) cannot generally produce satisfactory results, particularly in situa-
tions, where some details are represented only in one image (e.g. the man’s
figure in Fig. 2b or the chimney in Fig. 2a) 1. Fusion by averaging destroys
contrast in such cases and the typical solution is the use of multiresolution,
decomposition methods [5] which enhance and extract image features without
loss of contrast (Fig. 2d-2f).

The fusion algorithm for real-time image fusion application has to meet
several basic requirements: effective data processing in time limited to few
milliseconds, should allow for smooth fused video output, output satisfactory
and predictable results allowing for unsupervised system work in most cases,
and providing algorithm complexity allowing for direct low-level implementa-
tion. From a larger group of fusion methods, three were chosen based on their
performance. These are: Laplacian pyramid method (Fig. 2d), shift invari-
ant wavelet transform method (SIDWT, Fig. 2e) and an algorithm based on
the fast and adaptive bidimensional mode decomposition (FABEMD, Fig. 2f).
Additionally, simple fusion by averaging was selected for comparison purposes
(Fig. 2c). Except for the FABEMD fusion algorithm, recently introduced in
[6] and adopted for the real-time image fusion in [7], these are all well es-
tablished methods. FABEMD is an accelerated variant of the bi-dimensional
empirical mode decomposition algorithm, for which high quality fusion re-
sults were demonstrated prior, e.g. [9] with experimental results for the same
images, as in Fig. 2.

Exemplary fusion results shown in Fig. 2 were evaluated with several mea-
sures of quality suited for image fusion purposes (Tab. 1). The measures used
1 Figs. 2a and 2b from TNO, The Netherlands [8], http://www.imagefusion.org

http://www.imagefusion.org
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(a) TV input (b) IR input (c) MEAN fusion

(d) Laplacian fusion (e) SIDWT fusion (f) FABEMD fusion

Fig. 2 Exemplary fusion results

are mutual information MI [10], objective image fusion performance measure
QAB/F [11] and weighted gradient error WGE. Except for MI, which was
reported to favor simple averaging, evaluations show similar performance of
the selected methods, which is also clear from Fig. 2. Broader discussions and
comments on real-time fusion quality evaluation are given in a separate paper
[12].

Table 1 Evaluation measures’ results for different fusion methods

MI QAB/F WGE Subjective
(ranking)

Speed
(ranking)

Mean 2.031 0.672 3.532 4 1
Laplacian 1.435 0.860 2.780 1 2
SIDWT 1.452 0.852 2.839 3 4
FABEMD 1.453 0.822 2.770 2 3

Based on quality evaluation performed on larger data set, time performance
and algorithm potential for a fast FPGA implementation, Laplacian pyramid
and FABEMD methods were selected for the UFO system.

3.1 The System Structure

As the result of presented deliberations and solutions, the simple structure of
the UFO system has been established. Here, scaling and rotation parameters
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are fixed for IR image. The constant values of rotation, although not required
in our system, can be designed, similarly as scaling factors, and taken on
board. Image translations parameters are calculated in background of the
real-time fusion process and are updated each consequent 3 image frames.
Fig. 3 presents block schematics of the UFO system processing flow.

Fig. 3 The block schematics of the UFO system

4 FPGA Implementation

The real-time image fusion monitoring system except image display and ac-
quisition engine requires implementations of fusion and image alignment al-
gorithms. To meet critical timing requirements for real-time system, highly
paralleled and pipelined computation scheme should be used. In addition, fast
and massive memory is required to handle buffer video frames and manage
all of the system components. To meet all these requirements, an FPGA tech-
nology was applied. Primary, real-time video processing system was realized
by means of Altera Cyclone III Video Kit (Fig. 4).

The structure of designed system is presented in Fig. 5. Components of
FPGA capture images from video decoder into DDR memory. Frame reader
sends output image from image buffer to output encoder. Access to memory
is available by means of Avalon Bus which also provides arbitration process
for system components. Image alignment algorithm is accelerated by imple-
mented FFT/iFFT and Phase Correlations coprocessors linked with internal
FPGA system bus. Harris edge detector was implement in order to achieve
more robust image translation calculations. The main fusion process is per-
formed by implemented FABEMD and Laplacian fusion components which
are software selectable. Video system includes also NIOS software processor
IP which is used for debugging purposes, non time-critical computations and
for initialization of video codecs, etc. The structure of the on-chip system
(Fig. 5) is an effective combination of FPGA performance and processor ver-
satility. The FPGA resource requirements are presented in Tab. 2. Processing
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Fig. 4 The technology demonstrator of the UFO system

times of implemented algorithms are presented in Tab. 3. Complete video
processing system allows for real-time image registering and fusion. The details
of FPGA implementation of both fusion methods (FABEMD and Laplacian
pyramid) are presented in a separate paper [13].

Fig. 5 The structure of single FPGA-based image fusion system
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Table 2 FPGA resource requirements for fusion modules

Resource type Resource
used

Total
available

Logic cells 26516 119088
Registers 11624 119088
Memory bits 771840 3981312
DSP elements 16 576

Table 3 FPGA resource requirements for 640x480 images with 150MHz FPGA
clock

Component Resource used Total available
Image acqusition Real-time Preset to 40 ms
Fusion based on Laplacian Pyramid Real-time Preset to 40 ms
Fusion based on FABEMD Real-time Preset to 40 ms
Phase correlation image aligment method 100 ms *
Frame reader Real-time Preset to 40 ms

5 Hardware Solutions

Multimodal real-time image registering and fusion system presented in this pa-
per was primary intended for mobile and fixed platforms applications. In these
cases, available off-the-shelf video development kits might be used exclusively
for software development. Hence, we build-up an ăFPGA based custom sys-
tem called UFO board that is sufficiently robust against harsh environments.
Physically, UFO board has a form of 6U VME standard [14, 15] module. Lay-
out of the developed module is shown in Fig. 6. As it was experimentally
proven, UFO is able to manage real-time multimodal image fusion operating
at 50 Hz and 60 Hz. The detailed structure of UFO system is presented in
Fig. 7.

Analogue CCIR coded video signals from visible and infrared bands cameras
are fed to multi-channel integrated NTSC/PAL video decoder via appropriate
low band pass filters. Filters are build-up by means of a few passive discrete
elements. All parameters needed for video signal processing such as hue, con-
trast, brightness, saturation and sharpness are programmable and are adjusted
by means of I2C serial link with FPGA matrix. Video decoder generates digital
video outputs and provides synchronization, blanking, lock and clock signals
for FPGA. Luminance and chrominance of video outputs are coded according
to ITU-R BT.656 specification. Digital video outputs are presented to FPGA.
UFO board delivers monochrome images. Therefore, the only luminance data
output is further used for processing. FPGA chosen for UFO prototype board
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is a low cost, low power device providing sufficiently large amount of logic
elements, embedded memory, hardware multipliers, and user I/O’s to meet
multimodal image registration and fusion requirements. FPGA is running at
150 MHz clock frequency. Two banks of external DDRAM2 memories provide
sufficiently space for begin, intermediate and final image buffers. Addition-
ally, fast synchronous burst static RAM complete memory resources of the
system. More detailed hardware considerations concerned with UFO system
are presented in [16].

Fig. 6 Layout of the UFO VME prototype board

Fig. 7 Simplified block schematics of the UFO prototype board
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6 Final Remarks

Complete real-time multimodal image video processing system was presented
in this paper. This system consists of hardware solution based on single FPGA
chip and a software based of application of self developed IP components.
Hardware solution, due its robust design allows for application in harsh envi-
ronments as well as in mobile platforms. Duly designed and tested software
makes possible to achieve real-time fusion and at least 10 Hz update rate of
image registration.

It is worth to mention, that most of known and powerful image register-
ing and fusion approaches are contemporary useless for real-time application
due to their unacceptable computational complexity. Therefore, when devel-
oping UFO system, much effort has been spent to find out extremely fast and
applicable image registering and fusion algorithms.
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Summary. The paper presents test results of several edge detectors intended to
be used for multimodal image registration. It was found that application of edge
detectors before running phase correlation algorithms allows achievement of good
quality of registration and assure simultaneously high performance of registration
necessary particularly in real time applications. Canny edge detector implemented in
OpenCV and its simplification, Harris edge detector and two types of morphological
edge detectors: basic and extended have been tested. It has been shown that OpenCV
implementation of Canny algorithm gives best translation coefficients for IR and TV
images registration. The results show that edge extraction with subsequent phase
correlation is a very promising for multisensor image registration.1

1 Introduction

Registration of infrared and visible images is a typical problem to be solved in
many supervisory and monitoring systems, which provide real time fusion of
IR and TV images. The high quality fused image combines the complementary
information from each sensor. The quality of image alignment is a key point of
overall fusion process. Therefore, this alignment is still a serious, challenging
problem particularly when thinking about real-time applications.

The high performance of image registration can be achieved by application
of fast phase correlation method [1] due to employing global solutions using
Fast Fourier Transform. This approach however, gives good quality results
mainly in case of single-modal image registration. There are several problems
with multisensor images, namely: the images differ in quality (e.g. IR are
typically low resolution and noisy images) and some features in one image
may not be observed in other. For multimodal images the mutual information
methods [2] are popular and especially suitable for medical image registration,

1 This work has been supported in part by the research project No ăO ăR00ă 0019
ă07 of National Centre for Research and Development in Poland.
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Fig. 1 The schematics of proposed image registration process

but their computational complexity is huge. The feature based methods are
preferred [2, 3, 4, 5, 6, 7] for IR and TV images registration, but none of them
can be considered as very reliable and very efficient simultaneously.

Based on good results of phase correlation method applied for registration
of IR and TV images, we decided to include additionally edge extraction
method in a pre-processing phase. For simplicity let assume that scale and
rotation be constant during image registration and only the shift calculation
needs to be performed online (Fig. 1). Several edge detectors have been tested
in order to solve the problem. After short presentation of techniques and edge
detectors used (section 2-3), the test procedure (section 4) and comparison of
results (section 5) with subsequent conclusions are further presented.

2 Phase Correlation

Assume that TV and IR images are coarsely registered. Fine registering of
these images in terms of translation offsets might be obtained based on phase
correlation method [1]. Firstly, cross-power function R called sometimes as
cross-phase spectrum is calculated:

R =
IIRITV∣∣IIRITV ∣∣ (1)

In formula (1) Fourier transforms are denoted as: IIR and ITV of IR and
TV images and conjugate Fourier transform ITV . Next, very important is a
setting of proper filtration of the R in order to achieve stable and univocal
results of phase correlation approach. Finally, the inverse Fourier transform
F−1(R) takes place. The shift values (xmax, ymax) for registering of IR and TV
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images are obtained as coordinates of the peak of cross-correlation function
F−1(R):

xmax, ymax = arg max
x,y

F−1(R). (2)

3 Edge Detectors

Below we present all kinds of detectors used in the test procedure for feature-
based stage.

3.1 Canny Edge Detector

Two implementations of original Canny edge detector [8] have been tested:
OpenCV Canny implementation and the simplified one. OpenCV Canny im-
plementation meets demands of classical Canny algorithm:

1. denoising of the source image I(x, y) by means of Gaussian filter
2. calculation of gradient images Gx = ∂Ix/∂I and Gy = ∂Iy/∂I using the

Sobel filters
3. detection of one of four directions of edges transfers: 0, 45, 90 or 135

degrees: α = arctan(Gx/Gy)

4. calculation of local maxima of G =
√
G2
x +G2

y for four possible angles α
5. if for any point there is a maximum of the value of G and this value is

greater than some threshold value, then this point is being assumed to be
the edge point; threshold is realized with hysteresis to obtain one-pixel
wide lines representing edges of the original image

6. iterative elongating and connecting the edges to obtain continuity of edges,
as well as deleting the singular points previously qualified as edges.

In the simplified Canny implementation, in order to achieve real time imple-
mentation, the step No 6 has been omitted.

3.2 Harris Edge Detector

To test other edge extraction methods for multimodal image registration we
used Harris corner detector [9, 10] being implemented in OpenCV library. This
detector calculates autocorrelation matrix M, filled with gradient covariation
values of some neighbourhood of every input image pixel. The obtained output
image is the result of calculating:

det(M) − k ∗ trace(M)2 (3)

where k is referred as Harris detector free parameter. To get Harris corners,
local maxima of this output image should be calculated. But we omit this step
to preserve more dense image representation.
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3.3 Morphological Edge Detectors

Morphological edge detector based on grey scale operations: dilation and ero-
sion was tested. There were defined max and min operations of an image
I(x, y) and structuring element ES. Structuring element ES denotes two-
dimensional regular subset of image, typically being a square 3 × 3 or 5 × 5
etc. with constant intensity and with origin defined, usually in the middle of
the square.

Grey level dilation is defined as transformation, which assigns a maximum
value of the result of operating on intensities I(m,n) of points covered by
structuring element ES, for every pixel (x, y) of the image when the origin of
this element is placed at pixel (x, y):

ID(x, y) = max
m,n∈ES

I(m,n) ◦ ES (4)

Analogously, we define grey level erosion:

IE(x, y) = max
m,n∈ES

I(m,n) ◦ ES (5)

The "◦" denotes any operation on two arguments: intensity of pixels of the
image and intensity of pixels of structuring element. Particularly, operation
"◦" can be empty or can be arithmetic sum "+", but generally it can be more
complex.

To extract edges of the image, i.e. to emphasize the boundaries between
regions, we can use the basic definition of morphological gradient [11]:

G1(x, y) = ID(x, y) − IE(x, y) (6)

Two other definitions (usually denoted as internal and external gradient, re-
spectively) are also used:

G2(x, y) = I(x, y) − IE(x, y) (7)

and
G3(x, y) = ID(x, y) − I(x, y) (8)

All these three kinds of morphological gradient have been used as basic mor-
phological edge detector (with three different parameters) during research
tests.

We have tested also an extended type of morphological gradient, with im-
age histogram equalization before gradient calculating. It brought significant
results in noise sensitivity reduction.

Different modifications of morphological edge detector are also possible,
using more general definitions of "◦" operation or by changing the shape
or intensities of structuring element. Some types of morphological gradient
modifications can be found in [12, 13, 14], other are currently being developed
for our tests and application.
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4 Test Procedure

We have tested registration procedure for 18 different image sequences and
for 5 edge detectors presented above: Canny detector in OpenCV implemen-
tation (marked as CannyCV), simplified Canny detector, Harris detector in
OpenCV implementation (marked as HarrisCV), basic morphological gradient
and extended (modified) morphological gradient.

Test procedure used algorithm with four different sets of parameters. Each
set of parameters was tested by means of the same sequence of input images.
During test procedure we checked whether search range ±32 or ±64 pixels is
more appropriate. Simultaneously we tested also on-line smoothing filter.

Fig. 2-4 show examples of registration results (values of translation in di-
rections X and Y). Vertical axis represents registration values and horizontal
axis represents ordinal number of image pair from images set.

4.1 Test Results without Smoothing Filter

Fig. 2 shows results got from image registration algorithm in a search range
of ±32 pixels without application of any smoothing filter. One can see that
algorithm does’nt seem to find good registration values. The error computed as
a sum of mean values of absolute differences between reference and calculated
values for X and Y axis equals 75 pixels. Fig. 3 shows results when searching
in a range ±64 pixels; tx and ty values are very close to reference registration
values groundtx and groundty. Error calculated as before equals 8.5 pixels in
this case.

4.2 On-Line Smoothing Filter

We applied an on-line smoothing filter in time domain in order to achieve
overall error reduction. The main idea was to obtain the most recent value
but simultaneously throw out values that are likely to be effects of noise or
temporary algorithm failures. For example, we wouldn’t like to have values
with very high gradient value because it’s very unlikely that they are valid for
registration system (Fig. 3).

Results achieved with application of on-line smoothing filter turned on are
shown on Fig. 4. Smoothing filter allows reducing the error for this exemplary
image sequence to 6.6 pixels.

The filter can be summarized as follows:

1. Calculate histogram out of recent registration values.
2. For each of recent registration values:

a) calculate its score accordingly to equation:
score = score_old * score_rare,
and:
score_old = k_old^j
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Fig. 2 The results of aligning IR and TV images; algorithm used: Canny simplified,
in range ±32 pixels; tx, ty - calculated values of translation in directions X and Y;
groundtx, groundty - reference values of translation

Fig. 3 The results of aligning IR and TV images; algorithm used: Canny simplified,
in range ±64 pixels; tx, ty - calculated values of translation in directions X and Y;
groundtx, groundty - ideal values of translation
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Fig. 4 The results of aligning IR and TV images, algorithm used: Canny simplified,
in range ±64 pixels with smoothing filter; tx, ty - calculated values of translation in
directions X and Y; groundtx, groundty - reference values of translation

score_rare = k_rare^(max(histogram)
-histogram(actual_registration_value)),

where:
k_old, k_rare - free parameters of filter, should be in the range
< 0, 1 >, j - index of value in recent values buffer, for example 0 for
actual value, 1 for previous value etc.

b) output the value with greatest score value.

To sum up, filter puts k_old penalty for value not being actual and k_rare
penalty for value not being frequent enough. Tuning up these parameters gives
different filtration results. In our work we have got best experimental results
with k_old = 0.95 and k_rare = 0.6. Considering that buffer of recent values
is initialized with zeros, it would explain first few registration values shown
on Fig. 4 to be all zeros.

5 The Comparison of Results

In Table 1 we present the results of aligning IR and TV images for all 18
synchronized, multi various tested sequences, in range ±64 pixels and with
smoothing filter, for 5 edge detectors. For every sequence we have checked the
best edge detector (1st winner method, i.e. giving the least maximal error)
and the 2nd winner method.

Different detectors, quite often morphological, have been found the winners
for different sequences, however most often it was the method no 1, i.e. Canny
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Table 1 The comparison of results for two best edge detectors and results of regis-
tration without edge extraction; the enumeration of detectors is given in legend

1st 2nd max error max error max error
sequence winner winner for 1st for meth. for phase

method method winner no 1 corr. only

1 2 1 2.02 2.11 39.11
2 4 2 0.72 1.74 1.40
3 1 5 1.15 1.15 16.13
4 3 1 0.30 0.98 1.26
5 0 1 0.60 1.55 0.60
6 1 2 0.74 0.74 52.49
7 2 4 1.06 3.40 3.64
8 5 1 1.26 1.38 1.53
9 5 4 2.32 32.70 8.55
10 1 4 0.57 0.57 1.47
11 1 5 1.87 1.87 2.66
12 5 1 2.53 3.06 3.06
13 3 0 1.79 1.83 1.79
14 1 4 1.74 1.74 3.23
15 3 0 0.30 0.32 0.30
16 1 0 4.34 4.34 5.00
17 1 3 4.94 4.94 12.60
18 0 1 3.15 3.36 3.15

most often
winner 1 1

most often
2nd winner 3 and 5 4

method

0 phase correlation
1 CannyCV+ph.corr.
2 HartisCV+ph.corr.
3 basic morph.+ph.corr.
4 Canny simple+ph.corr.
4 modif.morph+ph.corr.

detector in OpenCV implementation. Therefore for every sequence we com-
pare the error with the use of this detector, the error with the use of the best
detector for analyzed sequence and the error with the use of phase correlation
solely. Exemplary pair of IR-TV images for sequence no 1, with corresponding
pairs of edges extracted by methods 1, 2 and 3 are presented in Fig. 5.
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Fig. 5 Exemplary sequence (no 1): a, e: TV-IR images; b, f: CannyCV edges for
TV-IR; c, g: HarrisCV edges for TV-IR; d, h: basic morphological edges for TV-IR

Assuming that registration with error more than 5 pixels should be treated
as failed, we can see that registration using phase correlation failed 5 times
(of all 18) cases. The preliminary edge extraction phase improved the results
in 4 cases. The sequence No 9 is the only case where we have got total failure.
But it was the specific image of the sky, without any object on it, and the
edges of poorly visible clouds were detected only in IR image.

Conclusions

The presented results, obtained for varied sequences typical in monitoring
systems, indicate that we can found really good solution for efficient IR-TV
images registration (assuming translations only) using the feature-based ap-
proach: edges extraction by Canny detector with subsequent phase correlation
method. These results can be useful for real-time image fusion monitoring
system and simultaneously for further research on efficient multisensor image
registration.
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Summary. The paper presents an efficient FPGA implementation of decomposition
methods intended for real-time fusion. FABEMD (Fast and Adaptive Bidimensional
Empirical Mode Decomposition) and Laplacian pyramid methods1 were examined.
The real-time image processing was achieved by means of special image buffers with
parallel and immediate data access and by application of paralleled and pipelined
calculation flow ensuring constant processing latency.

1 Introduction

The aim of image fusion is to combine images from multiple sensors capturing
the same scene in order to generate combined image, which contains possibly
all details of input images. Resulting fused image should be easily analyzed by
an operator or video system. Images being fused can be taken at different times
and originate from multimodal sensors with different spectral sensitivity. To
achieve acceptable results of image fusion, some parameters of images should
be appropriately set.

This paper describes an efficient FPGA2 implementation of fusion decom-
position methods on example of FABEMD and Laplacian pyramid. Those
methods were chosen for implementation considering discussion presented in
[3]. Real-time processing of both algorithms was achieved by application of
FPGA which gives possibility to perform parallel and pipelined computations.
Fast input image buffer was realized to reduce the number of data memory
transfers. Also other fusion algorithms based on image decomposition could
be efficiently implemented when using proposed image buffer structure. Imple-
mented algorithms, together with a low-level implementation, allow to develop
a real-time video fusion system that may be used for example with visible and
infrared video inputs.
1 This work has been supported by the research project No O R00 0019 07 of

National Centre for Research and Development in Poland.
2 FPGA - Field Programmable Gate Arrays.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 163–170.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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This paper is organized as follows: In Section 2 a brief description of the
FABEMD algorithm is given. Section 3 describes the Laplacian pyramid al-
gorithm. Section 4 presents the implementation details of the discussed algo-
rithms and image buffers in FPGA. Finally, results, efficiency and performance
of algorithms are discussed in Sections 5 and 6.

2 Brief Description of FABEMD Method

FABEMD algorithm [7] is a simplified BEMD3 method based on image decom-
position into series of zero-mean, oscillatory subsignals, so-called BIMFs4. In
[8] the proper quality of FABEMD-based fusion was demonstrated, although
not in the context of multi-modal image fusion, but rather in case of multi-
focus images. FABEMD offers a significant reduction of computation time in
comparison to BEMD. Fusion based on FABEMD can be summarized in the
following steps:

1. Perform FABEMD decomposition of both initial images.
2. For each decomposition level combine values of two respective BIMFs.
3. Combine two residues.
4. Sum up all combined components to obtain the result of fusion.

Complete FABEMD fusion algorithm description was presented in [9].

3 Laplacian Pyramid Algorithm

Introduced by Burt [6] in 1983 Laplacian pyramid algorithm was a precursor of
multi-resolution methods and currently is used in a wide range of applications
besides image fusion. The algorithm is based on pyramid generation, which
is made by image low-pass filtering and subsampling by a factor of two. The
kernel of the low-pass filter is usually 5×5 window with Gaussian coefficients.
As a result, the pyramid of subsampled images with reduced spectral band-
width is obtained. Fused pyramid is calculated from input image pyramids
using selection of pixel with higher intensity. This selection method helps to
keep proper contrast ratio in final image. Fused output image is reconstructed
from pyramid.

4 FPGA Implementation

Fusion algorithms described above are based on image decomposition to the
form of so called subimages. Intensity of fused pixels rely on neighboring
3 BEMD - Bidimensional Empirical Mode Decomposition.
4 BIMF - Bidimensional Intrinsic Mode Function.
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pixel intensity values and intensity of pixels in subimages. This requires to
perform massive calculations and transfers to memory per each processed
pixel. Therefore, a DMA channel between image buffer and VGA controller
was realized in order to display fused image. In addition, external video codecs
require to be appropriately configured.

FPGA technology was chosen to meet critical time requirements and high
computational power demands. In addition, FPGA gives possibility to apply
parallel and pipelined processing scheme what significantly reduce computa-
tion time. A structure of designed video system is shown in Fig. 1. Images from
input codecs are captured into DDR memory by a FPGA components. Image
frame reader transfers output image from buffer to output codec. Access to
memory is available through Avalon Bus which also provides arbitration of
bus transactions. Image fusion is performed by implemented FABEMD and
Laplacian fusion components.

Special image buffer was provided to reduce amount of accesses to frame-
buffered image in DDR memory. NIOS[2] software processor IP was used
in order to process non-time-critical computations and algorithms, initialize
video codec, configure designed fusion components and buffers. The struc-
ture of the designed system is an effective combination of FPGA performance
and processor versatility and could be treated as a complete video processing
system in a single FPGA chip.

Fig. 1 Designed FPGA video processing system structure in Altera Cyclone III
Device[1]

4.1 Implementation of Image Buffers

Laplacian and FABEMD fusion algorithms calculate output fused pixel values
using 2-D window functions of input images on each decomposition level. It
means that for each processed pixel there is a need to read multiple original
input pixel values (for 1st-level fusion 5×5 pixel image square is required,
for 2nd-level fusion 9×9 pixel square, and for 3rd-level fusion - 17×17 pixel
square). When images at higher resolutions are fused, there is possible to meet
memory bus throughput limits and pass over critical processing times. To
preserve such situations, there were realized local fast buffer with immediate
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Fig. 2 Local image buffer structure with parallel access to 18x18 pixel area

and parallel access in order to reduce number of transactions to and from
DDR memory during fusion process.

Implemented local buffer reduces number of read operations from image
DDR memory from hundreds per pixel (3-level fusion needs 2 ∗ 17 ∗ 17 read
operations) to only two per processed fused pixel. For 3-level image fusion
implementation 17×17 pixel square buffers were used. Fig. 2 presents idea
of realization of local image square buffer. The image buffer consists of 18
internal FPGA Block RAM, where each Block RAM memory stores one image
line (typically 640 pixels) and previous RAM memory stores previous image
line. Current processed pixel value read from DDR memory is written to RAM
pointed by modulo 18 counter. The counter pointer is incremented at the end
of processed image line. This scheme creates image line cyclic buffer.

Implemented image line cyclic buffer has parallel access to 1×18 image area
(because each Block RAM could be read once per clock cycle). To achieve
parallel access to 17×17 pixel area the second stage of buffer was realized. It
was implemented similar to FIFO structure on 17×17 FPGA pixel registers.
During processing xi pixel the data from address i + 8 of each Block RAM
are read to group of 17 registers. During processing of pixel xi+1, the data
from previous group of registers are shifted to the next group. As a result,
array of 17×17 registers with pixel intensities is achieved. Such structure of
image buffer allows to independent and parallel access to each pixel of the
image square at the same time and gives possibility to remarkable increase
processing speed in comparison to tradition fusion scheme. In addition, other
fusion algorithms based on image decomposition could be implemented using
presented local buffer.

4.2 FABEMD Implementation

FABEMD fusion algorithm requires many calculations on input data to
achieve output pixel value. Using single thread computations it is not possible
to meet critical real-time requirements. Paralleled and pipelined computation
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Fig. 3 FABEMD fusion FPGA implementation processing scheme

scheme must be realized to meet all requirements. Real-time fusion process
was achieved using presented in Section 4.1 fast input buffers.

Processing scheme for FABEMD fusion was presented in Fig. 3. For each de-
composition level different window size was used (1st level 3×3, 2nd level 5×5,
3rd 7×7 pixels). Filter block using proper window size perform MIN/MAX
filtering and smoothing function. In the next step, BIMFs are calculated by
subtraction of current pixel and output values of Filter block. On each de-
composition level, two respective BIMFs are calculated using maximum value
select function. Filter block value is transferred to the next decomposition
level. To obtain a result of fusion, an average value from last decomposition
level is added to combined values achieved on each level. All computation
blocks contain basic arithmetic calculations which are very easy for imple-
mentation in FPGA. Pipelined processing scheme was used to meet timing
requirements (see Fig. 3). Each calculation block could be started in each
clock cycle and each operation is performed in constant time, so the output
latency is constant. FABEMD fusion is realized in real-time with constant
latency because of usage of paralleled and pipelined scheme with fast input
image buffer.

4.3 Implementation of Laplacian Pyramid Algorithm

Processing scheme for 3-level Laplacian pyramid fusion was presented in Fig.
4. Similar to FABEMD implementation, fast input buffers presented in Section
4.1 were used for input data. Laplacian pyramid algorithm is divided into
two parts: Laplacian pyramid calculation and image synthesis [5]. Value of
Laplacian pyramid for each pixel is calculated as a difference between image
on current level and Gaussian filter result. Coefficients presented in Table 1
are used for Gauss filtering function implementation. Filter coefficients were
normalized to 8 bit fixed point values. This reduces significantly processing
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Fig. 4 Laplacian pyramid fusion FPGA implementation processing scheme

Table 1 Gauss filter coefficients

n-2 n-1 n n+1 n+2
m-2 1 4 6 4 1
m-1 4 16 24 16 4
m 6 24 36 24 6
m+1 4 16 24 16 4
m+2 1 4 6 4 1

time. Fixed point calculations give also possibility to replace multiplications
by sum of shifted values (xi ∗ 36 = xi ∗ 32 + xi ∗ 4 = xi << 5 + xi << 2).
Downsampling is performed between each decomposition level. It is done by
pointing out each second pixel of current line using simple modulo 2 counter.

Similarly to FABEMD fusion implementation, all computation blocks per-
form basic arithmetic calculations. Pipelined processing scheme with constant
latency was used to meet timing requirements (see Fig. 4).

5 Implementation Results

Presented fusion algorithms were developed on Altera Cyclone III Video
Kit[1]. The structures of computing blocks and components were designed
in order to reduce number of combinational logic and to increase maximum
clock frequency. FABEMD and Laplacian pyramid fusion algorithms were
tested with main clock frequency equal 166MHz. Operating frequency was
limited by specification of DDR memory chips installed in development Kit.
High maximum frequency give possibility to obtain fusion of high resolution
images.
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Table 2 FPGA resource requirements for fusion modules

Resource type Input buffer Fabemd used Laplacian used Total available
Logic cells 7844 10016 9516 119088
Registers 4624 3238 2928 119088
Memory Bits 617472 0 0 3981312
DSP elements 0 0 0 576

(a) (b)

(c) (d)

Fig. 5 Fusion example (a): VISible camera; (b): InfraRed camera; (c): FABEMD
fusion results; (d): Laplacian pyramid fusion results

The resource requirements for designed system are given in Table 2. In
comparison with other multi-level fusion implementation [4] it requires small
amount of RAM and do not need to use DSP elements.

Image fusion results are shown in Fig. 5. Please note that IR and TV image
observe the same scene but different details are visible. For example a road
sign is visible only in TV image. After fusion process, road sign, football goal
and background are visible. Fusion result for FABEMD method in this case
is less blurred but in other conditions Laplacian method give better results.



170 A. Antoniewicz

6 Conclusions

In this paper efficient FPGA implementation of decomposition method for
image fusion in FPGA were presented. Proposed system architecture with
special image buffering scheme, paralleled and pipelined computation scheme
give possibility to perform real-time fusion of video streams. Developed proto-
type of real-time fusion system is able to process 25 pairs of images frames per
second with resolution of 640×480 pixels. Considering typical low resolution
of IR camera, this results are highly satisfactory. Presented system architec-
ture is very flexible and modular. NIOS software processor give possibility to
configure the system and control fusion process using standard C program.
The system can be also extended by adding new components.

Acknowledgement. Author acknowledges Prof. B. Putz and Dr. M. Bartyś for
the assistance in project realization.
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Summary. In this paper, we propose a tree-based approach to represent and com-
pare binary images. Upon the images trees are created. The key observation is that
from similar images similar trees are produced. On the other hand, upon dissimilar
images unlike trees are constructed. Moreover, the degree of dissimilarity between
images is proportional to the degree of dissimilarity between the trees. Hence, it is
possible to express the difference between two binary images as the difference be-
tween the trees. The paper presents algorithms of creating and comparing trees as
well as results, which confirm usefulness of the approach.

1 Introduction

Measures of image similarity are significant in the field of image processing.
The problem is to determine a value which characterizes how two images are
alike. Usually, the goal is to design such a measure which would correspond
with human visual system. There are a lot of possible applications for image
similarity measures. The first obvious one is image retrieval, which consists
in finding images in a dataset. In addition, apart from being tools for image
classification, target detection and object recognition, such measures are also
useful for evaluation of various image processing algorithms e.g. image cod-
ing, halftoning, compression, restoration, denoising, segmentation or image
registration.

Many image comparison algorithms have been proposed so far. Existing
similarity indices can be roughly divided into two groups. The first contains
measures which assume that compared images are of the same size. Com-
parison is performed pixel-wise, so that similarity value is based on relation
between pairs of corresponding pixels. For example, mean square error can be
calculated this way. Pixel-wise methods are somewhat naive, yet usually fast,
because no initial steps are required and pixel correspondence follow pixel
location in an image. There are methods which initially determine the pixel
correspondence, with one-to-many relation possible. This is an important ad-
vance, because images of different proportions can be compared. However,

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 171–177.
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determining the correspondence is often a time-consuming task. Exemplary
methods which use pixel correspondence in calculating binary shape similarity
are presented in [5] and [6].

Another way is to extract and compare features of images, like shape, edges,
texture or histogram. The problem of shape similarity is addressed in e.g. [17]
and [2]. In [11], the inner-distance is introduced and taken advantage of. The
inner-distance is defined as the length of the shortest path within the shape
boundary to classify shape images. Some methods make use of curve align-
ment techniques [15]. In [10], curve correspondence is applied to distinguish
between shapes. In [12], the problem is approached with so called Curvature
Scale Space. There are number of algorithms which base on Hausdorff distance
[7] to compare binary images. These algorithms generally calculate inter-pixel
distances between images. The original solution is sensitive to noise and some
research [3], [13] was aimed at reducing the shortcoming. An adaptive measure
of local Hausdorff distances between images is proposed in [4]. Other methods
operate on edge images [14] or contours of objects [8]. With this approach, a
significant problem can occur. From noised and—especially—blurred or sharp-
ened images detected edges can differ a lot. Consequently, indices basing on
edges can produce outcomes inconsistent with ones given by human observer.
Outcome edge image (which is an input to the main algorithms) is highly
dependent on image modifications.

In this paper, a new image dissimilarity approach is presented. We propose
a method of image tree representation as well as a way to determine a dissimi-
larity between images. The idea consists in creating trees upon images. Then,
instead of comparing images themselves, the dissimilarity value is a result of
tree comparison.

The paper is organized as follows. Section 2 presents the way of creating a
tree of binary image. Section 3 describes the algorithm of comparing trees. In
Section 4 experimental results are presented. In Section 5 we provide paper
conclusions.

2 Binary Image Tree Representation

The key idea of the approach is to represent a binary image as a tree. A tree
T is understood as a connected graph without cycles. Trees considered in the
paper are rooted ones, which means that there exists one vertex in the tree,
designated as a root. Parent of a vertex is the vertex connected to it on the
path to the root. |T | signifies the order (number of vertices of T ).

The algorithm works as follows. In successive steps, subsets of the input
set of pixels are created. Until the desired tree level is not reached, sets are
recursively determined and remain in parent–child relationship. For all the
sets, characteristic elements are calculated. The tree is constructed by con-
necting the characteristic elements. As they are bound with sets of pixels,
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the elements remain in parent–child relationship as well and a tree arises by
linking the elements which fulfill the relation. This way a tree arises. In order
to apply the algorithm, one has to provide the input set, a function which
determines the characteristic element, a criterion which allows constructing
subsets upon a set and the height of the output tree.

A binary image can be perceived as a rectangular matrix of binary scalars.
We define S = {p}, where p stands for pixel coordinates, as a set confined
only to pixels of the same value. For binary images which depict objects on a
background, it is advisable that S contains coordinates of foreground object
pixels.

We define a function which returns a characteristic element of a set. In our
case, f(S) = mean

({p}) of all p ∈ S. It means that the function computes
coordinates of the centroid—understood as the first moment of area—of a
shape defined by indices of pixels of S. The coordinates are bound with cor-
responding vertices of T . This way, every centroid is represented by a tree
node.

A criterion c is defined as follows. Let ρ(o1, o2) be Euclidean distance be-
tween points o1 and o2. Let m = median

({ρ(p, f(S))}) for all pixels p ∈ S. In
other words, m stands for a median distance between pixels in S and its cen-
troid. Then, c(S) = (S1, S2), where S1 = {pi} ⊆ S, such that ρ(pi, f(S)) ≤ m
and S2 = {pi} ⊆ S, such that ρ(pi, f(S)) ≥ m. In this way, S1 contains pix-
els closer to the centroid (or equally distant) than m and S2 contains pixels
farther from the centroid (or equally distant) than m. Taking advantage of
median ensures similar cardinality of subsets. As there are two subsets created
in a step of our procedure, output tree T is a perfect binary one.

The algorithm successively applies function f to determine characteristic
points for consecutive sets extracted with use of criterion c. The process stops
when the tree is filled to the desired level. Fig. 1 illustrates the process of
constructing a tree.

In different images, depicting different content, criterion c will produce un-
like subsets and therefore corresponding distances among centroids will differ,
as illustrated in Fig. 2. On the other hand, centroids of corresponding nodes
of trees created upon similar images will remain in similar configuration, due
to similar subsets returned by criterion c. On the basis of this observation, we
assume that the more similar images are, the more similar are trees. Besides,
we go one step further. We assume that the more similar trees are, the more
similar have to be images upon which the trees have been created. Thus, we
claim that image similarity (or dissimilarity) can be expressed by tree simi-
larity (or dissimilarity). We can estimate the extent of dissimilarity between
two trees and therefore conclude upon the degree of difference between the
images.
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Fig. 1 The way of creating a tree. In (a), consecutive sets returned by criterion c
are presented. The images are ordered as a tree, in accordance with the way the
procedure works. The topmost image is the input image. Remaining images are
composed of pixels which are closer or equally distant to the centroid of the parent
image (left child image) and farther or equally distant to the centroid (right child
image). For every set a characteristic element is calculated. The elements are bound
with corresponding nodes of a tree. Every element is linked with a characteristic
element of a parent node. This way, final tree (b) arises. Presented tree of height
h = 2 is enlarged in relation to the images in (a). The color and the style of tree
edges correspond to the color and the style of arrows in (a).

Fig. 2 Different binary images imply different trees. Test images of MPEG7 database
[1]: (a) bat, (b) bird, (c) elephant and (d) lizard exemplify the statement. The trees
are of height h = 5.
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3 Comparing Images

By comparing we mean determining a single scalar value which expresses the
dissimilarity between the trees, and consequently between the images. The
way of creating a tree effects strict structure of the tree. This is why, while
investigating differences between two trees, nodes can be compared pairwise,
as every node has its corresponding one in another tree (this obviously holds
for trees of the same height). The rule makes the issue of comparing trees a
simple one. Difference between trees is a sum of differences between pairs of
nodes. For similar images, corresponding centroids’ coordinates are of similar
values.

Let T1 and T2 be trees of height h1 and h2, respectively. First of all, trees
are aligned. It is achieved by translating the trees, so that their roots are
positioned in the origin of the coordinate system. This ensures translation
invariance of the trees. Then, the difference between the trees can be computed
as:

D =
l∑
i=1

δi (1)

where δi stands for the difference of vertex pair i, l = 2h+1 − 1 with h ∈ N+

and h ≤ min(h1, h2). This means that vertices of h + 1 successive tree levels
are taken into consideration. The vertices which do not possess corresponding
ones in another tree, are ignored.

The difference δi can be viewed as a "work" needed to translate a centroid
of a node i to the position of centroid of corresponding node of another tree
and vice versa. Term "work" is an analogy to the physical quantity, which is
directly proportional to the force and the distance. The distance is naturally
the Euclidean distance between the centroids of a pair of corresponding ver-
tices. The force is proportional to the number of pixels zei upon which the
centroid for a vertex i in tree Te is calculated. This reasoning leads to the
following formula:

δi =
(z1i
Z1

+
z2i
Z2

)
di (2)

where Ze =
∑l

i=1 zei and d stands for the distance. Note that Ze may not
necessarily equal a multiple of the total number of pixels in the object. Simple
assignment Ze as the total number of pixels would cause D to increase along
with the number of vertices l.

4 Experimental Results

The method has been subjected to experiments with use of a dataset of binary
images. We have created the dataset basing on MPEG7 shape database [1].
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Apart from original images, the dataset consist of deformed shapes as well. To
deform original shapes we have used binary morphological operators [16]. Our
dataset is composed of 40 classes of shapes. Every class contains an original
shape as well as its morphologically opened and closed variants, hence there
are 120 images in the dataset.

Evaluation procedure ran as follows. Every possible pair of trees, created
upon dataset images, was compared. As a result, we obtained square matrix of
dissimilarity values. If a reliable dissimilarity measure was used, then a simple
condition was met. That is, the values calculated for objects of the same class
were small, whereas those calculated for objects from among different classes
were greater. To reason about the quality of the measure, we subjected the
matrix of dissimilarity values to cluster analysis. Clustering was performed
with use of k-medoids algorithm [9]. We express the reliability of the approach
as the percentage of correctly clustered images. Table 1 presents the results
for different height of trees.

Table 1 Percentage Results of Tree-Based Dissimilarity Measure

Height

h = 2 h = 3 h = 4

96.67 100.00 100.00

5 Conclusions

In this paper, we have addressed the problem of binary image comparison.
Proposed method is based on image tree representation. The approach con-
sists in constructing trees upon images and comparing the trees, rather than
comparing images themselves. The difference between images can be expressed
as the difference between the trees. The method is usable and effective. To
evaluate the approach we have provided experimental results, which confirm
the usefulness of proposed solution.
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Summary. Assuring diversity of classifiers in an ensemble plays a crucial role in the
multiple classifier system design. The paper presents a comparative study of selected
methods which can assure the diversity by manipulating the individual classifier
inputs i.e., they train learner using subspaces of a feature set or they try to exploit
local competencies of individual classifier for a given subset of feature space. This
work is a starting point for developing new methods of diversity assurance embedded
in a multiple classifier system design. All methods had been evaluated on the basis
of computer experiments which were carried out on benchmark datasets. On the
basis of received results conclusions about the usefulness of examined methods for
certain types of problems were drawn.

1 Introduction

Multiple classifier systems (MCSs) are currently the focus of intense research
[12]. This conceptual approach focuses on combining knowledge of a pool of
individual classifiers. There are a number of important issues that must be
taken into consideration while building the aforementioned systems, such as
their topology, selection of classifiers to the ensemble and fuser design. In
this work we will focus on the problem of ensuring the diversity of a clas-
sifier pool. This is an important part of MCS design, as combining similar
classifiers should not contribute much to MCS being constructed, apart from
increasing the computational complexity. An ideal ensemble consists of clas-
sifiers with high accuracy and high diversity i.e., mutually complementary.
The crucial question is how the diversity could be assured. Proposed methods
exploit several approaches for diversity assurance which, for example, can be
used to minimize the possibility of coincidental failure by different classifiers
in the ensemble [15]. If we consider design of the classifier ensemble and cre-
ation of individual classifiers we could see similarity between them [5]. The
first step focuses on selection of features and individual classifiers. The wrong
selection of feature or classifiers may have a bad influence on the overall qual-
ity of classification. The second step is also very similar in both cases. The
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main problem associated with this part is how to select the best method of
classification from the ones available at hand. In this moment it is worth re-
calling Wolpert’s "no free lunch theorem" [20], and emphasizing that selection
of good classification method does not guarantee success but the selection of
bad ones in most cases leads to the deterioration of overall quality. The same
similarities go on for the third step in both approaches. We try to use prepared
systems and empirically asses their quality. As we mentioned above, strategy
for generating the ensemble’s members must seek to improve the ensemble’s
diversity. To enforce it we could use varying components of the MCS:

• using different input data, e.g. we could use different partitions of data set
or generate various data sets by data splitting, cross-validated committee,
bagging, boosting [19], because that classifiers trained on different inputs
can be complementary;

• using classifiers with different outputs;
• using classifiers with the same input and output, but trained on the basis

of different models or model’s versions.

In this work we focus on the first group of diversity assurance methods which
are filled by the methods which exploit a local specialization of individual clas-
sifiers. An individual classifier that achieves the best results is chosen from a
pool for each demarcated partition of the feature space. Its answer is treated
as the system answer, for all objects included in the partition. This methodol-
ogy was described by Rastrigin and Erenstein [16]. Certain proposals based on
this idea assume a local specialization of particular classifiers and only search
for locally optimal solutions [3, 6, 18], while other methods propose dividing
the feature space and selecting (or training) a classifier for each partition [14].
The main objective of the paper is to evaluate the selected methods of di-
versity assurance based on input manipulation, especially those focusing on
choosing subsets of available features or partitioning a feature space. The
results of this work will be a starting point for developing new methods of
diversity assurance embedded in the multiple classifier system design.

2 Description of Used Ensemble Methods

Let us shortly describe the methods which we had selected for the experimen-
tal investigations.

2.1 Clustering and Selection

The CS algorithm [14] proposes a quite simple concept of combined classifier
learning. Firstly the feature space is partitioned using a clustering algorithm
and then for each of the clusters the best individual classifier is assigned
according to its local competency. It is worth emphasizing the main features
of the algorithm.
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The CS algorithm uses clustering algorithms to divide the feature space,
a task that involves separating some subsets of elements from the learning
set based on their similarity [11]. It does not take into account ability of
classification for each cluster. Feature space partitioning and selection of the
classifiers are carried out sequentially. A natural consequence of this is the
lack of feedback between steps. In the second step it is possible to find the
best classifiers for the previously defined clusters. However, it is impossible to
modify the shape of the clusters to adjust to the competencies of the chosen
classifiers assigned to the clusters. Thus, there is no guarantee that the model
obtained from the proposed partitioning is the most effective one.

2.2 Adaptive Splitting and Selection

On the basis of the CS analysis the AdaSS algorithm was proposed in [10]. It
fuses partitioning the feature space and assigning classifiers to each partition
into one integrated process, when searching for optimal parameters for the
model. The main advantage of this approach is that the training algorithm
considers the shape of an area to determine the content of a classifier and,
conversely, that the areas adapt to the competencies of the classifiers.

2.3 Random Subspace

Random Subspace method [7] randomly chooses the subsets of available fea-
tures and uses them to train individual classifiers. In its basic form each of the
subspaces contribute equally to the overall decision. This may be perceived as
a potential weakness of this method, as through the random choice of features
there is a high probability of creating a subspaces consisting of feature subsets
with overall weak discriminative power. But with the usage of more sophisti-
cated fusion block or pruning methods one may select only the relevant ones,
thus increasing the overall ensemble quality.

2.4 Random Forest

Random forest [2] is a similar method as Random Subspace but an ensemble
consists of decision trees. The method combines bagging and the random selec-
tion of features in order to construct a decision tree ensemble with controlled
variation.

2.5 Rotation Forest

The Rotation Forest generates classifier ensembles based on feature extraction
[17]. It splits feature set randomly into several subsets (their number is a
parameter of the algorithm) and Principal Component Analysis (PCA) is
applied to each of them. All principal components are retained in order to
preserve the variability information in the data.
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2.6 Feature Driven Space Division

Feature Driven Space Division [13] is a MCS designed for high-dimensionality
datasets. A feature space is split into the much smaller, disjoint subspaces.
Each of them is created by the usage of a feature selection algorithm and then
is used to train a classifier. This approach is based on the Random Subspaces
method. By the usage of feature selection algorithms for this task it is pos-
sible to ensure that created subspaces consist only of relevant features. Then
classifiers are ranked according to their individual accuracy and an ensemble
pruning at a given threshold is performed.

3 Experimental Investigation

The main objective of experiment was to compare different methods of en-
semble design based on the input manipulation.

3.1 Datasets

In the following experiment 10 benchmark datasets were used [4]. As we ex-
amine the behavior of ensemble methods that assure diversity using the input
manipulation, we have chosen datasets with large number of features. The
details of used benchmarks are given in the Table 1.

Table 1 Details of datasets used in the experimental investigation

No. Name Objects Features Classes
1 Audiology 226 69 24
2 Colic 368 22 2
3 Heart Disease 303 75 5
4 Ionosphere 351 34 2
5 Madelon 4400 500 2
6 Musk v2 6598 168 2
7 p53 Mutants 16772 5409 2
8 Sonar 208 60 2
9 SPECTF Heart 267 44 2
10 Splice-junction 3190 61 3

3.2 Set-Up

All experiments were carried out in R language [19] and computer implemen-
tations of used classification methods were taken from dedicated packages
built-in mentioned above software or were implemented by the authors. The
Rotation Forest algorithm was taken from its WEKA implementation [8],
which was run from the R level with the use of RWeka [9] package.
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For testing, we used a statistical test to compare the results and judge if
their differences were statistically significant. For this purpose, we applied a
combined 5 x 2 cv F Test [1], where feature space divisions were run indepen-
dently for each of the folds.

For AdaSS and CS we have used a pool consisting of five C4.5 decision
trees, each randomly pruned at different level to assure their diversity. For
the remaining methods for individual classifier we have used a fully-grown
C4.5 decision trees. All ensemble methods used a majority voting scheme for
classifier fusion.

AdaSS was run with five cluster centroids embedded in the optimization
process. Clustering and Selection was conducted with a fuzzy k-means clus-
terings, with k = 5. Random Forest consisted of 40 fully grown trees. Rotation
Forest used the same number of trees as Random Forest and additionally ap-
plied a PCA feature space reduction approach. Random subspace split the
dataset into five subspaces. Feature Driven Space Division (FDSD) used a
Fast Correlation Based Filter [21] for the feature selection process, subspaces
were of size equal to the 5% of the original feature space size and a ensemble
pruning threshold was set to 50% of all classifiers.

3.3 Results

The results of experiment for the selected benchmark datasets are presented
in Tab.2. We bolded the best results for each datasets. Small numbers under a
given classifier’s results denote indexes of the classifiers which are statistically
significantly worse than a given one.

3.4 Discussion

The results of analyzed method are quite similar. The best results were
achieved by the AdaSS, Random Forest, and Rotation Forest. It does not
surprise us because the first one is a quite sophisticated method which is able
to outperform the CS algorithm, and it works well especially in the case if
local competencies of the individual classifier could be exploited. The Ran-
dom Forest and Rotation Forest are well-established methods in the machine
learning community. They are direct descendants of the Random Subspace
and they usually outperform it. Feature Driven Space Division was for most
cases one of the weakest classifiers, but outperformed all other ensembles in
datasets no. 5 and no. 9. This is due to the fact, that FDSD was originally
developed for high dimensionality problems and in such cases delivers good re-
sults. When dealing with datasets with lower number of features it creates too
weak classifiers on small number of features and therefore the overall accuracy
strongly deteriorates.

As we mentioned above usually difference among classifiers were not so
huge, except for datasets no. 5, no. 7 and no. 9. It means that it is worth
developing new methods which on the one hand can explore a wide range
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Table 2 Results of the experiment

No. dataset AdaSS1 CS2 RandForest3 RotForest4 RandSubspace5 FDSD6

1 Audiology 84.45 80.33 85.80 83.03 83.03 81.34
2,4,5,6 − 2,6 2,6 2,6 2

2 Colic 86.00 83.25 86.00 85.15 84.40 83.25
2,5,6 − 2,5,6 2,6 6 −

3 Heart Disease 80.20 80.20 83.46 84.15 82.90 77.45
6 6 1,2,5,6 1,2,5,6 1,2,6 −

4 Ionosphere 92.12 92.12 90.24 88.70 89.15 84.45
4,5,6 4,5,6 4,6 6 6 −

5 Madelon 63.50 54.84 66.50 65.45 64,05 68.44
2 − 1,2 2 2 1,2,3,4,5

6 Musk v2 79.11 75.08 78.05 78.05 77.31 76.90
2,3,4,5,6 − 2,6 2,6 2,6 −

7 p53 Mutants 54.79 52.11 60.83 58.15 52.60 65.74
2,5 − 1,2,4,5 1,2,5 − 1,2,3,4,5

8 Sonar 79.45 75.50 81.15 82.30 79.45 74.65
2,6 − 2,5,6 1,2,5,6 2,6 −

9 SPECTF Heart 79.78 76.45 84.11 83.23 79.78 73.02
2,6 6 1,2,5,6 1,2,5,6 2,6 −

10 Spice-junction 70.00 66.65 75.90 71.40 67.25 74.70
2,5 − 1,2,4,5 2,5 − 1,2,4,5

of possible individual classifiers as candidates to the ensemble, and on the
other hand will not do it randomly but on the basis of a dedicated diversity
measures.

4 Final Remarks

The paper presents a comparative study of selected methods for assuring di-
versity of a classifier pool. We chose the most popular methods that are based
on the input manipulation i.e., they choose set of individual classifiers trained
on the basis of subsets of available features or they use a local competencies
in a given area of a feature space. Experimental investigations, conducted
on carefully chosen datasets and backed-up with statistical significance test
showed that there is a big potential in methods that assure the diversity in
dedicated, non-random way. This confirmed that it is worth developing new
methods of classifier diversity assurance which can be implemented in the
step of classifier selection to a pool and this work is a starting point for this
purpose.
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Summary. In the paper the modified Feature Similarity metric has been discussed
which is based on the nonlinear combination of two elements being the basics of the
recently developed Feature Similarity metric for full-reference image quality assess-
ment. Nevertheless, the influence of the gradient magnitude and phase congruency,
used as two main elements of the metric, on the perceived quality is not necessarily
equal. For this reason some experiments have been conducted in order to propose
the weighting coefficients, applied as the local exponents, increasing the rank order
correlation coefficients with subjective quality evaluations. The verification of the
obtained results has been conducted using 5 ”state-of-the-art” benchmark databases
and the obtained weighted FSIM metric’s performance results are better for all of
them.

1 Introduction

Image quality assessment is one of the most rapidly developing areas of image
analysis in recent years. Considering some recent publications in this area,
many newly proposed metrics can be noticed which are usually much bet-
ter correlated with human perception of typical image contaminations than
traditionally used Mean Squared Error (MSE) or Peak Signal to Noise Ra-
tio (PSNR). Nevertheless, even recently proposed metrics are typically defined
only for greyscale images and do not utilize colour information, so there is still
an open field of research related to such algorithms [1, 2]. Some of the metrics
are also delivered using some specific assumptions and shortcomings e.g. re-
lated to the assumed distortion types or the relative importance of a specified
data (e.g. representing the edges) reducing their universality or decreasing the
achieved correlation with subjective quality scores.
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Automatic (objective) image quality assessment methods can be divided
into three major groups depending on the availability of the information re-
lated to the original undistorted (reference) image. Most of the popular uni-
versal methods, sensitive to many types of distortions and well correlated with
human perception, belong to the full-reference algorithms which require the
full knowledge of the reference image in order to compare some features of
the analysed image with the reference one, similarly as the pixel-based MSE
and PSNR metrics.

Another group of algorithms is known as the reduced-reference methods
which require only partial information about the reference image (typically
a relatively small set of features being compared e.g. some of the DCT or
wavelet transform coefficients). The most desired approach is the usage of
the no-reference (”blind”) methods, which can be applied if original image is
unknown (e.g. in video transmission over lossy channels). Nevertheless, such
metrics are usually sensitive to only one or two types of distortions, so their
universality is much lower.

The most typical area of applications of the image quality assessment meth-
ods is probably the development of new lossy image (and video) compression
algorithms as well as new image filtering methods. Since the progress in image
filtration is related mainly to colour image processing, some new colour image
quality metrics are very desirable.

Nevertheless, there are also some other relevant areas of applications for
image quality assessment e.g. related to mobile devices, considering also chang-
ing viewing and lighting conditions. On the other hand the quality of images
affects the recognition accuracy in many image analysis and pattern recogni-
tion methods including e.g. face recognition systems, register plate’s numbers
recognition for Intelligent Transportation Systems etc. Since there is a high
correlation between the recognition accuracy and the image quality assess-
ment results [3], the quality metrics can be applied also for the prediction
of the recognition accuracy or comparison of some other image processing
algorithms.

2 Development of Modern Image Quality Metrics

The ”new age” of objective image quality assessment has started in 2002 with
the idea of Universal Image Quality Index proposed by Zhou Wang and Alan
Bovik [4]. This metric has become a starting point for the development of
the probably the most popular modern metric known as the Structural Si-
milarity (SSIM) [5]. Both metrics are sensitive to three common types of
distortions: loss of contrast, luminance distortions and the most important
structural changes.

In recent years some further modifications of the SSIM metric have also
been proposed e.g. Multi-Scale SSIM [6], gradient based SSIM (G-SSIM) [7],
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Complex-Wavelet SSIM [8], 3-Component Weighted SSIM [9] or the applica-
tions of additional saliency maps.

The idea of the image quality assessment based in the similarity has also
been used in recently proposed Riesz-transform based Feature SIMilarity me-
tric (RFSIM) [10]. This metric is based on the assumption that the most
relevant image regions are close to the edges which can be detected using
well-known Canny filter. Assuming strong influence of low level features on
the perceived quality the Riesz transform can be applied only to the nearest
neighbourhood of the detected edges. Even better correlation with subjective
scores can be obtained using recently proposed Feature Similarity (FSIM) me-
tric proposed by the same authors [11] based on quite similar assumptions,
which is discussed below in a more detailed way.

Apart from the image quality metrics based on the similarity, some other
approaches have also been presented recently e.g. based on the Singular Value
Decomposition (SVD) [12, 13, 14, 15, 16, 17, 18] but their higher computa-
tional complexity causes their less significance, especially for real-time appli-
cations.

3 Correlation with Subjective Scores and Image
Quality Benchmarking Databases

Considering the results of the correlation of each metric with subjective eva-
luations some standard test image databases are typically used. The most
relevant of such currently available databases are Tampere Image Database
(TID2008) [19] containing 1700 images with 17 types of distortions, Categori-
cal Subjective Image Quality (CSIQ) database [20] with 866 images and LIVE
Image Quality Database [21] with 779 distorted images. The other two less sig-
nificant databases are known as Wireless Image Quality (WIQ) database [22]
with greyscale images having distortions typical for wireless transmission and
IRCCyN/IVC [23] containing 160 test images.

The typical approach to the verification of the usefulness of the objective
metrics is the calculation of their correlation with subjective scores expressed
as Mean Opinion Score (MOS) or Differential MOS (DMOS) values for each of
the images included in the test image databases. For this purpose Pearson’s
linear correlation coefficient (PCC) is used for the prediction accuracy and
Spearman’s and Kendall’s Rank Order Correlation Coefficients (SROCC and
KROCC) for the monotonicity.

Unfortunately Pearson’s correlation with MOS/DMOS values even for the
most recent metrics is not always high for all databases because of the non-
linear relationship between the metrics and perceived quality. This problem is
typically solved using the additional nonlinear fitting usually using the logis-
tic function, but the optimal parameters obtained for various databases differ
significantly decreasing the universality of such approach. Another possible
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solution for compensation of such nonlinearity is the application of the com-
bined metric [24]. Nevertheless, since the impact of the benchmark dataset on
the performance of image quality metrics may be significant, the universality
of each metric should be confirmed using several available databases [25].

Analysing the procedures of the subjective scores’ acquisition applied for
each database, it can be noticed that most results have been obtained as
the effect of the comparison of images. For this reason the application of the
rank order correlation coefficients, based on the sorting of the subjective and
objective scores, may be a reasonable choice without the necessity of any
nonlinear mapping.

The Spearman correlation coefficient can be calculated according to the
following formula

SROCC = 1 −
6 ·

N∑
i=1

D2
i

N · (N2 − 1)
(1)

where D is the difference between the positions of the subjective and objective
scores in two sorted score lists and N denotes the length of each list equal to
the number of the assessed images in the dataset.

The Kendall correlation coefficient can be computed as the difference be-
tween two probabilities related to the same and inverse order of both lists

KROCC = 2 · P −Q

N · (N − 1)
(2)

where P denotes the number of score pairs corresponding to the same image
located in the same order and Q in the reverse one.

4 Feature Similarity Index and Proposed Modifications

The idea of the FSIM metric [11] is based on the use of the phase congru-
ency (PC) and gradient magnitude (G) values for the calculation of the local
similarity index. The overall quality index for greyscale images is defined as

FSIM =

∑
x

∑
y

S(x, y) · PCm(x, y)

∑
x

∑
y

PCm(x, y)
(3)

where PCm(x, y) = max(PC1(x, y), PC2(x, y)) denotes the higher of the two
local phase congruency values calculated for the original and distorted image
respectively. The local similarity value S(x, y) is then computed as

S(x, y)=
(

2·PC1(x, y)·PC2(x, y) + TPC
PC2

1 (x, y) + PC2
2 (x, y) + TPC

)
·
(

2·G1(x, y)·G2(x, y) + TG
G2

1(x, y) +G2
2(x, y) + TG

)
(4)



4 Feature Similarity Index and Proposed Modifications 191

where TPC and TG are small stabilizing constants. The gradient values can be
obtained using gradient convolution filters e.g. Prewitt, Sobel or Scharr (which
is recommended by the authors of the FSIM index). The detailed analysis of
the phase congruency measurement is presented in the paper [26]. The colour
version of the metric, denoted as FSIMc, is based only on the modification of
the local similarity value in the equation (3) according to

Sc(x, y)=S(x, y)·
[
2·I1(x, y)·I2(x, y)+TIQ
I2
1 (x, y)+I2

2 (x, y)+TIQ
· 2·Q1(x, y)·Q2(x, y)+TIQ
Q2

1(x, y)+Q
2
2(x, y)+TIQ

]γ
(5)

where I and Q are the chrominance values in the YIQ colour model and
the recommended value of the parameter γ is 0.03. Nevertheless, the results
obtained for the colour version of the metric are very similar to the ones
achieved using greyscale FSIM metric.

The authors of the FSIM index have assumed the equal importance of the
gradient magnitude and phase congruency parts of the metric for simplicity.
Nevertheless, the optimisation of the exponents may cause better correlation
with subjective scores leading to the weighted Feature Similarity. In such case
a more general definition should be used instead of formula (4)

S(x, y)=
(

2·PC1(x, y)·PC2(x, y)+TPC
PC2

1 (x, y)+PC2
2(x, y)+TPC

)α
·
(

2·G1(x, y)·G2(x, y)+TG
G2

1(x, y)+G
2
2(x, y)+TG

)β
(6)

assuming that α �= β �= 1.
Since the choice of the exponents α and β influences directly on the local

similarity values, some extensive tests should be conducted in order to obtain
their sub-optimal values leading to higher correlation with subjective evalu-
ations. Further modifications towards reliable colour image quality assessment
may be related to the choice of another colour space instead of YIQ with ad-
ditional optimisation of the appropriate exponents replacing the γ coefficient
from the formula (5). Nevertheless, modifications related to colour analysis
are not the main topic of this paper and can be considered as a promising
direction of future research. The experiments conducted in this research have
been limited to the choice of the γ exponent after the optimisation of the α
and β coefficients without changing the colour space.

The optimisation procedure allowing the proper choice of the exponents α
and β has been conducted using the largest available database (TID2008),
mainly due to the large number of involved observers as well as the number of
images and distortion types. The obtained coefficients α = 0.01 and β = 0.05
have also been used for the calculation of the metric using four other significant
image databases used in the experiments. The performance of the obtained
weighted FSIM metric has been compared with the standard FSIM using the
Spearman and Kendall rank order correlation coefficients and the obtained
results are presented in Table 1. Assuming the new values of the α and β
exponents significantly differing from 1, the use of the default value of the
γ = 0.03 coefficient significantly decreases the performance of the metric, so
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Table 1 Obtained results of the Spearman and Kendall Rank Order Correlation
Coefficients for various databases

Database Spearman (SROCC) Kendall (KROCC)
FSIM WFSIM FSIM WFSIM

TID2008 0.8805 0.8955 0.6946 0.7149

CSIQ 0.9242 0.9252 0.7567 0.7573

LIVE 0.9634 0.9639 0.8337 0.8351

IVC 0.9262 0.9269 0.7564 0.7570

WIQ 0.8006 0.8059 0.6215 0.6221

Table 2 Obtained results of the Spearman and Kendall Rank Order Correlation
Coefficients for various databases using the colour metrics

Database Spearman (SROCC) Kendall (KROCC)
FSIMc WFSIMc FSIMc WFSIMc

TID2008 0.8840 0.9041 0.6991 0.7257

CSIQ 0.9310 0.9365 0.7690 0.7764

LIVE 0.9645 0.9639 0.8363 0.8342

IVC 0.9293 0.9262 0.7636 0.7587

much lower exponent’s value should be used. Table 2 illustrates the values
of the rank order correlation coefficients obtained for standard FSIMc metric
and the modified one using the sub-optimal value (optimised using TID2008
database) of the coefficients with γ = 0.004. Due to the presence of only
greyscale images in the WIQ database, the calculations of colour metrics have
been conducted only for TID2008, LIVE, CSIQ and IVC datasets.

5 Discussion of Results and Conclusions

Analysing the obtained results, the advantages of the proposed weighted FSIM
index for the greyscale image quality assessment can be observed for all cur-
rently available relevant datasets in terms of Spearman and Kendall rank
order correlation coefficients, which correspond to the sorting of the images
with various types and amounts of distortions according to their perceived
quality. The application of the modified colour index also leads to better re-
sults for two most important databases but slightly worse results for LIVE
and IVC datasets can be noticed. The best results have been obtained for
TID2008 database and its main reason is related to the choice of this dataset
for the optimisation of the exponents.

Comparing the obtained results with some other ideas presented in various
publications e.g. related to the applications of Singular Value Decomposition,
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a similar increase of the performance can be noticed. However, a relevant
advantage of the approach proposed in the paper is the fact that it does
not increase the computational complexity of the metric in a significant way,
preserving also the possibility of its parallel computations e.g. utilising the
advantages of modern GPGPUs architecture.

Nevertheless, the application of YIQ colour space, proposed by the authors
of the FSIM index, is doubtful, so more complex research should be conducted
towards possible application of some other colour spaces with Feature Simila-
rity index. Since the reliable objective colour image quality assessment is still
an open field of research, such direction of future work can be considered as
one of the most relevant one in the image analysis area.
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Summary. In this paper we inaugurate the shaping of a new Imaging field, that
of Ontological Imaging, in order to diversify the families of images which are dedi-
cated to convey semantic content. The images of this area can be characterized as
ontological, in distinction to images characterized by the term ’artistic’ (in a broader
sense). The space of applications regarding Ontological Imaging seems to be inex-
haustible. Thus we cite herein two broad areas of applications, that is: (a) imaging
of mathematical entities and (b) sub-visual imaging of processes. We give also two
significant case studies, regarding the previous areas: (a) imaging of real numbers
and (b) imaging of mathematical constants.

1 Introduction

In a recent paper [6] a holistic view of the Image field was inaugurated. A sub-
field of the proposed model [Image Eye Diagram (IED)] refers to the Ontology
of Images.

Image, in general, is an entity containing an arbitrary content. The latter
may thematically vary, thus determining a variety of thematic areas in Image
field. It is plausible for instance, at a first stage, to categorize images into:
(a) those conveying (geometrical) figures, namely the schematic images, and
(b) those conveying symbolic meaning, the so-called symbolic. We can more-
over distinguish another huge area of images which may be characterized as
artistic. This family contains -in the wide sense- all those images stimulating
the aesthetic sensibility of an observer [7]. In this paper we introduce and
determine, as a counterpart of the previous family, another area of images:
the ontological images.

2 Ontological Imaging

We launch now a new perspective in the field of Image: Ontological Imaging.
We give initially a definition of it.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 195–200.
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In Ontological Imaging [O-I] the goal is not the artistic assignment of in-
formation (color, shape etc.); instead, the objective is the transmission of the
semantic content of information.

Each image, of course, also conveys a kind of, deeper or trivial, obvious or
indiscernible, semantic content. Thus, each image, at a higher or lower level,
pertains to an image of ontological hue. As well as, each image is an artis-
tic entity by itself. In the herein introduced area (i.e. Ontological Imaging)
we concern those images which are created and which, primarily or abso-
lutely, aim to the expression and transmission of semantic information. In
this context, diverse imaging applications could be cited, as for instance spec-
tral images [9], imaging of parameters etc. However, we should state that every
image has an ontological version; indeed every image conveys a small or large
amount of semantic information.

Ontological Imaging is obviously a huge, distinct area of Image Science
and consequently of Image Processing, with innumerable and indispensable
applications. It may also correlate to Ontological Engineering [2].

In a few words we could say that this new thematic area contributes to the
transition of Image Processing to a deeper and more essential stage than that
of a morphological performance and investigation; that is, to (a) the content
analysis and (b) the emergence and presentation of the (semantic) essence of
an image, what by evidence is the most important and difficult goal.

Moreover, at this point, we could cite a simple but characteristic model of
image analysis, which however is a fundamental tool for the command and
transaction of each work/process in Image Processing. We demonstrate this
new approach in Fig. 1, following a block- structural constructional model.

Fig. 1 Block- structural model for images

The Image Level corresponds to the observable image (i.e. what we actually
see). The rest three levels (Ontology, Geometry and Colour) are the fields
wherein an image could be resolved.
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Ontology Level refers to the semantic content of the image.
Geometry Level isolates the figures and forms of an image.
Finally, Colour Level represents the colour space of the image.

3 Paradigms of Ontological Imaging

To the extent of our knowledge, the starting point of O-I is this current pa-
per. Thus, we may evidently anticipate the opening of a long -and probably
inexhaustible- catalogue of prosperous applications.

For the sake of this presentation we cite here two broad and significant cat-
egories of such useful application paradigms. Case studies of these paradigms
will be given in the next section.

(A) Imaging of Mathematical Entities. This new branch-area is of course
of vital usefulness, inasmuch as it is well known that there are mathematical
processes/states which can not be still imaged (!) [4].

Nevertheless, we could also propose, using O-I, many simple forms and
applications of imaging of numbers, which moreover constitute useful prod-
ucts for the understanding, development and transmission of mathematical
elements/ information.

(B) Structural & sub-visual Imaging of (a) processes/states of the world or
even (b) the whole world (Universe). In parallel to the difficulty for imaging of
mathematical processes there is also a relative difficulty for imaging of physical
states, such as, for instance, processes of structural value in the Universe. Such
a case is the endeavor of combined imaging of mathematical constants in the
Universe.

Common place of the preceding categories is the contribution of Ontological
Imaging to the imaging of processes which were difficult (or indefinite) to be
imaged earlier.

4 Applications of Ontological Imaging

In this section we demonstrate specific applications of Ontological Imaging.
The scheme of presentation preserves the order of the O-I paradigms in the
previous section.

(α) Imaging of real numbers. We cite at this point an alternative method
for imaging of (real) number, using Ontological Imaging (Fig. 2). The index of
columns represents the integer part of a number while the index of rows refers
to the decimal part. The columns (ω) and (n) indicate the order of decimal
digits (magenta circles) and the number of occurrences of the corresponding
decimal digit (green circles), respectively. Other relatively close applications
may be found (e.g. [8]).
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Fig. 2 Ontological Imaging of real numbers (the number 2.33139 is depicted)

Fig. 3 1-D Histogram of Mathematical Constants (the window of the first 40 values
is illustrated)

(b) In the second category of O-I applications we focus our interest on
the problem of imaging of mathematical constants [1]. This is a structural-
syntactic problem in the Universe.

We use for this purpose the mathematical constant list which can be found
in [1]. The total number of constants is nMc=971. In the 1-D case the His-
togram of Mathematical Constants shall be considered. Thus, a window of this
histogram is illustrated in Fig. 3.

However, the 2-D case is harder. We consider as an optimal solution, the
use of a continuous image field (analog image [5]) for imaging purposes.
We propose an appropriate form of this field, illustrated in Fig. 4: a graph
representing real numbers as a function of their decimal part. The locii of
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Fig. 4 An application of O-I: backbone of the Universe

constants are located onto parallel line segments and the constants are marked
by crosses.

Thus a form of spondyls (i.e. of distinct branches) is shaped, whereon the
whole Universe is built. Indeed, the constructional role of the constants in the
Universe is well-known. [We could also consider the symmetry axis y = 0.5;
therefore a backbone ( of the Universe) results.] The max value regarding x-
axis is xmax = 138 (due to the max constant value (137.0359)), while ymax =
1− (due to the max value of the decimal part of each real number).

5 Conclusion

In this paper we proposed a new area of Imaging, that of Ontological Imaging.
This area could also be considered as a sub-field of Ontological Engineering.
O-I refers to the use of Images in order to convey semantic content. Obviously
the overall space of applications spanned by Ontological Imaging is huge.
We presented herein, as a starting point, two wide sub-areas of applications,
those of (a) imaging of mathematical entities and (b) sub-visual imaging of
processes, with case studies regarding the imaging of (a) real numbers and (b)
constants, respectively. The latter leads to a new imaging approach offered
to the endeavor for knowledge of the Universe. Finally, it would not be an
overstatement that in each case, new unknown gates are opened.
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Summary. The paper considers the problem of pattern recognition when we have
multiple data sources. We assume that for each data source there are estimated pa-
rameters of statistical distributions. The model of classification is primarily based on
the Bayes rule and secondarily on the notion of interval-valued fuzzy sets. The set of
possible class-conditional probability density functions is represented by an interval-
valued fuzzy set. We consider the case where the uncertainty concerns the mean of
Gaussian pdf. In the paper the bound on the optimal Bayess error is presented for
a full probabilistic information.

1 Introduction

Statistical pattern recognition techniques assume that both the probability
distribution of classes and the d–dimensional feature vector are represented
by known numerical values and that knowledge of data is precise. In practice,
we are often faced with two types of uncertainty - randomness and fuzziness.
Randomness is described and investigated using methods of the probability
theory, and it satisfies and obeys statistical laws. In this type of uncertainty
subjective influences are not taken into account. Fuzziness is characterised by
non-statistical properties and subjective influences and is dealt with on the
basis of fuzzy set theory. There are many cases when the available information
is a mixture of randomness and fuzziness. In [1] the pattern recognition prob-
lem with fuzzy classes and fuzzy information is formulated and the following
three situations are considered:

• fuzzy classes and exact information,
• exact classes and fuzzy information,
• fuzzy classes and fuzzy information.

In this paper we consider the second situation. Additionaly, in our study the
fuzzy information describes the uncertainty in class-conditional probability
density functions which is represented by interval-valued fuzzy sets.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 201–208.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



202 R. Burduk

The fuzzy sets theory was introduced in 1965 [2]. Since that time, many
new approaches and theories treating imprecision and uncertainty have been
proposed [3], [4], [5]. The interval-valued fuzzy sets (IVFSs) were proposed as
a natural extension of fuzzy sets [6]. There are fuzzy sets in which the mem-
bership degree of each element of the fuzzy set is given by a closed subinterval
of the interval [0, 1]. The usefulness of IVF is discussed in many technical
aspects. For example application of IVFSs in pattern recognition is presented
in [7], [8], [9].

The classification error is one of the useful measure of the performance of
a classifier. Competing classifiers can also be evaluated based on their error
probabilities. The probability of error is discussed for a single-stage classifier
[10], [11], for a hierarchical classifier [12], [13] and for combining classifiers [14],
[15]. This problem is also presented in the context of fuzzy information [1],
[16], [17], [18].

In this paper, our aim is to present the error probability for the Bayes
classifier. In this model we use exact classes and the interval-valued fuzzy
information. We assume that the class-conditional probability density func-
tions is represented by IVFS. The main purpose of this paper is to introduce
the theoretic aspect of probability error for the selected model of pattern
recognition.

The paper is organized as follows. Section 2 introduces the necessary back-
ground and describes the Bayes classifier. In section 3 the introduction to
IVFS is presented. In section 4 we present the discusion on probability of
error for the selected model of pattern recognition.

2 Bayes Classifier

A pattern is represented by a set of d features, or attributes, viewed as a
d -dimensional feature vector x ∈ �d.

Let us consider a pattern recognition problem, in which the class label ω is
a random variable taking values in the set of class labels Ω = {ω1, ..., ωc}. The
priori probabilities, P (ωi), i = 1, ..., c constitute the probability mass function
of the variable ω,

∑c
i=1 P (ωi) = 1. Assuming that the objects from class ωi

are distributed in x ∈ �d according to the class-conditional probability density
function p(x|ωi), p(x|ωi) ≥ 0, ∀x ∈ �d, and

∫
�d p(x|ωi)dx = 1, i = 1, ..., c.

Given the prior probabilities and the class-conditional probability density
functions we can calculate the posterior probability that the true class label
of the measured x is ωi using the Bayes formula

P (ωi|x) =
P (ωi)p(x|ωi)

p(x)
(1)

where p(x) =
∑c

i=1 P (ωi)p(x|ωi) is the unconditional likelihood of x ∈ �d.
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The equation (1) gives the probability mass function of the class label
variable ω for the observed x. The decision for that particular x should be
made with respect to the posterior probability.

The "optimal" Bayes decision rule for minimizing the risk (expected value
of the loss function) can be stated as follows: Assign the input pattern x to
class ωi for which the conditional risk

R∗(ωi|x) =
c∑
j=1

L(ωi, ωj)P (ωj |x) (2)

is minimum, where L(ωi, ωj) is the loss incurred in deciding ωi when the true
class is ωj . The Bayes risk, denoted R∗, is the best performance that can be
achieved. In the case of the zero-one loss function

L(ωi, ωj) =
{

0, i = j
1, i �= j

,

the conditional risk becomes the conditional probability of misclassification
and the optimal Bayes decision rule is as follows:

R∗(ωi|x) = argmax
i
P (ωi|x). (3)

Let Ψ∗ be a classifier that always assigns the class label with the largest
posterior probability. The classifier based on the Bayes rule is the following:

Ψ∗(x) = ωi if ωi = argmax
i
P (ωi)p(x|ωi). (4)

because the unconditional likelihood p(x) =
∑c

i=1 P (ωi)p(x|ωi) is even for
every class ωi.

2.1 Bayes Error

The error of Ψ∗ is the smallest possible error, called the Bayes error [19]:

Pe(Ψ∗) =
∫
�d

[1 − P (ω∗
i |x)]p(x)dx. (5)

It is convenient to split the integral into c integrals, one on each classification
region. For this case class ω∗

i will be specified by the region’s label. Then

Pe(Ψ∗) =
c∑
i=1

∫
�∗

i

[1 − P (ωi|x)]p(x)dx (6)

where �∗
i is the classification region for class ωi, �∗

i ∩ �∗
j = 0 for any i �= j

and
⋃c
i=1 �∗

i = �d. Substituting (1) into (6) we have [19]:

Pe(Ψ∗) = 1 −
c∑
i=1

∫
�∗

i

P (ωi)p(x|ωi)dx. (7)

It is the Bayes "optimal" error.
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3 Interval-Valued Fuzzy Sets

An interval-valued fuzzy set Ā on a universe X is defined as [6]:

Ā = {〈x,MĀ(x)〉 : x ∈ X} (8)

where the function MĀ(x) : X → D[0, 1] defines the degree of membership of
an element x ∈ X to Ā. The D[0, 1] denote the set of all closed subintervals
of the interval [0, 1].

A more practical definitions for IVFS can be given as follows:

Ā = {(x, μ(x), μ(x))| ∀x ∈ X}, (9)

where μ(x) ≤ μ(x) ≤ μ(x), μ ∈ [0, 1].
The upper μ(x) and lower μ(x) membership functions defined the footprint

of uncertainty (FOU). The FOU is bounded from above by μ(x) and from
below by μ(x). The μ(x) and μ(x) are fuzzy sets, which implies that we can
to use fuzzy set mathematics to characterize and work with IVFSs.

4 Bayes Classifier with Interval-Valued
Class-Conditional Probability Density Functions

In section [2] we present the problem of statistical pattern recognition. We
assumed randomness in feature and hypothesis space. Now we present a model
of pattern recognition with interval-valued fuzzy information.

In the recognition task we have often to deal with multiple data sources.
In this case, we can estimate the unknown parameters of the distribution
independently for each data source. Probably, the received probability distri-
butions are not identical. If we assume that parameters of the distribution
vary within an interval, we can be express the uncertainty of the values in the
context of IVFSs. Fig. 1 shows Gaussian pdfs with uncertain mean μ = [μ, μ].
The set of possible pdfs function is IVFS in which the upper membership
function is presented as a thick solid line and the lower membership function
is presented as a dashed line (see fig. 1). One of the possible pdf is presented
as the solid line. The shaded region is the FOU and can be intepreted as the
union of all possible pdfs. In other words this region presents the footprint of
uncertainty in estimation of pdf from different sources. The value of possible
pdf is an interval bounded by lower and upper membership functions.

In our study we consider the Gaussian pdf with uncertain mean. For this
case the upper boundary of the FOU is [20]

h(x) =

⎧⎨
⎩
N(x;μ, σ), x < μ
N(μ;μ, σ), μ ≤ x ≤ μ
N(x;μ, σ), x > μ

(10)
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Fig. 1 The Gaussian pdf with uncertain mean. The shaded region is the FOU.

and the lower boundary of the FOU is

h(x) =

{
N(x;μ, σ), x ≤ μ+μ

2

N(x;μ, σ), x >
μ+μ

2

(11)

Because a one-dimensional Gaussian pdf has 99.7% of its probability mass
in the range of [μ − 3σ, μ + 3σ] we have the constrain for the parameter
k ∈ [0, 3]. This parameter controls the intervals in which the parameter μ
vary μ = μ − kσ, μ = μ+ kσ. Additionally, parameter k controls the area of
the FOU. The bigger the k (the larger the FOU) implies the greater interval
[μ, μ] and greater uncertainty of μ.

4.1 The Bounds on the Error for the Two Class Problem

Let us consider the binary classifier with a priori probabilities P (ω1) = p and
P (ω2) = 1 − p. The class-conditional probability density functions (cpdf) are
normal distributions in R

1. For every class we have different source of objects.
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Fig. 2 The graphical interpretation Pe(Ψ∗) − Pe(Ψ∗)

For this reason we consider that the cpdf are reprecented by IVFS. We assume
that the uncertainty concerns the mean of cpdf. For the first class (source)
μ1 ∈ [μ

1
, μ1] and for the second class μ2 ∈ [μ

2
, μ2]. The standard deviations

are the same σ1 = σ2. For this assumption we can present the bounds on the
error as follows: Pe(Ψ∗) ≤ Pe(Ψ∗) ≤ Pe(Ψ∗) where

Pe(Ψ∗) =

{
N(x;μ2, σ), x ≤ μ

1
+μ2

2

N(x;μ
1
, σ), x >

μ
1
+μ2

2

Pe(Ψ∗) =

{
N(x;μ

2
, σ), x ≤ μ

2
+μ1

2

N(x;μ1, σ), x >
μ

2
+μ1

2 .

The graphical representation of Pe(Ψ∗)−Pe(Ψ∗) for the μ1 ∈ [−0.5, 0.5], μ2 ∈
[5.5, 6.5], σ1 = σ2 = 2 and P (ω1) = P (ω2) = 0.5 is presented at Fig. 2. The
values of Pe(Ψ∗) in the function of |μ

1
− μ1| = k for p = 0.5, 0.4, 0.3, 0.2, 0.1

are presented at Fig. 3. These result are recived for σ1 = σ2 = 2.
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Fig. 3 The values of Pe(Ψ∗) in function of |μ
1
−μ1| = k. Thick solid line - p = 0.5,

solid line - p = 0.1

5 Conclusion

In the present paper we have concentrated on the optimal Bayes error. The
model of classification is primarily based on the Bayes rule and secondarily on
the notion of interval-valued fuzzy sets. These sets represent the uncertainty
in class-conditional probability density functions. For this assumptions we
presented the upper and lower bound on the optimal Bayes error. The obtained
results may be useful in case of different data sources. In future work, the case
when the unknown is also the standard deviation should be considered.
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Summary. Flat feet is very popular dysfunction seen in schoolchildren. The effect
of different methods of flat feet treatment is not clear. The purpose of this study
was using a new algorithm, based on data mining techniques, to predict the success
of flat feet correction. The results show that the rules extracted in database are
correlated with previous made statistical analysis and doctors suggestions in 82%.
Clinicians should reduce the arch height by using physical therapy exercises. Our
results show that the arch height correction is increased by age and place of living,
and decreased as body mass increased.

1 Introduction

Flat feet is very popular dysfunction seen in schoolchildren. The structure of
the flat foot is different than in typical subjects because of lower arch height in
flat feet subjects. Not all types of flat foot needs a treatment. Flexible flat foot
subjects attending the prosthetics and orthotics units come with prescriptions
from orthopedic surgeons for arch supports [1]. It also can be treated with
orthotic insoles, corrective exercises, and physical activity [2, 3]. However the
effect of different methods of flat feet treatment is not clear yet. Wenger [4] has
suggested that the flexible flat foot in young children should be self-correcting,
and no requiring treatment. In contrast Rose at al. and Pauk et al. [5, 6]
suggest that those subjects who fall outside the normal range of parameters
require some form of treatment. Nowadays, flat foot treatment methods has
provided relief for many patients as well as generated a high volume of medical
data in the format of matrix-in-matrix, which is not suitable for traditional
statistical or data mining algorithms. On the other hand, due to the fact that
objective methods are lacking to detect some of flat foot symptoms, it is also
interesting for the clinical doctors to be able to learn the essences of flat foot
through the evaluation data. Thus, the authors started their initial research
by exploring the relationships among the complex factors of the treatment
and recovery patterns in different categories of patients for the purpose of

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 209–214.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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optimizing the treatment process as well as learning the essence of the children
flat foot problems. This study aimed to quantify the effect of such factors as:
age, Cole index, place of residence, gender, orthotic treatment for flexible flat
foot correction and to investigate long term outcomes. We hypothesized that
using data mining techniques may predict the success of flat feet correction.
The main purpose of this study is to present a new method to extract rules
from incomplete information system for selection the best intervention or flat
feet correction.

2 Methodology

2.1 Subject Description

Sixty eligible plano-valgus and 50 age-matched control children were recruited.
Both patients and control subjects were randomly selected from a total popu-
lation of 450 primary school children. The average age was 12.5±2.2 (range, 7
to 15) years. The evaluation was carried out two times: before treatment and
two years post-treatment with orthotic insoles. The local ethics committee ap-
proved the study. All parents were received full information about the study
before giving signed consent. Subjects were screened with a detailed medical
history and were not treated for neither any systemic disease nor flat feet in
past. Inclusion criteria were: age range 7-15 years, arch height of bilateral feet,
knee and hip position, ankle pain. Exclusion criteria were any other disorders
different than flat feet. Subject’s body weight was measured using a scale
with resolution of 100 g, subject’s height was measured by stadiometer. For
description of children body mass and height, the Cole index was used [7]. For
measuring arch height, the children sat in a chair and placed their feet on level
ground. Subjects were tested in random order. Arch height was measured with
an optoelectronic system (BTS Smart, Italy). Three reflective markers were
placed on foot while subject was seated with the subtalar joint in a neutral
position. An experienced physiotherapist placed the markers on the navicular
tuberosity, medial aspect of calcaneus, and medial aspect of first metatarsal
head. The distance between the floor and the line between the markers on
calcaneus and first metatarsal were added afterwards. Information about the
duration of wearing orthotic insoles was obtained from questionnaire admin-
istered by trained interviewer [8]. The same questionnaire was completed by
child and parent separately on the same day. In the same questionnaire chil-
dren and parents were asked about the duration of corrective exercise [weeks],
and the duration of wearing orthotic insoles [months] in the last two years.

2.2 Proposition of a New Method to Extract Rules from
Incomplete Information System

Our goal is to collect all elements in the incomplete equivalence classes gener-
ated by all the condition attributes together. The set formed by such elements
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is a covering of domain X . For any object x ∈ X , ER(x) can be obtained from
the covering rough sets model. It follows from the condition attribute value
that ER(x) is an undistinguished minimal object set. If no more conditions
other than the given condition attribute value exist, then the condition at-
tribute value of all the objects in ER(x) are identical [9, 12]. In the incomplete
information system, another important condition should be taken into con-
sideration, which is the value of decision attribute. If the decision attribute
value can be determined, the unknown value of classification attribute can be
estimated in the following way:

• If xi, xj ∈ ER(xk) and (xi, d) = (xj , d) for decision attribute d, then all the
condition attribute values of xi and xj can be transformed to the known
value.

• If xi, xj ∈ ER(xk) and there exist decision attribute d such that (xi, d) �=
(xj , d), then we assume xi, xj can be distinguished if there exists an esti-
mate of the unknown attribute value, so that the classification attribute
value is not identical. When an unknown attribute value of some object
is estimated, the corresponding value 0 or 1 is displaced by it. Then the
object with the new attribute value is compared with other objects in the
common ER(x). If the object can be distinguished with others, then it
should be removed from ER(x).

The same steps are repeated up to the fixed point. In such way it is possible to
obtain the decision rules according to the objects and their decision attribute
value. The algorithm is explained on example presented below. The incomplete
information system given is in Table 1.

Table 1 An incomplete information system

Objects Attributes
a b d

x1 N H -
x2 H L -
x3 N H +
x4 L L 0
x5 L H +
x6 L N +
x7 L 0
x8 H -
x9 N -

Attributes a and b are classification ones, and attribute d is a decision
attribute. Classification attributes can be numerical or symbolical, decision
attribute classify objects into one from three classes. The algorithm consists
of five main steps as follow:
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Step 1 : Denote incomplete equivalence classes of all the
X/{a} = {{(x2, 1), (x8, 0), (x9, 0)}, {(x4, 1), (x5, 1), (x6, 1),

(x7, 1), (x8, 0), (x9, 0)}, {(x1, 1), (x3, 1), (x8, 0), (x9, 0)}
X/{b} = {{(x1, 1), (x3, 1), (x5, 1), (x7, 0), (x8, 1)}, {(x2, 1),

(x4, 1), (x7, 0)}, {(x6, 1), (x7, 0), (x9, 1)}
Step 2 : Put all elements of each classification attribute of incomplete equiv-

alence classes together.
{{(x2, 1), (x8, 0), (x9, 0)}, {(x4, 1), (x5, 1), (x6, 1), (x7, 1),
(x8, 0), (x9, 0)}, {(x1, 1), (x3, 1), (x8, 0), (x9, 0)}, {(x1, 1),
(x3, 1), (x5, 1), (x7, 0), (x8, 1)}, {(x2, 1), (x4, 1), (x7, 0)},
{(x6, 1), (x7, 0), (x9, 1)}}
The R(xi) is as follows:
ER(x1) = {x1, x3, (x8, 0)} ER(x2) = {x2} ER(x3) = {x1, x3, (x8, 0)}
ER(x4) = {x4, (x7, 0)} ER(x5) = {x5, (x7, 0), (x8, 0)}
ER(x6) = {x6, (x7, 0), (x9, 0)} ER(x7) = {(x7, 0)} ER(x8) = {(x8, 0)}
ER(x9) = {(x9, 0)}

Step 3 Simplify sets ER(xi). Note that ER(x) is the minimal set of undistin-
guishable object according to the condition attribute value. In general, if
ER(xj) ⊆ ER(xi), then we delete ER(xj). For the example, the simpli-
fied ER(xi) is as follows:
ER(x1) = {x1, x3, (x8, 0)} ER(x2) = {x2} ER(x4) = {x4, (x7, 0)}
ER(x5) = {x5, (x7, 0), (x8, 0)} ER(x6) = {x6, (x7, 0), (x9, 0)}

Step 4 Evaluate the possible value of the unknown attribute according to the
corresponding extracted rule. Since the decision attribute value of the
object x4 is consistent with that of the object x7, we can evaluate that
value of attribute b can be L. Note that the default attribute value of
the object x7 has been evaluated, and ER(x6) = {x6, (x7, 0), (x9, 0)} it
follows (x7, 0) in ER(x5) = {x5, (x7, 0), (x8, 0)} is distinct from the other
objects in ER(x), then (x7, 0) can be deleted. Similarly, in ER(x3) =
{x1, x3, (x8, 0)} objects x1 and x8 have the same attribute values, thus we
can evaluate possible value of attribute a in x8 asN . In such case the value
(x8, 0) in ER(x5) = {x5, (x8, 0)} is deleted. In ER(x6) = {x6, (x9, 0)} ob-
jects x6 and x9 have different decision attribute, so the value of attribute a
for object x9 is still unknown. It means that for object x9 we have two va-
lues of attribute a with equal weights 1/3: (aL, 1/3), (aN, 1/3), (aH, 1/3)
(Table 2).

step 5 : Extract and simplify the rules. For extracting rules from such infor-
mation system we use algorithm ERID [11], which is similar to LERS [5].
For the above example, the certain rules can be extracted as follows:
(a,N) ∗ (b,N) → (d,−) (a,H) ∗ (b, L) → (d,−) (a,H) ∗ (b,N) → (d,−)
(a, L) ∗ (b,H) → (d,+) (a, L) ∗ (b, L) → (d, 0) It is possible to obtain all
possible rules in a similar way.
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Table 2 More complete information system

Objects Attributes
a B D

X1 N H -
X2 H L -
X3 N H +
X4 L L 0
X5 L H +
X6 L N +
X7 L L 0
X8 N H -
X9 N -

3 Results

The two years post-treatment group demonstrated that the arch height in-
creases in average by 33% (p < 0.05) in flat feet. The average of arch height
and Cole index were respectively 14.5 (range, 6 to 23) mm and 107.9 (range,
79.95 to 148.08) post corrective treatment. In control group the average arch
height was unchanged and remained at range 33 to 39 mm (p < 0.05). The av-
erage duration of wearing orthotic insoles was 8.3±4.9 months. The differences
between child and parent’s reports were not statistically significant (p > 0.05).
Significant correlation coefficients (r > 0.80, p < 0.05) was observed, and the
agreement between child and parent agreement was substantial (κ > 0.7). The
rules extracted in database are in 82% correlated with previous made statisti-
cal analysis and doctors suggestions. Clinicians should reduce the arch height
by using for example physical therapy exercises. Our model suggests slightly
different interpretation meaning that the arch height correction is increased
by age and place of living, and decreased as body mass increased.

4 Conclusions

This paper put forward a new algorithm to extract rules from incomplete
information system based on the reducts of rough sets models. The presented
algorithm estimates some unknown condition attribute values and extract
rules from the new, more complete information system. The algorithm was
implemented and initially tested on flat feet children database. The results
are very promising. We proposed new simple model to estimate arch height
correction in flat-foot children based on rules extraction.
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OTO Model of Building of Structural
Knowledge – Areas of Usage and Problems

Krzysztof Wójcik
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Summary. This article describes an OTO (Observation-Transformation-Operation)
model which allows to improve building of the knowledge structure of the simple
agent systems. The presented approach tries to overcome the crucial problems of
the task of the automatic ontology building. To this end inductive learning methods
and knowledge transformations are utilized. The article provides a brief outline of
various forms of these transformations. The chosen example of their usage in build-
ing of the partial knowledge structure is also presented. As a conclusion, the paper
points to the many possible areas of the model usage, mainly in the field of the
image processing and image understanding.

1 Introduction and Bibliography Remarks

The interpretation and understanding of the images most often require the us-
age of the knowledge concerning the observed phenomena. Besides advantages,
mainly consisting in the system ability to adaptively operate in a changing
environment, this approach faces several difficulties. Among them one of the
most important is the assumption that a useful model of phenomena is avail-
able. Its creation requires a definition of concepts and relationships between
them [3]. This process strongly depends on the knowledge of the researcher. In
order to overcome these problems the article proposes a usage of the general
scheme of building a knowledge structure with the ability to learn, called an
OTO (Observation-Transformation-Operation). The widest theoretical back-
ground of this approach is provided by [7]. In this article only a very brief
outline of it is given. We can notice some connections between the described
approach and well-known methods. We may find them in the field of:
1. Image Recognition and Image Understanding Techniques (IU).
We can notice the strong connection between the proposed methodology and
the syntactic variants of the IU, especially described in the [6]. The hierarchical
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graph methods e.g. [5] relates also to the hierarchical knowledge structure
described in the article.
2. Learning from the Observations, Inductive Learning Methods.
As a source of knowledge the presented scheme utilizes the observation of the
relationships between objects in the given reality. This approach is widely de-
scribed in [3].
3. Automatic Ontology Building, Knowledge Engineering Methods.
Many of terms introduced by the methodologies of the Automatic Ontology
Building [1] relate to elements of our approach (e.g. the main term -”ontology”
relates to the ”hierarchical structure of concepts” - section 2). We may also
notice the connections between the presented in the article approach and el-
ements of the OWL (Web Ontology Language). It is the knowledge represen-
tation language that describes the features of the classes, relationships, and
defines the operations on the ontology structures. The analogous operations
concerning the knowledge structure are a base of presented method.

2 Inductive Scheme of the Knowledge Building

At the beginning, some theoretical background needs to be provided. We
assume that the phenomena from the given reality consist of a elementary
parts, which we will call primitive objects or instances (set of them will be
denoted by X0). The objects correspond to the primitive ”concepts”, also
called ”types" (C0 - set of them). Additionally, the objects are connected by
primitive relationships (D0 - set of them).

The concepts are the generalization of objects, we presume that the pres-
ence of certain objects in the given reality is a condition of the creation of
a new concept. Morever, the objects which will be used in concept creating
should be in some way significant. We assume that this will happen if the
objects are connected by the relationships. Consider one of them, denoted by:
ri, where: ri ∈ D0, i ∈ I, I is a set of indices of relations.

By tik we will denote a n-tuple, which satisfies ri relation,
where: tik ∈ Xn

0 (nth Cartesian power of X0), i ∈ I, k ∈ K, K is a set of
indices of tuples.

The selected tuples will be a base of the new concept construction. Let us
try to construct the set (group) of them. To each tuple we should attach the
index that identifies the relationship which is satisfied by it. The group G will
be defined as an ordered set of pairs:

G = {(tik, i) : i ∈ I, k ∈ K} where: (tik, i) - pair contains the tuple
and the index of the relationship.

Let us transform now the G set by the simple replacing of each object
in each tuple with the label of the object type. We obtain a set, denoted
by S, that describes an abstract arrangement of relations in the group. The
groups that have identical or similar (according to some distance function)
arrangements will be regarded as similar. Among the set of the similar group
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we may determine one, most characteristic group. Let us denote by Gp this
group and by Sp its arrangement (pattern) of relations (see the more complete
problem description - [7]). Based on the Sp set the new concept will be defined.
In this brief description we omit the additional problems concerning that
definition. Let us only note them: problem of the definition of the attributes
of the objects of the new type (this process is denoted by FA), problem of
creating the new relationships between objects (denoted by FR). Finally, the
concept is defined as a composition of elements: (Sp, FR, FA).
After a concept creation we can create objects of the new type. The processes
of concept and object creating may be operated repetitively. In each iteration
the new concepts and objects may be joined to the created earlier ones. (the
extended sets of concepts and objects will be denoted by C,X respectively).

The whole process leads to the construction of hierarchical structure of con-
cepts and hierarchical structure of objects. The structure of concepts includes
the new general knowledge and can be treated as a model of the reality.

The object structure (created on the basis of the input object set) contains
knowledge about the particular scene. We may consider the presence of the
objects of the certain types in that structure as a system response, which can
be employed in the tasks of the scene interpretation, control etc.

Let us notice two important matters. The first is associated with the prob-
lem of evaluation of the created knowledge (see [8]). In this short description
we point to a few general approaches:
Evaluation by the practical action (the system is treated as an agent acting
in a certain environment)
Evaluation by the directly defined performance function.
Evaluation by the usage of the arbiter, teacher (supervised learning).

The second problem is finding a suitable concept structure. There are many
possible variants of FR,FA transformations, thus the solution is a point of an
extremely large search space. This is a central problem of the whole presented
method. The paper [8] provides some proposition of its solution. For example:
certain kind of evolutionary algorithm, certain kind of techniques called local-
search, supported by the heuristic approaches (the bundle search methods).

Let us go back to the process of concept creating. The main steps of our
method: calculating all possible relationships between objects, determining
the Sp, performing the FR,FA transformations and finally the creation of
new objects, may be described in a more general form as a sequence:

A. The observation.
In this process the relationships between objects are identified, it provides the
answer to the question: what is visible at present? i.e. in this step.

B. The transformation.
This process refers to the transformation of the knowledge. Its goal is to change
of knowledge in order to better describe the observed phenomena in the future
(i.e. in the next steps of the process). The transformed knowledge could take
into consideration such relationships which are not directly observed.
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C. The operation.
The essence of this process is the usage of knowledge to change the reality.
The operation may lead to the creation or removing of the objects.

The iterative process presented above may be considered as a kind of frame-
work, let it be denoted by an OTO (Observation-Transformation-Operation).
By the help of the OTO model we can easily identify the significant variants
of the whole method. Let us notice here a few most interesting ones.

A. The observation.
In a broader sense of the observation process the system may refer to every-
thing that brings in information. Besides the objects it may be the concept as
a general being. The system may observe the relationships, for example the
similarity, between two (or more) concepts. This makes it possible to build a
new concept after the identification of an analogy in the relationships among
the objects.

Computation of all relationships among objects and creating the G sets
may be greatly simplified when we assume that one specific object called the
”central object” exists. This object is is an argument of all relations in the
G set. Consider one chosen object, then we may easily identify all relations
that are satisfied by it. In the case of considering only binary relationships,
the complexity of this process grows with the number of objects like O(n2)
(for each potential central object from X we calculate relationships to other
objects from X).

B. The transformation.
The obvious kinds of the knowledge transformation may lead to the replace-
ment of one (or more) relationships in the Sp with the other one (ones). The
other sort of the transformation refers to a change of the number of objects
that meet the relationship. Let us consider a binary relationship r0. We may
imagine the new unary relation r1 that is satisfied by the particular object x
if the relationship r0 holds between the x and only one other object from X
set. Similarly, we may define the new relationship r2 which will be satisfied
by the x if r0 is satisfied by the x and all the objects from X. In the same
exact way we may define r3 if r0 is satisfied by the x and none of the objects
from X. This kind of modification will be called ”excluding transformation”.

Let us notice the other simple transformation of the Sp set. We may pro-
pose a transformation that involves the change of the possible types of the
relationship arguments. One situation is especially interesting. Assume that
according to some pattern Sp, we are creating a concept which will be denoted
by number m. Technically speaking it is possible to change certain types of ar-
guments of relations in the Sp also into m. In this way we obtain a ”recursive”
type which is defined by itself.

The described above transformations concern one particular set Sp. How-
ever, from this set we may create a copy, which will be transformed. In this
way the two (or more) Sp sets may create an alternative concept definitions
(see the example in the next section).
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C. The operation.
Let us notice here only two main variants of the object creation: the creation
of all possible objects and only a reduced set of the most dissimilar ones.

In the next section we will deal with particular example of the OTO model
usage.

3 Example of the Knowledge Structure Building

Let us assume that we want to build a knowledge about the operations on
integer numbers. We must give the description of the concept ”number” before.
This concept may be defined on the basis of a more elementary concept of
”equinumerosity of sets”. We are not interested in the well-known definition of
this concept which uses a bijection transformation. We want to define it with
minimal assumptions and knowledge about the observed objects.

At the beginning we have to define the initial sets X0,C0,D0. As a prim-
itive concept we consider a class of vectors, which have only one essential
feature called color. This attribute may have two values: 0 and 1 (blue and
red). According to color value all the primitive objects can be divided into
two sets. There are also defined primitive binary relationship: equality and
inequality of the color as well as two unary relations having_blue_color and
having_red_color (all relations are denoted by the numbers: 13,15,5,6 respec-
tively, see below). In our example we apply the following variants of the OTO
subtasks (the meanings of the terms could be found in the previous chapter):
single-time objects usage; central object method with the binary relationships;
the excluding transformation; the creation of the recursive type; the creation
only of a reduced set of the most dissimilar objects.

The knowledge structure is built according to one simple example of object
sets containing four blue objects and three red ones. The evaluation of the
created knowledge structure is performed by testing if it gives a proper output
(objects of certain type) for ten testing examples.

The searching through all the nodes of the decision tree is supported by
the bundle search methods with use the local criterion function. This func-
tion, which assesses the ability of the pattern to create the useful knowledge,
combines only two elements: the count of the appearance of the G set and a
”age” of the concepts which create considered G set. The feature ”age” is de-
termined by the type of central object in the pattern (the higher type number
- the later creation of the concept). On the each stage of searching process sev-
eral knowledge transformation are checked, e.g.: the excluding transformation
of all binary relationships in the pattern; the creation of the recursive con-
cept (stop criterion of the object creation - the newly created object includes
itself).

The execution of the searching process was performed in simple environ-
ment of a test program. It has generated hundreds of solutions which contain
proper knowledge structures. We will present one chosen solution only.
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Fig. 1 The part of the screen of the test program, concept stucture decrtiption

The Figure 1 illustrates a part of the screen captured during the run of the
test program.

The records in the below window represents the discovered concept struc-
ture after three steps of the OTO loop. We interpret that notation as follows:

typ 20 q1 pat:
typ 20 - a header of the definition of concept (type) no. 20,
this is the concept of the primitive objects, q1 - a performance value of this
concept, which is of no importance in our discussion, pat: - the start of the
relation definitions (empty here);

typ 21 q1 pat: 13: 20 20
typ 21 - the header of the definition of concept 21 (headers will be omitted in
further descriptions),
13: 20 20 - the relation 13 (inequation) held between two objects of type 20,
the object of concept 21 is a pair of the primitive objects (type 20) which have
a different color, such a pair will be called a ”different pair”; in this denotation
the first argument of the relation corresponds to a ”central object”;

typ 22 q1 pat: 15: 21 21
15: 21 21 - the relation 15 (equality) held between two objects of type 21, the
object of concept 22 contains two objects of type 21, i.e. two different pairs;

typ 22 q1 pat: 15: 22 21
15: 22 21 - the relation 15 (equality) held between two objects of type 22 and
21, this is a transformation of the previous definition, type 22 becomes the
”recursive type”, the object of the extended concept 22 may be a set of the
different pair (type 21);
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typ 24 q4 pat: neg 13: 22 20 15: 22 20 15: 22 21
this is the excluding transformation (denoted by ”neg”) of the relations:
13: 22 20 15: 22 20 15: 22 21,
object of type 24 may be interpreted as a set of different pairs for which:
13:22 20 - another object (type 20) having the different color does not exist,
15:22 20 - another object (type 20) having the equal color does not exist,
15:22 21 - another pair does not exist (all the pairs have blue color),
the last conditions mean that every object of type 24 includes all the different
pairs, and does not exist any other object which is not a component of it, so,
the possibilities of the creation of the object of the type 24 means that the
two sets have the same cardinality.

The created concept structure quite well matches the human manner of
the understanding of the concept ”equinumerosity”. A lot of people checking if
two sets have the same number of components construct the pairs of elements
belonging to two sets. We can also notice another similarity. We aware that the
large hypothesis space size causes the problems of finding the proper concept
structure. These problems also involve the human being. We will present an
example provided by Educational psychology [2].

It deals with teaching children (aged about five) of the concepts of the set
and set equinumerosity. The children are asked to point to equinumerous sets
of several objects showed in a picture. Most of the kids give the correct answer,
pointing to the sets of five apples and five elephants. However, there are some
who have doubts: the apples are small, the elephants are big animals - they
say. They are asked by the teacher to draw lines from elephants to apples
(visualization of the pairs). Nevertheless, this changes nothing in the child’s
thinking. "The elephants are big, the apples are small, but additionally there
are several lines"1. We can clearly see here the troubles in generating the new
concept due to a big number of objects, a big number of possible relationships
between them and taking into consideration irrelevant object attributes.

In this brief paper we will not present other, very interesting solutions.
Most of them seem to be complicated and/or strange. Despite this, they work
correctly.

The OTO approach may be practically used in various tasks of the image
processing. Especially in the method of the image quality enhancement. As-
sume, we want remove the noise effects, artifacts or dust seeds from the pic-
ture. The main problem here is how to recognize the little obstructions among
other small objects on the picture. The simple image recognition methods con-
sider the properties of the particular objects, but it is not enough to perform a
correct classification. The other small objects have often the same properties.
It is visible, that we can utilize here the description of the picture provided
be the OTO structure of the objects. In that idea the crucial problem is how
to evaluate the created knowledge [8].

1 This is the author’s translation of the polish sentence from [2].
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4 Conclusions

The application of the multi-stage schema Observation-Transformation-
Operation in the task of building the knowledge structure seems to be much
profitable. Especially the split of the task into distinct stages of creating the
particular concepts makes it possible to reach some solutions (the proper
knowledge structure). Let us summarize the main advantage of the proposed
OTO scheme:

• The possibility of the usage of the heuristic method which utilizes the
bundle search and local optimization.

• The opportunity to use the wide combination of knowledge transformation.

Because of some features of the OTO model its utilizing may be very promis-
ing. Especially in the areas:

• The relatively ”small” autonomic system with the ability to learn. For
example systems which are used in image processing task [8].

• The field of humanities. An aid to the human learning process (the auto-
matic search of the concept structure that helps the student understand
complex concepts), modeling of the human knowledge structure.

• The building or the support of the building of the ontology systems (expert
systems, data bases).
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Summary. In this paper we propose anomaly detection preprocessor for SNORT
IDS Intrusion Detection System [1] base on probabilistic and signal processing algo-
rithms working in parallel. Two different algorithms increasing probability of detect-
ing anomalies in network traffic. 25 network traffic features were used by preprocessor
for detecting anomalies. Preprocessor calculated Chi-square statistic test and energy
from DWT Discrete Wavelet Transform subband coefficients. Usability of proposed
SNORT extension was evaluated in local LAN network.

1 Anomaly Detection Algorithms

Intrusion Detection Systems (IDS) are based on mathematical models, algo-
rithms and architectural solutions proposed for correctly detecting inappropri-
ate, incorrect or anomalous activity within networked systems. Intrusion De-
tection Systems can be classified as belonging to two main groups depending
on the detection technique employed: anomaly detection and signature-based
detection.

Anomaly detection techniques, which we focus on in our work, rely on the
existence of a reliable characterization of what is normal and what is not, in a
particular networking scenario. More precisely, anomaly detection techniques
base their evaluations on a model of what is normal, and classify as anomalous
all the events that fall outside such a model.

1.1 Statistical Features

For anomaly detection in network traffic probabilistic techniques can be used
[2, 3, 4, 5]. Random variables are created during observations of p variables
at time t - X = (X1,X2, ...,Xp). Random variables are created based on net-
work traffic features shown in Table 1. The Chi-square multivariate test for
Anomaly Detection Systems can be represented by equation 1:
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X2 =
p∑
i=1

(Xi − X̄i)2

X̄i
, (1)

where X̄ = (X̄1, X̄2, ..., X̄p) is the sample mean vector.
Using only the mean vector in Equation 1 causes that Chi-square multi-

variate test detects only the mean shift on one or more of the variables. For
detecting anomalies in network traffic first we have to create vectors of X̄.
Vectors of X̄ are used for creation of "normal traffic" profiles (normal pro-
files have to be created from network traffic without anomalies). We used
Chi-square test because it is not computationally complex. It is an important
feature because we have to calculate statistics in real time from network traffic
features.

1.2 Discrete Wavelet Transform Features

Second algorithm used for anomaly detection is based on Discrete Wavelet
Transform[6, 7]. The main goal of wavelet transform is to decompose the
input signal into family of some specific functions called wavelets. Wavelets
are functions that are generated through a process of dilations and translations
of one single function, which is usually named Şmother waveletŤ. The idea of
wavelet transform was defined by J. Morlet [8]

Wdf(m,n) =
∑
m,n

f(x) · Ψm,n (x) (2)

where Ψm,n means a family of discrete wavelet functions. The discrete wavelet
transform is computed by applying a separable 1−D filter bank to the input
signal (see Figure 1). Given a signal s of length N , the DWT consists of log2N
stages at most. The first step produces, starting from s two sets of coefficients:
approximation coefficients cA1, and detail coefficients cD1. These vectors are
obtained by convolving s with the low-pass filter Lo_D for approximation,
and with the high-pass filter Hi_D for detail, followed by dyadic decimation
(downsampling). The next step splits the approximation coefficients cA1 into
two parts using the same scheme, replacing s with cA1 and producing cA2

and cD2 and so on. Wavelet transformation with 3 decomposition levels is
presented in Figure 2.

The wavelet decomposition of the signal s analyzed at level j has the fol-
lowing structure: [cAj , cDj, ..., cD1].

In case of proposed ADS system signal represents parameters of network
traffic (see Table 1). For detecting anomalies in ADS we are using as a pa-
rameter energy of DWT coefficients:

Ensubi =
K∑
n=1

cP 2
i (n) (3)
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Fig. 1 Practical realisation of 1-D Discrete Wavelet Transform

Fig. 2 Wavelet transformation with 3 decomposition levels

where Pi - DWT coefficients of approximation or detail subbands. Profiles are
built from approximation cA and detail cD coefficients calculated during 3
level DWT decomposition.

Additionally, we added to preprocessor calculation of wavelet transform
by using Lifting Scheme [9]. Lifting Scheme is an efficient implementation of
Wavelet decomposition, where the number of operation can be reduced by a
factor of two.

2 Proposed ADS Preprocessor for SNORT IDS

In Figure 3 block diagram of proposed ADS SNORT preprocessor is presented.
ADS preprocessor (written in C language) is an extension to SNORT IDS
system. We are using SNORT as a kind of sniffer which provides different
traffic features (see Table 1). For detecting anomalies we are using Chi-square
statistic test and coefficients calculated from Discrete Wavelet Decomposition.
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For both algorithms first we have to built normal traffic profiles (see stepped
lines in Figures 4-5). Traffic profiles were calculated from network traffic col-
lected in 6 weeks. So far the preprocessor was tested with the use of small
LAN network to prove usefulness of proposed ADS algorithms (in the next
step we are planning to connect our preprocessor to large university network
where we will be able to test traffic redirected to our preprocessor from many
LAN networks). Network traffic was analyzed in 10 minutest windows [10] for
each 25 features. Analysis window can be arbitrarily set during preprocessor
start.

Fig. 3 Anomaly Detection preprocessor block diagram for SNORT IDS system

Traffic profiles are stored in local preprocessor database (preprocessor can
update traffic profiles in any time by switching preprocessor to appropriate
mode). During normal work preprocessor calculates Chi-square test and ener-
gies from DWT subbands coefficients and compare it to the network profiles
collected in database. Preprocessor indicates anomalies when the parameters
calculated by ADS algorithms during normal work exceed boundaries desig-
nated by interval < μ− 3σ, μ+ 3σ >
where: μ - is a mean calculated for one analysis window for a given network
profile; σ - standard deviation calculated for one analysis window for a given
network profile.

When the preprocessor indicates anomaly a report is generated to a log file.
A log file consist of the information when anomaly starts and ends, the traffic
feature which indicates alarm and about confidence level of a given alarm.
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Table 1 Network traffic features captured by SNORT ADS preprocessor

f1 number of TCP pockets
f2 in TCP pockets

f3 out TCP pockets
f4 number of TCP pockets in LAN
f5 number of UDP datagrams
f6 in UDP datagrams

f7 out UDP datagrams
f8 number of UDP datagrams in LAN
f9 number of ICMP pockets

f10 out ICMP pockets
f11 in ICMP pockets
f12 number of ICMP pockets in LAN

f13 number of TCP pockets with SYN and ACK flags

f14 out TCP pockets (port 80)
f15 in TCP pockets (port 80)

f16 out UDP datagrams (port 53)
f17 in UDP datagrams (port 53)
f18 out IP traffic [kB/s]
f19 in IP traffic [kB/s]

f20 out TCP traffic (port 80) [kB/s]
f21 in TCP traffic (port 80) [kB/s]
f22 out UDP traffic [kB/s]

f23 in UDP traffic [kB/s]
f24 out UDP traffic (port 53) [kB/s]
f25 in UDP traffic (port 53) [kB/s]

(a) (b)

Fig. 4 Chi-square profile (stepped line) and value of Chi-square 24 hour test (axis
x - time in hours) for current network traffic (a) without anomaly (b) with anomaly

(a) (b)

Fig. 5 DWT coefficient energy profile (stepped line) and value of DWT energy
coefficients during 24 hour test (axis x - time in hours) for current network traffic
(a) without anomaly (b) with anomaly
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Exemplary profiles (stepped line) together with real time calculated values
(values of Chi-square test and energy from DWT coefficients) during normal
preprocessor work are shown in Figures 4-5.

3 Experimental Results

Proposed ADS preprocessor was evaluated with the use of local LAN network.
The preprocessor examined summary traffic from entire subnet. Usability of
proposed solution was evaluated by simulating different attack on tested LAN
network. We used Back Track [11] Linux distribution for simulating different
attack such as eg. various port scanning, DoS, DDoS, Syn Flooding, pocket

Table 2 Detection Rate DR [%] achieved by subsequent network traffic features

Feature Chi-sqaure Mallat Lifting scheme

f1 5.26 5.26 5.26
f2 5.26 10.52 10.52
f3 0.00 10.52 10.52
f4 15.78 10.52 10.52

f5 10.52 10.52 10.52
f6 0.00 0.00 0.00
f7 0.00 0.00 0.00

f8 15.78 31.58 31.57
f9 94.73 94.73 84.21
f10 73.68 94.73 78.95

f11 0.00 5.26 0.00
f12 68.42 78.95 15.78
f13 10.52 10.52 10.52

Feature Chi-sqaure Mallat Lifting scheme

f14 0.00 5.26 10.52
f15 0.00 10.52 10.52
f16 0.00 0.00 0.00
f17 5.26 5.26 5.26

f18 10.52 10.52 10.52
f19 5.26 5.26 10.52
f20 10.52 5.26 5.26

f21 5.26 10.52 10.52
f22 0.00 0.00 0.00
f23 0.00 0.00 0.00

f24 0.00 0.00 0.00
f25 5.26 0.00 0.00

Table 3 False Positive FP [%] achieved by subsequent network traffic features

Feature Chi-sqaure Mallat Lifting scheme

f1 4.46 7.43 8.96
f2 4.07 7.99 9.42
f3 4.49 7.96 9.69

f4 4.24 6.06 6.90
f5 4.57 5.62 3.94
f6 2.86 4.14 2.23

f7 5.18 5.33 5.98
f8 4.20 8.28 8.62
f9 6.69 9.13 0.05

f10 0.47 0.48 0.48
f11 4.07 12.06 12.64
f12 5.42 4.34 0.05

f13 4.15 7.07 8.14

Feature Chi-sqaure Mallat Lifting scheme

f14 3.73 7.48 9.64
f15 3.91 7.17 9.32
f16 0.02 0.02 0.02

f17 0.34 0.39 0.39
f18 3.90 8.74 9.95
f19 4.37 8.36 10.26

f20 3.71 8.50 9.95
f21 3.81 7.09 9.11
f22 2.36 3.08 1.60

f23 3.76 3.07 3.42
f24 0.02 0.00 0.00
f25 0.37 0.02 0.02
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fragmentation and others. When the preprocessor indicates a possible anomaly
a log is generated to a text file. Granularity of analysis depends on window
analysis time. Time of analysis window can be arbitrarily set during start of
preprocessor.

Detection rate DR and false positive FP for 25 traffic features were pre-
sented in Table 2 and Table 3. The best results were achieved for features
f9 and f10. Detection rate and false positive depends on ADS algorithm
and calculated traffic feature. DR[%] for f9 and f10 changes in boundaries
73.68 − 94.73 in turn FP [%] has values between 0.05 − 9.13.

4 Conclusion

This paper presents proposition of anomaly detection preprocessor for SNORT
IDS system. The major contributions are: proposition of new SNORT prepro-
cessor where at the same time two different algorithms (Chi-square and DWT)
were used to detect anomalies. The preprocessor was examined in real net-
work. The presented results prove that the presented algorithms can be used
for improving cybersecurity and resilience of the network infrastructures.
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Summary. Wireless ad-hoc networks are playing an important role in extending
the implementation of traditional wireless infrastructure (cellular networks, wireless
LAN, etc). Network topology planning and performance analysis are crucial chal-
lenges for network designers (i.e. routing design in ad-hoc networks is a challenge
because of limited node resources). The article focuses on the network parameters
determining and their influence on ad-hoc networks properties. It also proposes
a new approach in ad-hoc networks modelling.

1 Introduction

Ad-hoc networks consists of collection of nodes placed in different geograph-
ical locations with wireless communication between them. The most distinct
feature that differs them from other networks is lack of cable infrastructure
– the structure is quite decentralized. Nodes in ad-hoc network can work as
clients or as routers. Last few years show increased use of ad-hoc networks.
They are used in military and civilian usage (on much smaller scale – used
by rescue team, police or commercially by phones or computers equipped in
UMTS and GPS devices). In some measurement systems nodes can repre-
sent an autonomous sensors or indicators. Ad-hoc networks can be also used
to collect of sensor data for data processing for a wide range of applications
such as tensor systems, air pollution monitoring, and the like. Nodes in these
networks generate traffic to be forwarded to some other nodes (unicast) or a
group of nodes (multicast).

Mobile ad-hoc networks (MANET) and mesh networks are closely related,
but MANET also have to deal with the problems introduced by the mobility
of the nodes (nodes may represent mobile devices). Similarly to the mesh net-
works, nodes act both as an end system (transmitting and receiving data) and
as a router (allowing traffic to pass through) resulting in multi-hop routing.
Networks are in motion – nodes are mobile and may go out of range of other
nodes in the network.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 233–240.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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As of today, ad-hoc networks can work in two modes: single-hop and multi-
hop [2]. In single-hop mode, all nodes are in direct range of another node.
Communication between them is possible without any external routing device.
Multi-hop networks have the ability to be communicate and use routing device
at one time. This approach improves speed of transmission and is prone to
danger of losing connection. Mobility of nodes and devices multiplies problems
with stability and quality of transmission.

The main goal of this article is to determine representative network parame-
ters as average node degree, clustering coefficient and diameter, and examine
their values in ad-hoc networks. Literature confirms dependencies between
network topology parameters and efficiency of routing algorithms [6, 7]. The
analysis of the effectiveness of the routing algorithms known to the authors
and the design of the new solutions utilize the numerical simulation based
on the abstract model of the existing network. These, in turn, need network
models reflecting in the best adequate way the ad-hoc network. Thus new fast
generator for ad-hoc networks has been proposed in the article.

The article structure is as follow: Chapter 2 describes network topology,
its parameters and propagation model. Chapter 3 presents simulation study
regarding authors’ ad-hoc topology generator. Chapter 4 presents simulation
results. The final chapter sums up the discussion.

2 Network Model

2.1 Graph Model

Let us assume that a network is represented by an undirected, connected
graph N = (V,E), where V is a set of nodes, and E is a set of links. The
existence of the link e = (u, v) between the node u and v entails the existence
of the link e′ = (v, u) for any u, v ∈ V (corresponding to two-way links in
communication networks). With each link e ∈ E, two parameters are coupled:
cost c(e) and delay d(e). The cost of a connection represents the usage of the
link resources. c(e) is then a function of the traffic volume in a given link and
the capacity of the buffer needed for the traffic. A delay in the link d(e) is, in
turn, the sum of the delays introduced by the propagation in a link, queuing
and switching in the nodes of the network.

2.2 Propagation Model

Ad-hoc network topologies are analyzed in many works, including [3] and [4].
These publications provide detailed analysis on modeling topologies for ad-hoc
networks, methods for controlling topologies, models of mobility of nodes in
networks and routing protocols in wireless ad-hoc networks. Ad-hoc networks
are formed by devices that have mobile energy source with limited capacity.



2 Network Model 235

It is essential then for the energy consumption to be maintained at a possibly
low level in order to prolong the time duration of autonomous operation of
the device.

The adopted model of the costs of links between the devices takes into
consideration energy used by the antenna system of a device. The proposed
implementation assumes that network devices have isotropic radiators. The
power of electromagnetic wave Pr received by the antenna can be expressed
by the following dependency:

Pr ∼ Ps
dα
, (1)

where d expresses the distance between the transmitter and the receiver,
and Ps denotes transmitting power. If radiation propagates in vacuum,
then α = 2. However, in real environment α ∈ 〈2, 6〉 [4]. In the present in-
vestigation, the value α = 3.5 was adopted. This value was calculated as an
arithmetic mean from the middle ranges of the variability of the parameter α,
published in [4] and [3]. The required power of the received electromagnetic
wave Pr was adopted as constant.

For simplicity, this model bases on the pathloss power law model for ra-
dio propagation. With the power law model for radio propagation, and the
assumption that transmission power and receiver sensitivity for all nodes is
same, the coverage area of any node is a circle with radius r. A node can have
direct communication with all nodes that fall inside its coverage area [5].

(a) (b)

Fig. 1 Visualization of ad-hoc networks with 200 nodes obtained using the proposed
generator for r = 100 units (a) and r = 150 units (b)
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2.3 Network Parameters

To evaluate different structures of ad-hoc networks it is important to define
basic parameters describing network topology:

• average node degree [6]:

Dav =
2k
n

(2)

where n – number of nodes, k – number of links,
• hop diameter [6] – the length of the longest shortest path between any two

nodes; the shortest paths are computed using hop count metric,
• clustering coefficient (γv) of node v is the proportion of links between the

vertices within its neighborhood divided by the number of links that could
possibly exist between them [14].
Let Γ (v) be a neighborhood of a vertex v consisting of the vertices adjacent
to v (not including v itself). More precisely:

γv =
|E(Γ (v))|(

kv

2

) =
2|E(Γ (v))|
kv(kv − 1)

, (3)

where |E(Γ (v))| is the number of edges in the neighborhood of v and
(
kv

2

)
is the total number of possible edges between neighbourhood nodes.
Let V (1) ⊂ V denotes the set of vertices of degree 1. Therefore [1, 12]:

γ̂ =
1

|V | − |V (1)|
∑

v∈V \V (1)

γv. (4)

Clustering coefficient quantifies how well connected are the neighbours of
a vertex in a graph. In real networks it decreases with the decreasing value
of vertex degree.

3 Simulation Study

Computer simulation lets turn concepts into more realistic scenarios. It allows
to verify ad-hoc models and concepts without the need to implement them
in hardware, yet providing a detailed insight. Therefore, authors conducted
their custom-made ad-hoc generator prepared in C++, PHP [10] and SVG [11]
especially for the task studies.

Generator is divided into two parts. First one is a PHP script used to
convey data between user and C++ CGI applications. PHP and SVG are both
used for network topology visualization. Second part consists of independent,
C++ based applications that are used to quickly generate data. Dividing
the generator into two parts gives much better speed than in the case the
computing is done by the web server.
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(a)

(b)

Fig. 2 Distribution of node outdegree for ad-hoc network with n = 200, r = 100 (a)
and n = 200, r = 150 (b)

Network topologies are prepared with a pseudorandom two dimensional
uniform distribution generator (LCG) [9]. The simulation area is a rectangle of
1,000 by 1,000 units where nodes are deployed on a mesh with the granularity
of one unit. The maximum radio range of a sensor node is set to 200 units.
The proposed generator simplifies network topology model – it provides ad-
hoc topologies without nodes mobility.

Figures 1a and 1b are exemplary visualizations of ad-hoc networks obtained
using the proposed generator for r = 100 units and r = 150 respectively. The
second network has higher average node degree.

4 Simulation Results

In the first phase of the experiment (Fig. 2) distribution of node outdegree for
ad-hoc network with n = 200 (histograms) were examined for the networks
topologies presented on Fig 1. The range r (representing transmission power



238 M. Piechowiak and S. Pucek

(a)

(b)

(c)

Fig. 3 Average node degree (a), average clustering coefficient (b) and network di-
ameter (c) versus to the radio range of node (r)

level) has significant influence on outdegree distribution. For r = 100 network
represented by undirected graph contain leaves – nodes with outdegree equal
2 (5 nodes). Small value of node outdegree is also noticeable (43% nodes
have outdegree from the range of 2 to 10). Node outdegree increases with the
increasing value of r (for r = 150 network has no leaves and there are 7 nodes
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with outdegree 42 and 43). Further increasing the radio range constructs full-
mesh networks (histogram with one, high outdegree peak).

In the second phase of the experiment average node degree (Dav), average
clustering coefficient (γ̂) and hop-diameter were examined in relation to the
radio range (r). Increasing value of r (Fig. 3a) results in increasing average
node degree (270% increment of Dav is observable for r from the range of 100
to 200). Average clustering coefficient (γ̂) is differentiated when radio range
r = 100 and networks have different number of nodes n (Fig. 3b). For r > 170
average clustering coefficient has the same values independent of number of
network nodes n. Increasing value of r results in decreasing hop-diameter
(Fig. 3c). Hop-diameter value is biggest for n = 100 and r = 100 (small
networks with small radio ranges).

The simulation outcomes presented in the paper are the average results
computed for many independent simulation iterations (Fig. 1). The values of
the simulations have 95% confidence intervals calculated after the t-Student
distribution. The confidence intervals are so small that, for most of the cases,
they are within measurement points shown in the figures. For the sake of
readability and convenience they are not shown in the graphs.

5 Conclusions and Future Work

The article defines representative network parameters as average node degree,
clustering coefficient and diameter, and examine their values in ad-hoc net-
works. Thus new fast generator for ad-hoc networks has been proposed in the
article.

Previous authors’ works show strong influence between basic network pa-
rameters and results of routing algorithms [7, 8]. There is a need to confirm
these tendencies in ad-hoc networks.

For the purposes of the study, it is assumed that future, far more advanced,
devices will have the capability of precise fine tuning of the transmitting power
level to that required by the receiver. It is an interesting of further research
work to extend proposed generator to model the direction and transmitting
power level of each node.
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Summary. In this paper, we develop a new one-dimensional chaotic map, com-
pletely based on the logistic map: ”New Logistic Map (NLM)”; this new map expand
the definition domain of logistic map and their utilization. The simulation results
and theoretical analysis of chaotic dynamical behaviours show that the NLM is a
chaotic system and has an ideal distribution. It is also characterized by its wide
range of definition, and depends on the number of the desired real values.We have
applied the NLM to generate the interleaver matrix for Interleave Division Multiple
Access (IDMA): NLMInterleaver. Our design easy to generate, and requires a low
memory bandwidth consumption (low amount of data can travel over a commu-
nications channel), and low computational complexity compared to the literature
algorithms.

1 Introduction

Interleave Division Multiple Access is one of the main candidate multiuser de-
tection techniques based on the interleaver matrix for next generation mobile
communication systems. This technique inherits the CDMA advantages with
one spreading sequence for all users, and proves to be a particular case of
the CI-CDMA, relies on interleaving to distinguish and separate signals from
different users [1]. The interleaver/deinterleaver is the main component in the
IDMA transmitter and receiver; however the choice of better interleaver has a
positive influence on the IDMA performances. The main criteria to choose a
good interleaver is that each two interleavers out of a set of interleavers should
not ”collide” [2], including minimal bandwidth consumption to exchange the
information about interleaver matrix between transmitter and receiver, mini-
mal memory required to store the interleaver matrix, and ease to generate it.
However, in the standard case the transmitter needs to transmit the entire in-
terleaver matrix consisting of interleaving pattern of the users to the receiver,

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 241–251.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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thus the large value of the interleaver size requires a high memory to store
the interleaver matrix, more bandwidth and resources will be needed and the
implementation complexity will be high.

Several designs of interleaver were introduced and studied in the literature,
such as the Orthogonal Interleaver (OI), Random Interleaver(RI), Pseudoran-
dom Interleaver [2], Shifting Interleavers (SI) [3], Nested Interleaver (NI) [4],
Deterministic Interleaver (DI) [5] and others [6, 7]. The orthogonal interleaver
is generated by using the orthogonal binary sequences and its main limit is
that the number of simultaneous users is limited by the spreading sequence
length. Since in the family of random interleavers, the generator algorithm is
not described, the exchange of the interleaver matrix between the transmit-
ters and the receivers is necessary thus a large bandwidth will be consumed;
consequently, increasing the length of the interleaver matrix will increase the
consumption of the bandwidth. In the nested interleaver, the first base inter-
leaver is pseudorandomly generated and the next interleavers are generated by
reindexing operation. The OI, RI and NI are useless to use in next-generation
due to the fact that the first interleavers are randomly generated, and the
computational complexity is proportional to the number of users. In addition,
the bases interleavers matrix have to be transmitted to the receiver. To easily
produce an interleaver with deterministic behavior, another design, called De-
terministic Interleavers (DI), was proposed in [8]; it is firstly used for Turbo
Code/Decode, and adapted in [5] for IDMA systems. This interleaver design
ameliorates the bandwidth consumption problem. Moreover, the disadvantage
of DI is the requirement of a large memory in the generation step; as a result
as they still use a Look-Up Table (LUT) where basic mapping function has
to be stored after its computation.

In this context, we introduce a new one-dimensional chaotic map in this
paper, which we name ”New Logistic Map (NLM)”, we also study its dynami-
cal properties including invariance, phase space and bifurcation diagram. We
apply these properties to propose a new design that will allow us to construct
a set of interleavers matrix for different users in IDMA systems. The novel
advantages of our interleaver design are the simplicity to generate it, least
memory requirement, and minimal consumption of bandwidth.

The content of the paper is organized as follows. In section 2, we give an
introduction to our new map, and analyze the chaotic dynamical behaviour
in this map. In Section 3, we revisit the IDMA system given by Li Ping.
In Section 4, we present the details to construct NLM Interleaver. Section 5
presents the simulation results, and finally section 6 gives conclusions.

2 New Logistic Map

The logistic map [9] is one of the simplest and most transparent discrete
dynamical systems exhibiting the order to chaos transition. The interest of
this map is due to its important characteristics, such as deterministic, sensitive
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to initial conditions, motion ergodic and embedded with an infinite number
of unstable periodic orbits. Mathematically, the logistic map is written as

Xn+1 = λXn(1 −Xn), (1)

Where Xn ∈ [01], and n is the generation number. Contrary to the randomse-
quence, the one generated by logisticmap is predictable and hence reproducible
from the initial state X0 and a deterministic algorithm. A sequence generated
by the logistic map consists of a Cantor set of points in [01] whose orbits stay
in [01]. However, many applications use the sequences of N random integers in
[0N ] such as the interleaver/deinterleaver in IDMA systems. Let us consider
a new system given by:

Xn+1 = λXn

(
1 − Xn

N

)
, (2)

Where Xn ∈ [0N ] and N represent the interleaver length. This system must
be chaotic and there must be many interesting complex dynamical behaviors.
To check the numerically chaotic behavior in this system, we analyzed the
phase space in the Cartesian plane in the term of the parameter λ and the
bifurcation diagrams.

2.1 Phase Space

Fig. 1a shows the phase space in the Cartesian plane of (2) for different values
of λ. If 0 < λ < 1, the equilibrium at X0 is stable and if 1 < λ ≤ 3, the
system (2) is stabilized in equilibrium λ−1

λ . At 3 < λ ≤ 3.54 we have a violent
behavior, in this case the system oscillates on a cycle of 4 periods without
reaching the equilibrium. At λ = 3.57 chaos occurs; the system never settles
to a fixed period. For 3.57 < λ ≤ 4, the system is aperiodic (Fig. 1b), since
the appearance of the chaotic behavior.

2.2 Bifurcation Diagrams

Another step to evaluate the chaotic behavior of the NLM system is to ana-
lyze a visual summary of the succession of period-doubling produced as the
control parameter λ when it is varied. This process is called bifurcation dia-
grams, which are tools commonly used in nonlinear dynamics. Fig. 2 shows
the bifurcation diagram of the NLM function for a sequence of N = 100 sam-
ples, and 0 < λ ≤ 4. We see that for λ ≤ 1, we have only one point attractor
for our system, this point is zero. For 1 < λ ≤ 3, we still have one point
attractor, but the value of X increases when λ increases. At 3 < λ ≤ 3.57 the
entire bifurcation is recreated on a smaller scale, and for λ > 3.58 the system
is completely chaotic.
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(a) (b)

Fig. 1 Chaotic behavior in NLM for (a): different values of λ, (b): λ = 4 and
X0 = 1.2

Fig. 2 The bifurcation diagrams for NLM

3 IDMA System

In Fig. 3, the transmitter and the receiver iterative MultiUser Detector (MUD)
structure of an IDMA system with U simultaneous users is presented. The in-
put data sequence duk of uth user is spread based on a low-rate code C (C can
be either the same or different for different users) to construct a sequence bu.
Then bu = [bu(1), bu(2), . . . , bu(N)]T - where N is the frame length- is per-
muted by an interleaver πu to product a signal fu = [fu(1), fu(2), . . . , fu(J)]T
where the basic elements in buj = dukC

u called ”chips”. The different users are
distinguished mainly by their interleavers πu. The received signal from U users
can be written as follow:

Rj =
U∑
u=1

fuj h
u + Nj; j = 1, 2, . . . (3)
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where Nj is the jth sample of an Additive White Gaussian Noise (AWGN)
with variance σ2 = N0

2 end zero-mean, and hu is the channel coefficient for
uth user. As illustrated in Fig. 3, the MUD receiver consists of an Elementary
Signal Estimator (ESE) and U single user a posteriori probability decoders
(APP-DEC). The ESE computes the extrinsic Log-Likelihood Ratio (LLR)
about fuj given by:

euese = ln

[
P (Rj |fuj = +1
P (Rj |fuj = −1

]
(4)

In our system, the DEC consists of U local APP decoders and each decoder
is the dispreading and spreading operation. After appropriate deinterleaving,
the uth local APP decoder performs an APP decoding of C for user u. The ex-
trinsic LLRs are used to update the mean and the variance of the interference
and noise components in the received signal Rj .

Fig. 3 IDMA system structure with U users

To begin the next iteration of the MUD process, the extrinsic information
output of DEC is then respread, and reinterleaved before feed back to the
ESE. The algorithm to estimate the mean and the variance in ESE, and DEC
of every chip in every fuj is detailed in [10].

4 Design Steps of the NLM Interleaver

The graph of NLM function in the Cartesian plane is a parabola, that illus-
trates the phase space correspond to the states occupied by the system during
its evolution; this characteristic is the basic idea of our method to generate
interleavers chaotic. The system starts with a first value X0 of X called the
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initial state and then calculates a sequence {X1, X2, . . . , XN} occupied by the
system using our system Xn+1 = λXn

(
1 − Xn

N

)
; these states form a set of

real sequences between 0 and N . The transition to the integer sequences is
realized by maximizing, or by using a floor to round the elements of Xi to the
nearest integers. Finally to obtain the interleaver vector, we eliminate redun-
dant elements from the vector found. Starting from an initial value Xu

0 we
obtain -by iterating the NLM given in (2)- the interleaver matrix for uth user.
We construct an initial value for the next user by adding a footstep ζ to the
Xu

0 . In our method, it is not necessary to transmit large amount of interleaver
matrix to the receiver side, it only transmits the initial value Xu

0 for each
user. All users have the same complexity to generate these interleavers. The
following is a list of our algorithm -for each user- based on the NLM equation:

Initialization:

• λ = 4 The bifurcation parameter, N : Interleaver length,U : The number of
users, i = 0 and n = 0.

• Xu
i : The initial state of uth user (0 < Xu

i < N), ζ: The footstep between
the initial states, u = 1.

• Y u0 =
∫

(Xu
0 ): The first element interleaver matrix of uth user (πu ≡ Y u0 ).

Main operations: the value of n does not exceed N :

1. Calculate Xu
i+1 from the value of Xu

i .
2. Use floor to round the elements of Xu

i+1 to the nearest integers (Y ui+1 =∫
(Xu

i+1).
3. Check, if the element Y ui+1 exists in the set πu, increment i by 1 and repeat

the second and the third steps in the main operations, otherwise store the
element Y ui+1 in the set πu(πu ≡ πu

⋃
Y ui+1) and increment n by 1.

Fig. 4 Interleaver construction based on the NLM
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It is important to estimate the initial state, the perfect footstep between the
initial states and the technique used to pass from a real to integer sequences;
therefore, these parameters are used to find good interleavers, thus minimize
the Inter User Interference (IUI).

5 Performance of NLM Interleaver

5.1 Computational Complexity

The complexity of interleavers and deinterleavers generation at the transmitter
and receiver side is a major concern in case of higher user count [2]. In this
section we compare the computational complexity to generate the interleaver
matrix in different designs.

The algorithm to generate the orthogonal interleavers is more detailed in [2].
The main limit of this interleaver designs is that the number of simultaneous
users is limited by the spreading sequence length. The computational com-
plexity of an orthogonal interleaver equals the computational complexity to
generate a PN sequence using a linear feedback shift register (LFSR) with a
primitive polynomial and the complexity to construct the interleaver matrix
from PN sequences.

The schifting interleavers are also based on the PN-sequences generate with
primitive polynomial to generate a master interleaver. To construct the other
interleaver, a circular shifting of master interleaver is used. The nested in-
terleaver is generated by using composition map of a single interleaver. The
second nested interleaver is generated by the permutation of the image of the
first interleaver by itself. The next interleaver is also generated by the per-
mutation of the image of the second interleaver by using the first interleaver.
This operation is repeated to obtain the next interleavers. However, the op-
eration to generate the next interleavers is slower after the generation of the
first interleaver; thus the computational complexity of nested interleavers is
approximately equal to that of orthogonal interleavers.

Table 1 shows the comparison of computational complexity among the NLM
interleaver design and the reference designs. This complexity is calculated
by the number of cycles needed to generate the interleaver matrix versus
the number of users. As expected, Table 2 shows that the computational
complexity increases with the number of users for orthogonal, shifting and
nested designs while it is not the case for NLM interleaver designs. Therefore,
the computational complexity in NLM interleavers is fixed and independent
of the number of users. �nt =

∫
(NU ) returns the greatest integer that is not

larger than N
U .

5.2 Bandwidth Resource Required

Lack of bandwidth resource is a vital issue in communication systems. This
problem becomes worse when the user number increases. In IDMA system,
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Table 1 The computational complexity to generate the first interleaver

Orthogonal Shifting Nested NLM
Complexity O(N) + O(N2) O(N2) O(log2(N)) O(N2)

Table 2 The number of cycles needed to generate the uth interleaver

u Orthogonal Shifting Nested NLM
1 1 1 1 1
16 16 16×�nt 16 1
200 200 200×�nt 200 1

the number of simultaneous users is a very important factor. However, a
great number of researchers are interested in increasing the maximum avail-
able number with a minimal consumption of bandwidth. Another problem in
IDMA system is that the transmitter and receiver must hold the same in-
terleaver matrix. In most of the studied algorithms, the transmitter needs to
transmit the interleaver matrix consisting of interleaving pattern of the users
to the receiver; so the greater the size of the interleaver, the more bandwidth
and resources are used.

To evaluate the bandwidth consumption, we propose here a brief overview
of the initialization parameters required to generate the interleavers and the
number of bits occupied by users in the different designs. The random inter-
leavers generated randomly and independently and the selection of user spe-
cific interleavers is also performed randomly for all the users. These randomly
selected interleavers, at transmitter end, are required to be sent to receiver
end for proper decoding of user-specific data. However, a high bandwidth and
memory requirement are needed. The orthogonal interleaver is generated by
using the orthogonal binary sequences and the pseudonoise (PN) sequences
generated by a linear feedback shift register defined by a primitive polynomial
of degree m over the Galois field GF(2). The amount of exchanged informa-
tion between transmitter and receiver are a primitive polynomial of degree m,
where 2m > N , and the initial state of the linear feedback shift register with
m bits.

In the case of nested interleavers, the generation process begins by ini-
tializing the state of the linear feedback shift register with a primitive
polynomial and a pseudo random interleaver generated by using the bits rep-
resents the coefficients of the primitive polynomial. It is necessary to store
the ”seed” of these interleavers in the mobile stations. According to the first
interleaver, the (u+1)th interleaver can be obtained with permutation πuoπ1,
with u = 1, 2, . . . , U . In order to agree upon a nested interleaver between the
transmitter and the receiver, and then generate it. They are necessary to ex-
change a primitive polynomial, the initial state of the linear feedback shift
register and a pseudo random interleaver.
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Table 3 The number of bits required for different interleaver designs

bM BM

Random log2(N1) × (N + 2) U × log2(N − 1) × (N + 2)
Orthogonal 2 × m + 3 × log2(N − 1) 2 × m + 3 × log2(N − 1)

Shifting log2(N − 1) × N + 2× log2(N − 1) × N + 2×
×m + 3 × log2(N − 1) ×m + 3 × log2(N − 1)

Nested 2 × m + × log2(N − 1) 2 × m + 3 × log2(N − 1)
NLM 4 × log2(N − 1) 4 × log2(N − 1)

Table 4 The number of bits required BM as a function of U for different interleaver
designs with N = 64

U Random Orthogonal Shifting Nested NLM
1 396 30 414 30 24
64 24588 30 414 30 24
128 49164 - 414 30 24
256 98316 - 414 - 24

In NLM interleaver, a single information exchange between the transmitter
and the receiver is only the initial value X1

0 . The interleaver matrix for first
user is generated based on the formula (2) , and the interleaver for uth user
is generated by initializing the formula (2) by Xu

0 = X1
0 + u× ζ.

Let bM the portion length of the IDMA frame reserved to exchange the
information between transmitter and receiver to agree upon an interleaver
and then generate it for each user and BM the bandwidth consumption to
generate the interleavers matrix for all users.

Let us consider a primitive polynomial g(x) = x6 + x+ 1 of degree m = 6
and [1 0 1 1 0 0] the initial state of the linear feedback shift register used
to generate an PN-sequence with g(x). In Table 3, we show the expression
of the number of bits to be transmitted to the receiver to generate the same
interleaver matrix as is generated in the transmitter, while Table 4 shows an
example with N = 64 as a function of the number of simultaneous users U .

subsectionBER performance results The next goal of this paper is to eval-
uate the quality of transmission using bit error rate (BER) analysis of IDMA
system for proposed NLM interleaver along with RI. For simplicity, we eval-
uate an IDMA system with BPSK signaling in single path AWGN channel.
The block size of data bits for each user is 512 and the used spreading code
is C = [1, 1, 1, . . . , 1] for all users with the length S = 32. The number of
iterations is set to be 10 in each case.

In Fig. 5, the comparative simulation of NLMI and RI is showed for 512 bits
of data length with user number U = 1, 32, 64, 96, 110. The simulation result
demonstrates that the NLM interleaver achieves similar BER performance
compared to other designs, in case of similar simulation conditions.
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Fig. 5 Performance comparison of NLMI and RI in IDMA system with N = 512
using various number of users U

6 Conclusion

We claim two contributions of this work. First we have developed a new chaotic
map equation called New Logistic Map (NLM), and we have analyzed its
chaotic dynamical behaviors in detail. In the second main contribution, we
have outlined the role of interleaver design in IDMA system and we have pro-
posed a novel method to generate good and multiple interleavers, regardless
of the number of simultaneous users and the interleaver length. Our proposed
interleaver design is based on the NLM and called NLM interleaver. The sim-
ulations in Section 5 show that the NLM interleavers can achieve the same
BER performances compared to random interleavers, shifting interleavers and
nested interleavers. NLM interleaver has also many advantages such as less
resource consumption, less required memory, minimum implementation com-
plexity and easy to generate it, over random or any other interleavers.
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Summary. The holy grail of tracking people indoors is being able to locate them
when they are not carrying any wireless tracking devices. The aim is to be able to
track people just through their physical body interfering with a standard wireless
network that would be in most peoples home. The human body contains about 70%
water which attenuates the wireless signal reacting as an absorber. The changes in
the signal along with prior fingerprinting of a physical location allow identification
of a person’s location. This paper is focused on taking the principle of Device-free
Passive Localisation (DfPL) and applying it to be able to actually distinguish if
there is more than one person in the environment. In order to solve this problem, we
tested a Support Vector Machine (SVM) classifier with kernel functions such as Lin-
ear, Quadratic, Polynomial, Gaussian Radial Basis Function (RBF) and Multilayer
Perceptron (MLP) in order to detect movement based on changes in the wireless
signal strength.

1 Introduction

Indoor location estimation is a crucial component in many applications. Loca-
tion estimation is important for many scenarios such as asset tracking, health
care, location based network access, games, manufacturing, government, logis-
tics, industry, shopping, security, tour guides, and conference guides. Various
localisation systems that can estimate the position of a person or object exist.
One can select the system which offers the accuracy and precision required
for a specific application.

Indoor localisation systems can be classified into active and passive sys-
tems. Location tracking techniques for active localisation require the tracked
people to participate actively. The second class known as passive localisation

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 253–260.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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is based on monitoring changes of characteristics dependent on peoples pres-
ence in an environment. By participating actively, we mean that a person
carries an electronic device which sends information to a positioning system
helping it to infer that person’s position. In some cases the electronic devices
can also process recorded data and send the results for further processing to
an application server running the localisation algorithm. In the passive local-
isation case, the position is estimated based on the variance of a measured
signal or video process. Thus the tracked person is not carrying any electronic
devices to infer the user’s position.

This work is focused on solving an extremely difficult task that is multi-
occupancy detection in a passive localisation scenario. Thus the following sec-
tions will analyse one of the techniques used to deploy indoor passive localisa-
tion systems. Various DfPL systems will be presented as an introduction to in-
door passive localisation. Various techniques such as Ultra-wideband (UWB),
Physical Contact, Differential Air Pressure, Computer Vision, and Device-free
Passive Localisation (DfPL) have been used in indoor passive localisation.

Ultra-wideband (UWB) is one of the first techniques used to deploy passive
localisation systems [1]. Through-the-wall surveillance or through-wall imag-
ing (TWI) are used to denote UWB passive systems [2, 3]. This technique has
been recently used for both static and motion detection. UWB passive locali-
sation is considered to be an extension to a technique called radio tomographic
imaging due to its similarity to the medical tomographic imaging. Through-
wall imaging refers to the ability of detecting and monitoring objects or people
through buildings walls. This can be very useful to law enforcement agencies
and can have many applications in military and civil scenarios [4]. UWB has
the advantage of being able to penetrate walls. Various implementations of
UWB technique have been proposed. A UWB system has the following two
main components: transmitters and receivers. Short pulses are sent by a pulse
generator via a horn antenna [5]. The receivers wait and monitor echoes from
various objects or people.

TileTrack represents a low cost two-dimensional location estimation system
based on physical contact [6]. Changes in the capacitance between transmit-
ting and receiving electrodes (plate electrodes or wire electrodes) are moni-
tored. The system is based on 9 floor tiles with one transmitting electrode for
each tile. Each tile is 60 cm by 60 cm square-shaped made from thick chip-
board with thin steel coating. The prototype used to deploy the TileTrack
technique has a square tracking area with a size of 3 × 3 tiles.

AirBus estimates location based on indoors airflow disruption caused by
human movement [7]. An air pressure sensor is placed within the central
heating, ventilation, and air conditioning (HVAC) unit. The sensor detects
pressure variations. AirBus can correctly identify an open or closed door 80%
of the cases with HVAC in operation and 68% with HVAC unit switched off.

Computer vision can be considered as a DfPL system because the tracked
people are not carrying any electronic devices or tags [8]. The EasyLiving
project [9] is a computer vision based system which aims to transform any
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environment in a smart environment dependent on location information. Pos-
sible applications include switching on/off devices near to the users location,
monitoring peoples behaviour and many others. The system architecture con-
sists of three PCs (Personal Computers) and two sets of colour cameras. Each
camera is connected to one PC, while the third PC is used for running the
person tracker algorithms. Video processing algorithms are used to separate
and track people. The system was tested with a maximum of three people
in the environment. The possibility of obstructions depends on the behaviour
and the number of persons.

The Device-free Passive Localisation (DfPL) [10, 11] is based on monitoring
the variances of the signal strength in a wireless network. The human body
contains about 70% water and it is known that waters resonance frequency is
2.4 GHz. The frequency of the most common wireless networks is 2.4 GHZ,
thus the human body behaves as an absorber attenuating the wireless signal
[2, 4, 12, 13, 14, 15]. This technique is the focus of our research and the
remainder of the paper is based on DfPL using Wireless Sensor Networks
(WSNs).

The paper is organised as follows: Section 2 introduces Support Vector
Machine Classification with various kernel functions, Section 3 presents the
test bed and motion detection technique using the classifier introduced in
Section 2. Section 4 concludes the paper.

2 Suport Vector Machine (SVM) Classification

SVM is a supervised learning method for data analysis, pattern recognition,
classification and regression analysis. SVM uses training vectors, pairs of
inputs-outputs, to build a model that is used afterwards to predict classes
that new data belongs to. For our tests we used two Matlab functions svm-
train and svmclassify defined by:

SVMStruct = svmtrain(Training, Targets,Name, V alue)
PredClass = svmclassify(SVMStruct, T estData)

(1)

Training and Targets represent the input-output pairs used for training.
Name-Value pair specify optional arguments. svmclassify uses the obtained
model to classify new data. One can find more details about SVM classifica-
tion in Matlab including all the optional parameters in [16]. We tested various
kernel functions as follows:

SVMStruct =svmtrain(Training, Targets,
′kernel_function′,′ polynomial′)

(2)
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where ’kernel_functions’ is an optional argument and ’polynomial’ represents
the type of kernel function used for training. The training process can use ker-
nel functions such as Linear, Quadratic, Polynomial, Gaussian RBF and MLP.
SVMStruct represent the model obtained after training. This is a structure
containing information about the trained SVM classifier. A field of interest in
this structure/model is GroupNames which returns the predicted classes for
the data represented by TestData, a parameter of svmclassify function.

Section 3 of this paper presents results obtained with SVM classifier in a
DfPL scenario.

3 Test Bed and Results

This section presents the experiment we conducted in order to detect motion
in a DfPL scenario. First, the test bed shown in Figure 1 will be described and
then Support Vector Machine classifier will be used to analyse/classify motion.
Finally, we compare the classification errors for various kernel functions in
Table 1.

The project focuses on deploying a DfPL system on top of a Wireless Sen-
sor Network (WSN). The first step towards implementing such a system is
filtering data using a selected smoothing algorithm, Savitzky-Golay smooth-
ing filter in this case. The filtered data is fed to a SVM classifier in order to
detect movement. The next step is using classified data, timestamps and links
affected as parameters in a decision making algorithm that will compute a
person’s location or return the number of people detected. The project aims
towards multi-occupancy detection in a DfPL scenario.

Fig. 1 The test bed with bidirectional link selected

We have collected the data in a room of size 3.6m by 3.4m. A Wireless
Sensor Network (WSN) based on four IEEE 802.14.5 Java Sun SPOT nodes
and a base station was deployed in the environment. The data was recorded
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using a single thread collection over a period of approximately two hours.
The data sets were obtained by observing Received Signal Strength Indicator
(RSSI) levels when movements took place. We use two data sets containing
800 values (see Figure 2) selected from the two hours recordings. The first
data set represents the training data while the second one is the test data.
The nodes are broadcasting messages every 200 ms. When the messages are
received, Received Signal Strength Indicator (RSSI) is added and then the
messages are forwarded to the base station. However, working with a single
collection thread can cause delays as the base station collects data from one
node at a time.

In the case of four nodes, considering that we collect data from 12 links, we
experienced delays in the collection speed. However the delays were not large
enough to affect our tests. For larger test beds, multiple collection threads or
more than one base station will improve the collection speed.

We have selected one bidirectional link between nodes A and B as shown in
Figure 1. Both links are considered to be independent. Figure 2 shows the raw
data collected from the selected links. We do not use data collected from all
12 links as the scope of the paper is to classify motion on two selected links
(bidirectional communication between nodes A and B). SVM classification
will perform in a similar manner on any selected link.

Both data sets are smoothed in order to filter noise. The derivative of
the signal is used to normalise the data. Figure 3 shows the smoothing and
derivative on one of the links. Data from the second link is processed in a
similar manner. It is necessary to normalise the data in order to train and use
classifiers.

Fig. 2 Raw data from two selected links

Figure 4 shows the threshold selection considering the normalised data. The
value used in this case was ±2. Any other value above or below this threshold
is considered an event which will be classified as motion. The threshold is
dependent on the environment. In very noisy environments we need to mod-
ify this threshold. Thus a calibration depending on the level of noise in the
environment is required.
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Fig. 3 Smoothing and derivative of one link

Fig. 4 Threshold selection on the derivative of the data

Fig. 5 Targets and predicted classes using SVM with Polynomial kernel function

Figure 5 shows targets vector and predicted classes using SVM with the
Polynomial kernel function. One link is used to train the classifiers while
the data recorded on the second link represents the test vector. The targets
vector is obtained by analysing the data based on the threshold chosen above.
Afterwards the test data is fed to the classifier and the output is compared with
the targets vector. Due to the limited space available, targets and predicted
class for other kernel functions will not be added. Figure 5 represents an
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Table 1 Classification errors

SVM Kernel Function Error
Linear 0.1635

Quadratic 0.0226
Polynomial 0.0201

RBF 0.0252
MLP 0.1686

example of SVM classification. As one may notice the data is classified into
two classes: ’No motion’ (value 1) and ’Motion’ (value 2).

Table 1 shows the errors obtained in the classification process. Considering
the number of values we have used for training, we can conclude that the SVM
classifier performed well.

The Polynomial kernel function performed better for RSSI measurements
compared to other functions. The Mean Square Error (MSE) was used to
calculate the error between targets and predicted classes. The MSE obtained
for SVM with Polynomial function was 0.0201.

4 Conclusion

In this paper we presented Support Vector Machine classifier that enables
motion detection in a DfPL scenario. Various kernel functions such as Lin-
ear, Quadratic, Polynomial, Gaussian Radial Basis Function and Multilayer
Perceptron were used to process wireless signal strengths in order to detect
motion. The results showed the possibility of using classifiers in order to detect
multi-occupancy using DfPL considering the timestamps and links affected by
human presence as parameters. The usage of timestamps and links in order to
decide upon the number of people in the monitored environment is considered
as future work. A person cannot affect wireless links covering different areas in
the environment at the same time. We analysed a bidirectional communication
between two nodes in the deployed WSN. Further, more complex classifiers
will be analysed in order to obtain a high accuracy motion detection.
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Summary. In this paper we demonstrate how the Volunteer Based System for
Research on the Internet, developed at Aalborg University, can be used for creating
statistics of Internet usage. Since the data is collected on individual machines, the
statistics can be made on the basis of both individual users and groups of users,
and as such be useful also for segmentation of users intro groups. We present results
with data collected from real users over several months; in particular we demonstrate
how the system can be used for studying flow characteristics - the amount of TCP
and UDP flows, average flow lengths, and average flow durations. The paper is
concluded with a discussion on what further statistics can be made, and the further
development of the system.

1 Introduction

Understanding the behavior of Internet traffic is crucial in order to model
traffic correctly, and to create realistic scenarios of future Internet usage. In
particular, understanding the behavior of different kinds of traffic makes it
possible to create scenarios of increasing/decreasing particular amounts of
traffic. The models can then be used for analysis and/or simulations of distri-
bution and backbone networks under different scenarios. The application of
different provisioning and traffic engineering techniques can be tested as well.

Traffic statistics are today often made by Internet Service Providers (ISPs),
who monitor the activity in their networks. However, often ISPs consider these
data to be private and are not keen on sharing with researchers. Some traces
are publicly available, such as the Caida data sets[1]. Even with access to
traces from ISPs or other, traffic monitored in the network cores suffers from
missing important statistics that can only be known accurately at the sources
- such as inter-arrival times between packets and flow durations. It should
be noted that the literature covers a number of interesting studies, where
researchers have gained access to real data, e.g. [2] and [3]. In the latter, the
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data are collected at the broadband access router, which is quite close to the
generating source.

There are also a large number of commercial tools for monitoring traffic in
Local Area Networks (e.g. on Internet gateways), such as Cisco Netflow [4].
These can provide useful insights to traffic, but without collecting traffic from
many different networks it does not give a good overview of what Internet
traffic looks like.

The Volunteer Based System (VBS) for Research on the Internet, devel-
oped at Aalborg University, seeks to avoid these problems by collecting traffic
from a large number of volunteers, which are agreeing to have their Internet
usage monitored and statistics collected for research purposes. This provides
statistics from the point where the traffic is generated, meaning that quite
precise statistical data can be obtained. Moreover, it is possible to monitor
also which applications are opening the sockets, and thus get a precise picture
of the behavior of different applications. The general idea was first described
in [5] and a preliminary limited prototype was implemented in [6]. The cur-
rent system design was announced in [7], while more technical details on later
refinements can be found in [8]. Other papers ([9], [10] and [11]) demonstrate
various applications of our system.

In this paper we show how the system can be used for generating statistics
at flow level. The paper is organized as follows: First, in Section 2 we describe
how the data collection is made and how statistics are extracted. In Section 3
we present the results, and in Section 4 we conclude the paper and discuss
the further work.

The authors would like to stress that the system is based on open source
software, published on Source Forge [12]. We would like to take the opportu-
nity to encourage other researchers to use the system for collection of Internet
traffic information, and to the widest possible extend share the data traces
with the research community.

2 Data Collection and Extracting Statistics

In this section we briefly describe the fundamentals of VBS, with a particular
focus on the parts that influence the monitoring, data collection, and extrac-
tion of statistics. For more details, please refer to our previous paper [8].

For each volunteer, the system monitors both ingoing and outgoing traffic
on his/her computer. Storing all this data, and transferring it back to the
server, would be a huge task, if not impossible given the limited upload ca-
pacity available on many standard Internet connections. Therefore, the data
is saved as follows, and transmitted to our central server as:

• For each flow, information is stored about e.g. source and destination IP
addresses and port numbers, flow start time, flow end time, number of
packets, protocol (TCP or UDP) as well as a flow ID. Moreover, infor-
mation is collected about which process has opened the socket, a feature
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which provides valuable information about the characteristics of traffic
created by different applications.

• For each packet the main information is the packet size and the relative
time stamp. Moreover flags from the header is stored, as well as information
of packet direction and flow ID.

In this way all relevant information is stored, while the requirements in terms
of memory and network usage is kept at a minimum. Also, no payload is
stored at any time which is an advantage with respect to privacy and secu-
rity. One privacy concern has been the transfer of source and destination IP
addresses. In the current implementation, the IP addresses are hashed before
being transferred to the server. However, since the hash function is known
(open source), and since the number of IP addresses in IPv4 is limited, it is
not difficult to determine the original IP address.

The purpose of this particular study was to demonstrate the usage, so focus
was on obtaining and presenting data from a limited number of users prior to
run more large-scale experiments. The statistics were obtained from 4 users
during the period from January to May 2012. One of the four users (User 4)
did not join the system until late April, and thus only participated for the
last 2-3 weeks of the study. Due to being a heavy user, the amount of data
collected from this machine is higher than from any of the other participants,
despite the shorter participation. During the time of study all the traffic from
the users were collected by the system as described above, and the data stored
into our central database.

The four users can be described as follows:

• User 1 - Private user in Denmark
• User 2 - Private user in Poland
• User 3 - Private user in Poland
• User 4 - Private user in Denmark

With the data collected, a wide variety of studies can be conducted. For this
paper, we chose to analyze only the flow data (not the packet data), since
the amount of data makes it more manageable. As the main purpose is to
demonstrate the usefulness of the system, we chose to derive the following
statistics.

• Amount of TCP and UDP flows
• Average flow lengths for TCP and UDP flows
• Average flow durations for TCP and UDP flows
• Top 5 applications (measured on the number of flows)

The statistics are done for the individual users as well as for the users alto-
gether.
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3 Results

3.1 TCP and UDP Flows

The distribution of TCP and UDP flows are shown in Table 1. It can be seen
that both the number of flows and the distribution between TCP and UDP
varies quite a bit between the different users.

Table 1 The numbers of TCP and UDP flows for all users as well as for the indi-
vidual users. The number in parenthesis shows the distribution.

User #UDP flows #TCP flows

All 4770315 (55%) 386530 (45%)
1 446692 (35%) 820927 (65%)
2 3142581 (60%) 2084590 (40%)
3 693389 (52%) 642740 (48%)
4 487653 (60%) 315273 (40%)

3.2 Flow Lengths and Durations

The distribution of flow lengths (number of packets per flow) for TCP and
UDP for the different users are shown in Table 2. It is quite interesting to
observe that the flow lengths for both TCP and UDP are so different between
the different users, indicating a different Internet usage. It should be noted
that with the data in the system it is possible to make a more detailed analysis
of the distribution of flow lengths, not only for the different users but also for
each application used by each user.

Table 2 Average flow lengths for TCP and UDP flows

User Avg. UDP length Avg. TCP length

All 72 81
1 5 110
2 90 80
3 34 29
4 72 114

The distribution of flow durations (in seconds) is shown in Table 3. It
seems that for users 1-3 the users who have longer average flows also have
longer average flow durations. However, user 4 seems to have quite short flow
durations even though the flows are quite long. Even though a more thorough
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Table 3 Average flow durations for TCP and UDP flows

User Avg. UDP duration Avg. TCP duration

All 33 26
1 1 32
2 41 25
3 28 7
4 19 55

analysis is required to explain this in detail, we assume it is due to the user
being on a fast Internet connection. However, the type of traffic with generally
longer flows probably also plays a role.

3.3 Top 5 Applications

Analyzing the applications is more challenging than deriving the other param-
eters. First, we did not manage to collect the socket name for a substantial
amount of the flows. This is mainly concerning very short flows, where the
opening time of the socket is so short that it is not captured by the socket
monitor. Secondly, what we obtain in order to identify an application is really
the process name. For this study 240 different process names were identified.
Further work is needed in order to group these into applications, and for this
study we just list the top 5 process names. It should be noted that it is not
a trivial task to determine how e.g. browser plugins should be grouped and
categorized.

The top application names for the different users are shown in Tables 4-8.
Based on the information obtained by the system it is possible to make

additional statistics, taking e.g. the flow lengths of different applications into
account. Also packet statistics (e.g. packet lengths) can be taken into account,
providing a quite precise picture of what applications are taking up most
bandwidth for the different users.

Without going into a more detailed data analysis, we did an observation
regarding the unknown flows, which is worth highlighting. The Unknown flows

Table 4 Top 5 applications for all users

Application name Number of flows % of all flows

uTorrent 6399336 74.12
Unknown 948497 10.99
Chrome 441953 5.12
Firefox 361213 4.18
Svchost 103757 1.2
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Table 5 Top 5 applications for user 1

Application name Number of flows % of all flows

Unknown 729868 57.56
Firefox 330498 26.07
Chrome 138105 10.89
Amule 18863 1.49
Ntpd 17929 1.41

Table 6 Top 5 applications for user 2

Application name Number of flows % of all flows

uTorrent 4674545 89.43
Chrome 227616 4.35
Unknown 136387 2.61
Svchost 101633 1.94
Java 38704 0.74

Table 7 Top 5 applications for user 3

Application name Number of flows % of all flows

uTorrent 1220728 91.36
Chrome 76062 5.69
Unknown 21764 1.63
SoftonicDownloader 15035 1.13
Java 2169 0.16

Table 8 Top 5 applications for user 4

Application name Number of flows % of all flows

uTorrent 504063 62.78
Moc 90358 11.25
Iexplore 64407 8.02
Unknown 60478 7.53
Firefox 26896 3.35

account for a large amount of the total flows. However, the flows have an
average length of 2 seconds and an average of 11 packets, indicating that it
is not such a large share of the total traffic. These unknown flows are almost
equally shared between TCP(53%) and UDP(47%).
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3.4 Cumulative Number of Flows

Distribution of cumulative number of flows for the 4 users during the time of
our experiment is shown in Fig. 1.

Fig. 1 Cumulative number of flows for all users

4 Conclusion and Discussion

In this paper we have demonstrated how the Volunteer Based System for
Research on the Internet developed at Aalborg University can be used for
creating statistics of Internet traffic, specifically within the studies of flows
and their properties.

Future research will focus on developing efficient methods for extracting
relevant information from the packet statistics. This can provide even more
valuable information about the flows, for example on average packet sizes of
different flows (and distribution of packet sizes), inter-arrival times between
packets, and the number of successful vs. unsuccessful connections for different
kinds of traffic. Moreover, particularly interesting statistics can be derived
from the combined flow and packet statistics, such as the average size of flows
of different kinds of traffic, and eventually how much traffic is created by
different applications for individual users. The challenge is that it is large
amounts of data, so efficient ways of handling these has to be developed.

Another important part is recruitment of more volunteers, in order to col-
lect larger amounts of data. Also, having appropriate background informa-
tion about the users could be useful. This includes both data about the use
themselves such as age, occupation, if the computer is shared etc., but also
information about the connection, e.g. speeds and technologies.

In order to obtain more data, other researchers are invited to join the
project and use it for collection of data for scientific purposes. The code is
available as open-source, and can be found together with a comprehensive
documentation on our project homepage [12] located on SourceForge.
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Summary. Mobile technologies, new interactive applications and the service
providers’ customer-centric approach are influencing the way of assessing QoE nowa-
days. Traditional QoE assessment methods proved to be effective when dealing with
legacy audio/video services; however, current IPTV services provide features beyond
traditional TV and are not limited to delivering audiovisual content but may also
rely on auxiliary services (e.g. content recommendation). Personalization mecha-
nisms that learn instantaneous user-context relation are interesting extension of the
QoE parameters enabling improved experience customization. This paper is focused
on the QoE-context relation for context-aware IPTV platforms offering personal-
ized TV experience. The latter systems are in the scope of the UP-TO-US1 project
which is treated in this paper as a reference project dealing with user experience and
IPTV. Authors define a QoE architecture for validating traditional subjective assess-
ment methodologies (e.g. based on human visual system modeling, or standardized
methodologies like ITU-T BT.500-11) by adopting additional context characteristics
- user emotions. Moreover the proposed QoE module is aligned with the architec-
ture defined in the UP-TO-US. In the proposed approach to affective QoE authors
foresee important role for learning algorithms that can be applied in order to build
a user model (an agent reasoning on QoE based on the gathered knowledge about
user-content relation).

1 Introduction

Quality of Experience (QoE) is defined by the International Telecommunica-
tion Union (ITU) as: "the overall acceptability of an application or service,

1 UP-TO-US is a European project under the Eureka Celtic Programme.
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as perceived subjectively by the end-user" [1]. Traditional methods for assess-
ing QoE include subjective [2][3] and objective [4] methods, both take into
account only user’s audio/visual perception perspective. ITU also provides
an extension to the QoE notion, stating that the term Quality of Experience
"includes the complete end-to-end system effects (client, terminal, network,
service infrastructure, etc.)" and that the "overall acceptability may be in-
fluenced by user experience and context"[1]. There are many factors which
have a direct influence on service quality as perceived by end-user (including
human audio/visual impairments). It seems that improved QoE assessment
shall derive from the user-context relation. The affective state of the human
is an important, direct source of information and feedback that influences hu-
man behavior and social interactions [5]. Emotions govern the perception of
people, what they think of an object/content/service and how they decide to
act/behave in response to a stimulus.

In turn the following can be stated: emotions drive user preferences and
choice. In particular the purely reactive affective state of the human brain
influences the selection of factors that are of key relevance for individuals
("this item satisfies my requirements") and which are less important or even
irrelevant ("this item does not match my taste"). Thus it is important to
analyze user emotions and use the results of this analysis to develop models
that mimic user experience [6] and provide additional information for recom-
mendation systems. Such information based on context information, such as
movie metadata and (traces of) emotions experienced by a user, can increase
the accuracy of recommender system [7]. Improved recommendations in turn
has influence on user’s experience while interacting with the system (as the
content offered to the user is carefully selected based on his affective states).

Authors’ hypothesis is that there exists a relation between the user psycho-
logical reaction and the audiovisual content that affects the viewer score of the
content - so that based on the nature of the relation the user experience is also
affected. Thus analysis and modeling of such relation can be used to improve
legacy recommender systems. In particular the content being viewed changes
the user’s affective state (it makes the user happy/sad, excited/frustrated,
etc.). Thus assessing the emotion-content relation and applying learning al-
gorithms to recognize the preferences of the user could lead to better service
customization (e.g. "this types of scenes satisfy the user requirements"). In
particular the emotional response of the user to different scenes could be reg-
istered and stored to build a knowledge database about the user profile.

Authors plan to prove the above hypothesis by performing the following
activities:

I) Comparing existing results of subjective tests based on human percep-
tion model (system-oriented) to test with affective analysis (user-centric)
- in particular we specify a method for collecting a subject’s brainwave
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data during subjective video quality assessment to learn the content-
emotion correlation function and to learn how particular content influ-
ences user quality ratings;

II) Tagging audiovisual content to be tested with extended metadata (e.g.
description of scenes and emotions they typically evoke);

III) Proposing an automated user’s personality identification mechanism us-
ing external EEG (Electroencephalography) reading device. The results
of such identification would help solving the typical "cold start problem"
of a recommender systems that causes mismatching recommendation if
the user is not accurately identified;

IV) The model for assessing QoE for audiovisual content should take the
user’s context into account - in particular we plan to show how user’s
context (e.g. his lifestyle, behavior) influences quality perception expe-
rienced by the user.

This paper defines framework that will eventually enable means of proving
the above hypothesis in the future research. The paper is structured as fol-
lows: Section 2 provides state of the art research on topics related to QoE
assessment and recommender systems, Section 3 introduces the goals of UP-
TO-US project; Section 4 describes the method of affective user assessment;
the architecture for the QoE module is provided in Section 5; we conclude
with Section 6.

2 Related Work

The author in [8] proposes a QoE model that consists of three major compo-
nents: sensorial evaluation, perceptual evaluation and evaluation of affective
state of a person. According to this paper, these three perspectives are crucial
in the process of video service evaluation and determination of a user’s general
satisfaction.

Legacy approach to perceptual evaluation uses subjective or objective as-
sessment methods. Subjective tests provide the research community with valu-
able information on how users perceive video/voice quality and have to follow
ITU-T recommendations to produce most reliable (and comparable) results.
An interesting elaboration of common mistakes made by researchers during
subjective assessment methodology preparation can be found in [9]. On the
other hand the legacy subjective methodologies do not take the user context
into account. For example - there is a substantial difference between a test
subject viewing a movie at home and in a controlled lab environment. An
interesting approach to subjective assessment of QoE can be found in [10]
- test participants were given a full length movie on DVD to be viewed in
their home environment; the movie had several scenes inserted with degraded
quality and the test subjects were not aware of the existence or timing of
these scenes; during a traditional subjective test users were told to rate the
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video quality, which implies that they should focus on the quality of particular
scenes. The latter however stimulates the participants to concentrate on the
video quality rather than the content. In contrast the use of full length movies
is a more realistic approach (context-aware) that may cause subjects not to
notice an impaired scene during movie consumption (because they might be
emotionally affected by the movie plot and thus not pay so much attention
to the video artifacts) - in turn no influence on user’s perceived QoE should
be observed. Consequently, authors in [10] suggest that user expectations and
context both have influence on QoE measurement based on perceived video
quality. Similar observations were highlighted in [11], where authors tried to
assess the influence of sensory effects on perceived quality. The results show
that users tend to rate the quality of same video samples higher when sensory
effects are present. That is why some authors focus on the evaluation of user
emotions (emotions might help traceinga brain’s answer to the sensory ef-
fects). Many projects and experiments prove that analysis of human emotions
is complementary to legacy evaluations in the area of services’ quality as-
sessment, particularly in the entertainment services domain (i.e. for pictures,
clips, movies and music quality of experience assessment). Such analysis can
be used for automated tagging of content in order to enhance capabilities of
content recommendation systems based on individual and personalized users’
preferences [7]. In order to be successful with the above mentioned affective
analysis an efficient methods for classifying user emotions in an unobtrusive
way are needed. In the literature several methods for capturing emotions on-
line is mentioned. These methods are based on galvanic skin response (GSR),
face recognition and mapping user brain waves into emotions. The authors
in [12] propose tracking of emotional states (based on face recognition) to-
gether with assessment of attention, perception, interaction or skills level in
order to implement QoE adaptation in the e-learning systems. In [7] the au-
thor proposes utilizing user’s emotions to build a content-based recommender
for multimedia resources which are described by affective (emotional) meta-
data acquired in a non-invasive manner using face recognition through video
camera. This work has shown that awareness of user emotional response to
a given stimuli, together with appropriately labeled content, can increase the
accuracy of the content recommendation system. In particular the emotional
traces of a user can be used to solve the "cold start problem" of the CBF-based
(collaborative filtering) recommender algorithm. However the approach men-
tioned above targets recommending still images only. Human mental states
which are detected by analyzing the subjects’ face expression recordings are
also considered in [13]. Research documented in [14] delivers results of ex-
periment, in which face expression detection and automated analysis of body
language are used for emotion recognition. The emotions detected are induced
by video clips containing specific emotional load (e.g. causing anger, sadness,
happiness, joy or neutral).
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Contrary to the above mentioned work the authors in [15] note the fact that
popular methods for emotions detection based on face recognition techniques
may be insufficient, because face expressions are relatively easy to control,
regardless of perception and emotions. For more reliable and adequate results
of emotion assessment, signals which are more spontaneous and less vulnerable
to intentional control should be considered. Examples of such signals are those
derived from peripheral nervous system (e.g. heartbeat rate changes, EMG -
electromyography, GSR- Galvanic Skin Resistance, etc.). In [8] the author
highlights that emotion may be characterized both by positive and negative
features; however, such simplification may lead to inappropriate results of
content analysis due to the different target emotional stimulation depending
on the movie type (e.g. fear which is a negative emotion is a desired brain
response to a horror movie). Author indicates that target preference analysis
system should take into account the type of video content and the level of
emotions which are adequate for this particular type of content and which are
adequate to particular user’s preferences/profile. The author suggests that the
heartbeat rate, muscles activity, skin conductance and temperature are used
to measure user emotional response to content. However author in [8] does not
define specific metrics for affective QoE assessment - only general equations
with specific weights for sensorial, perceptual and emotional dimensions are
included.

Fig. 1 Three dimensions of emotions measurement in the two-dimensional space

The previously mentioned techniques for emotion recognition provide only
one-dimensional emotional information (valence or arousal) on a two-
dimensional emotional space model proposed in [16]. Mapping of the EEG
signals into emotions, however, provides information on the type of emotion
(valence axis) and the intensity of the emotion (arousal axis). The comparison
between different methods is depicted in Fig. 1.

Authors in [15] describe an experiment in which methods for collecting non-
voluntary responses of the human body, like EEG, GSR, skin temperature and
blood pressure, are used to recognize viewer’s emotions when being presented
with pictures from the IAPS database [17]. After collecting data from a EEG
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device, participants performed a self-assessment and evaluation of emotional
valence and arousal level based on numerical scale (with five possible numerical
judgments) in order to validate results from EEG.

The authors in [18] also propose emotions detection based on EEG analy-
sis. In the described experiment, EEG signal was a starting point for further
detection of eye blinking frequency and intensity during playing a racing video
game. The purpose of the experiment was to prove that EEG provides capa-
bilities for determination of logical interdependencies between EEG signals
and level of concentration during video games.

The above analysis proves that user emotions are an important factor (com-
plementary to legacy ones) when considering audiovisual services. In this light,
full length movies can be viewed as a dynamic system which evokes emotions.
Authors of this paper are aware of the gap in current research in the area
of effective methods for assessing user’s emotions during audiovisual content
consumption. The above mentioned related work can be concluded by saying
that an appropriate tagging mechanism that is grouping movie scenes based
on user emotion data is an interesting direction towards more comprehensive
modeling of QoE.

However such an approach requires the implementation of an appropriate
content tagging mechanism for full length movies. The concept of content tag-
ging with extended metadata describing particular movie scenes is presented
in Fig. 2.

Fig. 2 Movie with extended metadata
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The content metadata and the captured user emotions could be then aligned
in time and fed into a learning algorithm to learn user preferences based on
the emotion-scene relation.

3 UP-TO-US Project Description

The advances in IPTV technology pave the way for improved service provision-
ing model, moving from traditional broadcastercentric TV services to a new
usercentric TV model. Such a new model will allow users not only to access
new services and functionalities from their providers, based upon their profiles
and context of service consumption but also to become active part in the con-
tent personalization through contributing to building their dynamic profiles.
This IPTV model is promising in allowing low cost services for endusers and
a revenue system for broadcasters based on personalized advertising meth-
ods, as well as new business opportunities for network operators and service
providers. The objective of the UPTOUS (User-centric Personalized IPTV
ubiquitous and secure services) project [19] is to elaborate, prototype, and
evaluate an open European solution allowing IPTV services personalization
over different IPTV systems (having different architectures and belonging to
different network operators and service providers), through content personal-
ization according to a user context and the environment’s context (network
and devices) while preserving viewer privacy. UPTOUS focuses on two use-
cases for service personalization: users in nomadic situations in a hotel, in a
friend’s home or anywhere outside a domestic sphere (allowing the user to ac-
cess his personalized IPTV content in a hotel for instance and be billed on his
own bill "My Personal Content Moves with Me"), and users’ mobility in his
domestic sphere (allowing the user to move around within his domestic sphere
while continuing accessing his IPTV service personalized according to his lo-
cation and devices in his proximity ("My Content Follows Me in a Customized
Manner"). In order to achieve the objective of UPTOUS, some enabler tech-
nologies will be developed and integrated to different IPTV systems (that will
be chosen during the project). These mainly include: i) a contextaware module
capable of monitoring and gathering the user and his environment contexts
and feeding them in a dynamic manner to the IPTV system, ii) a QoE man-
agement module tackling the users’ semantic level (emotion and its influence
with the user context) and the resource level (network and devices QoE re-
lated factors), iii) a profiling management module, capable of constructing and
dynamically updating the users profiles according to the various contexts, and
iv) a privacy management module that will be responsible for managing the
different privacy levels for each user and protecting the user personal informa-
tion. Consequently, personalized services could be provided in which content
is selected according to users’ preference, Quality of Experience (QoE) re-
quirements, and different contexts, while fostering trust between viewers and
broadcasters through an efficient privacy management, and thus encouraging



276 A. Flizikowski et al.

viewers to participate actively in this interactive usercentric TV paradigm
through allowing their continuous contexts gathering.

4 Subjective User Assessment

The authors of this paper are planning as a future work to prepare and carry
out subjective assessment tests with end users to support the ideas of emo-
tional profiling system presented in the section above. In particular, most
promising existing subjective assessment methodologies for audiovisual con-
tent [2] will be implemented and coupled with the user affective assessment
layer. At the preliminary stage the proposed methodology includes surveying
end-users through various questionnaires and organized focus groups with the
users. The goal of this activity is to gather preliminary information on end
user’s requirements, constraints and on the correlation of emotional states and
content being watched. Once such data is available, subjective assessment can
provide positive feedback to calibrating the process of capturing human brain
activity in a measurement campaign with real users. Approach undertaken in
this paper is based on the assumption that a positive correlation between the
content and the IPTV service user exists. To prove the latter a human-content
relation has to be evaluated by repeating numerous subjective assessment runs
with end-users. The following general steps (depicted in Fig. 3) are planned
to be performed in order to capture data for analysis and evaluation of the
role of emotions in content delivery systems:

1. Research on related work will be conducted,
2. Suitable test methodology will be prepared,
3. Surveying users - delivering questionnaires to test subjects and collect-

ing the results (an example of such a questionnaire would be the user’s
temperament questionnaire to differentiate the users [20]),

4. Video content and lab environment preparation - content will be prepared
according to the preferences collected in point 3. A video sequence will be
assembled to match different tastes of test subjects (as presented in the
lower part of Fig. 2),

5. Test subjects from point 3 will be invited to conduct subjective assessment
in a controlled environment (lab),

6. The main part of the test will be performed according to subjective as-
sessment block in Fig. 3,

7. The video sequence from point 4 will be presented to each test subject
and EEG devices will be used to intercept signals induced by the test
subject’s brain,

8. The resulting database of brain signal traces will be mapped into emo-
tional state (as presented in the upper part of Fig. 2),

9. After subjective assessment users will fill out questionnaires to validate
the results and test methodology (this will be used to redefine the test
methodology),
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10. A correlation between content, user and emotions will be analyzed,
11. Points 2 to 10 will be repeated (on a regular basis) to validate the results.

After subjective tests are completed a group of representative test subjects
will be selected for participating in the evaluation process for additional tests.
We assume that some of the users under test will be involved in subjective
assessment in their home environment to evaluate consistency of results ob-
tained in the lab environment (as specified in the lower part of Fig. 3). It
might also be interesting to perform the tests with different groups of people,
especially in different geographical regions, taking into account their cultural
heritage, religion and place of origin. It will be a challenging task to assess
human emotions as there are many factors that could have direct influence on
the affective state of the user (degree of immersion, mental workload, stress,
etc.). Therefore, it is required to perform user-EEG device calibration (either
in form of yes/no’ questions or software calibration) before each individual
subjective test. These results will be used as a reference point for future per-
formance validation and individual user-device calibration. Concluding, the
authors are going to verify if it is possible for IPTV services QoE assessment
to collect information on users’ preferences based on the user affective state
(emotions) without the need of direct feedback from the user. Thus the next
section will materialize the analysis done so far by introducing the architec-
ture design of a QoE module that would enable processing of legacy QoE
complemented with envisaged affective enhacement.

5 QoE Module Architecture

The result that will be obtained during subjective assessment will be used
in development of the Quality of Experience (QoE) management module for
affective user experience analysis within target audiovisual system. Results
collection can be achieved by gathering data from various enablers in the
network domain and sensors in the user domain in order to calculate and
deliver QoE metrics necessary to evaluate the service quality. With the respect
to the UP-TO-US context we also propose to enhance standard QoE objective
assessment methods (audiovisual quality, usability, accessibility, etc.) with
user emotional data.

Additionally, learning methods will be identified and applied to automate
the process of constructing a (user) model for improved QoE prediction and
assessment for IPTV through a learning phase that could be considered as
a part of the system configuration. The results from aforementioned objec-
tive and subjective measurements extended with human component analysis
will validate the role of human factor in the IPTV QoE holistic view. A de-
tailed architecture of the QoE module is provided in Fig. 4. The QoE module
is designed to provide ratings (quality, content, usability, etc.) related to an
instantaneous or aggregated end-user experience and service being used. In
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Fig. 3 Subjective assessment methodology

particular our research will be focusing solely on services dealing with audio-
visual content (LIVE TV, VoD "Video on Demand"), where the QoE module
should be provided with content metadata from a context-awareness system,
in order to extract information on user preferences, considering also the emo-
tional information detected.

The module should receive input from the Context-Awareness System, User
Profile Manager and external EEG-reading device. In the initial phase of de-
velopment the EEG-reading device can be considered as an external data
source directly connected to the QoE module (for simplicity of data collec-
tion), but in the future implementation the brainwave data should be directly
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fed to the Context-Awareness System. The Context-Awareness system should
at least provide the QoE module with the information on the underlying net-
work QoS (related to the user-service tuple), device type and content metadata
(as indicated by the input interface in Fig. 4). Additional service-specific and
user-specific data will also be provided as input to the QoE module. The out-
put of the QoE module block is a range of different quality rating metrics. The
metrics are derived from objective measurements, user QoE preferences, and
user profiling (based on IAPS dataset [7] and EEG readings). In addition the
module should output the emotional response of a given user to the particular
content (aligned in time with the content metadata) and user preferences on
selected content.

Fig. 4 QoE module architecture
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To achieve this, the target movie scenes will be tagged with extended meta-
data (as indicated in Fig. 2). The QoE module interacts with the UP-TO-US
Recommendation System and UP-TO-US User Profile Manager. The UP-TO-
US User Profile Manager will be enriched with user personality information.
This information could be used by the UP-TO-US Recommendation System
to solve the ’cold start problem’ of CBF-based algorithms [7].

6 Conclusions

In this paper we presented a state of the art solutions on QoE for multimedia
and audiovisual services and outlined the architecture and research activities
planned for the effective QoE module that can be integrated into multimedia
systems like the one defined by European project UP-TO-US. In particular
authors proposed a new user QoE assessment mechanism for audiovisual con-
tent that takes user’s emotions into account. In our belief important user
QoE related data can be extracted and analyzed with the support of machine
learning algorithms that will learn user’s emotion-content relation, where the
user’s emotion is acquired in real-time by the context-awareness system sim-
ilar to the one defined within UP-TO-US. The user QoE learning algorithms
are foreseen to be part of the QoE module.
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Summary. Graph theory provides a technique for disabling redundant links of a
network in order to avoid the switching loop problem. In this paper, we investigate
the use of the duality algebraic criteria to find the spanning trees of some switched
planar networks. Based on recursive functions, we give new methods that enumerate
the spanning trees of some dual graphs. Our theoretical approach guaranties both
simplicity and efficiency when compared with the existing approaches and consider-
ing the grid network as an application.

1 Introduction

A fundamental problem in network communications is disabling redundant
links that create loops in switched topologies. Graph theory provides a simple
framework to study the communication problems of a given network, such that
the vertices represent nodes and the edges represent the links between nodes.
A redundant topology is one of the most popular problems that graphs are firm
to fix. We assume the topology illustrated in Fig. 1, it is possible that the same
packet loop infinitely on a link L, this will create an information redundancy.
The aim of this work is to overcome three major problems due to the switching
loop, considering the MAC table instability, the broadcast storms and the
duplicate frames that will bring a network to an effective obstruction unless
prevented. Thus, it seems needful to investigate this redundancy using the
graph theory and so then, find the spanning trees of the graphs and the
dual graphs that cover the switched networks by maintaining the connection
between all of their elements.

Addressing the switching loop problem in redundant topologies requires
some basic preliminaries of graph theory. A graph G is a pair of sets (V,E)
such that E ⊂ [V 2], E is the set of edges and V is the set of vertices of G. Note
that we are dealing with connected planar graphs. In topological sense, the
connectivity is the constraint of having a path between each pair of vertices
and the planarity provides the intersection between edges only in the vertices

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 283–290.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013



284 D. Lotfi, M. El Marraki, and D. Aboutajdine

Fig. 1 Redundant topology and its spanning tree

and forms faces F . The issue here is to find the complexity of a network N
which is the number of spanning trees of the graph G that illustrates this
network and it is denoted by τ(G). We call a spanning tree of G the subgraph
that contains all the vertices and some or all the edges of G.

The first method that enumerates the spanning trees of a given graph G
was proposed in the Matrix Tree Theorem by Kirchhoff [10] who define the
complexity of a graphG as the determinant of its Laplacian matrix (Difference
between the graph’s degree matrix and its adjacency matrix). Although, the
determinant is easy to compute for a given number of vertices using the Matrix
Tree Theorem, it will be not convenient to calculate the determinant for huge
number of vertices and the Matrix Tree Theorem cannot produce recursive
functions that enumerate the spanning trees of a graph G. As an alternative,
we propose two remedies, considering the illustration of the switched network
as a planar connected graph, we prove that the enumeration of spanning trees
in a given graph G and its dual is the same. Then, we can use the Kirch-
hoff Theorem to enumerate the spanning trees of a graph G as for its dual.
As a second remedy, we propose recursive functions that count the number
of spanning trees of some planar 2-connected dual graphs. Recently, many
works succeed in finding the spanning trees of some families of graphs but
still challenging task, due to the huge number of nodes in some networks.

As we aforementioned, when graphs are used to study the linkage structure
of a network, the nodes are represented by vertices and the links are repre-
sented by edges. In topological sense, the dual of a planar graph G is obtained
as follows: for every edge e of G, we connect the two new vertices in the faces
incident with e by an edge e∗ crossing e. If e is incident with one face, the new
vertex in that face will be attached to a loop e∗ crossing e again dividing the
edge e [8]. In Fig. 2, the dual graph of G is represented by dotted lines and
its vertices are drawn by circles, then, the dual of a network N is illustrated
by the dual graph G∗.

Let n be the number of nodes in the switched network N . As a first remedy
of the loop link problem, we can search the spanning trees T that cover the
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Fig. 2 Dual graph G∗

network N but for a huge number of nodes, it will be more convenient to
search the dual spanning trees T ∗ that contain fewer vertices than T .

2 Enumeration of Spanning Trees

2.1 Spanning Trees of a Dual Graph

There are two methods to enumerate spanning trees that provides the loops
removal. The first one is based on the matrix tree theorem given by Kirchhoff,
[10] for an arbitrary graph G, the number of spanning trees of G is given by
the determinant of the Laplacian matrix of G. It is known that the major
advantage of the Kirchhoff theorem is that the determinant is easy to com-
pute but the downside of this method is that it cannot produce the recursion
given the sequence of numbers. We have proposed different methods to derive
recursive functions that count the number of spanning trees of some families
of graph as remedy of this disadvantage [1], [2] and [4].

The basic idea of this work is to use the matrix tree theorem and the
deletion and contraction method that give recursive functions counting the
number of spanning trees in order to extend those results to the dual graph
G∗.

Theorem 1. (The Matrix Tree Theorem) [10] Let G be an indirected graph,
the number of spanning trees of G is given by: L = D − A where D is the
degree matrix of G and A is the adjacency matrix, then

τ(G) = det(Li,j(G)) (1)

Theorem 2. For a given planar graph G = (V,E, F ) and its dual G∗ =
(V ∗, E∗, F ∗), the number of spanning trees of G is equal to the number of
spanning trees of G∗

τ(G) = τ(G∗) (2)
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Proof. The construction of a dual graph G∗ is achieved as follows: correspond-
ing to each edge e of G, we draw an edge e∗ which crosses e, for every face f
of G there is a vertex v∗ of G∗ and for every vertex of G there is a face f∗

of G∗. Then, this induces the bijection between the following sets: F → V ∗,
E → E∗, V → F ∗. A spanning tree of G is a tree A that contains the set
of edges EA ∈ E. For each f of G, if deg(f) = n, then a spanning tree of G
contains at most n − 1 edges that form this face f . One can easily observe
that corresponding to each spanning tree of G, we can draw a spanning tree
of G∗ that crosses the edges of G which is not in the spanning tree of G. Fig. 3
illustrates a spanning tree of a graph G represented by dotted lines and its
corresponding dual spanning tree of G∗. The vertices v∗ are represented by
small white circles and the edges of a spanning tree of G∗ are represented
by circle dotted lines. Clearly, let TG and TG∗ be the set of spanning trees
of G and G∗ respectively and A and A∗ be the spanning tree of G and G∗

respectively, then we have the following bijection: σ : TG → TG∗ , A → A∗,
hence |TG∗ | = |TG|.

Fig. 3 Dual spanning tree A∗

2.2 Spanning Trees of Dual 2-Connected Graphs

Disabling redundant links to avoid switching loops is achieved by searching
the spanning trees of a dual graph G∗, in this section, we investigate the
enumeration of spanning trees for some families of 2-connected planar graphs,
we propose recursive functions that provides this counting and we use the
deletion and contraction methods studied in our previous works [1], [2] and [4].

A switched network can be mapped by a 2-connected planar graph which
has a separation pair {x, y}, the set {x, y} can be two disconnected vertices,
an edge or a simple path p = x, a, b, ..., y such that all the vertices have a
degree two except x and y. The deletion and contraction methods are based
on deleting the separation pair {x, y} and contracting the two vertices x and
y, there are denoted by (G− {x, y}) and (G.{x, y}) respectively.
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Fig. 4 Graphs G, (G)∗, (G − e)∗, (G.e) and (G.e)∗

Lemma 1. Let G be a planar graph, e an edge of G and G∗ is the dual graph
of G, the operation of deletion and contraction gives us a new graphs which
the complexity is given by the following equations:

τ((G − e)∗) = τ(G∗.e∗) and τ((G.e)∗) = τ(G∗ − e∗) (3)

Proof. Let G and G∗ be a planar graph and its dual respectively, e an edge of
G and e∗ an edge of G∗ (see the example in Fig. 4), if we cut an edge e from
G we obtain a graph which the dual is denoted by (G − e)∗, this later can
be also formed by contracting the edge e∗ of the dual graph G∗ illustrated in
Fig. 4, hence (G− e)∗ = G∗.e∗ then τ((G− e)∗) = τ(G∗.e∗). The contraction
of the edge e from G (see Fig. 4) give us the dual graph (G.e). One can easily
observe that (G.e)∗ = G∗ − e∗ then τ((G.e)∗) = τ(G∗ − e∗).

Lemma 2. Let G∗ be the dual graph of G, if G contains simple path P =
x1, x2, ..., xk of length k, then

τ((G − P )∗) = τ(G∗.P ∗) and τ((G.P )∗) = kτ(G∗ − P ∗) (4)

such that P ∗ is the contraction of two ends vertices x∗1 and x∗k.

Fig. 5 Graphs G, G∗, (G − P )∗, (G.P ) and (G.P )∗

Proof. Let G and G∗ be a planar graph and its dual respectively, P a simple
path of G and P ∗ is 2-connected subgraph of G∗ (see the example in Fig. 5),
if we cut the simple path P from G we obtain a graph which the dual is



288 D. Lotfi, M. El Marraki, and D. Aboutajdine

denoted by (G − P )∗, this later can be also formed by contracting the two
ends vertices x∗1 and x∗k of the dual graph G∗ illustrated in Fig. 5, hence
(G− P )∗ = G∗.x∗1x

∗
k × bx∗

1
× bx∗

2
...× bx∗

k
such that bx∗

i
are the loops obtained

after contracting x∗1 and x∗k. We know that the complexity of a loop is 1 then
τ((G − P )∗) = τ(G∗.P ∗). The contraction of the two ends vertices x1 and
xk from G (see Fig. 5) give us the graph (G.P ) which the dual is (G.P )∗.
One can easily observe that (G.P )∗ = (G∗ − P ∗) × P ∗ such that P ∗ is 2-
connected k-cycles, we know that the complexity of k-cycles graph is k then
τ((G.P )∗) = kτ(G∗ − P ∗).

Lemma 3. Let G∗ be the dual graph of G and {x, y} is a separation pair of
G, we have the following equations:

If {x, y} is an edge e then τ(G∗) = τ(G∗ − e∗) + τ(G∗.e∗).
If {x, y} is a simple path P then τ(G∗) = k(τ(G∗ − P ∗) + τ(G∗.P ∗)).

Proof. Let G and G∗ be a planar graph and its dual respectively, e an edge
of G and e∗ an edge of G∗, we know that τ(G) = τ(G − e) + τ(G.e) [4] then
from the Lemma 1 we have τ((G)∗) = τ(G∗ − e∗) + τ(G∗.e∗). The same goes
for the path case.

Lemma 4. Let G∗ be the dual graph of G, if G∗ can be split into two graphs
G∗

1 and G∗
2 through two separation pair {u∗, v∗} then the number of spanning

trees of G∗ is counted as follows:
If {u, v} is an edge then τ(G∗) = τ(G∗

1)×τ(G∗
2−(u∗v∗))+τ(G∗

1−(u∗v∗))×
τ(G∗

2).
If {u, v} is a simple path then τ(G∗) = kτ(G∗

1)× τ(G∗
2 − (u∗v∗))+kτ(G∗

1 −
(u∗v∗)) × τ(G∗

2).

Proof. Let G and G∗ be a planar graph and its dual respectively, we have
proved that if e = uv is an edge of G then τ(G) = τ(G1) × τ(G2.(uv)) +
τ(G1.(uv))× τ(G2) [4] , from the Lemma 1 we have τ(G∗) = τ(G∗

1)× τ(G∗
2 −

(u∗v∗)) + τ(G∗
1 − (u∗v∗)) × τ(G∗

2). The same proof goes for the path case.

Lemma 5. Let G∗ be the dual graph of G, G contains simple path P =
x1, x2, ..., xk of length k, if G can be split into two subgraphs G1 and G2 then
G∗ can be also decomposed into G∗

1 and G∗
2. The number of spanning trees of

G∗ is given by the following equation

τ((G)∗) = τ(G∗
1) × τ(G∗

2) − k2τ(G∗
1.P

∗) × τ(G∗
2 .P

∗). (5)

such that P ∗ is the contraction of two ends vertices x∗1 and x∗k.

Proof. Let G and G∗ be a planar graph and its dual respectively, P is a simple
path of G of length k. if G can be split into two subgraphs G1 and G2 then
G∗ can be also decomposed into G∗

1 and G∗
2 the duals of G1 and G2. We know

that τ((G)) = τ(G1) × τ(G2) − k2τ(G1 − P ) × τ(G2 − P ), from the Lemma
2 we have τ((G)∗) = τ(G∗

1) × τ(G∗
2) − k2τ(G∗

1 .P
∗) × τ(G∗

2 .P
∗).
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3 Spanning Trees of Dual Grid Networks

As we mentioned above, graph theory provides a technique to overcome the
switching loop problem. Many works showed that the simple method to figure
out this problem is to model the switched network by a spanning tree that
contains all its nodes but not necessarily all the links. So, then we can remove
any link with maintaining the connection between all the elements of the
network. The enumeration of spanning trees seems difficult for some families
of graphs, the goal of this work is to facilitate this count by using the recursive
functions given for the dual graphs.

Let N be a network mapped by the graph G such that we define a hier-
archical vertex which has multiple connections with all the other neighbours.
The other vertices are connected to the nearest neighbour (see Fig. 6). Based
on the geometrical structure of the network N , we are not able to derive the
recursive function that count the number of spanning trees in G, we propose
as remedy to search the spanning trees of G∗. Fig. 6 illustrates the graph G
that models M and its dual G∗ called the grid graph.

Fig. 6 The dual of grid network

The complexity of the grid graph is given by: τ(G∗
n) = (1

2 + 1√
3
)((2 +√

3)n − (2 − √
3)n+2), n ≥ 1 [4], [2]. Then, from the Lemma 1 the number

of spanning trees of the network N is given by τ(Gn) = (1
2 + 1√

3
)((2+

√
3)n−

(2 −√
3)n+2), n ≥ 1.

4 Conclusion

Graph theory provides a modelling that disables the loop links in the switched
networks. In this paper, we used the algebraic planarity criteria to prove that
the enumeration of spanning trees in a graph G and its dual is the same using
the Matrix Tree Theorem. Based on the deletion and contraction method,
we derive recursive functions counting the number of spanning trees of some
dual graphs. Using the method cited previously, We have proved that the
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enumeration of spanning trees of a graph G returns to calculate the number
of spanning trees of the dual graph G∗ . Our method yields good theoretical
results that provide the counting of spanning trees in a 2-connected planar
graph G and its dual which we are not able to compute using the classical
method. Our future work takes two directions, we will propose a spanning tree
algorithm based on the deletion and contraction method in order to derive
recursive functions searching the spanning trees of 2-connected planar graphs
and we will investigate the family of k-connected planar graphs, in particular,
the classical one, in order to extend our results.
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Summary. In this paper we discuss emerging security and safety applications of
Online Social Networks (OSNs). Due to high worldwide popularity social network-
ing can be considered not only as an effective communication channel and efficient
information sharing platform, but also as a useful mechanism to enhance public
safety and security, including crisis response and recovery efforts, urban operations,
homeland security, and mass events planning. Therefore, in this paper we present
real examples of how OSNs can be used for those purposes. We conclude by propos-
ing a correlation framework that can effectively increase capabilities of OSN data
management and processing for public safety.

1 Introduction and Motivation

The rapid evolution of information systems and mobile technology enabled a
wide variety of users to easily create and share information through emerging
social networks (e.g., Facebook, Twitter, MySpace and LinkedIn) anywhere
and anytime. Additionally, websites hosting multimedia content have exten-
sively evolved towards providing online services where rich information (e.g.
high-quality imagery and video)can be easily uploaded by and exchanged with
the wide public (e.g., MySpace, YouTube and Livelink). There are also solu-
tions targeting users who want to maintain and share online diaries (Blogger,
Twitter, Wordpress). All these technologies allow users to share knowledge,
share emotions and stay in touch with their friends and families. At the same
time, institutions and companies also regard this as an opportunity to exploit
such information for their specific needs and purposes.

In this paper we analyze the possible usage of OSNs (Online Social Net-
works) by public safety agencies, such as law enforcement, the Police and
crisis response. We also describe current aspects related to OSN data analysis
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and suggest a correlation approach to improve decision making including OSN
data.

The paper is structured as follows: in Section 1.1 current market share
and status of OSN in Europe is presented. Section 1.2 is devoted to detailed
description of OSNs in Poland. Section 2 describes emerging applications of
OSNs, such as urban management, crisis management, law enforcement and
mass events planning. In Section 3 a correlation approach for OSN data anal-
ysis is suggested. Conclusions are given thereafter.

1.1 Worldwide Information and Social Media Growth

Worldwide social networking penetration in 2011 was estimated at above 80%
of the Internet users in the 15-54 age segment. In Europe, Facebook is cur-
rently the leading social networking platform. The highest values of Face-
bookŠs market share can be observed in Turkey (90.4%) and the UK (81.7%).
It is estimated that in USA, Facebook is visited by 58% of all online adults
at least one a month [1]. The second most popular social service in Europe
is Twitter. Twitter offers a particular set of features that have led to its suc-
cess, including its short message approach (a maximum of 140 characters per
tweet) ensuring an efficient tweets-per-second (TPS) capacity: the record was
recently set at 7196 TPS, during the final game of the WomenŚs Football
World Cup Final 2011 (17th July 2011) [2]. Relating to crisis response efforts,
the Japanese earthquake in March 2011 prompted a total of 5530 TPS [3]
(ranked 4th, in terms of the highest number of TPS).

1.2 Online Social Network Popularity in Poland

According to the Net Track research conducted by MillwardBrown SMG/KRC
in August 2010, the Internet was used by 52.8% of Poles - about 20.1 million
people. The number of Internet users that participate in discussions on mes-
sage boards or chats, write blogs, or use social networking portals as social
communities users was estimated at 11.6 million - 58% of the total number of
Polish Internet users, based on the results of Net Track. In 2010, over 92% of
Polish Internet users at least once visited the NK.pl portal, and 83% created
their own profile using this service. Almost 75% of respondents visited the
country’s second most popular OSN Ű Facebook.com, and three out of five
Polish Internet users were registered and had an account there. In 2011, Face-
book, and NK had over 11 million users in Poland [4]. Fig.1 shows the number
of social networks users in a period of one year and highlights the fact that
Facebook became the most popular social platform in Poland in September
2011. According to Social Media report [5], more than 75% of respondents de-
clare that the main motivation for using social media is maintaining contacts
with friends. More than 60% Internet users use these sites to maintain rela-
tionships with friends from work or school, and to view and comment content
published by other users. 33% of the respondents visit social networking sites
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to meet new friends or to acquire updated information from various sources. In
2011, users of NK.pl sent almost 8 private messages (most of them via NKtalk,
a dedicated instant messaging software), uploaded 360 thousands photos and
posted over 1.1 million comments about images published by their friends.

Fig. 1 Number of real users of the most popular social networks in Poland [4]

A relatively small percentage of Internet users are interested in various
forms of entertainment such as games and quizzes and publishing their own
posts about the events of life (30, 28 and 27%, respectively) [5]. On the other
hand, an upward trend in using of OSNs for marketing, e-commerce (social
commerce), geo-localization services and users profiling (for better content
targeting) is continuously observed [4].

2 Emerging Security and Safety Applications of OSNs

2.1 Social Engagement

In 2008UK Police began experimenting with social media, using OSNs as a
basis for dialogue with citizens and exploiting growing social media popularity
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as a means for social engagement. Such activities are supported by the "En-
gage" strategy [6] regulating all aspects of the police and citizens interactions
via OSNs. The "Engage" strategy promotes mainly Twitter platform as the
communication channel, due to its worldwide range and popularity, openness
and accessibility both for the police officers and the general public, and due
to the fact that costs of entry are minimal. However, the strategy envisages
also other areas in which capabilities provided by social networking platforms
can be beneficial, i.e. as a (open) source of intelligence, real-time information
about safety issues, accidents, incidents and for emergency purposes. On the
other hand, social media can be considered as a tool for knowledge sharing
within policing organizations. They can also provide information helpful in
fighting Internet-based crime and protecting the public from harm on the
Internet [7].

2.2 Urban and Crisis Management

Crisis management can be seriously considered as a potential area of social
net-working usage. Social media due to their popularity and ability to broad-
cast information easily (alerts, warnings, addressing rumors or correcting mis-
information) seem to be an adequate option for crisis communication [8][9].
The main features that determine the usefulness of social media (in the crisis
management area)include popularity (i.e., number of active users), quickness
of information sharing and a growing number of users who tend to use simulta-
neously many different social networking platforms and other online available
tools. The ability of tracking important events (in 24/7 fashion regardless of
time zones) as well as increased usage of modern mobile devices for social net-
working are also considered as beneficial for Future Internet innovative online
applications. In the following paragraphs we will describe some real examples
of how OSNs have been used in crisis situations and how quickly the infor-
mation about incidents is disseminated. Specifically, the two cases described
below highlight the role of emerging Internet-based services and applications
that, due to their innovativeness, can enhance capabilities for crisis manage-
ment entities, end-users and communities.

Case 1: Emergency Landing at Warsaw Chopin Airport

Alert24 portal [10] is maintained by the publisher of gazetawyborcza.pl and
gazeta.pl information portals, as well as of a popular daily newspaper "Gazeta
Wyborcza". Alert24 allows users to send messages via MMS, SMS or text,
images and videos through an online form. These messages are often published
before any official confirmation of a given incident by reporters/news agencies
is available, thus being the first information source about a disaster or an
accident. A similar approach is used in the Kontakt24 portal, a subsection of
tvn24.pl [11] news website (on-line edition of nationwide information television
channel - TVN24).
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Fig. 2 Screen from the www.flightradar24.com posted by an Internet user on 8th
November 2011 during the air incident in Katowice

Fig. 3 Headline of the first official news report about incident (1.5h after unofficial
alerting by Internet-user)

Recent air incidents in Poland show the benefits (such as rapid information
distribution) of publishing news through such portals. On November 1st2011,
at 14:40 CET, Boeing 767 (flight from New York to Warsaw) successfully per-
formed an emergency landing at Warsaw Chopin Airport. Polish public TV
information channel showed the moment of landing during a live broadcast
(only a few second before landing [12]), while Internet users sent images of
Boeing (escorted by military fighter jets), circling over the airport and con-
suming excess fuel [13]. These images had been published at least several
minutes before the TV live broadcast and were the first multimedia resources
related to the incident and available to a wider audience.

Case 2: Emergency landing at Katowice Airport

On 8 November, chartered aircraft Boeing 737 (flying from Katowice to
Egypt) turned back from the area of Polish-Slovak border and circled about
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1 hour over the airport in Katowice. An Internet user tracked the flight path
through the flightra-dar24.com portal, and sent this information to the Alert24
portal [14] (Fig.2).

The aircraft landed safely about 12:00 after excess fuel had been consumed.
The first information about this incident was delivered via the Alert24 portal
when the plane was still in the air (before 12:00). After receiving the message,
reporters of gazeta.pl confirmed with the press officer of the Katowice air-
port that the aircraft had technical problems. However, official and confirmed
news about the described incident appeared on information portals(including
gazeta.pl) later on, after 13:00 [15] (Fig.3).

The two examples mentioned show that citizens who have access to video
cameras, mobile phones and access to Internet (including social networks) are
often the first sources of information. Quickness of such information publica-
tion (after immediate confirmation by reporters) can be critical and invaluable
during the crisis incident occurrence. Such conclusion can also be drawn from
the Oslo shooting on 22nd July 2011. In this tragic situation, typical com-
munication mechanisms, e.g. 112, lacked capacity to handle requests. On the
other hand, online social networks handled hundreds of requests per minute
(or seconds, if considering Twitter). This proves the capabilities of emerging
OSN-related applications for efficient information sharing, management and
analysis.

2.3 Mass Events Planning

The following two cases can be considered as a motivation for the idea of cor-
relation of information from OSNs. The following examples of demonstrations
prove that analysis of online social networking sources, correlation of informa-
tion and adequate reasoning could be a key factors in crime prevention and
protection of mass events.

Warsaw case (11th November 2011)

For several weeks, a coalition of leftists, anarchists, proabortionists, Greens
and gayrights activists had been publicizing plans to block the Independence
March being organized by nationalist youth groups All-Polish Youth and the
National Radical Camp on 11th November 2011 in Warsaw. Therefore, the
Independence March was secured by c.a. 3000 policemen, however forces des-
ignated to protect the event were unable to prevent riots. As a result, more
than a dozen people, including nine policemen, were injured in the clashes,
and rightist demonstrators later set fire to a television van covering the inci-
dent [16]. During the demonstration, 210 people were arrested as a result of
clashes with the police. The city of Warsaw and the Police estimated losses
were 20ke and above 60ke[17], respectively.
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Poznań case (19th November 2011)

Eight days after the incidents in Warsaw, Poznań Police were advised by
Warsaw Police not to ignore the threat related to Poznań Equality March.
The Police were aware that various online forums and other public sources of
information (e.g. social networking) indicated plans to disturb the march, to
provoke and confront of the opposite sides [18]. As a result, the Police forces
were deployed along the entire route of the march (5km), separating both
sides and preventing a possible escalation of aggression and crime incidents
[19]. Therefore, analysis of open intelligence sources allowed the police au-
thorities to develop an adequate plan and to involve an appropriate number
of staff to protect the event.

2.4 OSNs for Law Enforcement

Rapid growth of Online Social Networks (OSNs) has created additional capa-
bilities for law enforcement and security services (e.g. the Police, law enforce-
ment and special agencies, services responsible for airport security, etc.). For
example, in addition to traditional purposes of social media usage focused on
usersŠ information exchange, social networks are being increasingly exploited
by the Police for their own operational purposes. Platforms like Facebook and
Twitter can help law enforcement officials to quickly share information with a
large audience. Instead of waiting for the local news channel to cover a story,
police departments can instantly post important messages online generating
real-time alerts to subscribed users. In addition to problem of sharing urgent
updates, social media engage the community, and encourage better interac-
tion between law enforcement and civilians. It is worth noticing that some
Police Departments also use their own platforms to reach citizens (e.g. North
Yorkshire PD in the UK). However, the most innovative effect of social media
exploitation by law enforcement comes from the new ways that the Police use
platforms like Facebook, YouTube and Myspace to support investigations [20].
One of the most recent examples of OSN data analysis for surveillance and law
enforcement purposes is the case of two British tourists that were detained on
23rdof January 2012 by the personnel of The Department of Homeland Se-
curity, after joking on Twitter that they were going to ’destroy America’ and
’dig up Marilyn Monroe’ (Fig.4). Leigh Van Bryan was handcuffed and kept
under armed guard in a cell for 12 hours after landing in Los Angeles with his
friend Emily Bunting. The Department of Homeland Security flagged him as
a potential threat when he posted the message on Twitter to his friends about
his planned trip to Hollywood. The passports of British tourists were confis-
cated and they were interrogated despite the fact that they tried to explain
that term ’destroy’ was British slang for ’party’. As a result, they were held on
suspicion of planning to ’commit crimes’. Van Bryan was also quizzed about
another tweet about "diggin’ Marilyn Monroe up!" which quoted a popular
US comedy Family Guy.
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Fig. 4 Tweet classified as a threat

2.5 OSN Data from the Military Perspective

Online Social Networks are also monitored by the army and militaryrelated
agencies in order to protect their forces (such as ISAF in Afghanistan) and
to prevent acts of terror. The main threat coming from the use of OSN ap-
plications is the fact that information posted by a user on the Internet can
be accessed by anyone, including her/his potential adversaries. Terrorists may
also use OSNs (and the web) in an attempt to reach a wide audience of people,
spread propaganda through social web, find potential recruits or even conduct
a research on governmental and military assets using the information available
online. Fig.5 shows four generic potential activities of an adversary

These activities are listed below and a short explanation is provided:

• Planning: the World Wide Web enables the exchange of information via
email, instant messaging or posting topics on social web sites. Services like
Facebook or Twitter may be used by adversaries/terrorists to plan their
activities and exchange information. Their interest in these communica-
tion mechanisms stems from their efficiency: e.g., current mobile phones
implement applications which notify the user when a new thread has been
added to a Twitter or Facebook account. Thus a wide range of users from
various geographical locations can be reached instantly.

• Research: the unawareness of threats of social web users creates another
point of vulnerability to governmental and military organizations, espe-
cially in case where incautious government or military employees are post-
ing too much information on the public web (e.g. about themselves or the
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Fig. 5 Four potential activities that may be a threat for homeland security

missions they are involved). Such information can be used against a spe-
cific person as well as the organization employing them. In fact Google and
social web services can be comprehensive tools for adversaries to gather
information about governmental and military assets or to track down a
particular person.

• Recruitment: the advanced search engines built in social web portals pro-
vide a comprehensive tool for adversaries to track down specific persons.
In particular this feature can be used to recruit new troops or extend the
adversaryŠs range of influence. Incidentally, Twitter was used during the
Iran elections to recruit people sharing similar political opinions to force a
voluntary DoS attack against governmental sites [21]. This example shows
how easy it is to recruit people to carry out a cyberattack.

• Propaganda: the fact that information on World Wide Web is publicly
available and accessible for users stimulates the use of Internet as the
underlying medium to facilitate propaganda. Services as YouTube, Blogger
or Twitter are used by adversaries to promote their beliefs and intimidate
people by posting links to movies or pictures filled with violence, usually
showing human decapitations and executions. Another way to reach the
public is the use of "E-flets", described in [22]. Additionally, the adversary
may cause deception by distributing false information.

3 Proposition of the OSN Data Correlation Framework

The case of Van Bryan and several other cases [23] show that the majority of
current digital forensic evidence analysis considers techniques involving only
one source of digital evidence during the investigation. However, the example
from the Australian New South Wales Police E-Crime Unit [24] shows that
such investigations can be optimized and improved (in terms of reliability and
effectiveness) through involvement of such means as hard disk drives, mobile
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phones, personal digital assistances and numerous other consumer sources of
data. This highlights a need for developing and evaluating new techniques for vi-
sualization and analysis(also correlation of data techniques)of such diverse and
heterogeneous sources of information. Event correlation is a powerful computa-
tional paradigm for real time processing of continuous data streams. It focuses
on producing a single information item from a large number of events and recog-
nizing rare, typically crucial situation that are impactful for monitored system
[26]. The event correlation paradigm is currently widely investigated in differ-
ent domains such as business processes monitoring [27] and network behavior
analysis [28][29][30], while the research concerning the OSNs is in our opinion
still strongly focused on modeling, characterizing and analyzing the social re-
lations between their users. The more important aspects that refer to content
and meaning of the data being posted is still underestimated. Therefore we in
this section we propose an novel approach and proposal of framework that aims
at correlating and understanding the meaning of scattered data.

Additionally, data management in the described security and safety ap-
plications is a complex and difficult task due to the fact that such data is
characterized by both structural and semantic heterogeneity. This increases
a need for data integration and ingestion in order to support entities respon-
sible for emergency/crisis management during disaster recovery. Data during
disaster management may be provided by various, often independent sources
of information. Users might be interested in different kinds of knowledge,
therefore data mining mechanisms can be considered as capable of enhancing
usefulness and reliability of such information.

Fig. 6 OSN data correlation framework
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As it is shown in Fig.6, the data obtained from social networks (common
interface layer) need to be understood first. In other words, an automated
mechanism needs to process the raw text in order to tag it (assign a set of
labels that allow document/post classification). Typically, this involves a wide
range of mechanisms and algorithms such as pattern recognition for discover-
ing interesting associations and correlations or clustering and trend analysis
to classify recognized events for undesired reoccurrences of given phenomena.
Once the data sources are correlated and equally annotated (with common
semanticbased language) further applications and services such as decision
support tools can be deployed Due to the fact that the realworld data in
security and safety applications tend to be incomplete, noisy, inconsistent,
multidimensional and multisensory etc., development of missing/incomplete
data correlation approach in order to increase the situational awareness can
be especially beneficial [25].

4 Conclusions

The major contribution of this paper is the overview of emerging security and
safety applications of OSNs. Moreover, we suggested a correlation approach
and framework for OSNs data management and analysis. OSNs are mainly
used to post information, maintain contacts with friends etc. However, as
we have presented, OSNs can also be successfully used by the Police, law
enforcement agencies as well as in the urban management and mass events
planning domains. The key challenges are large volume of data (text, images)
etc. and quickly changing language and context. Therefore there is a need
to develop new tools to automatically handle such tasks. We are currently
working on the correlation mechanism that will be able to support humans in
large volume data management and in making decisions on the basis of OSNs
data in security and safety applications.
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Summary. In this paper we focus on DDoS attacks detection by means of greedy al-
gorithms. In particular we propose to use Matching Pursuit and Orthogonal Match-
ing Pursuit algorithms. The major contribution of the paper is the proposition of 1D
KSVD algorithm as well as its tree based structure representation (clusters), that
can be successfully applied to DDos attacks and network anomaly detection.

1 Introduction

Nowadays cyber attacks are targeted at individual network users but also at
critical infrastructures, countries and nations in order to paralyze them. Some
successful cyber attacks paralyzed Estonia, Georgia, Iran and most recently
Palestine. Such cyber attacks are considered a major threat for critical in-
frastructures (e.g. power grids, telecommunications systems) and homeland
security (e.g. financing system). For example, in 2008 successful DDoS (Dis-
tributed Denial of Service) attacks were targeted at Georgian government
sites, Georgian president site and servers of National Bank of Georgia. In
2012, hackers from various groups (e.g. Anonymous) launched DDoS attacks
that paralyzed Polish public administration and governmental services and
websites. Nowadays, cyber attacks are also considered a threat for military
networks and critical public administration computer systems.

Emerging new threats and attacks can only be detected by new complex
solutions, such as hybrid signature and anomaly based distributed intrusion
detection systems. Anomaly detection approach allows for detecting new un-
known attacks (so called 0-day attacks) which can not be detected by tradi-
tional systems since their signature is yet not known. In this paper we present
new 1D KSVD algorithm for signal-based DDoS detection.

R.S. Choraś (Ed.): Image Processing & Communications Challenges 4, AISC 184, pp. 303–310.
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 DDoS Attacks: Overview

In recent years Dos and DDos attacks have become a serious problem for var-
ious business organizations as well as individual internet users. Their victims
are not only the biggest companies from the new technologies sector, which
supply mass service, but also powerful governmental organizations from many
countries. Regardless huge investment and developed safety procedures, they
are usually incapable of effective protection against these kinds of attacks (e.g.
as in the case of ACTA related DDoS attacks on Polish public administration
websites and services in 2012).

DDos is an upgraded, and most of all, diffused version of the Dos attack.
The features concerning an increase in effectiveness and safety of the aggressor
have undergone great modification. The typical Dos attack is performed from
one computer, while the DDos attack is carried out in a diffuse way (from
many previously taken-over computers (bots)). The mentioned computers are
most often in different locations. Their may not even be aware that they are
participating in an attack on particular resources in the web [1, 2].

There is a number of ways of launching the DDos attacks. First of all, every
operating system requires free memory. If the attacker succeeds in allocating
the whole accessible memory, theoretically, the system will stop functioning or
its performance will drop drastically. Such a violent attack is capable of block-
ing normal work of even the most efficient IT systems. The second method is
based on the use of limitations of the exploited file systems. The third method
concerns the use of incorrect operation of network applications, the core of
the system or mistakes in configuration of the operating system. Mistakes in
TCP/IP stacks can be an instance here. The last method is generating such
big network traffic that routers or servers cannot successfully cope with [2, 3].
Typically, the number of generated queries to servers or databases is too large
for servers to process and respond.

The problem with DDos attacks lies in the fact that nowadays there are no
effective solutions and methods to protect IT systems from them. The only
possibility is to limit the results of those attacks by early detection. One of
such solutions is detection of network anomalies, which are symptoms of DDos
attacks [4].

3 Greedy Algorithms Applied to DDoS Attacks and
Network Anomaly Detection

Sparse representation is looking for the sparse solution of decomposition co-
efficients C representing the signal S over the redundant dictionary when the
remainder is smaller than a given constant ε, can be stated as:

min ‖C‖0 subject to

∥∥∥∥∥S −
K−1∑
k=0

ckdk

∥∥∥∥∥ < ε, (1)
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where ‖·‖0 is the l0 norm counting the nonzero entries of a vector, ck ∈ C
represents a set of projection coefficients and dk are the elements of redundant
dictionary D. Finding the optimal solution is an NP-hard problem [5, 6, 7, 8,
9].

A suboptimal expansion can be found by greedy algorithms in means of an
iterative procedure, such as the Matching Pursuit algorithm or Orthogonal
Matching Pursuit algorithm.

3.1 Matching Pursuit Algorithm

The Matching Pursuit (MP) algorithm was proposed in [6]. The aim of the
algorithm is to obtain an approximation to the input signal S, by sequential
selection of vectors from the dictionary D. The algorithm follows a greedy
strategy in which the basis vector best aligned with the residual vector is
chosen at each iteration. Signal S can be written as the weighted sum of these
elements:

S =
n−1∑
i=0

cidi + rns, (2)

where rns is residual in an n Ű term sum. In the first step of Matching Pursuit
algorithm, the atom di which best matches the signal S is chosen. The first
residual is equal to the entire signal r0s = S. In each of the consecutive pth
steps in MP algorithm, the atom dp is matched to the signal rps, which is the
residual left after subtracting results of previous iterations:

rps = rp−1s− cpdϕp , (3)

where
ϕp = argmax

i∈Φp

|〈rps, di〉| , ϕp ∈ Φp (4)

and
cp =

〈
rp−1s, dϕp

〉
. (5)

The indices of the p vectors selected are stored in the index vector Φp =
{ϕ1, ϕ2, . . . , ϕp−1, ϕp}, Φ0 = ∅ and the vectors are stored as the columns of
the matrix Dp =

{
dϕ1 , dϕ2 , . . . , dϕp

}
and D0 = ∅. The algorithm terminates

when residual of signal is lower than acceptable limit:

‖rps‖ < th, (6)

where th is the approximation error.

3.2 Orthogonal Matching Pursuit Algorithm

The Orthogonal Matching Pursuit (OMP) algorithm is an improvement of
MP algorithm and it was proposed in [10]. Similarly to Matching Pursuit,
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two algorithms has greedy structure but the difference is that OMP algorithm
needs all selected atoms to be orthogonal in every decomposition step.

The algorithm selects ϕp in the pth iteration by finding the vector best
aligned with the residual obtained by projecting rps onto the dictionary com-
ponents, that is:

ϕp = argmax
i∈Φp

|〈rps, di〉| , ϕp /∈ Φp−1. (7)

The re-selection problem is avoided with the stored dictionary. If ϕp /∈ Φp−1

then the index set is updated as Φp = Φp−1

⋃
ϕp and Dp = Dp−1

⋃
dϕp .

Otherwise, Φp = Φp−1 and Dp = Dp−1. The residual is calculated as:

rps = rp−1s−Dp

(
DT
pDp

)−1
DT
p r

p−1s, (8)

where DT
pDp is the Gram matrix.

The algorithm terminates when dependency is satisfied (equation 6).

4 Structured Dictionaries for Greedy Algorithms

KSVD algorithm has been previously used for 2D signals. Hereby, we propose
the new 1D KSVD algorithm that we use in anomaly detection task. In
particular, we modified the KSVD algorithm proposed in [11].

The main task of 1D KSVD algorithm is to find the best dictionary D to
represent the signal S as sparse composition, by solving:

min
D,C

{
‖S −DC‖2

F

}
subject to ∀i‖ci‖0 ≤ T, (9)

where ‖·‖2
F is the Frobenius norm and T is a fixed and predetermined number

of nonzero entries.
The algorithm is divided into two stages:

1. Sparse Coding Stage: Provided D is fixed. We use orthogonal matching
pursuit algorithm (mentioned in section 2.2) to compute M sparse coef-
ficients ci for each sample of signal S, by approximation the solution of

min
C

{
‖si −Dci‖2

F

}
subject to ‖ci‖0 ≤ T, i = 1, 2, . . . ,M, (10)

where si is a sample of signal S.
2. Dictionary Update Stages: Provided both C and D are fixed. We focus on

an atom dk of the dictionary and its corresponding sparse vector ckT (i.e.
row k of ckT ). The corresponding objective function in equation 9 can be
written as:
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‖S −DC‖2
F =

∥∥∥∥∥∥S −
K∑
j=1

djc
j
T

∥∥∥∥∥∥
2

F

=

=

∥∥∥∥∥∥
⎛
⎝S −

∑
j 	=k

djc
j
T

⎞
⎠− dkc

k
T

∥∥∥∥∥∥
2

F

=
∥∥Ek − dkc

k
T

∥∥2

F
, (11)

where Ek indicates the representation error of the sample of signal after
removing the kth atom and its fixed.

The method can be enhanced and improved by generation Of The Dictionary
Tree Structure (Clustering).

Fig. 1 Real atoms selected by 1D-KSVD algorithm

Such method creates clusters in the initial dictionary and organizes them in
a hierarchical tree structure[12, 13]. The elements from the initial dictionary
form the leaves of the tree. As the result, the clustering process produces
levels of tree structure. Each branch of the tree has N children and it is fully
characterized by the list of the atom indexes Wn. A centroid gn is assigned to
the branch of tree that represents atoms of the dictionary in the corresponding
subtree.

5 Experimental Results

Performance of our approach to signal-based anomaly detection using greedy
algorithms and the performance of the presented algorithms was evaluated
with the use of CAIDA(2006-2009) and MAWI trace bases [14, 15, 16].

The test data contains attacks that fall into every layer of the TCP/IP
protocol stack [17].

For the experiments we chose 10 and 20 minutes analysis windows because
most of attacks (about 85%) ends within this time periods [18]. We extracted
15 traffic features in order to create 1D signals for 1D K-SVD and Matching
Pursuit analysis.
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Table 1 Matching Pursuit Mean Projection parameter for TCP trace with DDoS
attacks (20 min. analysis window) (windows with attack are marked by bold)

TCP trace (packet/second) Window1 Window2 Window3 MP-MP MP-MP
CAIDA [15] MP-MP MP-MP MP-MP (KSVD) (KSVD)

(KSVD) (KSVD) (KSVD) for trace normal trace

Backscatter 2008.11.15 250.55 524.75 800.63 524.85 217.95
Backscatter 2009.10.16 272.55 532.75 780.63 541.85 220.32
Backscatter 2008.08.20 399.68 160.79 180.54 246.60 184.50
Backscatter 2009.09.23 380.23 163.45 175.27 254.54 192.24

Table 2 Matching Pursuit Energy parameter for TCP trace with DDoS attacks (20
min. analysis window)

TCP trace (packet/second) Window1 Window2 Window3 Ψ(k) Ψ(k)

CAIDA [15] Ψ(k) Ψ(k) Ψ(k) (KSVD) (KSVD)
(KSVD) (KSVD) (KSVD) for trace normal trace

Backscatter 2008.11.15 1.61e+5 8.38+05 1.01e+6 4.13e+5 1.72+05
Backscatter 2009.10.16 1.53e+5 7.23+05 1.12e+6 4.26e+5 1.62+05
Backscatter 2008.08.20 2.79e+5 2.93e+4 6.12e+4 1.96e+5 4.51e+4
Backscatter 2009.09.23 2.91e+5 2.73e+4 6.03e+4 1.85e+5 4.41e+4

Table 3 Matching Pursuit Energy parameter for TCP trace (packet/second) with
DDoS attacks (20 min. analysis window) for Tree 1D KSVD dictionary

TCP trace Window1 Window2 Window3 Ψ(k) Ψ(k)

CAIDA [15] Ψ(k) Ψ(k) Ψ(k) Tree KSVD Tree KSVD
Tree Tree Tree for trace normal trace

KSVD KSVD KSVD

Backscatter 2008.11.15 1.71e+5 7.32+05 1.30e+6 4.15e+5 1.73+05
Backscatter 2009.10.16 1.59e+5 7.28+05 1.34e+6 4.45e+5 1.63+05
Backscatter 2008.08.20 2.56e+5 2.77e+4 6.01e+4 1.54e+5 4.52e+4
Backscatter 2009.09.23 2.79e+5 2.72e+4 6.21e+4 1.86e+5 4.41e+4

We used two parameters:

• Matching Pursuit Mean Projection (MP-MP)

MP −MP =
1
n

n−1∑
i=0

ci. (12)

• Energies of coefficients
∥∥c(k)∥∥2

, residues
∥∥rs(k)∥∥2

and energy of dictionary
elements

∥∥d(k)
∥∥2
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Ψ(k) =
∥∥∥c(k)

∥∥∥2

+
∥∥∥rs(k)

∥∥∥2

+
∥∥∥d(k)

∥∥∥2

. (13)

Experimental results are presented in Tables 1 - 3.
In each table, coefficients obtained by means of 1D K-SVD are signed as:

MPMP (KSVD) and Ψ(k) (KSVD). Additionally, we added the tree structure
to dictionary D generated by 1D KSVD algorithm. Energy parameter Ψ(k)

was also calculated for tree structure dictionary.
We compared results achieved by dictionary generated by 1D KSVD and

Tree structure 1D KSVD dictionary. Results of detection rate DR and false
positives rate FPR were comparable.

Tree structure dictionary has one main advantage which comes from the
fact that search time process is significantly lower (up to 50%).

Overall Detection Rate (Overall Detection Rate - ODR is calculated for
DR and FPR parameter. ODR takes into consideration set of traffic metrics
where at the same time FPR is lowest and DR has highest value. ODR is
also calculated for different ADS systems presented in [19, 20]) for tree struc-
ture dictionary does not change significantly. For presented DDoS detection
method with tree structure 1D KSVD dictionary we obtain DR = 93, 20%
FPR = 12, 1% for the tested traces [14, 15, 16].

6 Conclusions

This paper presents greedy algorithms applied for DDoS attacks detection
task. The major contributions are: the proposition of the new 1D KSVD
algorithm and its tree-based structure (clustering). The reported experimental
results proved the effectiveness of the proposed method in DDoS detection.
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