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Preface

During the last 20 years we have witnessed a rapid development of Multimedia and
Network Information Systems. What is even more important, the pace of change
does not show any sign of slowing. When we look back we see how many research
projects that have originated at universities or in research facilities now are part of
our everyday life. This calls for a volume that addresses the capabilities, limitations,
current trends and perspectives of Multimedia and Network Information Systems.

Our intention is to offer the readers of this monograph a very broad review of
the recent scientific problems in that area. Solving them has became a principal task
of numerous scientific teams all over the world. The volume is a selection of rep-
resentative investigations, solutions and applications submitted by scientific teams
working in many European countries.

Content of the book has been divided into four parts:

I Multimedia Information Technology
II Information System Specification
III Information System Applications
IV Web Systems and Network Technologies

Part I contains eight chapters that discusses new methods of visual data process-
ing. The studies and resulting solutions described in the several chapters of this part
follow the gaining momentum trend of exploiting artificial intelligence techniques,
fuzzy logic, multi-agent approaches in the domain of multimedia information
technology. The domain covers image alignment, video deinterlacing, cartographic
representation, visual objects description, large scale 3D reconstruction, and hand
gesture recognition. Two of the chapters focus on the content-based indexing and
retrieval of visual data.

The second part of the book consists of seven chapters. Two of them address
the specific problems of different applications of ontology’s in information systems
and the ontology alignment. This part also contains reports on the experiments on
the evaluation of re-sampling combined with clustering and random oracle using
genetic fuzzy systems and the study of parameter selection for the Dynamic Trav-
elling Salesman Problem. One of the chapters deals with the modeling failures of
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distributed systems in stochastic process algebras. The important from a practical
point of view problem of tracking changes in database schemas is also discussed in
the last chapter of this part.

Part III presents a handful of applications. It consists of four chapters. One of
them describes an adaptive e-learning application with a catchy name of Power
Chalk. Innovative solutions to the problem of unified user identification for mo-
bile environments and smart communications for remote users are also discussed.
The last chapter presents a rule based expert system that covers semantic matching,
spatiotemporal relation operators, and comparison of GIS data to eliminate VAT-
carousel crimes.

Part IV refers to the trends and perspectives in Web Systems and Network Tech-
nologies. It contains 6 chapters. Two of them deal with e-commerce issues dis-
cussing the evaluation of the server performance and presenting an approach to use
product reviews from e-commerce websites for the product feature opinion mining
task. The usefulness of Web pages can considerably suffer from poor readability.
Therefore a special chapter is devoted to a methodology of creating a computer
aided system for measuring text readability. Finding relevant services from a ser-
vice collection is yet another important aspect of the Web Technologies. Two of the
chapters in this part are devoted to the problem.

The book should be of great interest to researchers involved in all aspects of mul-
timedia and Internet applications. We hope that it will fulfill the expectations of its
readers and we will be also very pleased if the book will attract more scholars to
work on the area and to inspire the research community already working on the do-
main. If so, the goal that motivated authors, reviewers, and editors will be achieved.
It will be also the greatest prize for our joint efforts.

Aleksander Zgrzywa
Kazimierz Choroś
Andrzej Siemiński
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Ondřej Krejcar
University of Hradec Kralove
FIM, Department of Information
Technologies
Rokitanskeho 62, Hradec Kralove,
50003
Czech Republic
ondrej.krejcar@asjournal.eu

Tadeusz Lasota
Wrocław University of Environmental
and Life Sciences
Department of Spatial Management
ul. Norwida 25/27
50-375 Wrocław
Poland
tadeusz.lasota@up.wroc.pl



List of Contributors XVII

Michał Lech
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043 84 Košice, Slovakia
jana.pocsova@tuke.sk

Raúl Rojas
Freie Universität Berlin
Department of Mathematics
and Computer Science
Takustrasse 9, 14195 Berlin, Germany
raul.rojas@fu-berlin.de

Dan-El Neil Vila Rosado
Freie Universität Berlin
Department of Mathematics
and Computer Science
Takustrasse 9, 14195 Berlin, Germany
vila80@inf.fu-berlin.de

Martin Sarnovský
Technical University of Košice
Faculty of Electrical Engineering and
Informatics
Department of Cybernetics and Artifcial
Intelligence
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Grażyna Suchacka
Opole University, Faculty of
Mathematics
Physics and Computer Science
ul. Oleska 48
45-052 Opole
Poland
g.suchacka@gmail.com

Zbigniew Telec
Wrocław University of Technology
Institute of Informatics, Wybrzeże
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50-370, Wrocław, Poland
bogdan.trawinski@pwr.wroc.pl

Grzegorz Trawiński
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Chapter 1 
Fuzzy Rule-Based Classifier for Content-Based 
Image Retrieval 

Tatiana Jaworska   

Abstract. At present a great deal of research is being done in different aspects of 
Content-Based Image Retrieval System (CBIR). Thus, it is necessary to develop ap-
propriate information systems to efficiently manage datasets. Image classification 
is one of the most important services in image retrieval that must support these 
systems. The primary issue we have addressed is: how can the fuzzy set theory be 
used to handle crisp data for images. We propose how to introduce fuzzy rule-
based classification for image objects. To achieve this goal we have constructed 
fuzzy rule-based classifiers, taking into account crisp data. In this chapter we pre-
sent the results of the use of this fuzzy rule-based system in our CBIR. 

1.1   Introduction 

In recent years, the availability of image resources on the WWW and large image 
datasets has increased tremendously. This has created a demand for effective and 
flexible techniques for automatic image classification and retrieval. Although at-
tempts to perform the Content-Based Image Retrieval (CBIR) in an efficient way 
have been made before, a major problem in this area has been computer percep-
tion, to which it is hard to introduce an additional semantic data model. In other 
words, there is a necessity to introduce fuzzy information models into image re-
trieval, based on high-level semantic concepts that perceive an image as a com-
plex whole.  

Images and graphical data are complex in terms of visual and semantic con-
tents. Depending on the application, images are modelled and indexed using their  

• visual properties (or a set of relevant visual features), 
• semantic properties,  
• spatial or temporal relationships of graphical objects. 
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Over the last decade a number of concepts of the CBIR [1], [2], [3], [4], have been 
used. Proposals can be found for the relational [5], object-oriented [6], [7] data-
bases. For about 10 years the fuzzy proposition has been applied in object-relation 
database models [8], [9]. Zadeh’s fuzzy sets theory has allowed us to develop lim-
ited programming tools, concerned with graphical applications and dealing with 
imperfect pictorial data. Within the scope of semantic properties, as well as 
graphical object properties, the first successful attempt was made by Candan and 
Li [10], who constructed the Semantic and Cognition-based Image Retrieval 
(SEMCOG) query processor to search for images by predicting their semantic and 
spatial imperfection.  

The feature vector is used for tentative object classification at the local level of 
a separated object. First, we have to classify objects in order to assign them to a 
particular class which is later used to describe spatial relationships characteristic 
of a particular image. In our system spatial object location in an image is used as 
the global feature; then it supports full identification of graphical elements based 
on rules of location. Next, classified objects are used to enable the user to com-
pose their own image in the GUI. Finally, we apply classes in order to compare 
objects coming from different images [21].  

We have chosen a fuzzy rule-based classification to support our pattern library 
which is constructed to enable the user to build their image query in as natural a 
way as possible. ‘Natural’ here means handling such objects as houses, trees, wa-
ter instead of a red square, blue rectangle, etc. 

In this chapter we present the fuzzy rule-based classifiers for object classifica-
tion which takes into account object features, together with different spatial loca-
tion of segmented objects in the image. In order to improve the comparison of two 
images, we need to label these objects in a semantic way. 

In general, our system consists of four main blocks: 

1. the image preprocessing block (responsible for image segmentation), applied 
in Matlab, cf. [11]; 

2. the Oracle Database, storing information about whole images, their segments 
(here referred to as graphical objects), segment attributes, object location, pat-
tern types and object identification, cf. [12]; 

3. the search engine responsible for the searching procedure and retrieval process 
based on feature vectors for objects and spatial relationship of these objects in 
an image, applied in Matlab; 

4. the graphical user's interface (GUI) allows users to compose their own image, 
consisting of separate graphical objects as a query. Classification helps in the 
transition from rough graphical objects to human semantic elements. We have 
had to create a user-friendly semantic system, also applied in Matlab. 

There have been several attempts to design efficient, invariant, flexible and intel-
ligent image archival and retrieval systems based on the perception of spatial rela-
tionships. Chang [13] proposed a symbolic indexing approach, called the nine  
directional lower triangular (9DLT) matrix to encode symbolic images. Using the 
concept of 9DLT matrix, Chang and Wu [14] proposed an exact match of the re-
trieval scheme, based upon principal component analysis (PCA). Unfortunately, it 
transpired that the first principal component vectors (PCVs) associated with the 
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image and the same image rotated are not the same. Eventually, an invariant 
scheme for retrieval of symbolic images based upon the PCA was prepared by 
Guru and Punitha [15]. 

1.2   Fuzziness 

1.2.1   Fuzzy Sets  

Let T = {t1,…,tn} be a set of objects, where ti ≠ tj, the attributes of ti and tj are dif-
ferent. Let U = {A1, …, Am} be the set of attributes over t1,…,tn. Each attribute Ai 
has been associated with a domain, denoted by U(Ai). The value of attribute Ai is 
either a crisp or fuzzy value. According to Zadeh [16], a fuzzy set F in U ⊆ R is 
uniquely specified by its membership function μi: U→[0,1]. Thus, the fuzzy set is 
described as follows: 

F = {(u, μF (u))|u∈U} (1.1) 

Two important concepts of core and support are related to a fuzzy set F: 
core (F ) = {u | u ∈ U /\ μF (u) =1} 

and 
support (F ) = {u | u ∈ U /\ μF (u) > 0}. 

For our purpose, we use a trapezoidal membership function MF which is mathe-
matically defined by four parameters {a,b,c,d}: 

 

(1.2) 

Let F and G be two fuzzy sets in the universe U, we say that F ⊆ G ⇔ 
μF (u) ≤ μG (u), \/ u ∈ U. The complement of F, denoted by Fc, is defined by 
μF

c (u) =1 - μF (u). Furthermore, F ∩ G (respectively F ∪ G) is defined the follow-
ing way: μF ∩ G = min (μF (u), μG (u)) (respectively μF ∪ G = max (μF (u), μG (u))).   

1.2.2   Fuzzy Rule-Based Classifiers 

We assume that we have an M-class pattern classification problem in an 
n-dimensional normalized hyper-cube [0, 1]n. For this problem, we use fuzzy rules 
of the following type: 

Rule  Rq : If x1 is Aq1 and ... and xn is Aqn then Class Cq with CFq, (1.3) 

where Rq is the label of the qth fuzzy rule, x = (x1, ..., xn) is an n-dimensional pat-
tern/feature vector, Aqi is an antecedent fuzzy set (i = 1,...,n), Cq is a class label, 
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CFq is a real number in the unit interval [0,1] which represents a rule weight. The 
rule weight can be specified by a heuristic manner or it can be adjusted by a learn-
ing algorithm [17], [18]. We use the n-dimensional fuzzy vector Aq = (Aq1, ..., Aqn) 
to represent the antecedent part of the fuzzy rule Rq in (3) in a concise manner. 

Let S be a set of fuzzy rules of the type in (3). That is, S is a fuzzy rule-based 
classifier. When an n-dimensional pattern/feature xp = (xp1, ..., xpn) is presented to 
S, first the compatibility grade of xp with the antecedent part Aq of each fuzzy rule 
Rq in S is calculated by the product operator as  

μAq (xp) = μAq1 (xp1) × ... × μAqn (xpn) for Rq ∈ S,      (1.4) 

where μAqi (.) shows the membership function of Aqi. Then a single winner rule 
Rw(xp) is identified for xp as follows:  

CFw(xp) × μAw(xp) (xp) = max {CFq × μAq (xp) | Rq ∈ S},   (1.5) 

where w(xp) denotes the rule index of the winner rule for xp.  
The pattern xp is classified by the single winner rule Rw(xp) as its consequent 

class. If there is no fuzzy rule with a positive compatibility grade with xp (i.e., if xp 
is not covered by any fuzzy rules in S), the classification of xp is rejected. The 
classification of xp is also rejected if multiple fuzzy rules with different conse-
quent classes have the same maximum value on the right-hand side of (5). In this 
case, xp is exactly on the classification boundary between the different classes. 

We use the single winner-based fuzzy reasoning method in (5) for pattern clas-
sification. This is because a responsible fuzzy rule can be always identified for the 
classification result of each input pattern when we use the single winner-based 
fuzzy reasoning method. 

An ideal theoretical example of a simple three-class, two-dimensional pattern 
classification problem with 20 patterns from each class is considered in [19]. 
There three linguistic values (small, medium and large) were used as antecedent 
fuzzy sets for each of the two attributes and 3×3 fuzzy rules were generated. S1 
was the fuzzy rule-based classifier with the 9 fuzzy rules shown below: 

 
S1: fuzzy rule-based classifier with 9 fuzzy rules 
R1: If x1 is small and x2 is small then Class2 with 1.0, 
R2: If x1 is small and x2 is medium then Class2 with 1.0, 
R3: If x1 is small and x2 is large then Class1 with 1.0, 
R4: If x1 is medium and x2 is small then Class2 with 1.0, 
R5: If x1 is medium and x2 is medium then Class2 with 
1.0, 
R6: If x1 is medium and x2 is large then Class1 with 1.0, 
R7: If x1 is large and x2 is small then Class3 with 1.0, 
R8: If x1 is large and x2 is medium then Class3 with 1.0, 
R9: If x1 is large and x2 is large then Class3 with 1.0, 

Fig. 1.1 Classification 
boundaries for fuzzy rule-
based classifier S1. 

 
For simplicity, the rule weight is 1.0 in S1. The location of each rule is shown in 

Fig. 1.1.  

R3    R6   R9 
 
R2    R5    R8 
 
R1    R4    R7 
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1.3   Graphical Data Representation 

In our system, Internet images are downloaded. Firstly, the new image is seg-
mented, creating a collection of objects. Each object, selected according to the al-
gorithm presented in detail in [21], is described by some low-level features. The 
features describing each object include: average colour kav, texture parameters Tp, 
area A, convex area Ac, filled area Af, centroid {xc, yc}, eccentricity e, orientation α, 
moments of inertia m11, bounding box {bb1(x,y), ..., bbs (x,y)} (s – number of verti-
ces), major axis length mlong, minor axis length mshort, solidity s and Euler number E 
and Zernike moments Z00,…,Z33. All features, as well as extracted images of 
graphical objects, are stored in the DB. Let Fo be a set of features where:  

FO = {kav, Tp, A, Ac,…, E} (1.6) 

For ease of  notation we will use FO = {f1, f2 ,…, fr}, where r – number of attributes. 
For an object, we construct a feature vector O containing the above-mentioned 
features: 
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The next complex feature attributed to objects is texture. Texture parameters are 
found in the wavelet domain (the Haar wavelets are used). The algorithm details 
are also given in [21]. The use of this algorithm results in obtaining two ranges for 
the horizontal object dimension h and two others for the vertical one v: 

{ }
{ }

2,12,1

2,12,1

maxmin

maxmin

;

;

vv

hh
Tp = . (1.8) 

Additional features of the low level for objects are shape descriptors. They are 
also included in the above-mentioned feature vector. We apply the two most im-
portant shape descriptors such as moments of inertia:   

2,1,0,),,()()( =−−=  qpyxfyyxx
y

qp

x
pqμ  (1.9) 

and Zernike moments [20]. Zernike moments are a set of complex polynomials 
{Vpq(x,y)} which form a complete orthogonal set over the unit disk of 

.122 ≤+ yx  Hence, the definition of 2D Zernike moments with pth order with re-

petition q for intensity function f(x,y) of the image is described as: 

dxdyyxfyxV
p

Z
yx

pqpq ),(),(
1

122

*
≤+

+=
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8 T. Jaworska
 

where:                     ),(),( ,
* yxVyxV qppq −= . (1.11) 

For our purpose, the first 10 Zernike moments are sufficient, which means we cal-
culate moments from Z00 to Z33.  

1.4   Classification Results 

The feature vector O (cf. (7)) is used here as a pattern/feature vector x for object 
classification. We collected n = 32 features for each graphical object. Based on the 
data collected in our CBIR system, we have analysed the most distinguished fea-
tures to present our experimental results. We have chosen three classes from 
graphical objects in the training subset, namely: class1 - horizontal line, class2 - 
caret and class3 - vertical line, presented respectively in Fig. 1.2. 

 

 

Fig. 1.2 Examples of graphical objects used as class1 - horizontal line a), class2 – caret b) 
and class3 - vertical line c) from the training subset. 

For our fuzzy rule-based classifier we have chosen a trapezoidal MF (cf. (1.2)), 
as it better represents the character of our data. We have classified data from a 
training subset according to the fuzzy rule-based classifier S1. As we mentioned 
earlier, in our experiment we used a three-class problem for two features: x1 – area 
and x2 – minor axis length (shown in Fig. 1.3). 

Thanks to the use of the fuzzy rule-based classifier S1, we can classify a new 
object (depicted as a magenta square in Fig. 1.4) from unknown class? to class2. 
After a comparison with the real image object, we can conclude that the classified 
object, in fact, belongs to class2. This confirms that we can use the single winner-
based fuzzy reasoning method for our pattern classification (see Fig. 1.4).    

In a multi-objective fuzzy rule-based classifier design, the accuracy of classifi-
ers is not viewed as a factor related to interpretability. This is because accuracy is 
handled as a separate goal from interpretability in a multi-objective fuzzy rule-
based classifier design. However, the accuracy of the winner rule seems to be an 
important factor, related to the explanation capacity for fuzzy rule-based classifi-
ers [19]. 
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Now, we show the use of a fuzzy rule-based classifier with three rules for our 
three-class problem, where: 

 
S2: fuzzy rule-based classifier with three fuzzy rules [19] 
R123: If x1 is small then Class2 with 1.0, 
R456: If x1 is medium then Class2 with 1.0, 
R789: If x1 is large then Class3 with 1.0, 

 
For this purpose we have chosen the fuzzy rule-based classifier S2. As we have 
mentioned earlier, in our second experiment we used a three-class problem for two 
features: x1 – minor axis length and x2 – Zernike moment Z00. We used a trapezoi-
dal MF because the data are not normalised to the interval [0,1], according to the 
assumption from the fuzzy rules definition. We use the same classes (class1 - 
horizontal line, class2 - caret and class3 - vertical line). As it is shown in Fig. 1.5, 
the three rules are enough to separate the objects described by real data. 

Through the use of the fuzzy rule-based classifier S2, we can classify a new ob-
ject (depicted as a magenta square in Fig. 1.6) from unknown class? to class2. Af-
ter a comparison with the real image object, we can conclude that the classified 
object in fact belongs to class2. This confirms that we can use a single winner-
based fuzzy reasoning method for our pattern classification (see Fig. 1.6). 

 

 

Fig. 1.3  Three-class problem for two features: x1 - minor axis length and x2 - area. 
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Fig. 1.4 The magenta square is a classified element for the fuzzy rule classifier S1 with 9 
rules. 

 

 

Fig. 1.5 Classification with three fuzzy rules S2 
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Fig. 1.6 Classification results for a classifier with three fuzzy rules S2 

1.5   Further Use of Classified Objects in CBIR 

Therefore, we have to classify objects in order to [21]: 

1. use particular classes as patterns. We store these data in DB to use them in 
CBIR algorithms.  

2. specify a spatial object location in our system. In our system spatial object lo-
cation in an image is used as the global feature. The object’s mutual spatial 
relationship is calculated based on the algorithm adopted from the concept of 
principal component analysis (PCA), proposed by Chang and Wu [14] and 
later modified by Guru and Punitha [15], to determine the first principal com-
ponent vectors (PCVs). 

3. to help the user ask a query in GUI. The user chooses for a query graphical 
objects semantically collected in groups. 

4. compare image objects coming from the same class as a stage in the image re-
trieval process. Let a query be an image Iq, such as Iq = {oq1, oq2,…, oqn}. An 
image in the database will be denoted as Ib, Ib = {ob1, ob2,…, obm}. In order to 
answer the query, represented by Iq, we compare it with each image Ib in DB. 
We determine the similarity between vectors of their signatures. Next, we find 
the spatial similarity between their PCVs. Later, we proceed to the final step, 
namely, we compare the similarity of the objects representing both images Iq 
and Ib, respectively between objects of the same class. 

1.6   Conclusions 

In this chapter, first we have determined the ability of fuzzy sets and fuzzy rule-
based classifiers to classify graphical objects in our CBIR system. We have shown 
an example of classification based on nine and three fuzzy rules according to the  
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data character. We have chosen the most distinguished coordinates from a feature 
vector in order to exemplify the proposed method that seems to be quite  
promising. 

Intensive computational experiments are under way in order to draw some con-
clusions regarding the choice of parameters for the model, including the choice of 
the above-mentioned metrices. However, the preliminary results we have obtained 
so far, using the simplest configuration, are quite hopeful. 

As for the prospects for future work, the implementation of an optimised pro-
cedure should verify the feasibility of the approach. We expect a reasonable per-
formance from the evaluation strategy outlined in the chapter. 
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Chapter 2 
Decentralized Multi-Agent Algorithm  
for Translational 2D Image Alignment 

Tomáš Machálek and Kamila Olševičová   

Abstract. We present a novel multi-agent algorithm applied to the problem of im-
age alignment. Our method operates with multiple concurrent solutions held by 
agents who each attempt to reach the lowest error function score by trying to place 
a segment from a translated image to an unsegmented fixed image. Agents borrow 
and return segments of the translated image from a shared repository and itera-
tively suggest and evaluate their particular solutions. Finally, the global solution is 
determined by clustering of agents’ individual results. Experiments show that our 
approach provides results of high reliability and performance compared with tradi-
tional intensity based registration methods that rely on global optimization of a 
single error function given by translation of whole image. 

2.1   Introduction 

Image alignment in general is a task of transforming two or more images in such a 
way that they can be placed into a common coordinate system with respect to the 
scene they depict. Until now many approaches have been proposed and used in 
areas such as medical imaging, video stabilization, remote sensing and many oth-
ers [1, 2]. So called intensity (or area) based methods use specific measure (e.g. 
sum of absolute differences, cross correlation, mutual information) to quantify a 
similarity of overlapping regions using all participating pixel intensity values. 
Then some optimization technique is involved to find a transformation giving the 
highest similarity. 

Selecting proper optimization method depends significantly on the nature of 
problem. To correct some minor error in mutual position of two images, we can 
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apply local optimization or even exhaustive search, because the search space is 
small compared with the size of search space given by the issue of searching 
across all translations resulting in non-empty intersection of the images. But ex-
cept for such small search spaces, the shape of the objective function is typically 
complex, containing many local optima, which places high demands on optimiza-
tion method. 

In general, global optimization problems solved on discrete, bounded search 
spaces are guaranteed to be solved only by a full-space search, which is usually 
unacceptable due to its time and/or memory complexity. In practice this fact 
makes us to look for methods with limited accuracy and reliability but with more 
realistic computational complexity. 

Many global or pseudo-global optimization methods have been used along with 
image registration - Simulated Annealing [3], Nelder-Mead simplex method [4], 
Powell's method [5] or Particle Swarm Optimization [6, 7] to name a few. In our 
previous experiments [7] we found Nelder-Mead method combined with random 
restarts and Particle Swarm Optimization giving promising results of about same 
quality and performance. But even these algorithms when facing large search 
spaces and complex images (like satellite images or images containing repeating 
structures) tend to be trapped in a local optimum. 

There are several approaches to deal with this problem in case of intensity 
based methods. A common solution is to process images represented in multiple 
scales [1], [2]. Typical procedure starts with the lowest resolution where the level 
of detail is reduced, resulting in one or more possible solutions which can be con-
firmed or disproved when moving to higher resolution levels where only local 
search is performed. This general "processing template" can be combined with 
numerous image registration algorithms, but again, in general it does not guaran-
tee error-free results [1, 2]. 

Another possible way to overcome mentioned issues lies in performing multi-
ple "sub-registrations" using segments of original images and performing a syn-
thesis of these particular tasks' results. For example in [8] and [9] authors devel-
oped a multi-agent systems with certain common characteristics. Both fixed and 
transformed images are split into smaller segments, multiple types of agents with 
specific tasks are present and some form of coordination, or even central control, 
exists - former solution uses blackboard architecture while the latter is controlled 
by a supervising agent. 

Unlike in case of a single result methods, multiple, simultaneous results lead 
also to multiple possible interpretations, where selecting best score represents only 
one of possible ways how to infer a single, hopefully the best possible value. 

The structure of the chapter is as follows. In section 2.2 the problem is speci-
fied. In section 2.3 principles of the proposed algorithm are explained. Section 2.4 
deals with complexity estimation. Experiments are discussed in section 2.5 and 
further research directions are suggested in section 2.6. 
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2.2   Problem Statement 

Considering two raster images I1 (w1 x h1 pixels), I2 (w2 x h2 pixels) placed in 2D 
Euclidean space where I2 can be moved along both axes while I1 is fixed, we can 
reformulate the problem as a parameterized relationship between two functions 
from R2. We assume that any value outside of areas of processed images has  
some constant intensity value - for our text it is 0. Then we define general  
error function on some search space ܣ: ሺݑ, ሻݒ א ሾݑଵ, ଶሿݑ  ൈ ሾݒଵ, ,ଵݑ ଶሿ whereݒ ,ଶݑ ,ଵݒ ଶݒ א  Թ: ܧሺݑ, ሻݒ ൌ ඵ ݂ሺܫଵሺݔ, ,ሻݕ ݔଶሺܫ ൅ ,ݑ ݕ ൅ ஶݕ݀ݔሻሻ݀ݒ

ିஶ  (2.1) 

It is reasonable to restrict the integration to a finite area where at least one image 
function is non zero. In practice the search space A must be selected carefully, be-
cause getting too small overlapping regions on original finite images may lead to 
biased results and thus incorrect alignment [2]. This can be avoided either by se-
lecting smaller search space or by penalizing the cost function value in some re-
gions [2]. 

According to the previous, the alignment problem can be formulated as 
 ൫ݑ௢௣௧, ௢௣௧൯ݒ ൌ ,ݑሺܧሺ௨,௩ሻ݊݅݉݃ݎܽ  ሻ (2.2)ݒ

 
For our experiments we have been using sum of absolute differences and norma-
lized cross correlation as an E function. 

2.3   Proposed Solution 

Note: when speaking about a random selection or position, we have the uniform 
distribution in mind. 

Instead of trying to position properly image I2 as a whole, our algorithm oper-
ates with many smaller segments generated from I2 and searches best location for 
each of them according to the selected function E. Image I1 is not segmented. 

Initial configuration can be seen on fig. 2.1. All n segments are of the same size 
and are obtained from randomly selected locations of I2. In fact, we have been us-
ing two strategies for this step: 

1. n randomly selected rectangles within I2, 
כ ݊ڿ .2 -randomly picked candidate rectangles; n of them with the high (r > 1) ,ۀݎ 

est entropy selected for further processing; we refer to this method as to the 
"entropy hint" in further text. 
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After the defined number of iterations, final evaluation is necessary as we have 

na agents, each holding his own solution. To have a robust method, we generally 
cannot expect that all (or at least significant number of) agents will agree on a sin-
gle solution or that the best agent will always represent correct solution. 

On the contrary, we have to count with the fact that many of the results, even 
some results with top scores will be wrong when applied to the original task. 
Based on empirical results we have proposed following heuristics: 

1. we should be able to detect the solution using the best 10% of agents, 
2. global best solution is the one that most of these 10% agents agreed on (with 

some defined tolerance). 

We have implemented this part as a clustering task where the number of clusters is 
not known. A hierarchical clustering function from the SciPy library 
(scipy.cluster.hierarchy.fclusterdata) was used for this purpose. 

def update_agent(agent, repository, n_seg, i): 

    """ 

    agent: object representing an agent 

    repository: unused segments repository 

    n_seg: number of segments to be tested along with 
agent's 

    own segment 

    i: iteration number 

    """ 

    tested_segments = [agent.segment] 

+ fetch_random_segments(n_seg, repository) 

    best_val = None 

    best_pos = None 

    best_segment = None 

    for segment in tested_segments: 

        new_pos = generate_random_coords(i, agent.pos) 

        val = evaluate_segment(new_pos, segment) 

        if val < best_val or best_val is None: 

            best_val = val 

            best_segment = segment 

            best_pos = new_pos 

    agent.segment = best_segment 

    agent.pos = best_pos 

    for segment in tested_segments: # return other 
segments 

        if segment is not best_segment: 

            repository.append(segment) 

Fig. 2.4 Exploration and evaluation phases as a snippet of Python code 
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2.4   Estimation of Computational Complexity 

For simplicity, let us assume that we register smaller image I2 (size w2 × h2) 
against bigger image I1 and that for all explored transformations, the area of I2 lies 
completely within the area of I1. 

Having na agents, each evaluating se segments of size ݏ௪ ൈ  ௛ pixels leads toݏ
the following calculation expressing the total number of pixel evaluations needed 
to process a single iteration: 

 ௣ܰ௖௔௟௖ ൌ ݊௔ · ௘ݏ · ௪ݏ ·  ௛ (2.4)ݏ
 

Using traditional approach, here with the Particle Swarm Optimization as a global 
optimizer and assuming np particles, for a single iteration we get: 

 ௣ܰ௖௔௟௖ ൌ ݊௣ · ଶݓ · ݄ଶ (2.5) 
 
Considering our typical testing set-up where na = 50, se = 4 + 1 for our algorithm 
and np = 30 for the PSO algorithm and assuming the same number of iterations for 
both methods, we get (making right-hand sides of 2.5 and 2.6 equal) maximum 
segment size for our method to be able to compete with the PSO as 

௪ݏ  · ௛ݏ ൌ 0.12 · ଶݓ · ݄ଶ (2.6) 
 

which means that for an image of size 640x480 pixels, square segments must be of 
size 192x192 pixels or less to be comparable with the PSO set-up in terms of cal-
culation time. Since our typical segment size was 60x60 pixels for such image, 
then according to the equation (2.6), the number of pixel calculations for one ite-
ration was approximately ten times smaller.  

In practice, the calculation times were rather of similar length. So far we have 
been able to identify two possible causes. First, some translations PSO searched 
through led to only partial images overlapping and thus the number of pixel calcu-
lations was smaller in these cases. Second, the PSO variant calculates single 
"large" overlapping at once, which leads to optimized, vectorized calculation us-
ing SciPy and NumPy functions, while our solution distributes calculation in ݊௔ · -௘ smaller chunks which adds some overhead when calculated in a nonݏ
parallel manner. 

2.5   Experiments 

Testing environment was realized using Python language along with packages 
NumPy, SciPy and mahotas. We have been testing numerous images in two main 
scenarios: 



22 T. Machálek and K. Olševičová 
 

1. two images copied from two mutually shifted rectangular areas of a single 
original image; registration performed using the sum of absolute differences er-
ror function, 

2. the same approach as in previous case but I2 was modified by the posterize 
(level of posterization 4) effect using the Gimp image editor; registration per-
formed using normalized cross-correlation error function. 

We have been measuring quality of the solution represented by the best result's 
distance to the real optimum. The standard deviation of this value in repeated ex-
periments indicated how stable the configuration was. We have been also monitor-
ing time necessary to calculate the solution. The results we have achieved after  
repeated experiments can be seen on figures 2.5, 2.6, 2.7 and 2.8. 

 

 

Fig. 2.4 Traditional area-based registration of two satellite images using normalized cross 
correlation along with the Particle Swarm Optimization algorithm (30 particles), compared 
with our algorithm (50 iterations, 50 agents, 4 new segments for an agent). The values are 
averages from 50 measurements. 

 

Fig. 2.5 Images used as a source of presented results. The leftmost image pair is referred as 
"A", the rightmost one as "B" 
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Fig. 2.6 Solution quality compared. SAD similarity metrics, image pair "A", 40 agents, 50 
iterations, segment size 37x37 pixels, both entropy hint and no hint used for segment selec-
tion in case of our algorithm; for PSO algorithm there were 30 particles and 50 and 60 itera-
tions used. The values are averages from 50 measurements. 

 

Fig. 2.7 Calculation times compared. SAD similarity metrics, image pair "A", 40 agents, 50 
iterations, segment size 37x37 pixels, both entropy hint and no hint used for segment selec-
tion in case of our algorithm; for PSO algorithm there were 30 particles and 50 and 60 itera-
tions used. The values are averages from 50 measurements. 

2.6   Conclusions 

Image alignment using multi-agent system was presented. The experiments 
showed that we had been able to obtain results of higher reliability compared with 
Particle Swarm Optimization based solution. A prototype of the algorithm is 
available as a Python project on address http://code.google.com/p/marg/ to allow 
further development and reproducing of presented results. 

For further research we would suggest especially examination of the effect the 
algorithm's parameters have on the calculation progress and result. Also the ability 
of the method to deal with some real use scenarios, where a wide range of error 
functions and images is used, should be studied. 
 
Acknowledgement. The support of the Czech Science Foundation under Grant 
402/09/0405 is kindly acknowledged. 
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Chapter 3
A Sparse Reconstruction Approach
to Video Deinterlacing

Maria Trocan

Abstract. With the apparition of digital television and flat displays, interlaced to
progressive frame format conversion represents an importantant video systems fea-
ture. In this chapter, we use an inverse problem formulation for video deinterlac-
ing and propose a two-step sparse-reconstruction algorithm for solving it. Firstly,
an edge-preserving approximation of the progressive frame is obtained and used
for triggering a bidirectional motion-compensated prediction for the current field.
In a second step, a sparse residual is calculated as difference between the current
field and the projection of its temporal prediction using the same parity sampling
matrix. This field residual is further reconstructed using a total-variation regulariza-
tion method and added back to the motion-compensated prediction to form the final
progressive frame. The proposed deinterlacing method presents high quality results
compared to other deinterlacing approaches.

3.1 Introduction

Introduced by the old analog television transmission systems as a trade-off between
framerate and bandwidth capacity, the interlaced video format has become obsolete
today, when all transmissions are digital. Nowadays, almost all displays - whether
LCD, plasma or LED, as well as the video encoders, require progressive video input,
whereas much of the available video content is in interlaced format. In order to solve
this problem several deinterlacers, varying in quality and required computational
power, have been proposed in the last years.

Usually, the lowest complexity is attached to spatial deinterlacers, which use only
the information in the current field to interpolate the missing one [1]. However, these

Maria Trocan
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deinterlacing methods are not optimal, as neither temporal information, nor motion
activity is considered in the interpolation. Moreover, they fail to remove the flicker
artifacts within dynamic areas.

To alleviate this issue, motion-compensated (MC) deinterlacers methods have
been proposed [2, 3], interpolating thus the missing field along the estimated motion
trajectory. Generally speaking, MC-algorithms outperform the other approaches at
a higher computational cost. In order to lower this complexity, most MC implemen-
tations [4, 5] use block-based motion-estimation (ME). However, these approaches
introduce blocking artifacts, which are more visible on highly textured areas. Fur-
ther, unreliable motion information may limit the use of MC techniques. For these
reasons, different hybrid methods have been proposed [6, 7], combining directional
interpolation and motion compensation techniques.

Lately, total-variation (TV)-based reconstruction techniques have been proposed
for video deinterlacing. In [8, 9], Keller et al. propose to use the inpainting
TV-reconstruction solution in an adaptive MC-deinterlacer and in [10], TV-
regularization with spatio-temporal smoothness constraints is employed for inter-
laced to progressive frame conversion. The TV-based interpolators present smooth
image reconstructions, but however, the high-complexity attached these algorithms
prohibit their use in real-time deinterlacing setups.

In this chapter we propose a deinterlacing scheme which takes advantage of
the TV-based reconstruction in a motion-compensated context, and enhances the
frame recovery accuracy by applying the TV-reconstruction on a sparse field rep-
resentation. In the sequel, deinterlacing is formulated as an inverse reconstruction
problem and, rather than spatially reconstructing the missing fields, the proposed
method takes advantage of the temporal correlation on the motion direction. A
sparse, field-parity-coherent residual is obtained as difference between the current
field and its bidirectional motion-compensated predictor, and a smooth-gradient TV-
regularization is used for the reconstruction of this residual. The final progressive
frame is given by adding the resulted progressive format residual to the original
temporal prediction.

The proposed algorithm results in high quality, smooth progressive frame
conversion, by alleviating the motion-artifacts due to the gradient penalty TV-
reconstruction of the MC-residual. Moreover, in our framework we consider a
reduced-complexity implementation of TV-regularization [11], lowering thus the
computational burden attached to this image reconstruction method.

This chapter is organized as follows: in Section 3.2 we introduce the sparse
reconstruction problem and the TV-regularization solution, before presenting the
proposed deinterlacing method in Section 3.3. The experimental results, presenting
the performance of our approach in comparison to other deinterlacing methods, are
given in Section 3.4. Finally, conclusions are drawn in Section 3.5.
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3.2 Background

Over the last years, sparse reconstruction schemes have become very popular for
the solution of linear and nonlinear inverse problems [12], such as image inpainting,
super-resolution or compressed sensed acquisition. In these inverse problems, a real-
valued signal x of length N has to be recovered from a subset of M samples. In other
words, x should be reconstructed from a partial observation y = Φx, where y has
length M, and ΦM×N is called the sub-sampling or measurement matrix.

As x̂ = Φ−1y reconstruction is ill-posed, signal recovery is possible if x is suffi-
ciently sparse in a certain space. In this case, the sparsity condition for x recovery
will exist with respect to some unknown transform Ψ and the reconstruction pro-
cess is resumed to the production of a sparse set of significant transform coefficients,
x̂ =Ψx. The recovery procedure searches for x̂ with the smallest l0 norm consistent
with the observed y:

x̂ = argmin
x̂
‖x̂‖0 , such that y = ΦΨ−1x̂ (3.1)

whereΨ−1 represents the inverse transform. Due to NP-completeness of this l0 opti-
mization, alternative procedures have been proposed [12] for sparse reconstructions
using l1 or l2-norms .

Total variation (TV) minimization [13] have been extensively used in image re-
construction problems [14, 15, 11]. TV-based reconstruction methods replace the
search of the sparsest solution within the transform Ψ domain with the smoothest
solution within the space of possible solutions. This is possible by using the �1 norm
to enforce sparsity upon the gradient of the searched solution, creating thus a penalty
function of the form:

TV (x) = ∑
i

∑
j

∣∣xi+1, j− xi, j
∣∣+ ∣∣xi, j+1− xi, j

∣∣ . (3.2)

Using the above cost function, the image-recovery problem can be stated as:

x̂ = argmin
x
||y−Φx||2 +λ TV (x). (3.3)

TV minimization has been widely used in sparse reconstructions; some computa-
tionally efficient approaches to solving (3.3) have been proposed, such as iterative
soft thresholding [14], alternating minimization [15] or the alternating direction al-
gorithm (TVAL3) proposed in [11].

Among these, TVAL3 method has a decreased computational burden, compared
to other TV minimization approaches for image reconstruction. Moreover, it pro-
vides high-quality reconstructed images, therefore we propose to use it in our
sparse-reconstruction deinterlacing framework.

In the sequel we explain how sparse-reconstruction schemes can be used for in-
terlaced to progressive conversion and introduce the proposed motion-compensated
residual frame-recovery approach.
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3.3 Proposed Method

Deinterlacing can be translated into an inverse reconstruction problem, wherein the
real-valued signal x represents the progressive N1 ×N2 = N frame, and the sub-
sampling matrices used for obtaining the odd, Φt=2k+1, and even, Φt=2k, interlaced
fields at alternating parity time instants t are given by:

Φt=2k+1
i, j =

{
1, i f j = 2i− 1

0, otherwise,
(3.4)

Φt=2k
i, j =

{
1, i f j = 2i

0, otherwise,
(3.5)

for ∀i = 1 . . .N1/2, j = 1 . . .N2.

x x

xt xt+1

Φ t+1

yt+1yt

Φ t

Fig. 3.1 Progressive to interlaced frame format conversion.

The interlaced field yt is therefore the result of sub-sampling the progressive
frame xt with the corresponding parity matrix Φt , i.e.: yt = Φt xt , as described in
Fig. 3.1.

In the followings we propose an algorithm which incorporates motion estima-
tion and compensation into the TV-based recovery [11] with the goal of improving
the deinterlacing quality on the temporal direction. In the sequel, we refer to this
proposed approach as sparse reconstruction deinterlacing (SRD).

The SRD algorithm, described in Fig. 3.2, is partitioned into two steps. In the
first step, an edge-preserving recovery of the current field yt and its temporal neigh-
bours, yt−1 and yt+1, is obtained by spatially interpolating them using the edge line
averaging algorithm (ELA):

x̃t
i, j =

yt
i−1, j+x0

+ yt
i+1, j−x0

2
. (3.6)
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Fig. 3.2 Block-scheme of the proposed SRD deinterlacing algorithm.

In (3.6), the exact value of x0 is given by performing a minimization on three edge
directions: ∣∣yt

i−1, j+x0
− yt

i+1, j−x0

∣∣= min
x0∈{−1,0,1}

∣∣yt
i−1, j+x0

− yt
i+1, j−x0

∣∣. (3.7)

Note that in this first step any other spatial interpolation method can be used for
obtaining a first reconstruction x̃ of the progressive frame. In our framework we
employed ELA due to its low-complexity implementation.

Following a bidirectional ME/MC between the current frame reconstruction x̃t

and the left, x̃t−1, and right, x̃t+1, neighbors, a motion-compensated prediction of
the current frame xt

pred is created as:

xt
pred(i, j) = 0.5x̃t−1(i−MVxt

le f t , j−MVyt
le f t)+

0.5x̃t+1(i−MVxt
right , j−MVyt

right),
(3.8)

where MVxt / MVyt represents the vertical/horizontal components of the backward
MVle f t / forward MVright motion vectors for the current reconstruction of the frame
x̃t .

In a second step, we compute a sparse MC-residual rt for the current field as
difference between yt and the same parity sub-sampled predictor yt

pred = Φt xt
pred .

This residual:
rt = yt − yt

pred, (3.9)

is then reconstructed using the TVAL3 method in [11] and added back to xt
pred to

obtain the final deinterlaced image x̂t , i.e.:

x̂t = xt
pred +TVAL3(rt). (3.10)

It should be noted that a spatial TV-reconstruction method [14, 15, 11] can be di-
rectly used for solving (3.3) and therefore providing a direct progressive frame re-
covery x̂t . A comparison of our proposed method with the direct TV-reconstruction
in [11] is presented in our simulation framework. As the quality of signal recovery
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is highly related to the sparsity of the signal to be reconstructed [16], our deinterlac-
ing method uses the recovery of a much sparser signal, e.g. the motion compensated
residual rt , rather than the field yt . Moreover, due to the smoothing properties of TV-
based reconstruction, it is very important to preserve the edge content and therefore
guarantee a high quality temporal prediction xt

pred , hence the use of ELA as spatial
interpolator and the high accuracy method proposed in [17] for motion estimation.

3.4 Experimental Results

In our experimental framework, we consider several CIF-352× 288 (”Foreman”,
”Hall”, ”Mobile” and ”Stefan”) and one QCIF-176× 144 (”Carphone”) video se-
quences for testing the proposed method. These sequences, which have been chosen
for their different texture content and motion dynamics, were originally in progres-
sive format.

The interlaced content have been obtained by multiplying the original frames
with the odd/even sampling matrix Φ , and thus the even lines of the even frames
and the odd lines of the odd frames were removed as shown in Fig. 3.1. This way,
objective quality measurements could be done, using the original sequences - pro-
gressive frames - as references. The tests were run on 50 frames for each sequence.

The deinterlacing performance of our method is presented in terms of peak sig-
nal to-noise ratio (PSNR, in Table 3.1) computed on the luminance component. The
proposed algorithm (SRD) is compared to Vertical Average (VA), Edge Line Aver-
age (ELA), Temporal Field Average (TFA), Adaptive Motion Estimation (AME)
and Motion-Compensated Deinterlacing (MCD), which are the most common

Fig. 3.3 SRD reconstruction of the 26st frame from ”Foreman” CIF sequence.
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Table 3.1 PSNR (dBs) comparison of the proposed SRD algorithm with classical deinterlac-
ing methods.

Foreman Hall Mobile Stefan Carphone
VA 32.15 28.26 25.38 27.30 32.17

ELA 33.14 30.74 23.47 26.04 32.33
TVAL3 [11] 29.37 26.87 23.17 24.25 29.84

TFA 34.08 37.47 27.96 26.83 37.39
AME 33.19 27.27 20.95 23.84 29.63
MCD 35.42 34.23 25.26 27.32 33.55

EPMC 37.18 39.08 30.56 30.11 37.55
SMCD 37.52 39.71 30.41 31.77 37.59
SRD 37.64 39.66 31.62 32.57 39.42

Fig. 3.4 SRD reconstruction of the 49st frame from ”Mobile” CIF sequence.

implementations in deinterlacing systems. Moreover, the efficiency of SRD is com-
pared to our previous methods in [6, 7], denoted by EPMC, respectively SMCD.

SRD has the best performance for all tested sequences and visually it results
in smooth-deinterlaced content, outperforming the classical deinterlacing methods
with ≈ 5 dBs in average. Moreover, the proposed approach has an average PSNR
gain of ≈ 0.5 dBs (2 dBs for ”Carphone”) with respect to the deinterlacing meth-
ods in [6, 7] and a significant gain of ≈ 9 dBs with respect to the direct TV-based
reconstruction in [11].

A visual evaluation of deinterlacing outcome for SRD is proposed in Figures 3.3
- 3.5, for three of the considered test sequences.
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Fig. 3.5 SRD reconstruction of the 45st frame from ”Stefan” CIF sequence.

3.5 Conclusion

In this chapter, deinterlacing is formulated as an inverse optimization problem and a
sparse-reconstruction solution is proposed for solving it. In order to take advantage
of the inter-field correlation and to enforce the sparsity of the signal to be recon-
structed, we propose to recover the motion-compensated residual, rather than the
original field, using a TV-based reconstruction method.

Experiments show that the proposed algorithm generates high quality results,
having an average of 5dBs PSNR gain compared to other deinterlacing approaches.
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Chapter 4
Cartographic Representation of Route
Reconstruction Results in Video Surveillance
System

Karol Lisowski and Andrzej Czyżewski

Abstract. The video streams available in a surveillance system distributed on the
wide area may be accompanied by metadata are obtained as a result of video pro-
cessing. Many algorithms applied to surveillance systems, e.g. event detection or
object tracking, are strictly connected with localization of the object and reconstruc-
tion of its route. Drawing related information on a plan of a building or on a map of
the city can facilitate the perception of events. Methods of augmenting cartographic
data are proposed in this chapter. Making it possible to merge and to present a large
amount of useful data on a single screen of surveillance.

4.1 Introduction

Concerns about the visual perception of multiple video images as well as problems
with concentration on more than one field of view for a long time are widely dis-
cussed in the literature[1, 2, 4]. The user of a multi-camera surveillance network
can acquire knowledge about spatio-temporal dependencies between cameras while
using this system. Therefore the user can predict location and time in which a par-
ticular object appears again in another camera. Thus the whole video surveillance
system can be described as a graph. The graph can be put on the map of the moni-
tored area and hence locations seen by cameras are linked with places on the map.
The user can get a synthesized view on the supervised area in the graphical form. In
this case names of video streams do not have to be named as locations of placement,
because this information is available on the augmented map at first glance. In ad-
dition, if a video surveillance system detects a danger in some places, those events
can be linked together on the map. The paths and events connected with a particular
object can be drawn on the surface of map. Methods for prediction of movement
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can be implemented as well. Metadata from analysis of video streams, like mark-
ers and blobs connected with particular object, can be put on the video image and
detected events can be presented as text. Concatenation of these fragmented data
can be made only by an experienced user who exactly knows the topology of the
camera network. Putting the topology on the map, as a graph, and presenting meta-
data related to each camera as markers makes it possible to see the whole context of
activity of a particular object.

4.2 Related Work

Considerable effort has been put on developing methods for getting contextual
meaning of video streams from surveillance system. In case of non-overlapping
FOVs (Fields Of Views) re-identification methods are used to track the movement of
objects continuously between cameras. A solution for this problem include analysis
of color of object and matching histograms [3]. Working in a continuously changing
environment, where light changes and differences in white balance can occur, causes
necessity of compensation of color or making color descriptors independent to these
obstructions[5, 10, 9]. Tracking within one camera also must be implemented in or-
der to get information about appearing and disappearing of the object. Moreover
obtaining visual features of object is important for re-identification methods. Addi-
tionally, the topology of placement of the cameras is needed. This information can
be obtained automatically as a result of topology recovery algorithms[11, 8, 12, 17].
In order to enrich the map with more semantic data, algorithms for event detec-
tion and object classification need to be implemented in the video surveillance
system[15, 7, 6]. Tracking of objects is presented within FOV of the camera as
markers but transitions between cameras and events can be described in a textual
form only. To fill in this gap the method for augmenting cartographic data can be
implemented.

4.3 Proposed Method

4.3.1 Topology of Camera Network

The first step to put data from analysis of video streams on the map is describing
the topology in the form of graph G. The graph is composed of three parts i.e.: set
of nodes N, set of edges E and parameters P assigned to each edge.

G = {N,E,P} (4.1)

Each node of the graph is related to a particular camera and determines its location.
Likewise, each edge relates to possible transitions between FOVs of cameras. The
parameters are used to describe attributes of edges and thereby transitions between
cameras, as well. Generally graph parameters can be considered as a matrix in which
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each element describes unidirectional transition between particular pair of nodes.
Thus, e.g. an element p34 contains parameters of transition from node 3 to node 4:

P =

⎡
⎢⎢⎢⎣

p11 p12 · · · p1n

p21 p22 · · · p2n
...

...
. . .

...
pn1 pn2 · · · pnn

⎤
⎥⎥⎥⎦ (4.2)

An example attribute of the transitions is the maximum period of time or probability
density function of the time of transition. The graph of topology can be obtained
through the analysis of placement of the cameras by a human, which is possible for
small systems, but also automatic algorithms and methods can be used. Putting the
graph on the map or plan demands assigning real coordinates of camera placement
for all nodes.

4.3.2 Obtaining Contextual Data

Object Detection: The first step of analysis of video data is making distinction
between moving objects and static background. Methods for background sub-
traction and for object detection must be implemented. These methods are based
on GMM (Gaussian Mixture Model) or Codebook algorithm as described in more
details in literature[13, 7]. Regions in image determined as objects are the result
of object the detection algorithm execution.

Object Classification: When objects in video image are detected, appropriate re-
gions of interest are analyzed in order to determine types (classes) of given
objects. The classification occurs on the basis of the size of object in video
image and its speed of movement. Related algorithms are described in the
literature[7, 6, 15].

Object Tracking: The results of object detection are also used for tracking objects
within video image. Assigning trackers to objects and moving them occurs owing
to algorithms based on Kalman filters. Those filters use descriptors of color and
texture in order to estimate movement of particular trackers. Related details of
the applied object tracking method can be found in the literature[16, 7].

Event Detection: Data from object detection and classification can be used for
analysis of higher contextual level events. Example events like entrance into for-
bidden area, luggage abandonment or other suspicious behavior can be detected
on the basis of previously defined rules. Details are contained in [15, 7, 14].

Tracking between cameras: As mentioned above locations of cameras in a video
surveillance system can be described as vertices of topology graph. While move-
ment of the object between cameras FOVs proceeds cameras exchange messages
in order to build path of each object within whole system. The message contains
visual features descriptors, timeout (determining time period in which given ob-
ject is expected by recipient) and timestamp of object disappearing from FOV
of camera sending this message. The group of recipients (the neighborhood of
recipient) and timeouts are taken from the topology graph. Each of cameras has
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a table of past messages and for those generated whenever object appears in any
FOV the comparison and matching occurs. In case of identifying the same ob-
ject the next node is added to the path of this object and information about a
match is sent to remaining recipients and to the sender of the message. When the
match didn’t occur during whole timeout period, the message is removed from
the table. The flowchart of messaging between cameras in an example situation is
presented in Fig.4.1. The path of object X is marked by the red arrows. An object
X appeared in Camera A and was not found in its table, thus it is recognized as a
brand-new object in the system. When object X left camera A messages about it
are sent to the neighborhood of this node in the topology graph (that is Camera B
and Camera C). Subsequently, object X left Camera B and made its way towards
Camera D where it was also identified as object X. After being seen in Camera
D object left the system. Despite the fact of sending messages to the neighbor-
hood of camera D no matching was made, thus these messages are afterwards,
removed because of the timeout constrains.

Fig. 4.1 Signals between cameras while object movement occurs

As a result of video processing the metadata from all cameras are sent to server
and stored there. A user connected to the server can browse history of movement
available on this server and is able to receive data about actual activity of objects in
real-time.

4.3.3 Architecture of the System

Certain structure of video surveillance system should be utilized in order to imple-
ment augmented map of the supervised area. The whole video processing can be



4 Cartographic Representation of Route Reconstruction Results 39

carried out within nodes and then results are collected by the server. The server ar-
ranges data into groups related to particular nodes. The ordered data are sent to the
user where they can be linked to cartographic images. The linkage occurs on the
basis of the topology graph which was previously put on the map. The architecture
of the related system is presented in Fig.4.2. Such an architecture allows for sending
data from many cameras to the one place where the data is processed and forwarded
to the users.

Fig. 4.2 Architecture of the system

4.3.4 Augmenting Cartographic Data

The video surveillance system generates different sorts of data as results of vari-
ous methods of video processing used to obtain contextual meaning of observed
situations. Those methods include:

• tracking objects: two levels of tracking can be considered, that is within single
FOV and between pairs of cameras. For augmenting cartographic data deter-
mination of the transitions between FOVs of cameras is most important. Object
tracking provides spatio-temporal context related to the appearance of a given ob-
ject. Therefore, by means of re-identification methods implemented to the server,
the movement path for this object can be recovered. If a pair of observations is
classified as a match a part of the path can be put on the map or on the plan. Each
tracked object gets its unique identifier which follows the object as it keeps mov-
ing. Thus, augmented data from object tracking objects are grouped by unique
identifiers and they contain locations and times of observations:

oi ∈ O = {(l, t, i) : l ∈ L, t ∈ T, i ∈ I} (4.3)

oi is the observation related to the object with assigned identifier i. The values of
l, t and i represent components of the observation, whereas L, T and I are sets
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of all localizations of cameras, certain period of time and all assigned identifiers,
respectively.

• classifying objects: the output of the classification can be also presented on the
map. Most frequently the classification is performed on the basis of the appear-
ance of the object, but also such parameters as speed of movement within FOV
can provide an additional information in this process. The result of classification
for a given object is assigned to its unique identifier:

ci = {c ∈C} (4.4)

where ci is a class of the object with assigned identifier i and C is the set of
classes used to classify.

• event detection gives more semantic information than previous methods but in
the same time it is based on them. The outcome of the event detection is deter-
mination if any of rules, that is connected with the defined type and location of
event, are fulfilled. Then data about the event can be sent to the augmented map.
This operation is described by Eq.4.5.

ets ∈ E = {(s, t, l) : s ∈ S, t ∈ T, l ∈ L} (4.5)

where E is the set of events, S is set of types of events.

As each object gets identifier, thus markers described by this identifier can be put
on the map. The class of object and events can be assigned to the marker, as well.

4.4 Results

In order to realize the idea presented above an application and GUI (Graphical User
Interface) were prepared. The application was created for the operator (user) us-
age as a front-end of working system which architecture was shown in Fig. 4.2.
Moreover, methods listed and shortly described in Sec. 4.3.2 were used on consec-
utive levels of video analysis so that metadata for user application are gathered on
the server and can be transformed to the augmenting data. Graphical user interface,
which is created in QT framework, provides features to place and move camera
markers on the map manually with mouse using drag-and-drop action. Linking the
camera markers is nothing else than building the topology graph which is used as
the frame for the drawing augmenting data on the map. The user has also possi-
bility to send created topology graph to the server where it will be used in Route
Reconstruction algorithms. The screenshot presenting GUI of prepared application
is shown in Fig. 4.3.

The basis for the perceptual augmenting process is a map or a plan of the moni-
tored area. It is an image in which the topology of camera network was marked, so
that subsequently data from video surveillance system can be used for augmenting
the cartographic data. As it was mentioned above there is a necessity of adding the
topology graph feature. The nodes and edges can be set manually or by providing
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Fig. 4.3 GUI of prepared application containing topology graph of video surveillance net-
work put on the plan

Fig. 4.4 Map augmented with information about movement (blue line) and type of object
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coordinates of cameras. The result is presented in Fig.4.3 where possible transitions
are depicted.

In the situation presented in Fig.4.4 an object, which is classified as a car, was
moving along the road. From the moment of entering FOV of camera A the object
obtains an identifier which is assigned to it until disappearing from FOV of the
last camera on the object’s path. The blue lines, which are tangential with edges
of the graph, present the path of object’s movement through the camera network.
Consecutive parts of the path are drawn on the map as the object changes its position.

The video surveillance system works to some extent in the background of aug-
mented map, thus nothing prevents viewing video images from particular cameras.
In Fig.4.5 video images from cameras which record the movement of object are pre-
sented. Thus this kind of "live map" can be the main part of the control panel for
a video monitoring system, because of providing the context of video image from
each camera.

(a) Camera A (b) Camera B

(c) Camera C

Fig. 4.5 Video images recorded from path of tracked object which path was presented in Fig.
4.4

4.5 Conclusion

The usage of augmented map enables an integrated view on the whole video surveil-
lance system. It does not offers as much details as in each video image does, however
the context of the observed situation is usually easier to understand. The operator
gets data from the analysis of video in many cameras which are filtered and prepared
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in a graphical form. Putting the graph of topology on the map helps to understand
events which are taking place in video images.

The next outcome is the possibility of viewing the video images by selecting
them on the map. Such a functionality may add a spatio-temporal context to the
video stream preceding its retrieval and watching.
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[7] Dalka, P., Szwoch, G., Szczuko, P., Czyżewski, A.: Video content analysis in the ur-
ban area telemonitoring system. In: Multimedia Services in Inteligent Environments.
Springer, Heidelberg (2010)

[8] Farrell, R., Davis, L.S.: Decentralized discovery of camera network topology. IEEE
(2008)

[9] Gilbert, A., Bowden, R.: Tracking objects across cameras by incrementally learning
inter-camera colour calibration and patterns of activity. In: 9th European Conference on
Computer Vision, ICCV 2006 (2006)

[10] Javed, O.: Appearance modeling for tracking in multiple non-overlapping cameras. In:
IEEE International Conference on Computer Vision and Pattern Recognition, pp. 26–33
(2005)

[11] Nama, Y., Ryu, J., Choi, Y., Cho, W.: Learning spatio-temporal topology of a multi-
camera network by tracking multiple people. World Academy of Science - Engieneering
and Technology (2007)

[12] Niu, C., Grimson, E.: Recovering non-overlapping network topology using far-field ve-
hicle tracking data. In: The 18th International Conference on Pattern Recognition, ICPR
2006 (2006)

[13] Szwoch, G.: Performance Evaluation of the Parallel Codebook Algorithm for Back-
ground Subtraction in Video Stream. In: Dziech, A., Czyżewski, A. (eds.) MCSS 2011.
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Chapter 5 
Visual Objects Description for Their  
Re-identification in Multi-Camera Systems 

Damian Ellwart and Andrzej Czyżewski  

Abstract. The topic of object tracking in video surveillance systems, is addressed 
in this work. An introduction to techniques of single camera and multi camera ob-
ject tracking is presented. The problem of robust visual object description is dis-
cussed. Implemented image parameterization methods, including algorithms based 
on the MPEG-7 standard, are shown. Examples of the prepared dataset from a 
multi-camera system are presented. Chosen descriptors evaluation, employing this 
dataset, is performed. Descriptors evaluation procedure is described in detail. The 
results utilizing distance measures are compared. Conclusions based on performed 
experiments are described. Scope of the future work is outlined. 

5.1   Introduction 

Image analysis can be applied practically to many task, like: traffic signs recogni-
tion system, tools for video indexing and browsing, robotics vision, web contents 
indexing, product quality checks, face recognition, aids for visually impaired 
people, medical diagnostics and many more. The main purpose of utilizing many 
of those systems are related to security reasons. Especially, large video monitoring 
systems, are difficult to manage. Therefore, this work presents authors contribu-
tion to smart surveillance systems, in the context of multi camera image analysis. 

Smart video surveillance systems can be divided into three general groups ac-
cording to their architecture. 

In the first system type, camera recordings are streamed to a dedicated and ade-
quately effective device, which performs image analysis. In the second architec-
ture type, dedicated devices are utilized for each camera in the system. Those  
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devices produce metadata describing video contents which are further sent to a 
centralized unit. Last system type, benefits from so called smart cameras, which 
can carry out image processing for the purpose of event detection. In a way, the 
second and third types are similar but the “black box” devices presented in the 
second approach are capable to be integrated within the camera enclosure.  

Regardless of the hardware solution, similar image processing techniques are 
typically utilized. Before approaching to event detection, a number of analysis 
stages are required to be performed. Depending on the problem and the environ-
ment, chosen algorithms can vary but a general logical data flow within the system 
can be depicted as in Fig. 5.1.1. 

 

 

Fig. 5.1.1  Smart video surveillance system image processing scheme example 

As it is shown in Fig. 5.1.1, two analysis phases can be distinguished. First, is 
related to single camera processing, where each video is treated independently. At 
this phase, foreground extraction and its analysis can be performed leading to de-
fined events or abnormalities detection. The second stage is devoted to a  
combined analysis of single camera processing results. Here, the problem of ob-
ject re-identification can be introduced. The purpose of such an analysis is to iden-
tify the same objects (i.e. people) which can be variously represented in different 
system cameras. This process may allow object tracking to be performed, within 
the whole monitored area. A complete route of a moving object can be obtained 
on demand, in this way. However, this task requires several image processing 
steps to be performed. In the following section several approaches for single- and 
multi-camera object tracking are presented. Completing of above algorithmic steps 
are essential for a smart surveillance system to achieve the aforementioned  
goal. 
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5.2   Object Tracking 

Object detection process, regardless of the utilized method (i.e. background re-
moval), produces information about moving objects present in the analyzed scene. 
This action is performed for all consecutively analyzed video frames. The detected 
objects are typically processed further to acquire detailed information. To make 
the analysis more consistent, object relations between analyzed frames but also be-
tween different cameras can be introduced. This is the main goal of the object 
tracking module existence within a smart surveillance system. In the following 
subsections some popular techniques for objects detection are reviewed briefly. 

5.2.1   Single Camera Object Tracking 

The task of single camera object tracking is to introduce relations between objects 
in consecutive video frames. To perform this continuously, several problems need 
to be overcome. This process needs to be robust against object detection inaccura-
cy and temporal partial and full occlusions which can occur when an object moves 
behind a scene obstacle (i.e. pole, parked vehicle, tree). To solve this problem, 
commonly, Kalman filtering based approach is used [1, 2]. In this way, each ob-
ject location and dimensions are described by a state, which is updated according-
ly to new object observations. Additionally, it is possible to estimate the predicted 
position and size of an object. This information can be used in case of object  
occlusion. 

Unfortunately, in real life scenarios the description and prediction of just ob-
jects paths is not sufficient for continuous object tracking to be satisfied. There-
fore additional tracker assignment rules are needed. In literature [3] the method 
called Blob Matching is used where every object is described by a set of features, 
corresponding to its appearance. Detected objects feature vectors in each 
processed frame are matched with the available trackers or a new tracker instance 
is created. Still, this approach fails often when similar objects are present in the 
scene. A combination of Kalman filtering and feature extraction and matching 
techniques overcome this problem partially as the object visual description is sup-
ported by its path estimation and vice versa [4]. Robust object tracking is an es-
sential part of a video processing system. It allows object continuous analysis to 
be done during its presence in the monitored area. 

5.2.2   Multi-Camera Object Tracking 

Object tracking process can be applied to a multi-camera system as well. This 
way, the analyzed objects are tracked not only within a single scene but in every 
camera working in the system. Such a tracking makes a difficult task, since ob-
jects appearance in independent cameras may vary a lot. However, it can provide 
relevant information about the mobility statistics and the most frequently used 
paths under surveillance. Moreover, if the object of interest is tagged (manually by 
the user or automatically via an event detector), it might be possible to reconstruct 
its whole route. 
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To find an object which was tagged in one of the system cameras, other video 
sources need to be verified for this object presence. Provided consecutive system 
cameras views are overlapping, direct relations between observed objects can be 
found [5] making the tracking process relatively simple. If this is not the case, then 
multi-camera object tracking becomes difficult and can be less effective. However 
the accuracy of this process can be increased by taking into account the topology 
of the system. Consequently, the object of interest presence needs to be verified in 
some selected cameras. That means also that only cameras adequately spatially re-
lated to the camera, where the object was visible last, are considered. Additionally, 
the process can be aided by applying a specific time window for each of the cam-
eras during the search for the tracked object. The size of the time window typical-
ly varies depending on the system topology and is estimated upon observations. 

Regardless of the mentioned assumptions, a proper method for object recogni-
tion in multi-camera system needs to be utilized. There are several ways to 
achieve this goal [6]. However, the basic idea for object re-identification involves 
proper visual object description. In the following section, the problem of robust 
feature extraction in multi-camera system is discussed. Afterwards, chosen de-
scription techniques are presented and evaluated. 

5.3   Object Description Methods 

In real life conditions, cameras working within surveillance systems are rarely 
identical. For this reason images acquired from each of them may be different, 
even if their fields of view cover the same area. This dissimilarity can be caused 
by various camera parameters like exposure, white balance and many more, but 
also can result from different camera matrix characteristics. In addition to that, the 
object appearance can be changed by a variety of lighting conditions. In case of 
outdoor monitoring, shadowed areas can make the tracked object unrecognizable. 
Similar problems can be introduced, when the area under surveillance is a mixture 
of outdoor and indoor scenes. In such a case, the shadowed areas are only one of 
the inconveniences. Indoor lighting conditions can vary as well, depending on the 
applied illumination type. The presented situations cause major difficulties which 
have to be dealt with, during the re-identification module development. 

There is a large variety of visual object descriptors which can be found in lite-
rature [7-9], but only a part of them are typically applied to the considered prob-
lem. As it was already stated, object description for object re-identification in a 
multi-camera surveillance system needs to be robust against scene illumination 
changes and the differences resulting from image acquisition using various camera 
types. Therefore, the extracted set of features needs to be invariant to a set of 
transformations [8]. Most popularly utilized descriptors for this problem include 
SIFT and color histograms in various color spaces and representations [10-14]. 
SIFT based description offers good results in most of the image recognition prob-
lems [15], however its calculation process is quite complex (even considering 
SURF image descriptor [7]). Additionally in particular cases, especially for low 
resolution images, the acquired description can be poor due to the difficulties oc-
curring during key-point detection stage. 
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Nevertheless, many more feature extraction techniques were introduced over 
the years in the field of image recognition [9, 16-18]. Several of them were im-
plemented to verify their usefulness in the object re-identification problem as an 
alternative to local features [7]. The chosen descriptors include: 

• Color histogram (RGB, Transofmed color) 
• Color Layout Descriptor (YCrCb, Transformed color) 
• Color Moment Invariants GPSO (RGB) 
• Local Binary Pattern histogram (RGB) 
• Edge Histogram Descriptor (Greyscale) 

Color histogram in the RGB color space is the most basic method of representing 
visual content. Still it is utilized as a reference to other description techniques. To 
improve this representation robustness, image histogram for Transformed color 
was built as such representation is known to be invariant to offsets, illumination 
intensity and light color changes [8]. Besides characterizing the basic color pallet 
present in the image, additional information about its spatial distribution can be 
important. Hence, Color Layout Descriptor was implemented for two color spaces, 
according to the procedure presented in [19, 20]. However, for this method addi-
tional preprocessing was required since CLD is defined for images with regular 
dimensions. During this stage the described objects are oriented vertically and 
stretched in each row independently to fit the object bounding rectangle. Another 
implemented method utilizes a set of image moment-based parameters proposed in 
literature which are meant to be invariant to a set of image transformations [18]. 
They are called Moment Invariants GPSO and are expressed as a combination 2 
and 3 band image moments. Last two descriptors are related to the information on 
the object texture. First of them forms a histogram from the binary words ex-
tracted on the basis of the Local Binary Pattern transformation [21, 22]. This  
method describes spatial relations between neighboring image points. Hence, it in-
troduces a level of invariance to global lighting changes. The second texture de-
scription technique depicts distribution of image edges [16, 19]. This method  
requires image preprocessing procedure, same as for CLD, to be performed. 

To evaluate the aforementioned visual object description techniques, appropri-
ate experiments were carried out. This process is presented in detail in the follow-
ing section. 

5.4   Experiments 

As it is stated in the previous sections, multi-camera object tracking requires a 
proper object description to be used. To evaluate implemented parameterization 
methods a number of recordings was prepared. The videos were acquired using a 
multi-camera setup monitoring a hall and a set of corridors leading to it. Various 
people could be observed by different cameras in above conditions. The camera 
devices used, were directed to the scene at similar angles. Each camera captured a 
different part of the monitored area. Moreover, field of view-related illumination 
differences between cameras were noticed. This effect could be at least partially 
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compensated utilizing the Brightness Transfer Function approach [23]. However, 
this work is focuses on parameterization invariance analysis under typical surveil-
lance conditions and therefore camera color calibration is not taken under consid-
erations. Hence, the illumination variety can result in object re-identification  
difficulties which were described in the multi-camera object tracking section. 
Sample frames from the acquired videos are presented in Fig. 5.4.1. 

 

 

Fig. 5.4.1  Sample video frames from the prepared recordings 

The recordings were obtained from six video sources, including two types of 
cameras with different characteristics. The material was captured with two resolu-
tions, depending on camera type: 704x628 and 1920x1080.  

5.4.1   Dataset Preparation 

From the acquired recordings, 160 images of objects were manually extracted us-
ing editing tools. In this way, descriptors examination becomes independent from 
any errors which could occur on the previous processing stages (i.e. foreground 
detection). The acquired image set shown in Fig. 5.4.2 represents 11 objects in 6 
different cameras. 

 
 

 

Fig. 5.4.2  Visual object examples extracted from prepared recordings 

For the purpose of evaluation, the obtained gallery of images was organized 
hierarchically. The images representing the same people were grouped. This is 
useful to determine the separation between different object description techniques 
within particular cameras. Additionally, the object examples are sorted according 
to the camera used to record them. That was done, in order to ensure the stability 
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of the representation of images recorded by cameras. Further experiments treat 
both of these cases independently in the first step. Afterwards, the results are 
compared against each other to depict the overall quality of the produced object 
description. 

5.4.2   Feature Evaluation 

On the basis of implemented descriptors and the prepared dataset, feature vectors 
were generated. To compare the descriptors, inner and outer-class scatter is veri-
fied. As an example, the results for one of the implemented descriptors is pre-
sented in Table 5.4.1. To assess the compactness of each class, mean and standard 
deviation of the distance from cluster center is calculated (Table 5.4.1, right part). 
On the other hand, to depict classes separation, cluster center distances are utilized 
(Table 5.4.1, left part). Additionally, to test whether the classes are disjunctive the 
relationship expressed by eq. 5.4.1 is checked for each pair, independently. sep୶౗୶ౘ ൌ ൜true, dሺxୟഥ , xୠതതതሻ ൐ ሺxୟሻߪ ൅ σሺxୠሻfalse, dሺxୟഥ , xୠതതതሻ ൏ ሺxୟሻߪ ൅ σሺxୠሻ                      (5.4.1) 

where dሺxୟഥ , xୠതതതሻrepresents the Euclidean distance between class centers and σ(x) is 
the class standard deviation both calculated along for analysed clusters. 

 

Table 5.4.1  Description results for color histogram in Transformed color space 

Obj. 
id 

1 2 3 4 5 6 7 8 9 10 11 mean std 

1 0 0.913 0.790 1.143 0.750 1.301 1.087 1,319 1,258 1,213 1,525  0,304 0,371 

2 0,913 0 0.717 0,883 0,930 1,305 1,008 1,069 0,986 1,295 1,721  0,345 0,317 

3 0,790 0,717 0 0,774 0,941 0,796 0,836 1,196 1,266 1,055 1,246  0.416 0.410 

4 1.143 0.883 0.774 0 1.335 0.928 1.113 1.461 1.245 1.264 1.440  0.318 0.211 

5 0.750 0.930 0.941 1.335 0 1.549 1.387 1.048 1.215 1.424 1.877  0.231 0.215 

6 1.301 1.305 0.796 0.928 1.549 0 0.910 1.640 1.652 1.095 1.024  0.424 0.192 

7 1.087 1.008 0.836 1.113 1.387 0.910 0 1.390 1.286 1.036 1.250  0.454 0.282 

8 1.319 1.069 1.196 1.461 1.048 1.640 1.390 0 1.331 1.464 2.063  0.138 0.016 

9 1.258 0.986 1.266 1.245 1.215 1.652 1.286 1.331 0 1.484 2.071  0.107 0.018 

10 1.213 1.295 1.055 1.264 1.424 1.095 1.036 1.464 1.484 0 1.346  0.192 0.019 

11 1.525 1.721 1.246 1.440 1.877 1.024 1.250 2.063 2.071 1.346 0  0.157 0.008 
 
 
The darkened cells in the resulting table, reveals that the condition expressed by 

eq. 5.4.1 is not fulfilled. This means that the classes are not fully separable for the 
corresponding objects. Similar analysis was carried out for each of the feature ex-
traction methods. The experiments, show that most descriptors are sufficient to  
 



52 D. Ellwart and A. Czyżewski
 

distinguish objects employing a single camera. However, while analyzing the re-
sults, it can be noticed that for the tested dataset, some of the parameterization 
techniques are not sufficient to recognize objects representations from various 
cameras, while utilizing distance measures. For most of the descriptors, the most 
scattered clusters are related to objects with ids: 1, 3 and 7. These results are in ac-
cordance with objects’ actual appearance since their front and back views differ 
most significantly in the prepared representations. Sample images of these objects 
are illustrated in Fig. 5.4.3. 

 
 

 

Fig. 5.4.3  Representations of objects with the most diverse appearance 

Summary of the results is presented in Table 5.4.2. It shows rates related to ful-
ly separable cluster pairs for each of the descriptors, with an additional informa-
tion about the parameter vector length. 

The score of 100% in Table 5.4.2 indicates that the clusters, consisting of ob-
jects feature vectors, are disjoint. From the analyzed description methods LBP his-
togram and both CLD types represented the dataset most robustly. On the other 
hand, Moment Invariant GPSO descriptor is worst. It may be the result of a short 
feature vector utilized in this case which is not sufficient to describe the visual  
object properly. Regular RGB color histogram turned out to perform poor. The 
reason for that can be related with significant object representation differences in 
various cameras. Similar separability results can be observed for Edge Histogram 
Descriptor. This result might be expected, since a typical person outfit does not 
contain a lot of edges and high contrasts. 

Table 5.4.2  Feature extraction methods result summary 

Descriptor Separated classes pairs Feature vector size 

Color Histogram 53% (29/55) 192 

Color Histogram Trans. 85% (47/55) 192 

CLD 100% (55/55) 192 

CLD Trans. 85% (47/55) 192 

LBP Histogram 95% (52/55) 192 

EHD 51% (28/55) 60 

Moment Invariants GPSO 45% (25/55) 18 

Object 1 Object 3 Object 7 
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5.5   Summary 

An introduction to single and multi-camera tracking topic was presented in this 
document. Typical problems and possible solutions for this task were mentioned. 
Further, a short overview of feature extraction techniques was presented. Some of 
the chosen methods including two, based on MPEG-7 standard, were described in 
detail. In the last section experimental procedure was shown and the results dis-
cussion was carried out. It was shown that other than currently extensively utilized 
SIFT-based descriptors can by successfully used for object re-identification in dis-
joint camera views. For the prepared dataset CLD and LBP turned out to be a 
good choice. 

Further work will include classifier employment (i.e. ANN, SVN, Decision 
Trees) as well as more broad experiments involving a larger dataset of objects. 
Additional descriptors will be evaluated utilizing more sophisticated cluster seg-
mentation validity measures. 
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Chapter 6
Compact Descriptor for Video Sequence
Matching in the Context of Large Scale 3D
Reconstruction

Roman Parys, Florian Liefers, and Andreas Schilling

Abstract. One of the key problems in the large scale reconstruction of 3D scenes
from images is how to efficiently compute image relations in large databases. Find-
ing images depicting the same 3D geometry is the pre-requisite for camera cali-
bration and 3D reconstruction. In this chapter we present a simple and compact
descriptor that enables us to efficiently compute similarity between video sequences.
In addition to providing a similarity measure, the descriptor also makes it possible to
select individual video frames that match together. With our descriptors, this compu-
tation can be done in a time similar to that required by the traditional SIFT algorithm
to match just two images. Using the presented descriptors, we can build a large re-
lation graph between video streams or image sequences. This relation graph is used
later in assembling a large geometric model.

6.1 Introduction

In the field of computer vision, the topic of multi-view-stereo surface reconstruction
has gained a lot of attention. As digital cameras become quite cheap and popular,
there is a huge demand for algorithms, that are able to create models of 3D scenes
directly from images. The competing approach - laser scanning - can deliver precise
3D models, but due to the high equipment prices, it is still out of reach for the
consumer area. The state-of-the-art multi-view stereo methods are mature enough
to deliver results, that can be compared to laser scans, in terms of accuracy [1].

The multi-view stereo algorithms are able to build 3D models using a set of im-
ages taken from different points of view, but nearly every algorithm requires to have
a camera geometry provided. Camera parameters like focal length, radial distortion,
position and orientation can be computed in many different ways, ranging from
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Fig. 6.1 Application of our compact descriptor to the problem of automatic merging of 3D
models through creation of similarity graph. After creating a similarity graph between se-
quences of images used to reconstruct 3D sub-models in local coordinate systems (1st image),
it was possible to merge the models (2nd and 3rd image) into a global reconstruction.

semi-manual methods that include known markers in a scene, to fully automatic
methods. These methods need to have multiple views of the same scene in order to
compute relations between cameras. Finding which images are observing the same
scene is a challenging problem, from the perspective of computational complexity.

As the basic building block for our reconstruction algorithm are video sequences,
the relations between images within sequences are known. The problem is how to
compute image relations between different image sequences, as they can be taken
at different times and by different people, while still showing the same geometry.
Our contribution is the solution to this problem, by introducing a compact descriptor
for video sequence matching. The descriptor enables us to evaluate similarity, and
additionally to compute frame to frame relations between video sequences. The
speed of our algorithm is comparable to the simple two frame matching algorithm
presented in the classical SIFT paper [2]. The result from an example application of
our compact descriptor for the automatic creation of a similarity graph and merging
of 3D sub-models can be seen in Figure 6.1.

In this chapter we often use the term image sequence, however the algorithm
does not assume any ordering of images within one subset. In the case of video
sequences, we work on a subset of key frames with a good contrast and sufficient
baseline.

6.2 Related Work

There have been many approaches used for finding similar video streams ([3], [4],
[5], [6], and others), however in these cases, the frame ordering is a key factor. This
does not fit into our scenario, where a sequence often is an unordered set of digital
photographs mainly used for multi-view stereo reconstruction.

Another approach for finding similar videos, proposed in [7], is using an adap-
tive vocabulary tree to index all the video frames in the database, and each sequence
is treated as a ”bag of frames”. The authors use global image features in order to
reduce memory and computational requirements. This approach works well in con-
text of copy detection, what is useful in detection of copyright infringements. In our
scenario, global descriptors are not desired, as they often do not detect matching
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images useful for reconstruction. Additionally, the problem of matching videos is
formulated as local alignment problem, which is not suited to our scenario.

In the rest of this section, we briefly describe the most influential work, that
led to the derivation of our similarity descriptor and matching algorithm for image
sequences, in context of 3D reconstruction.

One of the most important approaches for image matching is the Scale Invariant
Feature Transform (SIFT) described in [2]. The author comes up with a selection
of distinctive image features, that can be robustly matched with features of another
image, under different scales and rotations.

There were approaches to optimize the speed of SIFT. The Speeded-up Robust
Features (SURF) presented in [8] is aa successful attempt, that also has been im-
plemented on Graphics Processing Units; however the penalty that has to be paid
for the high speed of detection is robustness. Improvements to the matching speed
of high dimensional vectors by casting them to a lower dimensionsional space were
presented in [9].

the global scene appearance descriptor GIST, first described in [10] was used in
[11], in a preliminary stage of similarity graph construction. Very imprecise results
of clustering GIST descriptors in reduced dimensionality require later verification,
and extension to neighboring graph nodes. This approach was used in building a
system for large, unorganized data sets, however GPS coordinates were used for
faster processing.

The problem of similarity search in large image databases is approached in [12].
This work is mostly inspired by results from text search engines ([13], [14]). First a
codebook is created by clustering SIFT features. Each image in the database may be
described with a set of indices to the cluster centers. The retrieval algorithm searches
for nearest cluster centers to the query image features. The most similar images are
those containing features associated with cluster centers. The method works with
static databases.

6.3 Compact Descriptor and Matching

The key observation is that an image sequence showing the same 3D scene has many
common image features visible in different photographs of the sequence. Due to the
robustness of SIFT, different viewing angles and distances to the scene have a small
influence on SIFT feature descriptors. This fact can be immediately exploited, by
using features occurring multiple times in different images of a sequence, just once.

In the following subsections, we describe the similarity descriptor, the method
of descriptor matching, and the search algorithm for finding individual matching
images among two different image subsets.

6.3.1 Computation of Compact Descriptor

In order to build a descriptor for an image sequence, first, we extract SIFT fea-
tures from all images. It is possible to limit the number of features by adjusting the
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contrast threshold. This step is optional, however for plain similarity measurement,
it may be worth to limit the input data size for later processing, as it can save com-
putation time for longer sequences.

All features from all images or key frames in a sequence are collected, and then
clustered with standard k-means clustering. With this approach, we exploit the fact
of having very similar features in many images belonging to the same sequence.

The compact descriptor C is a set of cluster centers Cj ∈R
128 of all features from

the sequence:
C = {Cj}k

j=1 (6.1)

The size of the compact descriptor is k∗128∗ sizeof(float), what in most of our tests
gives 2048 kilobytes for 4096 cluster centers.

6.3.2 Computation of Similarity Measure

The similarity measure computation can be reduced to standard SIFT feature match-
ing algorithm, as presented in the original publication [2]. We can do this, because
a cluster center can be considered as a single SIFT feature, that is an average vector
of all features in an image subset.

In the original paper, matching of two sets of features is done as follows: for each
feature in the first set, search for the nearest and the second nearest neighbor in the
second set. If the ratio of the first nearest neighbor to the distance to the second
nearest neighbor is less than a threshold t, then the match is accepted. The choice of
t = 0.8 was able to eliminate 90 percent of false matches, while discarding less than

d1

d2

Fig. 6.2 Example configuration of real feature clusters and k-means centers for two image
sequences, where the original condition for SIFT feature matching (involving the ratio of d1
and d2) may fail.
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Fig. 6.3 Plots of distances and ratios for a matching sequence (left) and non-matching se-
quence (right).
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5 percent of correct matches. Directly from the original algorithm, we can deliver
the following similarity measure between two sequences S1 and S2:

σ(Sa,Sb) = #{c ∈ Ca|dist(c,NN1(c,Cb))

dist(c,NN2(c,Cb))
< t} (6.2)

what is just a number of matches between cluster centers of two descriptors.
This simple algorithm has proven to be robust in the case of SIFT image feature

descriptors, however in case of matching k-means centers, the following problem,
illustrated in Figure 6.2, may occur. Due to an insufficient amount of centers used in
k-means, one center can represent more than one real cluster of features. A natural
consequence of this fact is, that the k-means center is shifted to a location influenced
by other centers of gravity of real feature clusters. When matching with the k-means
centers from another sequence, the ratio of the first nearest neighbor to the second
one may exceed the threshold, with the consequence of being rejected, despite the
fact, that the real centers of gravity for clusters of features should fulfill the accep-
tance condition. In this case, for long sequences with relatively small descriptors, it
may be necessary to relax the original condition in order not to throw away close
clusters that may contain matching features. We have analyzed plots of the distance
between cluster centers together with associated ratios in case of matching and non-
matching sequences. It can be clearly seen, that even for close distances, some of
the matches have high ratios. We have obtained a good similarity response with the
threshold of 0.5 for the ratio of squared distances to the nearest and the second near-
est cluster center. Plots for exemplary matching and non-matching sequences, are
shown in Figure 6.3.

6.3.3 Computation of Image Occurrence Statistics

As the descriptor itself is sufficient for computing the similarity measure, we are also
interested in identifying individual frames that match between image sequences.
This is essential for the following purposes:

• Adding single frames to image sequences for obtaining camera calibration pa-
rameters, with respect to an already calibrated sequence.

• Recognizing 3D points corresponding to 2D feature points for computing trans-
formations between reconstructed 3D sub-models.

• Adding additional constrains for 3D model alignment and loop closure.

In order to efficiently select pairs of matching frames from different subsets of im-
ages, we extend each cluster center Cj of the compact descriptor with a set D j:

D j = {Ii}k
i=1 (6.3)

where Ii is the image number that fulfills the following condition:

∃ f∈E j f ∈ Fi (6.4)
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where E j is a set of image features associated with Cj, and Fi is a set of features
associated with image Ii.

In practice, the computation of sets D j is done by gathering features associated
with center Cj and constructing the set of images, from where the features came
from. This can be done in the last iteration of the k-means algorithm.

6.3.4 Computation of Matching Frames

Algorithm 1. Computation of Matching Frames

function COMPUTEIMAGEMATCHES(M, S1, D1, S2, D2, cnt)
n← number of images in S1

m← number of images in S2

allocate array A of size n×m, set to zeros
for i = 1→ |M| do

(c1,c2,d,r)← i-th 4-tuple of M
for all d1 ∈ D1

c1 do
for all d2 ∈ D2

c2 do
pok ← P(match(d1,d2)|d,r)
pnok ← P(no-match(d1,d2)|d,r)
if pok > pnok then

A[d1][d2]← A[d1][d2]+1
end if

end for
end for

end for
return {(u1

i ,u
2
i )|A[u1

i ][u
2
i ]is i-th largest element of A}cnt

i=1
end function

Matching frames are computed from the image statistics described in the previ-
ous subsection. During the similarity computation, for each k-means center c1

i in
the first sequence, we have computed the nearest (c2

i ) and second nearest corre-
sponding cluster center from another image sequence, obtaining set of matches
M = {(c1

i ,c
2
i ,di,ri)}u

i=1, where di is the distance to the nearest center, and ri is the
ratio of squared distances to the nearest and the second nearest cluster center.

The computation of matching images between sequences S1 and S2 with corre-
sponding descriptors D1, D2, whose elements are defined in Equation 6.3, is shown
in algorithm 1.

The idea behind this algorithm is as follows. When we have two matching cluster
centers from different image sequences, there is a probability that the images asso-
ciated with the first center are matching to the images associated with the second
center, because they may have at least one common feature. Therefore, we con-
sider all possible image pairs from the two matching centers, and apply a voting
mechanism using the array A. Each pair increases an entry in this array depending
on probability calculations detailed below. When we consider all matching cluster
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centers, the voting scheme will cause the most probable matching image pairs to
emerge.

The probability function P, describes how probable is that two images from corre-
sponding cluster centers can be matched together. According to the Bayesian theory,
this function can be expressed as

P(match(I1, I2)|d,r) = p(d,r|match(I1, I2)) ·P(match(I1, I2))

p(d,r)
(6.5)

where the evidence p(d,r) is just a scaling factor, that can be omitted in the Bayesian
decision rule. As the prior probability P(match(d1,d2)) is unknown, at this point
we need to assume it equal with P(no-match(d1,d2)). The simplified decision rule
now depends only on the likelihoods p(d,r|ω), where ω is the matching and non-
matching class. In order to estimate those two density functions p(d,r|ω), the idea
that immediately comes to a mind is to use a standard technique from statistics -
kernel density estimation. It would be required to gather a lot of data about dis-
tances and ratios of matching and non-matching pairs, and estimate the probability
density directly from this data. However, we used instead an extremely simplifying
but effective approximation:

p(d,r|match(I1, I2)) =

{
2, r ∈ (0, 1

2 ]

0, r /∈ (0, 1
2 ]

(6.6)

According to the above formula, the decision about considering a possible image
pair as matching, in practice turns down to checking, if the ratio associated with
matching k-means centers falls into the interval (0, 1

2 ]. The choice of the interval
is directly connected to the sequence matching threshold for k-means centers, as
described in Chapter 6.3.2. This simple approximation would not be sufficient for
a correct decision when a single image pair associated with two matching clusters
is taken into consideration, however when used in the voting scheme, it provides
stable results.

We remove the most frequently occurring image pair from the array A. This helps
to filter out false positives from the query response in the context of image search
databases, as it is suggested in [12] and supported by our experiments. We do not
check the geometric configuration of features within the images. This simplification
can limit the accuracy of the algorithm, however any false positives are detected in
the later stage of feature matching between proposed matching image pairs.

6.4 Results

We have tested our compact descriptor on many datasets. Example datasets are
shown in Figures 6.4, 6.5 and 6.6 (a). In the same Figures (b), we show examples
of matching pairs. Pairs containing repeating images from two sequences have been
omitted for space saving reasons, and the most highly ranked pairs are shown. The
resolution of images used in experiments is 10 mega pixels, From each image, we
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(a) (b)

Fig. 6.4 Image matching results for Tue1 dataset. Two sequences are shown on (a), and
matching pairs on (b).

(a) (b)

Fig. 6.5 Image matching results for Wro3 dataset. Two sequences are shown on (a), and
matching pairs on (b).

use 1000 features with the highest contrast. Features are gathered and clustered to
the descriptor size of 4096 k-means centers.

The time required for image sequence matching is comparable to SIFT feature
matching between two images, and on a single core of an Intel Core Quad Q9300
running at 2.5 GHz, is approximately 5 seconds. No optimization or parallelization
of the image sequence matching code has been performed yet. The creation of com-
pact descriptors can be done nearly as fast as SIFT feature extraction, for tested
sequences of 45 images, it takes approximately 223 seconds (4 threads). In our ex-
periments, we use the maximum of 32 k-means iterations. The descriptor creation
time is much longer than the matching time, however it is created just once, and it
is reused many times in the course of large scale reconstruction.
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(a) (b)

Fig. 6.6 Image matching results for Tue2 dataset consisting of two 45 image sequences. Two
sequences are shown on (a), and example matching pairs on (b).

False positive matches are ranked low, and they have never appeared in the first
16 matching pairs used for assembling a final 3D model. However, if any false
positive matches appeared, they would be discarded in the later stage of geometric
verification of the reconstruction algorithm.

The algorithm for similarity descriptor matching has been proven in creating cor-
rect similarity graphs between image sequences used to merge reconstructed 3D
sub-models. One of the results can be seen in Figure 6.1.

6.5 Conclusions and Future Work

We have presented a novel approach for video sequence matching using com-
pact descriptors. The speed of our algorithm in matching two video sequences
can be compared to the speed of the standard SIFT feature algorithm for two im-
ages. We have successfully used the described descriptors in context of large scale
reconstruction.

I future work, we would like to address the following issues:

• Additionally to the selection of individual matching images, we will work on ex-
tending the algorithm to output individual features that match in the selected im-
ages. This would require checking individual features contained in corresponding
k-means clusters.

• We will work on an improved and still fast probability density function and prob-
ability integration instead of the simple voting scheme. However the estimate in
Equation 6.6 provides stable results, and does practically not contribute to total
matching time.
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Chapter 7 
Headlines Usefulness for Content-Based 
Indexing of TV Sports News 

Kazimierz Choroś  

Abstract.  In the classical indexing process of text documents keywords are de-
rived mainly from the title, chapter titles, figure legends, table captions, and other 
special part of a text. The same strategy seems to be adequate also for a video in-
dexing. The content analysis is more effective when the structure of a video is tak-
ing into account. A digital video similarly to text document is also hierarchically 
structured into a strict hierarchy. It is composed of different structural units such 
as: acts, episodes (sequences), scenes, camera shots and finally, single frames. The 
sequence of scenes in a video is usually organized in a standard way typical for a 
given category of a video. Particularly TV shows are edited respecting standard 
rules. The chapter presents the results of analyses of the structure of TV sports 
news and of the usefulness of sport headlines for content-based video indexing. 
The sport headlines and the video editing schemes recognized for a given video 
type may significantly help to reduce the number of frames analyzed during con-
tent-based indexing process. 

7.1   Introduction 

New technologies and new methods of indexing applied in visual retrieval systems 
allow the storage and retrieval of a very huge amount of digital video data. Video 
data have become publicly and relatively easy available. The methods used in  
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textual retrieval systems cannot be adapted in visual retrieval systems. Visual data 
are composed of and cannot be indexed in traditional ways, i.e. by the index terms 
derived directly form the indexed data. We need the special method for content 
analyses of visual data. Manual indexing is unfeasible for large video collections. 
Many approaches, frameworks, methods, algorithms of automatic indexing and  
retrieval of visual information have been proposed and are still being developed. 
The content-based automatic indexing and retrieval of video data are very com-
plex processes, because content is very subjective to be characterized easily and 
completely. Content-based indexing of videos has become a research topic of in-
creasing importance. New methods for organizing, indexing, browsing, and  
retrieval of videos in large video archives use high-level semantic features. There-
fore, we are looking for effective tools to identify the video segments with a spe-
cific content, for example news on weather, sports, science, finances, technology, 
world travel, national economy, or entertainment news. 

The automatic detection and categorization of sport events in TV sports news is 
one of the main area of content-based video indexing. The analyses of sports news 
are time-consuming processes because in most cases all frames of videos are indi-
vidually processed. It would be desirable to reduce the analyses to some parts of 
videos, similarly to text indexing when we limit the analysis of the text to the most 
informative parts of the text document lie title and abstract. In general, text docu-
ments have formal structure. It enables us to optimize the processing of the text. 
The question arises if the detection of the video structure may also lead to the 
more effective solution in content-based video indexing. The answer seems to be 
obvious. So, which structural elements are the most useful for video indexing? 

The recognition of video structure requires the application of video segmenta-
tion procedures and on the other hands the detection of relations between shots 
and scenes in the video. 

The chapter is organized as follows. The next section describes the main related 
works in the area of automatic categorization of shots in TV sports news videos. 
Some recent related research works are cited and their main ideas are presented. 
The section 3 discusses analogies of text and video structures. The juxtaposition is 
also presented of two indexing processes, i.e. of text and video indexing based on 
the content analysis of their structure units. The comparison of a structure of a 
book, journal paper, and TV sports news is also presented in this section. The sec-
tion 4 presents the Automatic Video Indexer AVI which is a research project in-
vestigating tools and techniques of automatic video indexing for retrieval systems. 
The section 5 presents a standard structure of TV sports news. Then the most in-
formative parts of a text document and of sports news are compared. In the sixth 
section the usefulness of headlines preview for video indexing is considered and 
analysed. The final conclusions and the future research work areas are discussed 
in the last section of this chapter. 
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7.2   Related Works 

Last years many investigations in automatic recognition of a content of a video 
clip [1-3] have been carried out, many of proposed methods have been tested on 
sport videos. An automatic summarization of TV sport videos has become a popu-
lar application because sport videos are extremely popular in all video databases 
and Web archives. Because of a huge commercial appeal sports videos became a 
dominant application area for video automatic indexing and retrieval. 

Segmentation of a video leads to the identification of the standard basic video 
units, such as shots and scenes [4, 5]. These formal video structure units are very 
useful in video editing process. But the identification of logic elements, sections, 
parts of information in a video can optimize the content-based indexing process 
[6, 7]. Also usefulness of news headlines have been examined in indexing process 
[8]. 

News video can be divided into six sections such as follows: opening anima-
tion, anchorperson greeting, headlines preview, news stories, weather forecast and 
the closing [9]. Experimental results have shown that the segmentation of the 
news videos into the parts mentioned above can the user to quickly browse or re-
trieve segments of interest from the news videos. 

Many experiments have been also performed on the categorization of sports 
events detected in sports news [4, 10-13] and many approaches and schemes have 
been developed. For example a unified framework for semantic shot classification 
in sports videos has been defined in [14]. The proposed scheme makes use of do-
main knowledge of specific sport to perform a top-down video shot classification, 
including identification of video shots classes for each sport. The method has been 
tested over 3 types of sports videos: tennis, basketball, and soccer. 

Other experiments have been carried out for example with soccer [15], baseball 
videos [16], with tennis videos [17, 18], as well as with other sports. There are 
also many promising experiments in which the specific features of sport courts 
(for example lines) [19, 20] or sports equipments [20] (for example ball, bicycle, 
or tennis racket) are used to classify sport events in videos. 

7.3   Book Structure vs. TV Sports News Structure 

Text is autodescriptive. The text in any natural language is composed of words, 
sentences, paragraphs, and chapters. The process of indexing is usually limited to 
the identification of words or expressions in the text. These words or expressions 
are used as index terms in retrieval systems. Let’s notice that the text has also 
structural features. These are for example: a language of the text, its length meas-
ured in characters, but also in words, lines, or pages. 

A digital video is also hierarchically structured into a strict hierarchy [21, 
22]. It is composed of the following structural units: acts, episodes (sequences), 
scenes, camera shots and finally, single frames. A shot, a basic unit is usually 
defined as a continuous video acquisition with the same camera, so, it is a  
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sequence of interrelated consecutive frames recorded contiguously and repre-
senting a continuous action in time or space. Depending on the editing style 
shots in a given scene are content related but they can be temporally separated 
and/or even spatially disconnected. 

Table 7.1  Analogies in the structures of a text and of a video [22]   

Text Video 

character frame 

word shot 

sentence scene 

paragraph episode 

chapter act 

book movie 

  
The strategy of indexing process can be undertaken similar to that of the text 

indexing, form the simplest textual units to the most advanced parts. Table 7.1 
compares the basic textual units with video structural elements and Table 2 (pre-
sented already in [23]) compares two indexing processes based on the content 
analysis of their structure units.  

The great analogies between the structural elements of a text and the structural 
elements of a video clip can be observed. The video can be seen as a visual repre-
sentation of the book, something like a novel and a movie using the screenplay 
written on the basis of this novel. 

Table 7.2  Comparison of processes of text indexing and of video indexing [22] 

Text Indexing Video Indexing 

character decoding: 
recognition of individual characters, elimi-
nation of punctuation symbols 

frame decoding: 
frame analysis, calculation of frames char-
acteristics (histograms etc.) 

word selection in a text: 
morphological analysis, elimination of 
words using stop-lists, word normalisation, 
identification of descriptors from a thesau-
rus, identification of relation between 
words, calculation of word frequency 

temporal segmentation: 
shot detection, calculation of shot length, 
shot filtering – elimination of shots too 
short, content-based categorisation of shots, 
detection of objects, faces, lines, words etc. 
in a shot 

morpho-syntactic analysis of sentences: 
identification of multi-word (compound) 
index terms, syntactical patterns, multi-
word expressions, noun phrases 

scene detection: 
scene filtering, shot clustering, pattern 
analysis of scenes 

semantic analysis of a paragraph: 
semantic and contextual analysis of sen-
tences 

content analysis of episodes: 
scene clustering 

content analysis of chapters and of the 
whole text (book) 

content analysis of acts and of the whole 
movie 
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The comparison of various components of a book and of structural elements of 
a video (Table 7.3) leads to the conclusion that these different media have analo-
gous structures, so, the indexing strategies should be similar in some extent. 

Table 7.3  Comparison of the structures of a book and of TV sports news 

Book structure Journal paper structure TV sports news structure 

front cover: 
title and/or author, usually 
with possibly an appropriate 
illustration 

title and author: 
paper title, author name  

3D intro animation 
3D computer graphics produc-
tion logo, video title, title se-
quence 

edition notice or copyright 
page: 
copyright notice, legal no-
tices, publication information, 
printing history, cataloguing 
information,  ISBN – Interna-
tional Standard Book Number 

author affiliation  

front matter: 
dedication, contents list or ta-
ble of contents, foreword or 
preface, acknowledgments, in-
troduction, prologue 

abstract headlines: 
sports news headlines 

body matter: 
volumes, parts, chapters and 
sections  

paper text: 
paper sections 

sport events: 
best sport highlights of recent 
top sports events 

conclusions conclusions: 
conclusions, main results, fur-
ther research 

anchorman announcements: 
anchorman announcing most 
important forthcoming sport 
events and saying goodbye 

back matter: 
bibliography, list of figures 
and list of tables (they may be 
included in the front matter), 
possibly appendix, glossary, 
index, colophon, possibly er-
rata 

bibliography 3D final animation: 
usually the same as 3D intro 
animation but with a superim-
posed text (editor name and 
producer name) 
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It should be noticed that a book is traditionally a sequential text, in contrast to 
hypertext which overcomes the traditional linear constraints of written text. Tradi-
tional video has also a sequential nature, although semantically the scenes of the 
same episode in a given video are not necessarily placed one after another. But 
such a situation is also natural for a written text in a novel. It usually happens that 
two or several episodes are presented in alternation. 

7.4   AVI – Automatic Video Indexer  

The AVI – Automatic Video Indexer [24] is a research project investigating tools 
and techniques of automatic video indexing for retrieval systems. The main goal 
of the project is to develop efficient techniques of content-based video retrieval. 
All tests will be performed in the AVI Indexer. 

Two main processes already implemented in the Automatic Video Indexer are: 
the Automatic Shot Detector ASD responsible for temporal segmentation and shot 
categorisation and the Automatic Scene Analyser ASA responsible for shot clus-
tering, scene detection, and content analysis of scenes. The modules being devel-
oped will identify players, playing fields, and sport equipments. The goal is to  
extract the most interesting highlights, which facilitate browsing and retrieval of 
sports video. 

The first step of content-based video indexing in the AVI Indexer is a temporal 
segmentation leading to the segmentation of a movie into small units called video 
shots. There many methods proposed for temporal segmentation and in general the 
process is well managed. In the next step the key frame are extracted. The key 
frames should be the best for depicting the content of corresponding shot or scene. 
Then in the third step the content of the shots detected during the temporal seg-
mentation is analysed. The content can be identified using different approaches: 
comparison of frames with image patterns, line detection in playing fields, detec-
tion of superimposed text, face detection of players, detection of sport objects, de-
tection of player and audience emotions. Another problem is shot clustering, and 
in consequence semantic scene segmentation. 

7.5   Structure of TV Sports News 

It was observed that TV sports news program has a specific structure. The analy-
ses of TV sports newscast broadcasted in the first national Polish TV channel 
(TVP1) show that it has its individual standard editing structure. It is composed of 
several highlights introduced and commented by anchorperson, and often accom-
panying by numerical results presented in tables. Figure 7.1 presents the most 
typical structure of TV sports news. 



7   Headlines Usefulness for Content-Based Indexing of TV Sports News 71
 

 

Fig. 7.1 The structure of TV sports news on 5 Feb., 2012 – typical structure of TV sports 
news. 
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The knowledge on video structure can suggest which parts of video are proba-
bly the most informative, so, frames from which parts of  a video should be  
selected for content analyses and for the content-based indexing process. The 
comparison of the most informative parts of a text and their analogous counter-
parts in a video (Table 7.4) may be a strategic indication for such decision. 

Table 7.4  Comparison of (analogies in) the most informative structural parts of a text and 
of TV sports news video 

Main parts of text document Main parts of video 

full text whole video 

title 3D intro but without content informa-
tion 

abstract headlines 

table of contents anchorman sometimes announces what 
sport events will be presented but this 
fact is not reflected in video 

introduction anchorman self-presentation 

chapter title first frame of a scene 
(or first frame of the first scene of a 
given sport event) 

table caption sporting highlight 

figure legend sporting highlight 

highlighted sentence or paragraph sporting highlight 

highlighted word first frame of a shot 

conclusions final studio scene 

7.6   Headlines in TV Sports News 

The most informative parts of a video has not exact adequate element in the tex-
tual document structure. Nevertheless, similarly to text indexing strategy it is rea-
sonable to define the most informative parts in the video structure. Headlines seem 
to be the best part of TV sports news for automatic content-based indexing. Tables 
7.5 and 7.6 present the main characteristics of headlines and their usefulness for 
the indexing of TV sports news videos. 

The first observation is that the number of sport events reported does not direct-
ly depend on the duration of TV sports news broadcast. 

The content-based analysis basing only on headlines can ensure 53% of the re-
call of the detection of sport events presented in TV sports news (Table 7.6). The 
analyses of frames only in headlines do not permit to index all sport events re-
ported in the TV sport news, although, the main events would be indexed after 
processing of only about 6 shots. Assuming that in most cases one frame is suffi-
cient to categorize sport shot the analysis of only 6 frames is sufficient to detect 
more than half of sport disciplines in TV sports news. 
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Table 7.5  Sports events in headlines of TV sports news 

 Date 
Duration 
[min:sec] 

Number
of shots
in head-

lines

Number
of sport 

events
in head-

lines

Number
of sport 

disciplines
in head-

lines

Number 
of sport 

events 
in a TV 

sports 
news 

broadcast 

Number 
of sport 
discip-

lines 
in a TV 

sports 
news 

broadcast 

1. Feb. 01, 12 10:25 8 3 3 10 3 

2. Feb. 02, 12   8:15 7 3 3 8 4 

3. Feb. 03, 12   8:15 7 3 3 9 6 

4. Feb. 04, 12   8:15 7 3 3 9 6 

5. Feb. 05, 12   6:25 6 3 3 9 4 

6. Feb. 06, 12   6:40 6 3 3 7 4 

7. Feb. 07, 12   6:15 7 4 3 7 6 

8. Feb. 08, 12   9:30 6 3 3 9 4 

9. Feb. 09, 12   9:20 6 3 1 12 4 

10. Feb. 10, 12   9:40 4 3 3 8 6 

11. Feb. 11, 12   9:25 8 3 3 11 8 

12. Feb. 12, 12   9:00 5 3 3 16 11 

13. Feb. 13, 12   7:50 7 3 2 11 3 

14. Feb. 14, 12   8:50 7 4 3 10 4 

15. Feb. 15, 12   8:30 7 3 2 8 4 

16. Feb. 16, 12   8:35 8 6 3 13 5 

17. Feb. 17, 12   9:30 5 3 3 9 6 

18. Feb. 18, 12   3:50 6 3 3 5 5 

19. Feb. 19, 12   6:45 6 3 3 8 6 

20. Feb. 20, 12   6:40 7 6 1 12 4 

21. Feb. 21, 12   4:25 6 3 2 4 2 

22. Feb. 22, 12   5:30 7 3 2 5 3 

23. Feb. 23, 12   9:10 6 4 2 9 4 

24. Feb. 24, 12   6:50 6 3 3 6 4 

25. Feb. 25, 12   4:15 7 3 3 6 5 

26. Feb. 26, 12   7:25 7 3 2 13 10 

27. Feb. 27, 12   6:20 4 2 2 8 3 

28. Feb. 28, 12   3:50 3 1 1 5 1 

29. Feb. 29, 12   6:45 7 1 1 2 1 

 Σ 216:25 183 91 72 249 136 
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Table 7.6  Statistical analysis of headlines in TV sports news of the First national Polish 
TV channel (TVP1) broadcasted in February 2012 (29 broadcasts) 

Characteristics of TV sports news in Polish First national channel 
(TVP1) in February 2012 

 

Total number of broadcasts of TV sports news 29      

Average duration of TV sports news 7:28 

Average number of shots in headlines 6.31 

Average number of sport events in headlines 3.14 

Average number of sport disciplines in headlines 2,48 

Average number of shots in headlines announcing one sport event 2.01 

Average number of all sport events presented in one broadcast of TV 
sports news 

8.59 

Average number of different sport disciplines in one broadcast of TV 
sports news 

4.69 

Average number of sport events not-announced in headlines 5.45 

Recall of sport events in headlines 37 % 

Recall of sport disciplines in headlines 53 % 

7.7   Final Conclusions and Further Studies 

Sport news media are one of the most requested subjects in the Web. Many people 
are sports fanatic, they read almost everything about sports, sports fans like to see 
many times the best highlights of their favourite sports games. TV sports news 
videos are relatively short. The standard duration is several minutes. Nevertheless, 
it would be desirable to limit the time-consuming analyses of contents to the most 
informative parts of a broadcast. For this purpose we need to recognize the struc-
ture of TV sports news. 

The great similarity of text and video structure could suggest that we may fol-
low the same strategies as in the case of textual retrieval. In a text document the 
main parts, the most informative, and the most useful for indexing and retrieval 
are title and abstract. For many years information retrieval systems indexed docu-
ments only on the basis of text analyses of title and abstract. 

Unfortunately, the analyses of TV sport news broadcasted in the first Polish na-
tional TV channel have shown that videos such as TV sports news do not have in-
formative title. The title of TV sports news, i.e. animated logo, informs only on 
the genre of TV broadcast but says nothing on its content. Headlines in TV sports 
news which seem to be similar to an abstract of a textual document ensure the de-
tection of only just over half of sport disciplines in a broadcast. 

However, the knowledge of the structure of TV sports news can be useful and 
can significantly reduce the number of analyzed frames. The indexing process can 
be limited to the video headlines presented at the beginning of TV sports news and 
to only one frame from the shot following the studio shot, i.e. the long shot with 
anchorman announcing the next sport event reported in the news. 
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In further research and experiments new computing techniques will be devel-
oped for the Automatic Video Indexer. Its functionality will be extended by intro-
ducing an automatic extraction of video features and objects like faces, lines, 
texts, etc., as well as its application will be extended to other kinds of TV shows. 
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Chapter 8 
Examining Classifiers Applied to Static Hand 
Gesture Recognition in Novel Sound Mixing 
System 

Michal Lech, Bozena Kostek, and Andrzej Czyżewski  

Abstract.  The main objective of the chapter is to present the methodology and re-
sults of examining various classifiers (Nearest Neighbor-like algorithm with non-
nested generalization (NNge), Naive Bayes, C4.5 (J48), Random Tree, Random 
Forests, Artificial Neural Networks (Multilayer Perceptron), Support Vector Ma-
chine (SVM) used for static gesture recognition. A problem of effective gesture 
recognition is outlined in the context of the system based on a camera and a mul-
timedia projector enabling a user to process sound in audio mixing domain by 
hand gestures. The image processing method and hand shape parameterization 
method are described in relation to the specificity of the input and data classifiers. 
The SVM classifier is considered the optimum choice for the engineered gesture-
based sound mixing system. 

8.1   Introduction 

Reliable gesture recognition in a video stream in most cases demands computa-
tionally expensive methods of image processing and object classification [2, 16, 
22]. Combining several image processing methods enables to obtain precise loca-
lization and shape of a hand in the image. In association with a cascade of  
algorithms of objects and event classification, theoretically one can obtain high ef-
ficacy of gesture recognition. However, using several computationally expensive 
methods results in decreased efficiency of the whole system when running on 
standard PC resources. Using such a technology becomes impractical in many ap-
plications, since the system is not capable of processing video frames with  
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sufficient speed. As the result, rapid hand movements associated with dynamic 
gestures or fast changes of palm shapes associated with static gestures are not ful-
ly recorded. This can lead to erroneous interpretation of gestures. Additionally, us-
ing such a gesture classification system becomes problematic when considering 
interaction in which speed of the transitions is essential and performing a gesture 
affects system continuously and not by steps. 

An example of such an application is the gesture-based sound mixing system 
outlined in the chapter. The process of sound mixing is the art of combining and 
processing a number of audio signals together to create a “mix”. In the case of the 
engineered system control over sound parameters is provided employing hand ges-
tures. It is of a crucial importance that the system provides instantaneous reaction 
to the gesture performed, manifesting in intended change to the mixed sound. 
Therefore, the optimum image processing and gesture classification methods have 
been chosen with a view to finding a compromise between recognition reliability 
and system efficiency. In particular, much effort can be put into choosing an opti-
mum classifier as there exist many methods offering various performance in the 
sense of both computational cost and classification efficacy. Moreover, the clas-
sifier performance may change depending on the specificity of the problem to be 
solved [11]. 

8.2   System Overview 

The components of the engineered system are: a PC or laptop (2 GHz dual core), a 
webcam, a multimedia projector and a screen. The localization of a user relative to 
the components is presented in Fig. 8.2.1. The user is localized in a so-called 
‘sweet spot’ (the focal point of sounds between two speakers) between the multi-
media projector and the projection screen. The projector is hanged under ceiling 
on such a height and such a distance from the screen that outstretched arms cast 
shadow on the screen. The camera is placed in front of the user and directed at the 
screen. The camera lens is set in such a way that the image displayed by the pro-
jector is of the greatest size possible when viewed in the frame. 

Both dynamic gestures (motion trajectory) and static gestures (palm shapes) are 
recognized by the system. The method of dynamic gestures recognition has been 
presented in other works of the authors [14, 15]. Dynamic gestures are closely as-
sociated with static gestures. Thus, performing the same motion with a palm 
shaped differently has various meanings. Moreover, the order in which gestures 
are performed represents a gesture class. Each recognized gesture is interpreted 
according to the associated system event, i.e. emulating key or mouse button 
pressing. The events are received by the engineered sound mixing interface (Fig. 
8.2.1) which translates them to MIDI messages being sent to the chosen DAW 
(Digital Audio Workstation) software. Thus, modification of seven audio parame-
ters, namely level, panorama, gain of first order treble shelving filter, dynamic 
compression’s ratio and threshold, and reverb time and mix, is possible. 
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Fig. 8.2.1 Placement of speakers and location of a user during system handling 

The image processing method can significantly affect the gesture recognition 
efficacy as it determines quality of palm shape masks constituting the input to 
classifiers. Therefore, the method enabling to obtain noise filtered processed video 
stream input was engineered and presented herein. 

The solution bases on subtracting the image extracted from the video stream 
from the image displayed by the multimedia projector. Gestures are recognized in 
further processed output. In the first step, the effective area of the image captured 
from the camera is determined. This area contains only the image displayed by the 
projector and is determined by the user who points out positions of the image cor-
ners in the frame. Based on these positions, the projected image is scaled to ensure 
identical dimensions with the camera frame. In the next step, the perspective  
correction is performed. To reduce impact of light conditions and distortions in-
troduced by the camera lens, especially vignetting effect, color calibration is per-
formed. During this process five solid color pictures (red, green, blue, white and 
black) are displayed. Each camera frame respectively for each background color is 
subtracted from particular displayed image. Based on the results, tables of discrete 
constant values used in the later image processing are created. Gesture recognition 
iteration begins with subtracting processed camera frames from projected images. 
Subtraction is done in the RGB color space. To each pixel of the output image an 
appropriate value retrieved from the color calibration tables is added. This value is 
chosen based on displayed screen particular pixel component intensity. The result 
is binary thresholded and median filtered. The obtained image is the input to the 
contours finding method [3, 8, 20] implemented in OpenCV library [6] utilized in  
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the implementation of the system. The method enables to detect hands and elimi-
nates accidental blobs. 

8.3   Examining Classifiers Performance 

The efficacy of static gesture recognition in vision-based systems highly depends 
on the type of the shape classification method. This determines the global system 
efficacy, usability and ease of learning. For this reason, it is essential to choose the 
best possible classifier. The tested classifiers were: Nearest Neighbor-like algo-
rithm with non-nested generalization (NNge) [7], Naive Bayes, C4.5 (J48) algo-
rithm, Random Tree, Random Forests, Artificial Neural Networks (Multilayer 
Perceptron) and Support Vector Machines (SVM) from LibSVM library [9]. 
These particular classifiers have been chosen because of their satisfying results in 
qualitative assessment for similar problems solving found in literature [4, 5 12, 13, 
19, 21, 23, 24]. The implementations of the classifiers originated from the WEKA 
system [10]. 

8.3.1   Tests 

A group of people who took part in the tests consisted of 18 persons (5 female, 13 
males). Each person was asked to perform four predefined static gestures, pre-
sented in Fig. 8.3.1, each with three different motion trajectories, i.e. moving a 
hand from the left to right side alternately, moving a hand up and down alternate-
ly, and moving a hand in a gesticulation of circle drawing. Each trajectory was 
represented by 30 camera frames. For shape parameterization we used the PGH 
(Pairwise Geometrical Histograms) method [6]. This algorithm was chosen par-
ticularly because it preserves invariant feature distribution regardless of the palm 
rotation. It is consistent with the assumption that the rotation angle should not be a 
factor separating gesture classes and therefore should not affect recognition effica-
cy. Additionally, the method is insensitive to size of the parameterized shape. 
Thus, the localization of a user relative to sweet spot does not affect the gesture 
recognition efficacy. 

 

 

Fig. 8.3.1 Predefined static gestures recognized by the system during tests 
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Three sets of samples within the motion trajectories were used to form training 
and validation sets, split in the proportion of 66.7% to 33.3%, respectively. Two-
fold cross-validation method was used for the first stage rough efficacy evaluation. 
For all persons, half of the sets containing the first motion trajectory samples 
formed a validating set and half of the sets consisting of the samples of the two 
remaining trajectories were used as a training set. Such a division provided a high 
discrimination between recognition efficacies for the classifiers and significantly 
decreased computational cost in comparison to the classical n-fold cross-
validation or leave-one-out method. 

In order to test the classifier efficacy and efficiency, an application in Java lan-
guage based on the WEKA system classes was engineered. Parameters providing 
the highest performance for each classifier were found using a coarse grid-search 
method [11] with a step for each value equal to 2k, k ∈ [-m, n], m, n being integers 
chosen respectively for a particular parameter. The ranges for k were set basing on 
the review of the literature and empirical rough parameter adjustment. The step for 
k case equaled 1. Therefore, for the NNge classifier the number of folders for mu-
tual information i, and the number of attempts for generalization g, took values 
from a range [20, 24]. The Naive Bayes classifier was examined for three condi-
tions, i.e. using a kernel estimation for numeric attributes, using normal distribu-
tion of the numeric attributes and using supervised discretization to convert the 
numeric attributes to nominal ones. For J48 which was the WEKA implementation 
of the C4.5 classifier, the confidence factor C used for pruning took values from a 
range [2-17, 20] and the minimal number of instances per leaf m contained in range 
[21, 26]. For the Random Tree classifier, the number of randomly chosen attributes 
krt took values from a range [20, 210] ∪ {log2nrt + 1}, where nrt was the number of 
attributes, and the minimum total weight of the instances in leaf m was from a 
range [2-17, 20]. For the Random Forest classifier, the number of trees took values 
from a range [20, 210] and the number of attributes in random selection krf was 
from a range [20, 25] ∪ {log2nrf + 1}, where nrf was the number of attributes. For 
Multilayer Perceptron, learning rate value l and momentum m applied to weights 
during updating were selected from a range [2-4, 20] and the number of epochs to 
train through e contained within the range [22, 25]. For SVM, cost function C was 
selected from range [20, 214] and gamma took values from range [2-15, 2-5]. These 
ranges were used both for linear and RBF kernels. 

8.3.2   Results 

The results of classifiers examination for the parameters providing the best per-
formance are presented in Tables 8.3.1 and 8.3.2. The results have been ordered 
by performance (ascending).  
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Table 8.3.1  Results of classifiers examination for left hand 

Classifier name 
Average  
efficacy [%] 

Average training 
time [ms] 

Average  
validation 
time [ms] 

Parameters 

Random Tree 77.04 443 3 k = 26, m = 2-17 

C4.5 (J48) 77.73 1342 4 C = 2-7, m = 2 

Naive Bayes 79.49 303 73 supervised discretization 

NNge 83.47 14234 8073 g = 22, i = 24 

Random Forest 89.91 59644 722 
i = 29, k = 24, unlimited 

depth 

ANN (Multilayer  
Perceptron) 

91.67 1458 187 
l = 2-3, m = 2-5, 

e = 23, one hidden layer, 4 
nodes 

SVM (LibSVM, linear 
kernel) 

92.82 2599 1123 γ = 2-15, C = 21 

SVM (LibSVM, RBF 
kernel) 

92.82 2508 1159 γ = 2-11, C = 211 

 

Table 8.3.2  Results of classifiers examination for right hand 

Classifier name 
Average  
efficacy [%] 

Average  
training time 
[ms] 

Average  
validation time 
[ms] 

Parameters 

NNge 75.42 8610 5409 g = 23, i = 22 

C4.5 (J48) 76.44 1292 4 C = 2-6, m = 23 

Random Tree 77.92 993 4 k = 28, m = 2-17 

Naive Bayes 78.56 189 5231 using kernel estimation 

Random Forest 84.44 15047 112 
i = 27, k = 24, unlimited 

depth 

SVM (LibSVM,  
linear kernel) 

88.52 2811 1430 γ = 2-8, C = 22 

SVM (LibSVM, RBF 
kernel) 

88.52 5166 2194 γ = 2-6, C = 212 

ANN (Multilayer 
Perceptron) 

91.11 3854 181 
l = 2-3, m = 2-3, 

e = 25, one hidden layer, 4 
nodes 

 
The Multilayer Perceptron and SVM classifier have provided the highest recog-

nition efficacy. Moreover, for different C and γ parameters, no matter whether a 
linear or RBF kernel was used, the efficacy was the same. This is consistent with 
findings in literature according to which for particular sets of C and γ parameters 
RBF kernel ensures at least such a performance as linear kernel [11]. 
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The differences between the efficacies obtained for the left and right hand are 
relevant to the phenomenon already described in the literature (Kupryjanow et al., 
2010). This concerns right-handed persons, who were in the majority among the 
group tested. They obtained higher classification efficacy for the left hand drawing 
in the air, which is probably due to paying more attention to this activity, thus 
drawing more distinctive and easier distinguishable shapes for the classification 
system. 

For the SVM and Multilayer Perceptron the leave-one-out cross-validation me-
thod was additionally used for testing. A validation set was a set of samples 
representing a particular motion trajectory of a particular person. Sets of samples 
within two other trajectories for other persons constituted a training set. Such a 
method of testing had an advantage over a typical cross-validation with random 
partitioning. It provided the possibility to examine the generalization ability of a 
classifier. Thus, it could be determined whether a predefined training set can be 
used in the system or an individual calibration aiming at collecting training data 
should be performed by the user. In tables 8.3.3 – 8.3.5 the results of leave-one-
out validation for SVM and ANN classifiers are presented. 

Table 8.3.3  Results of leave-one-out cross-validation for LibSVM with linear kernel 

 Left Hand Right hand 

Min. efficacy [%]  66.67  65.83 

Max. efficacy [%]  100.00  100.00 

Average efficacy [%]  95.68  94.65 

Median [%]  98.33  97.50 

Unbiased standard deviation  6.43  7.82 

Unbiased variance  40.15  59.34 

Low limit of 95% confidence interval  93.85  92.42 

High limit of 95% confidence interval  97.51  96.87 

Skewness  -2.30  -2.07 

Kurtosis  6.14  4.12 

Average training time [ms]  6435  6598 

Average validation time [ms]  197  203 

 
High median, high variance and negative skewness suggest that there was a per-

son or a few persons who performed gestures significantly differently than the  
majority. Therefore, the assumption for the final system has been made that indi-
vidual calibration phase for a particular user should be performed instead of using 
a predefined training set. 

 



84 M. Lech, B. Kostek, and A. Czyżewski
 

Table 8.3.4  Results of leave-one-out cross-validation for LibSVM with RBF kernel 

 Left Hand Right hand 

Min. efficacy [%]  65.83  65.83 

Max. efficacy [%]  100.00  100.00 

Average efficacy [%]  95.56  94.09 

Median [%]  98.33  98.33 

Unbiased standard deviation  6.59  7.97 

Unbiased variance  42.16  61.75 

Low limit of 95% confidence interval  93.68  91.82 

High limit of 95% confidence interval  97.43  96.36 

Skewness  -2.28  -1.47 

Kurtosis  6.03  1.50 

Average training time [ms]  6575  10478 

Average validation time [ms]  204  335 

Table 8.3.5  Results of leave-one-out cross-validation for ANN 

 Left Hand Right hand 

Min. efficacy [%] 60.83  69.17 

Max. efficacy [%] 100.00  100.00 

Average efficacy [%] 92.53  93.24 

Median [%] 96.25  95.83 

Unbiased standard deviation 7.99  7.36 

Unbiased variance 61.79  52.64 

Low limit of 95% confidence interval 90.26  91.15 

High limit of 95% confidence interval 94.80  95.33 

Skewness -1.56  -1.16 

Kurtosis 2.84  0.68 

Average training time [ms] 2386  2379 

Average validation time [ms] 21  21 

 
For the LibSVM with a linear kernel we additionally performed a fine grid-

search to adjust some selected parameters. According to known research (Hsu et 
al., 2010), performing fine grid-search allows to find parameters for which the 
overall performance of the classifier can be increased by 0.1%. It was found that 
the best parameters are: C = 21.25, γ = 2-15 for the left hand, and C = 22, γ = 2-8.75 for 
the right hand, providing the increase of the average efficacy by 0.1% in the first 
case and no increase in the second case. 
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8.4   Conclusions 

The highest efficacy of static gestures recognition was obtained for SVM and 
ANN. The next best performing classifier was Random Forest. However, the last 
mentioned classifier was rejected due to unacceptably long training time. Despite 
similar performance of SVM and ANN, and shorter validation time of the latter, 
we decided to choose the first one for the engineered system. The ANN classifier 
was rejected due to the risk of performance decrease being the effect of overtrain-
ing in case of changing the size of training set, at the stage of the software main-
tenance. Moreover, the minimal efficacy for ANN was lower than for the SVM 
and the ANN did not guarantee repeatability of classification results for identical 
shapes. 

Considering research carried out on similar problems, reported in literature [13, 
19], the high performance of SVM applied to shape recognition is not surprising. 
Due to its performance and predictability this particular classifier is often the first 
choice for solving vast array of problems. However, recently the Optimum-Path 
Forest classifier, which in many cases outperforms SVM, has been gaining popu-
larity [1, 17, 18]. Using the OPF classifier in the engineered system instead of 
SVM could further improve gestures recognition and significantly decrease train-
ing time. 
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Chapter 9
Multiple Data Tables Processing via One-Sided
Concept Lattices

Peter Butka, Jozef Pócs, Jana Pócsová, and Martin Sarnovský

Abstract. One-sided concept lattices introduce data mining method from the area of
Formal Concept Analysis (FCA) for analysis of objects clusters according to the set
of fuzzy attributes. Currently, most of the methods for creation of one-sided concept
lattices process only data tables with one type of truth value structure. In this chapter
we describe closure operator, which corresponds to the intersection of particular
closure systems obtained from various object-attribute models with different types
of attributes. Each particular closure system is defined via one-sided concept lattices
approaches applicated for particular data tables.

9.1 Introduction

Formal Concept Analysis (FCA, [5]) is a theory of data analysis for identification of
conceptual structures among data sets. FCA has been found useful in concept data
analysis, knowledge discovery, text mining, information retrieval, as well as in other
areas from machine learning and artificial intelligence. Classic approach to FCA
provides crisp case, where object-attribute model is based on the binary relation
(object has/has-not the attribute). However, in practice there are natural examples
of object-attribute models for which relationship between objects and attributes are
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e-mail: jana.pocsova@tuke.sk

A. Zgrzywa et al. (Eds.): Multimedia and Internet Systems: Theory and Practice, AISC 183, pp. 89–98.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

peter.butka@tuke.sk,
martin.sarnovsky@tuke.sk
pocs@saske.sk
jana.pocsova@tuke.sk


90 P. Butka et al.

represented by fuzzy relations. Therefore, several attempts to fuzzify FCA have
been proposed. We mention an approach of Bělohlávek [3, 4], an approach of Krajči
[10], Popescu [16], other approaches [13, 15, 17], and also work on fuzzy FCA in
categorical settings [11, 12].

Important role in fuzzy FCA play one-sided concept lattices, where usually ob-
jects are considered as a crisp subsets and attributes obtain fuzzy values. In this case
on the side of objects are crisp sets and on the side of attributes there are fuzzy sets.
From existing one-sided approaches we mention papers of Krajči [9], Yahia and
Jaoua [2], work of Jaoua and Elloumi on Galois lattices of real relations [8]. In case
of one-sided concept lattices there is strong connection with clustering (cf. [7]). As
it is known, clustering methods produce subsets of a given set of objects, which are
closed under intersection, i.e., closure system on the set of objects. Since one-sided
concept lattice approach produces also closure system on the set of objects, one can
see one-sided concept lattice approaches as a special case of hierarchical clustering.

The aim of this chapter is to introduce the method for processing of multiple data
tables in case, where each data table describe the fuzzy relation between the set of
objects and different set of attributes. The entries of each data tables are values from
different truth value structure corresponding to given set of attributes. It is logical
for practice that various types of attributes are represented by different values, e.g.,
binary attributes with possible values 0,1, or real-valued attributes with values from
real interval. Above mentioned methods for creation of one-sided concept lattices
are not able to process data table with different types of attributes. One of the possi-
ble ways is to analyze input data table as several data tables, where each table con-
tains only attributes of same type. Hence, it is possible to create closure system for
every data table and consequently produce the intersection of them. The resulting
closure system is composed from the clusters which are contained in all particu-
lar closure systems, therefore these clusters are significant for each object-attribute
model. Hence, the main goal is to mathematically describe resulting closure op-
erator, corresponding to closure system, defined as intersection of closure systems
given by particular concept lattices.

In the following section we provide necessary algebraic preliminaries for de-
scription of one-sided concept lattices, i.e., Galois connections, closure operators,
closure systems, etc. Section 9.3 is devoted to closure operator defined by multiple
data tables. We provide and prove our basic results, i.e., description of closure op-
erator corresponding to the intersection of closure systems defined for multiple data
tables.

9.2 Preliminaries on One-Sided Concept Lattices

In this section we describe fuzzy generalization of classical concept lattices, so
called one-sided concept lattices.

The main idea of fuzzifications of classical FCA is the usage of graded truth. In
classical logic, each proposition is either true or false, hence classical logic is biva-
lent. In fuzzy logic, to each proposition there is assigned a truth degree from some
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scale. The underlying structure of truth degrees is partially ordered and contains
the smallest and the greatest element. If to the propositions φ and ψ are assigned
truth degrees ‖ φ ‖ = a and ‖ ψ ‖ = b, then a ≤ b means that φ is considered less
true than ψ . In object-attribute models the typical propositions are of the form “ob-
ject has attribute in degree a”. The structures of truth degrees commonly used in
various modifications of fuzzy logic are real unit interval [0,1], Boolean algebras,
MV-algebras or more generally residuated lattices. All this structures are equipped
with binary operations simulating implication and the logical connective and, but
the important fact is that they form a complete lattice according to the partial order
defined on them. In order to introduce the notion of one-sided concept lattices as a
generalization of FCA we will assume only one minimal condition, i.e., the struc-
tures of truth degree forms complete lattice. In what follows we will assume that the
reader is familiar with the basic notions of lattice theory (see [6]).

Crucial role in the mathematical theory of fuzzy concept lattices play special
pairs of mappings between complete lattices, commonly known as Galois connec-
tions. Hence, we provide necessary details regarding Galois connections and related
topics.

Let (P,≤) and (Q,≤) be complete lattices and let ϕ : P → Q and ψ : Q → P
be maps between these lattices. Such a pair (ϕ ,ψ) of mappings is called a Galois
connection if the following condition is fulfilled:

p≤ ψ(q) if and only if ϕ(p)≥ q.

Galois connections between complete lattices are closely related to the notion of clo-
sure operator and closure system. Let L be a complete lattice. By a closure operator
in L we understand a mapping c : L→ L satisfying:

(a) x ≤ c(x) for all x ∈ L,
(b) c(x1)≤ c(x2) for x1 ≤ x2,
(c) c(c(x)) = c(x) for all x ∈ L (i.e., c is idempotent).

Subset X of the complete lattice L is called closure system in L if X is closed under
arbitrary meets. We note, that this condition guarantees that (X ,≤) is a complete
lattice, in which the infima are the same as in L, but the suprema in X may not
coincide with those from L. For a closure operator c in L, the set FP(c) of all fixed
points of c (i.e., FP(c) = {x ∈ L : c(x) = x}) is the closure system in L. Conversely,
for closure system X in L, mappingCX : L→ L defined by CX (x) =

∧{u∈X : x≤ u}
is the closure operator in L. Moreover these correspondences are inverses of each
other, i.e., FP(CX ) = X for each closure system X in L and CFP(c) = c for each
closure operator c in L.

First, we describe Galois connections between power sets, which are the corner-
stones of the classical FCA.

Let (B,A, I) be a formal context, i.e., B,A �= /0 and I ⊆ B×A be a binary relation
between B and A. There is defined a pair of mappings � : 2B → 2A and � : 2A → 2B

as follows:
X� = {y ∈ A : (x,y) ∈ I for all x ∈ X},
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Y� = {x ∈ B : (x,y) ∈ I for all y ∈ Y}.
As it can be easily shown, this pair of mappings forms a Galois connection. Based
on this mappings there is defined a complete lattice called concept lattice, c.f. [5]
for detail mathematical description.

One-sided concept lattices are defined via Galois connection between 2B (set of
all subsets of a given set of objects) and the powers of arbitrary complete lattices
LA, which represent L- fuzzy subsets. In what follows, we describe a method of
constructing one-side concept lattices from the given formal context.

Formally, let B �= /0 be the set of objects, A �= /0 be the set of attributes and
R : B × A → L be L-fuzzy relation. A triple

(
B,A,R

)
is said to be L one-sided

formal context. The value R(b,a) represents a degree from the structure of truth
values L in which the element b ∈ B has the attribute a.

Now we provide a definition of a pair of mappings used for construction of one-
sided concept lattices, see [9].

Let
(
B,A,R

)
be one-sided formal context. Then there is defined a pair of mapping

� : 2B → LA and � : LA → 2B as follows:

X�(a) =
∧

b∈X

R(b,a),

g� = {b ∈ B : for each a ∈ A, g(a)≤ R(b,a)}.
The pair (�,�) forms a Galois connection between 2B and LA. The composition of
mappings � and � forms closure operator in 2B and similarly the composition of �

and � forms closure operator in LA. Hence, subsets of the form X�� for any X ⊆ B
are closed subsets with respect to the closure operator defined above. As it is known
fact, the closed subsets of any closure operator forms a complete lattice, with respect
to the inherited partial order from underlying complete lattice structure (in this case
2B). This fact stands behind the formal definition and characterization of concept
lattices.

For a given formal context
(
B,A,R

)
the symbol C

(
B,A,R

)
will denote the set of

all pairs (X ,g), where X ⊆ B, g ∈ LA, satisfying

X� = g and X = g�.

In this case, the set X is usually referred as extent and g as intent of the concept
(X ,g). Further we define partial order on C

(
B,A,L,R

)
as follows:

(X1,g1)≤ (X2,g2) iff X1 ⊆ X2 iff g1 ≥ g2.

Proposition 1. Let
(
B,A,R

)
be one-sided formal context. The set C

(
B,A,R

)
with

the partial order defined above forms a complete lattice, where

∧
i∈I

(
Xi,gi

)
=
(⋂

i∈I

Xi,
(∨

i∈I

gi
)��)

=
((∨

i∈I

gi
)�

,
(⋂

i∈I

Xi
)�)
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and

∨
i∈I

(Xi,gi) =
((⋃

i∈I

Xi
)��

,
∧
i∈I

gi

)
=
((∧

i∈I

gi
)�

,
(⋃

i∈I

Xi
)�)

for each family (Xi,gi)i∈I of elements from C
(
B,A,R

)
.

The lattice C
(
B,A,R

)
is called one-sided concept lattices.

9.3 Closure Operator Defined by Multiple Data Tables

Although the theory of one-sided concept lattices described in [9] does not allow to
deal with different truth value structures, it is reasonable to consider similar prop-
erties (in our case closure system) on the side of objects defined using various data
tables, even if this closure system is not directly represented as a part of one-sided
concept lattices. One of the possibility is to define corresponding closure system
as the intersection of all closure systems obtained by Galois connections from the
given formal contexts. In this case, the resulting closure system will consist from
subset of objects which are precisely contained in all particular concept lattices.
The main aim of this section is to introduce resulting closure system and to describe
the corresponding closure operator.

Let B �= /0 be a set of objects and {Ai}k
i=1 be a system of attributes, where each

attribute a of the set Ai is represented by truth value structure Li. Further, we will
assume that the relationships between the set of objects B and particular attributes Ai

are described by Li-fuzzy relation Ri : B×Ai → Li. Galois connections correspond-
ing to the generalized one-sided formal contexts (B,Ai,Ri) for i = 1, . . . ,k, will be
denoted by (�i ,�i ). Further we denote by FP(i) the set of all fixed points of the
closure operator induced by the composition of mappings �i and �i .

B B B B

A1 A2 Ai Ak

R1 R2 Ri Rk

B

Fig. 9.1 Object-attribute models connected with the same set of objects
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We define a closure system �⊆ 2B as the intersection of closure systems FP(i),
i.e.,

�=
k⋂

i=1

FP(i).

As one can easily see, such defined system of subsets forms a closure system, which
is the greatest closure system contained in each FP(i) for i = 1, . . . ,k.

Using Galois connections (�i ,�i ) we define an operator ♦ on the set B of all
objects, i.e., ♦ : 2B → 2B with the property � = FP(♦). First, for any X ⊆ B we
define by induction a sequence of subsets {Yj}∞

j=0 as follows:

Y0 = X , Yj+1 =
k⋃

i=1

Yj
�i�i , for all j ≥ 0.

Lemma 1. Let B �= /0 be a finite set of objects. Then there exists an index j ∈ �0

such that Yj = Yl for any l ≥ j.

Proof. Let us suppose that B contains n elements. First, observe that Yj ⊆ Yj+1 for
any j ∈ �0. This follows from the fact that Yj ⊆ Yj

�i�i for all i = 1, . . . ,k, hence
applying the union operation one obtain Yj ⊆ ⋃k

i=1 Yj
�i�i = Yj+1. Consequently,

there is a nondecreasing sequence

|Y0| ≤ |Y1| ≤ |Y2| ≤ · · · ≤ ∣∣Yj
∣∣≤ . . . ≤ n

of nonnegative numbers, which is bounded above by cardinality of the set B. Since
B is finite, there exists an index j such that

∣∣Yj
∣∣ = ∣∣Yj+1

∣∣ what implies Yj = Yj+1.
Obviously, from the definition of the sequence {Yj}∞

j=0 we obtain Yj = Yl for all
l ≥ j. ��
Let us note that the similar assertion can be also obtained for infinite object sets
using Tarski’s fixed point theorem. Using the result of Lemma 1 we can correctly
define the operator ♦ as follows:

X♦ = Yj, for smallest j with Yj = Yj+1.

Theorem 1. The operator ♦ : 2B → 2B forms a closure operator on the set of objects
B, moreover �= FP(♦).

Proof. We show that operator ♦ satisfies the properties of closure operator.

(a) X ⊆ X♦ for all X ⊆ B. This follows from the fact that X =Y0 ⊆Yj for all j ≥ 0.
Thus X ⊆ X♦ = Yj for minimal j with Yj = Yj+1.

(b) X1
♦ ⊆ X2

♦ for X1 ⊆ X2. Let {Y 1
j }∞

j=0, {Y 2
j }∞

j=0 be sequences corresponding to

subsets X1 and X2 respectively. Using mathematical induction we prove Y 1
j ⊆Y 2

j

for all j ≥ 0. For j = 0 this is obvious, since Y 1
0 = X1 ⊆ X2 = Y 2

0 . Assume that
Y 1

j ⊆ Y 2
j . Then Y 1

j
�i�i ⊆ Y 2

j
�i�i for all i = 1, . . . ,k, which implies
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Y 1
j+1 =

k⋃
i=1

Y 1
j
�i�i ⊆

k⋃
i=1

Y 2
j
�i�i = Y 2

j+1.

Further, suppose that X1
♦ = Y 1

r for some r ≥ 0 and X2
♦ = Y 2

s for some s ≥ 0.
According to Lemma 1 and above inequality Y 1

j ⊆ Y 2
j we obtain

X1
♦ = Y 1

max{r,s} ⊆ Y 2
max{r,s} = X2

♦.

(c) X♦♦ = X♦ for all X ⊆ B. Let X♦ = Yj for some j ≥ 0. Then X♦♦ = Yj
♦ and

since Yj+1 = Yj we obtain Yj
♦ = Yj.

Hence, the operator ♦ satisfies the properties of closure operators.
Next, we prove that � = FP(♦). First, we show that FP(♦) ⊆ FP(i) for all i =

1, . . . ,k. Let X ⊆ B be any fixed point of the operator♦, i.e., X ∈ FP(♦). Then, due to
the definition of the operator ♦ and the fact that the least index j satisfying Yj =Yj+1

is equal to zero, we obtain

X = X♦ = Y0 = Y1 =
k⋃

i=1

Y0
�i�i =

k⋃
i=1

X�i�i .

Since X ⊆ X�i�i for any i = 1, . . . ,k, equality X =
⋃k

i=1 X�i�i implies X = X�i�i

for each i = 1, . . . ,k. Hence, we have proved that any X ∈ FP(♦) is also in the
closure system FP(i), which implies FP(♦) ⊆ FP(i) for each i = 1, . . . ,k and we
have FP(♦)⊆⋂k

i=1FP(i) =�.
Conversely, we show � ⊆ FP(♦). Suppose that X ∈ �, i.e., X = X�i�i for all

i = 1, . . . ,k. From this assumption we obtain

Y1 =
k⋃

i=1

Y0
�i�i =

k⋃
i=1

X�i�i =
k⋃

i=1

X = X = Y0,

thus the last index that stabilizes the sequence is equal zero and consequently from
the definition of the operator ♦ we obtain X = X♦. This equality shows that X is also
fixed point of the operator ♦, hence �= FP(♦), which completes the proof. ��
Using closure system � we can formally define complete lattice D(�) consisting
of pairs (X ,M ) where X ⊆ B and M is k-tuple (g1,g2, . . . ,gk) such that each i-th
component is L-fuzzy subset of Ai, i.e., gi ∈ LAi , moreover X�i = gi and X = gi

�i

for all i = 1, . . . ,k. Partial order is defined by subset relation on power set 2B, i.e.,

(X1,M1)≤ (X2,M2) iff X1 ⊆ X2. (9.1)

According to the fact that � forms closure system and Theorem 1 we are able to
provide the following characterization.

Theorem 2. The set D(�) with the partial order defined by (9.1) forms a complete
lattice, with
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∧
i∈I

(
Xi,Mi

)
=
(⋂

i∈I

Xi,M
)
, where M =

((⋂
i∈I

Xi
)�1 , . . . ,

(⋂
i∈I

Xi
)�k
)
,

∨
i∈I

(
Xi,Mi

)
=
((⋃

i∈I

Xi
)♦

,M
)
, where M =

((⋃
i∈I

Xi
)♦�1

, . . . ,
(⋃

i∈I

Xi
)♦�k

)

for each family
(
Xi,Mi

)
i∈I of elements from D(�).

The proof of this theorem is similar with the proof for one-sided concept lattices
(see [9]).

Next, we provide an example of the presented approach of generating closure
system � from given one-sided contexts. We will consider five element set of ob-
jects B = {b1,b2,b3,b4,b5} and three formal contexts, where A1 = {a1,a2,a3,a4}
and L1 = 4 represents four element ordinal scale with values 0 ≤ 1 ≤ 2 ≤ 3,
A2 = {a5,a6,a7,a8,a9} and L2 = 2 is two element chain, A3 = {a10,a12,a12} and
L3 = [0,1] is real unit interval. The Li-fuzzy relations Ri for i = 1,2,3 are depicted
in the following tables.

Table 9.1 Example of three data tables corresponding to relations R1,R2,R3

R1 a1 a2 a3 a4

b1 2 0 1 3
b2 3 1 0 2
b3 1 2 0 1
b4 3 0 1 0
b5 0 2 1 1

R2 a5 a6 a7 a8 a9

b1 0 1 1 1 1
b2 1 0 0 1 0
b3 1 1 1 0 0
b4 0 1 0 1 1
b5 1 0 1 1 1

R3 a10 a11 a12

b1 0.4 0.6 0.3
b2 0.3 0.2 0.1
b3 0.1 0.7 0.5
b4 0.2 0.4 0.6
b5 0.5 0.2 0.7

Let us remark, that in this case R2 represents ordinary binary relation and
R2(b,a) = 1 if and only if object b has attribute a.

Figure 9.2 shows the particular concept lattices corresponding to the relations
R1,R2,R3. Intersection of their corresponding closure systems leads to the concept
lattice provided on Figure 9.3. As one can see, intersection significantly reduces
the number of concepts (clusters) in the resulted model only to those, which are
included in all particular concept lattices.

This approach can be used for various cases. For example, we can imagine the
information retrieval system based on the intersection of object-attribute models
defined for query with different input attributes. Also it is possible to apply it to any
data mining problem related to analysis of clusters of objects and their relations,
e.g., meteorological data or analysis of logs in e-learning domain, cf. [1, 14].
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{}
(3,3,3,3)

{b1}
(2,0,1,3)

{b2}
(3,1,0,2)

{b3}
(1,2,0,1)

{b4}
(3,0,1,0)

{b5}
(0,2,1,1)

{b1,b2}
(2,0,0,2)

{b2,b3}
(1,1,0,1)

{b1,b4}
(2,0,1,0)

{b2,b4}
(3,0,0,0)

{b1,b5}
(0,0,1,1)

{b3,b5}
(0,2,0,1)

{b1,b2,b3}
(1,0,0,1)

{b1,b2,b4}
(2,0,0,0)

{b2,b3,b5}
(0,1,0,1)

{b1,b4,b5}
(0,0,1,0)

{b1,b2,b3,b4}
(1,0,0,0)

{b1,b2,b3,b5}
(0,0,0,1)

{b1,b2,b3,b4,b5}
(0,0,0,0)

{}
(1,1,1,1,1)

{b1}
(0,1,1,1,1)

{b3}
(1,1,1,0,0)

{b5}
(1,0,1,1,1)

{b2,b5}
(1,0,0,1,0)

{b1,b3}
(0,1,1,0,0)

{b1,b4}
(0,1,0,1,1)

{b1,b5}
(0,0,1,1,1)

{b3,b5}
(1,0,1,0,0)

{b2,b3,b5}
(1,0,0,0,0)

{b1,b3,b4}
(0,1,0,0,0)

{b1,b3,b5}
(0,0,1,0,0)

{b1,b4,b5}
(0,0,0,1,1)

{b1,b2,b4,b5}
(0,0,0,1,0)

{b1,b2,b3,b4,b5}
(0,0,0,0,0)

{}
(1.0,1.0,1.0)

{b1}
(0.4,0.6,0.3)

{b3}
(0.1,0.7,0.5)

{b4}
(0.2,0.4,0.6)

{b5}
(0.5,0.2,0.7)

{b1,b3}
(0.1,0.6,0.3)

{b1,b4}
(0.2,0.4,0.3)

{b3,b4}
(0.1,0.4,0.5)

{b1,b5}
(0.4,0.2,0.3)

{b4,b5}
(0.2,0.2,0.6)

{b1,b2,b5}
(0.3,0.2,0.1)

{b1,b3,b4}
(0.1,0.4,0.3)

{b3,b4,b5}
(0.1,0.2,0.5)

{b1,b4,b5}
(0.2,0.2,0.3)

{b1,b2,b4,b5}
(0.2,0.2,0.1)

{b1,b3,b4,b5}
(0.1,0.2,0.3)

{b1,b2,b3,b4,b5}
(0.1,0.2,0.1)

Fig. 9.2 Concept lattices corresponding to relations R1 (left), R2 (middle), R3 (right)

{}
(3,3,3,3);(1,1,1,1,1);(1.0,1.0,1.0)

{b1}
(2,0,1,3);(0,1,1,1,1);(0.4,0.6,0.3)

{b3}
(1,2,0,1);(1,1,1,0,0);(0.1,0.7,0.5)

{b5}
(0,2,1,1);(1,0,1,1,1);(0.5,0.2,0.7)

{b1,b4}
(2,0,1,0);(0,1,0,1,1);(0.2,0.4,0.3)

{b1,b5}
(0,0,1,1);(0,0,1,1,1);(0.4,0.2,0.3)

{b1,b4,b5}
(0,0,1,0);(0,0,0,1,1);(0.2,0.2,0.3)

{b1,b2,b3,b4,b5}
(0,0,0,0);(0,0,0,0,0);(0.1,0.2,0.1)

Fig. 9.3 Result structure D(�) from the relations R1,R2,R3

9.4 Conclusions

In this chapter we have presented the method for processing of multiple data ta-
bles with various truth value structures via different one-sided concept lattices ap-
proaches. If original data table contains several types of attributes, it is possible to
create suitable one-sided concept lattice as an intersection of closure systems (which
correspond to particular concept lattices) for subtables generated from the original
one for every type of attribute. Therefore, most interesting subsets of objects (clus-
ters) are those, which are contained in all particular lattices. Moreover, our approach
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leads to resulted concept lattice with significantly reduced size, what supports better
and more precise visualization of the information contained in such types of con-
ceptual models.

Acknowledgements. This work was supported by the Slovak Research and Development
Agency under contracts APVV-0208-10 (40%) and APVV-0035-10 (10%), by the Develop-
ment of the Center of Information and Communication Technologies for Knowledge Sys-
tems (ITMS project code: 26220120030)(30%), and also by the Slovak VEGA Grant No.
1/1147/12 (20%).

References
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nomena Forecast Using Data Mining Prediction Methods. In: J ↪edrzejowicz, P., Nguyen,
N.T., Hoang, K. (eds.) ICCCI 2011, Part I. LNCS, vol. 6922, pp. 458–467. Springer,
Heidelberg (2011)

2. Ben Yahia, S., Jaoua, A.: Discovering knowledge from fuzzy concept lattice. In: Kandel,
A., Last, M., Bunke, H. (eds.) Data Mining and Computational Intelligence, pp. 167–190.
Physica-Verlag (2001)
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10. Krajči, S.: A generalized concept lattice. Logic Journal of IGPL 13(5), 543–550 (2005)
11. Krı́dlo, O., Ojeda-Aciego, M.: On L-fuzzy Chu correspondences. Int. J. Comput.

Math. 88(9), 1808–1818 (2011)
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Chapter 10
A Multi-attribute and Logic-Based Framework
of Ontology Alignment

Marcin Pietranik and Ngoc Thanh Nguyen

Abstract. Ontology alignment is an issue that focuses on designating the way of mi-
grating the contents of two ontologies. These structures can be treated as a method
of decomposing some domain of interest and expressing its complexity by describ-
ing semantic correlations between extracted elements. The necessity of transform-
ing information stored in two separated, independent ontologies arises when two
computer systems incorporating such ontologies need to be integrated. Careful re-
search on previously proposed methods made us think about a novel approach to
this task, based on deeper analysis of basic building blocks of concepts, which are
their attributes. This chapter is a comprehensive description of our ideas, concep-
tions and algorithms. We also give a brief commentary on preliminary results that
will illustrate our contribution to the topic.

10.1 Introduction

In this chapter we want to give a comprehensive description of our method of align-
ing ontologies. Our solution is built around assigning formal semantics to concepts’
attributes and analyzing relationship that can eventually occur between them. These
relationships describe how attributes interact with each other and moreover, how
much information that they express can be transformed.

The need of aligning ontologies arises when two computer systems need to be in-
tegrated or when they exchange content of their knowledge bases. Let’s assume that
there are two infrastructures with knowledge bases KB1 and KB2, both incorporat-
ing ontologies (respectively O and O’). When some user sends a request to KB2, he
expects that the answer will be returned in the format imposed by ontology O’. The
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fact that necessary data may not be present within utilized system, but in the other
one, must be completely transparent. Therefore, these cooperating systems need to
exchange their contents and the second one must be able to find those parts of O that
most accurately match to specific parts of O’.

From the formal point of view the problem of designating alignments between
ontologies can be formulated as follows: Having two ontologies O1 and O2, des-
ignating alignment between them consists in determining the set of tuples of the
form < c,c′,MC(c,c′)>, where c and c’ are concepts from respective ontologies O1

and O2 and the real value MC(c,c′) describes the degree to which concept c can be
aligned to concept c’.

In our approach we introduce the novel idea of assigning explicit semantics to
attributes. In previous works that have been done in this field, authors concentrate
mainly on developing variety of methods, which calculate similarities between con-
cepts, based largely on their labels and relations that occur between them. Such ap-
proach has two major downsides. First, similarity from mathematical point of view
is strictly symmetric, so prepared solutions also return symmetric mappings as a re-
sult. In our opinion it is not consistent with intuitive way of thinking about aligning
ontologies - obviously there are situations in which it is much easier to find valid
mappings from one ontology to another, than in the second direction. Secondly,
all of the analyzed methods rely on one specific ontology representation, which is
broadly accepted OWL language. This fact has some repercussions, among others,
the impossibility of aligning ontologies that are not stored as OWL documents and
the inability of utilizing such properties of ontologies that cannot be expressed in
this format. We consider storing ontologies in flat text files, which in essence OWL
files are, as not flexible enough. Such solution do not reflect the dynamics of the
real world, that in our opinion is required when acting as a scheme that is expected
to express the complexity of any domain. We claim that analyzing assignments of
formal semantics to attributes is more expressive and open-ended than designating
symmetric mappings based on variety of similarities that can be calculated. Hence,
we propose a new formal format of expressing ontologies that overcomes restric-
tions of OWL standard. What is more, we also provide its implementation, utilizing
modern web technologies. In the following chapter at first we will carefully define
our approach to ontologies and than we will give detailed, formal description of
every step we take to align them.

The main contribution of this chapter (that strictly follows our ideas presented in
[9] and [10]) is identification of difficulties in comparing our ideas with previous
approaches to ontology alignment. Throughout part 10.2 we present basic notions
and definitions that act as a foundation for further sections. Part 10.3 is a description
of our approach. In Part 10.5 we concentrate on describing problems that appear
while attempting to compare our ideas with former solutions to considered topic.
Short commentary about experimental environment that has been prepared is also
given. In the last part we give a short summary and compact overview of upcoming
work.
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10.2 Basic Notions

Taking work that has been done in [6] and [11] as a starting point we define ontology
as following:

O = (C,R, I) (10.1)

where C is the set of concepts, R is a set of relations between them (defined as
R ⊆ C×C) and I is a set of instances. Following [12] the concept c from set C is
defined as a triple:

c = (Idc,Ac,V c) (10.2)

in which Idc is a concept’s label (an informal name of a concept), Ac is a set of it’s
attributes and V c is a set of domains of attributes from Ac. The triple is further c
called concept’s structure.

Let’s assume that there exists a finite set A of attributes and set V of their valua-
tions. In further parts of this article a pair (A,V) will be denoted as Real World and
every ontology O such that ∀c∈CAc ⊆ A will be called (A,V)-based.

We assume that there exists a fixed set S of basic descriptions of attributes’ se-
mantics. A single item from this set is some, indivisible description given in natural
language. We denote Ls as the formal language, using elements of S and logic oper-
ators ¬,∨,∧. We can say that Ls is a sublanguage of the sentence calculus language.

Definition 1. By semantics of attributes within concepts we call a partial function:

SA : A×C→ Ls (10.3)

Logic sentences are assigned to attributes when they are included in some concept’s
structure. Such definition allows us to reflect the variety of ways in which particular
attribute can behave. For example, the attribute Address can act differently when oc-
curs in the concept Webpage and concept School. Moreover, using these descriptions
we are able to formally identify how attributes are related with each other. As in [9]
we assume that we have two ontologies O and O’ with respective sets of concepts C
and C’. Below we present criteria that we use to distinguish possible associations.

Definition 2. Two attributes a ∈ Ac,b ∈ Ac′ are equivalent referring to their seman-
tics (semantical equivalence) if the formula SA(a,c)⇔ SA(b,c′) is a tautology for
any two c ∈C,c′ ∈C′. To mark this relation we will use the symbol≡.

For example, the attribute Id is equivalent to attribute IdentificationNumber and we
can denote this fact as LastName≡ Surname.

Definition 3. The attribute b ∈ Ac′ in concept c′ ∈C′ is more general than attribute
a ∈ Ac in concept c ∈ C referring to their semantics (semantical generality) if the
formula SA(a,c)⇒ SA(b,c′) is a tautology for any two c ∈C,c′ ∈C′. To mark this
relation we will use the symbol ↑.

For example, the attribute Surname is more general than attribute FullName, be-
cause knowing someones’ full name, we can easily get his surname but knowing his
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last name, we cannot designate both his first and last name. We denote this fact as
FullName ↑ Surname.

Definition 4. Two attributes a ∈ Ac,b ∈ Ac′ are contradictory referring to their se-
mantics (semantical contradiction) if the formula ¬(SA(a,c)∧SA(b,c′)) is a tautol-
ogy for any two c ∈C,c′ ∈C′. To mark this relation we will use the symbol ↓.

For example, two attributes Available and NotInStock are in contradiction and we
denote this fact as IsActive ↓ IsSuspended.

10.3 Attribute-Based Concept Alignment

In this section we will present how we incorporate notions described throughout
part 10.2 in the process of answering the question about the degree to which we can
align concepts taken from two heterogeneous (A,V)-based ontologies. The core of

our approach is the chain of functions Mc,c′
A ,Mc

A and MC that calculate respectively
the degree of alignment of two attributes, the degree of alignment for selected at-
tribute from source ontology and the degree of alignment of two concepts. Having

that in mind we have formulated a set of postulates that the function Mc,c′
A must

satisfy: (i) The function Mc,c′
A must not be symmetrical. (ii) If two attributes a and

b are equivalent then Mc,c′
A (a,b) = Mc,c′

A (b,a) = 1. (iii) If a ↑ b and not a ≡ b then

Mc,c′
A (a,b) = 1 and Mc,c′

A (b,a) < 1. These postulates are straightforward formal-
ization of the intuitive way of thinking about transforming two representations of
knowledge between each other. There are situations in which it is much easier to
migrate data from particular source into another than in the other direction. The
second postulate specifies such case taking into account the semantic relationships
between attributes when one attribute is more general than another we are able to
unequivocally designate its value. For example, owing someones date of birth we
can always conveniently calculate his age, but it is impossible to designate date of
birth more accurately than to year of birth owing only someone’s age. Taking into

consideration given postulates we have defined the function Mc,c′
A as follows:

Mc,c′
A (a,b) =

⎧⎨
⎩

1 if a≡ b
1 if a ↑ b and not a≡ b
1− dS(SA(a,c),SA(b,c′)) otherwise

(10.4)

The value of the distance between two semantics (dS) is calculated according to the
algorithm firstly mentioned in our previous publication [12]. For detailed description
please refer to [10].

The second step of our method is designate ”the best match” for selected attribute
from source concept within the set of attributes of the target concept. This is realized
by the function Mc

A : Ac → [0,1] defined below:
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Mc
A(a) =

⎧⎪⎨
⎪⎩

1
|Z∗| ∑(a,b)∈Z∗ Mc,c′

A if |Z∗|> 0

Mc,c′
A if |Z∗|= 0, for b = argmaxb∈Ac′ M

c,c′
A (a,b)∧Mc,c′

A (a,b) > 0
0 otherwise

(10.5)

In which the working set Z∗ is defined as follows:

Z∗ = {(a,b) : a ∈ Ac,b∈ Ac′ ,b = argmaxb∈Ac′M
c,c′
A (a,b)∧Mc,c′

A (a,b)≥ T} (10.6)

Having in mind that the main goal of our work is to give a method for designating
the degree to which particular concept from source ontology can be aligned to some
other concept from target ontology (in other words- how much information can be
reliably transformed) we have formulated two postulates that the function MC must
satisfy: (i) The function MC must not be symmetrical. (ii) Assuming the existence of
concepts c and c’ such that Ac = a and Ac′ = b where a ↑ b and not a ≡ b then the
condition MC(c,c′)≥MC(c′c) must be met. By incorporating the two previous func-

tions Mc,c′
A and Mc

A and the listed postulates we were able to formulate the algorithm
that is used to calculate the function MC. Due to the limited space of the follow-
ing chapter we will not provide the whole listing, but we will give an overview of
key elements. The algorithm takes as input two sets of attributes (Ac and Ac′ ) and
at first it removes the unnecessary redundancy from the source concept’s structure
Ac (for example - it discards attributes that are equivalent according to definition
2), creating auxiliary set Ac. Then it returns the end result specified by the equation

MC =
∑a∈Ac

Mc
A(a)

|Ac| . For details please refer to [10].

10.4 Related Works

In [7] a classification of so-called ontology conflicts is given. These incompatibili-
ties are the major reason of the difficulty while integrating two or more ontologies.
This issue can be treated as a foundation for further works, because it allows us to
identify with what situation the method of providing interoperability between on-
tologies will need to handle.

Variety of different methods of overcoming ontological diversity can be found
in literature. The comprehensive survey of basic approaches can be found in [2].
A wide range of solutions have been proposed - from simple string comparison,
structure analysis or more complex techniques involving aggregation of different as-
pects of ontology analysis. Recently, methods concerning ontology alignment have
been gathered under OAEI initiative which provide a consistent way of evaluating
approaches to ontology alignment stored in OWL format. Throughout subsequent
years obtained results have been presented in dedicated proceedings available online
([13]). In publications referring to the topic of matching database schemas we can
find issues related to attribute matching. Similarly to our ideas about identifying re-
lationships between attributes in [4] authors approach to this issue with tokenization
and lemmatisation of their labels and then utilization of external thesaurus, such
as WordNet along with formal analysis of the taxonomy in which attributes and
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concepts are organized. An efficient algorithm that designates attribute correspon-
dences is also provided. Another compelling method of analyzing the meaning of
attributes has been presented in [5]. Authors formulate conditions for distinguishing
relationships between attributes by analyzing their domains and valuations. They
also provide a few examples and the definition of uncertain semantic relationship
which is the extension of their basic idea.

Due to limited space we cannot provide more detailed description of results pre-
sented in former articles. For broader overviews of the work that has been done in
this field please refer to our previous publications [9], [10], [11] and [12].

10.5 Evaluation Methodology

Former approaches to ontology alignment to evaluate and eventually rate obtained
results mainly incorporated test data prepared by Ontology Alignment Evaluation
Initiative ([13]). Available benchmarks are built on top of the idea of providing a set
of large-scale ontologies and manually prepared, reference mappings. Ontologies
included in this set are heavily differentiated - the inconsistencies between them
spread across different naming conventions, varying hierarchies, mismatching in-
stances, etc. Tested methods confront their results with expected alignments and
then standard Precision and Recall measures are used to unequivocally compare
them. This indicators are defined respectively as Pr = |Re f∩Al|

|Al| and Re = |Re f∩Al|
|Re f | ,

where Ref is a set containing reference mappings that include pairs of concepts
from two ontologies and Al is mappings designated by particular method that is
evaluated.

The biggest downside of our method is its lack of possibility to strictly compare
it with previous solutions in terms of aforementioned measures of Precision and
Recall. We have identified few reasons of this situation. First of all, our method is
based on semantics of attributes and former approaches did not incorporate this kind
of information within their workflows. What is more, OWL standard (in which on-
tologies are typically stored) do not provide any formal mechanism to express such
data (semantics of attributes given as explicit logic formulas). In [3] the compre-
hensive commentary of problems related to this standard has been given. Authors
present many of the specific difficulties that occur while expressing ontologies us-
ing this format, among other syntactic diversity, expressivity limitations or naming
ambiguity.

Previous approaches to ontology alignment concentrated mainly on the concept
level - analyzing features directly related to them, such as: names, labels, descrip-
tions, relations that connect them with each other, taxonomy in which they are or-
ganized, etc. What is more, all of the methods were based on data available in OWL
standard, and do not attempt to extend it. Our solution focuses on deeper analysis of
this level and moves the attention to processing attributes of concepts and the impact
they can have on designating ontology alignment.

These are the reasons why we have prepared our novel approach to storing and
handling ontologies based on solid, theoretical foundation. Obviously, to provide
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applicability of our ideas we have then implemented an experimental environment
that allows convenient managing ontologies. This includes their creation, flexible
concept handling or custom logic inference engine used for assigning semantics to
attributes. Nevertheless, to reliably compare any two or more methods we must use
solid and robust test data, that can be utilized as the input for algorithms, which
need to be verified. The comparison is reliable and solid only if the same bench-
marks is incorporated. In terms of testing ontology alignment methods, such testbed
must contain ontologies with adequate number of concepts and provide plausibly
prepared reference alignments. In order to prove our method with different input
data than previously utilized, we can naturally prepare some number of ontologies
by hand. Such approach could provide both data required by previous methods and
semantic descriptions of attributes needed by our algorithms. Nevertheless such so-
lution would be very time and resource consuming and what is more, it would al-
ways cause doubts in terms of its reliability and cardinality. In parallel, preparing
manually such testbed, with hundreds of ontologies and concepts within them, is
actually impossible.

Bearing in mind the necessity of illustrating somehow the correctness of our
ideas, we have prepared a limited benchmark. It contains a set of concepts, each
described by complementary set of its attributes. These attributes include a label
(expressed in natural language, with no scrambling or language differences) and
manually assigned semantics. Labels of concepts are based on OAEI benchmark
([13]). Then the simple method with which we want to compare our approach has
been implemented. It incorporates string similarity and WordNet - a pair of tools
frequently used by variety of aligning systems. The overall degree of aligning two
concepts is given by the equation below:

Msimple(c,c
′) =

1
2|Ac| ∑

a∈Ac
(max

b∈Ac′
sims(a,b)+max

b∈Ac′
simw(a,b)) (10.7)

The idea is straightforward - the algorithm crawls through a set of attributes of con-
cept from source ontology and selects attributes of concept from target ontology
for which two given similarities (sims is Levenshtein’s string similarity and simw

is WordNet acquired value of path length similarity) are maximal. The prepara-
tory phase for analyzing labels include extracting lemmas and removing stop words
(such as prepositions). Comparative results are presented in tables 10.1 and 10.2.

These results have been collected using aforementioned experimental environ-
ment. During the development process we have decided to incorporate as a persis-
tency layer the document-oriented database MongoDB. Unlike in relational systems
that keep their data in unified tables, assumed tool do not require any kind of schema.
Loosely coupled documents, that are somehow similar, are grouped in collections,
which act as aggregators for information of the same type. Beside the fact that they
are included in one category, they do not need to share any inner description (for
example - elements of business cards’ collection may include variety of content). In
our opinion, lack of schema and open-ended structure of MongoDB ideally corre-
sponds to requirements for storing ontologies. On top of raw database we have built
a wrapper that allows processing semantics and executing all of the algorithms from
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Table 10.1 Comparative results (1)

Target concepts
Academic Article Collection Conference LectureNotes

hazdn 0.5 (0.269) 0.957 (0.639) 0.76 (0.402) 0.729 (0.44) 0.8 (0.485)
scds 0.5 (0.22) 0.722 (0.412) 0.641 (0.3678) 0.8 (0.253) 0.966 (0.554)

Source sqxsqkd 0.5 (0.278) 0.848 (0.384) 0.9 (0.567) 0.608 (0.344) 0.683 (0.45)
conceptsTechnicalReport 0.5 (0.252) 0.843 (0.635) 0.625 (0.434) 0.625 (0.285) 0.625 (0.44)

xsqlknk 0.5 (0.246) 0.875 (0.85) 0.675 (0.402) 0.6 (0.407) 0.6 (0.405)
zadazxn 0.59 (0.434) 0.583 (0.317) 0.5 (0.239) 0.708 (0.549) 0.555 (0.274)

Table 10.2 Comparative results (2)

Target concepts
MasterThesis Publication School TechReport

hazdn 0.7 (0.396) 0.8 (0.37) 0.5 (0.295) 0.7 (0.403)
scds 0.6 (0.31) 0.583 (0.293) 0.536 (0.293) 0.6 (0.228)

Source sqxsqkd 0.8 (0.325) 0.7 (0.284) 0.5 (0.321) 0.7 (0.311)
concepts TechnicalReport 0.75 (0.426) 0.719 (0.61) 0.5 (0.266) 0.968 (0.432)

xsqlknk 1 (0.705) 0.675 (0.547) 0.6 (0.283) 0.7 (0.409)
zadazxn 0.583 (0.412) 0.5 (0.234) 0.95 (0.623) 0.5 (0.417)

section 10.3. The last element is the interface available both as the web application
and REST-based API. It is much easier to interact with our system and therefore
to utilize the method in variety of applications such as integrating federated data-
warehouses or any collective intelligence problems [8].

We have used the slightly modified input data described in [10]. We have also
swapped source and target ontologies with each other. The first number in cells
from tables 10.1 and 10.2 is the result of our method. In brackets we give the score
obtained by similarity measure from equation 10.7. As easily seen, gathered results
prove correctness of our method. They show that we are able to state more unequiv-
ocally which concept from source ontology can be matched to concepts from target
ontology. The output of our algorithm is more unambiguous. It is caused by the fact,
that our method does not rely on labels of attributes or any other labels. Therefore,
it can find good matches not only when two labels are similar (e.g. DateOfBirth and
BirthDate). Obviously, there are situation in which previous methods (described for
example in [13] or [2]) give better results, but bear in mind that our solution ana-
lyzes only single concepts and not whole ontologies. What is worth emphasizing,
it is not any kind of similarity - in contradiction to assumptions from [2] we do
not provide symmetrical results. Our aim is different - we want to answer the ques-
tion about the amount of information that can be reliably transformed. That is the
reason why sometimes our solution return high values for few different concepts.
This fact does not imply that these concepts are similar, but that data stored within
them can be migrated. For example - imagine high value of alignment degree for
concepts Article and University and the situation in which the end user request the
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information about articles which scope is the main interest of scientific workers
of some university. In such situation our method appears to be better suited to
handle it.

Interesting situation also appear while trying to align some class from source
ontology to concept Academic (Table 10.1). As stated - we describe attributes by
assigning formal semantics that are eventually transformed into conjunctive normal
form (that can be treated as sets of clauses). Each clause can be decomposed into
sets of positive and negative literals. The eventual distance is the average distance
between these sets. Multiple 0.5 values are caused by lack of negative literals within
semantics of processed attributes - such situation causes processing two empty sets
(that are obviously identical) which increases the overall value. For more details of
used test data we encourage to refer to [10].

Due to the fact that our method focuses on deeper analysis of concepts’ structure
we can become independent from analyzing ontology as a whole structure. There-
fore, aligning two concepts do not require any kind of additional information about
other concepts. The method takes into account only the knowledge that is available
within structures describing selected concepts. We also become independent from
any external knowledge base (such as WordNet) and we can overcome problems
associated with handling labels of concepts that are compound words (these kinds
of issues are closely related to natural language processing and they are frequently
beyond the scope of ontology alignment). What becomes clear thanks to presented
results - these structures provide powerful, expressive and complex semantic de-
scription that is sufficient to designate proper mappings.

10.6 Summary and Future Works

In this chapter we have presented our novel approach to ontology alignment. We
base our ideas on assigning explicit, formal semantics to attributes, which are basic
elements of concepts within different ontologies. The main contribution is careful
analysis of experimental issues that occur while testing our method. We have pro-
vided a set of difficulties that prevent us from strict comparing our solution with
previously developed algorithms. Moreover, we have given a set of initial ideas
about how we want to verify described approach.

In the future we want to concentrate on gathering more comprehensive set of in-
put data. We want to incorporate information taken from our other research interests
such us integrating schemas of federated data warehouses. Simultaneously, we will
continue to develop our experimental environment, extending it with possibility to
gather such data automatically. On the formal side, we want to treat our approach as
a foundation of any issue related to ontology alignment. The easiest task to identify
is proposing a method of aligning relations between concepts. Concurrently, we will
work on reducing the complexity of finding matches between concepts. Taking [1]
as a starting point, the base idea is to divide sets of concepts from two ontologies
into disjoint groups and search for valid mappings only between entities that have
been classified into the same category.
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Chapter 11 
Application of an Ontology-Based Model  
to a Wide-Class Fraudulent Disbursement 
Economic Crimes 

Czesław Jędrzejek and Jarosław Bąk   

Abstract. We analyze the whole transaction cycle starting from an agreement between two 
companies or a company and a person up to a physical process of executing a payment. 
Previously, we considered only fraudulent disbursement economic crime perpetrated by 
management. In this work we generalize our minimal ontology model of economic crimes 
to dealing with crimes committed by employees not in managerial positions. Extending the 
concepts and relations of the minimal model and using appropriate rules, we are able to 
map crime activity options (roles of a particular type of employees). This makes it possible 
to reason penal code sanctions using activities and roles of persons in a crime. Although the 
work pertains mostly to the Polish Penal Code, the model is able to distinguish between 
embezzlement and larceny (and thus in some aspect encompasses asset misappropriation 
not only money misappropriation). Prospects on future reasoning capabilities of the tool 
will be presented. 

11.1   Introduction 

There is much progress in studying economic crime mechanism in order to pre-
vent, detect and prosecute them. According to ACFE [1] economic crimes cost 
typical organization 5% of its annual revenue.  

As far as typology there exist many classifications. ACFE in its Occupational 
Fraud and Abuse Classification System divides crimes into 3 categories: corrup-
tion, asset misappropriation, fraudulent statements. Next, asset misappropriation is 
divided into cash and non-cash (in our terminology money, the cash being form of 
money and non-monetary assets). The large category of money related crimes are 
fraudulent disbursements.  

                                                           
Czesław Jędrzejek · Jarosław Bąk  
Poznań University of Technology,  
Institute of Control and Information Engineering,  
Poznań, Poland 
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According to PricewaterhouseCoopers [2] economic crimes can be divided in-
to: asset misappropriation, accounting fraud, bribery and corruption, intellectual 
property infringement, money laundering, tax fraud, illegal insider trading, market 
fraud involving cartels colluding to fix prices, espionage, and other. As we can see 
the classification of PwC is wider than ACFE. 

In general mapping technical economic crime schemes into legal meaning is 
not straightforward. ACFE classification does not have explicit embezzlement cat-
egory since several schemes fit this crime. In legal acts and the FBI classification 
there are broad categories of a corporate crime, and a white collar crime or nar-
rower categories (for the most recent official version of US Code made available 
by the US House Representatives). 

Modeling economic crimes is difficult, however, increasingly better statistics 
and analysis of schemes provides systematic material which makes this task easier 
to model and code into an expert system. 

In particular, in [3-5] flowcharts of activities for important classes of crimes 
had been developed. Because, fraudsters use many types of schemes, techniques 
and transactions to achieve their goals, it has seemed impossible to construct a 
simple conceptual model of any generality. Only recently has the integrated use of 
semantics expressed by means of ontologies and rules achieved the capability of 
analyzing large practical problems, such as applying reasoning over legal sanc-
tions on the basis of investigation facts and rules appearing in penal codes. 

In a series of works, using SROIQ logic we constructed the so-called minimal 
model of very frequent and important classes of the following crimes, using which 
one can reason up to the sanctions. These are: 

a) fraudulent disbursement economic crime, perpetrated by management [6]  
b) fraudulent disbursement economic crime, perpetrated by management and 

money laundering [7]. 

In the previous works [6-7] we basically used concepts best suited to map activi-
ties to crimes sanctioned by the Polish Penal Code [8]. Thus the general economic 
crime was “causing damage to a company” (Polish: działanie na szkodę spółki) in 
the form of asset misappropriations (Polish: sprzeniewierzenie majątku), including 
fraudulent disbursement (Polish: sprzeniewierzenie pieniędzy). Such crime is very 
widespread and intractable across countries and industries. In a 2009 survey [2], 
using economic crime as the top category, asset misappropriation constituted two-
thirds of all economic crimes. Such a crime is often accompanied by money laun-
dering schemes. According to ACFE [1] asset misappropriation constitute 86-89% 
(depending on the region) of Occupational Fraud classification.  

The chapter is organized as follows. Section 11.2 presents main features of ex-
tension of our minimal model to fraudulent disbursement economic crime, perpe-
trated by management and non-management employees. Section 11.3 presents the 
concerns with the rules necessary to describe this l case (that contain all sensible 
mechanism options of this class of crime). Section 11.4 presents examples of 
questions and the reasoning system answers. Conclusions and future work are pre-
sented in Section 11.5. 
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11.2   The Model 

In this work we extend our previous ontology and the model [6-7] to fraudulent 
disbursement economic crime, perpetrated by management and non-management 
employees. At this time we skip schemes related to cash (bills and coins) and 
checks, and concentrate on invoice related fraud (basically encompassing: billing 
schemes, and shell company schemes) [1], [3-5]. The fraudulent disbursement 
schemes which were currently added to our model are presented on Fig. 11.1. In 
addition to the ontology of the model described in [6-7] the following classifica-
tions are added: 

Positions in companies  

These are: 

• managerial, non-managerial financial, non-managerial administrative, 
• employed in the department transaction is taking place or employed in the de-

partment transaction is not taking place. 

A company consists of one or more departments or other administrative units (for 
example: construction sites). Transaction may be related to: goods, services. 

We assume the following workflow of transaction cycle activities: 

• Prior to issuing an invoice: 

1. Involved Department plans to buy goods or subcontract a service. 
2. Director accepts the order (above a certain threshold a Member of the 

Board accepts the order (accompanied by agreement). 
3. Financial clerk accepts the order (if authorized by a Chief Financial Offic-

er), otherwise the authorization is done by Chief Financial Officer. 
4. Order goes into company books. 

• After accomplishing the contract (order): 

1. Registration of incoming document in the registrar’s office (for example: 
invoice). 

2. Registration of invoice in the financial department. 
3. Transferring invoice to department responsible for a given purchase (alter-

native route invoice may be brought directly to department responsible for 
a given purchase). 

4. Generalized Acceptance of payment: 

a) Verification that the goods have been delivered according to the order or 
statement that service/work has been performed (statement of construc-
tion work acceptance).  

b) Acceptance of payment of manager/board: multistage. 
c) By director, member of the executive body, or Chief Financial Officer. 

5. Transferring signed invoice to unit responsible for paying bills (making 
money transfers). 

6. Making money transfers by an authorized administrative officer. 
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Fraudulent disbursement in transaction cycle 

How this normal cycle can be broken without participation of managers: 

• administrative officer whose is authorized to make payment makes payment for 
real goods/service to accomplice or phony company in which he/she has con-
trol (or in conspiracy such as Hydra and Hermes in [7]) instead to legitimate 
payee (with or without forged accepted invoice – crime by administrative offic-
er whose is authorized to make payment physically). 

• administrative officer whose is authorized to make a payment makes a payment 
on a forged by someone acceptance document. 

• someone in a company steals passwords to the company account and makes a 
payment based on a forged acceptance of payment (alone or with an accom-
plice that forged acceptance of payment) – this option exists in Figure 11.1, but 
it has not yet been included in rules. 

 

Fig. 11.1 Some of Fraudulent Disbursement schemes in our minimal model ontology. 

The flow of activities presented in Figure 11.1 could by compared with equiva-
lent “False Billings from Shell Companies” (Figure 12.1) and “Invoice Purchasing 
Scheme” (Figure 12.3) of [5]. On one hand, it allows for handling fewer micro 
schemes compared to [5], partly because we do not consider cash and check 
schemes, but on the other hand, because of much richer semantics, it allows for 
mapping activities into legal sanctions. Both approaches disregard tax issues [9]. 
In most countries tax penalties differ between false and fictitious invoices, which 
have to be properly defined. In our approach a document has a broad meaning – 
could be a digital document or a record with legally meaning data. Compared to 
ontology accessible in [10] we introduce the following new concepts: 
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• PersonAuthorizedToExecuteMT 
• BankAccount 
• FalsifiedBankAccount 
• FinancialClerk 
• Chief FinancialOfficer – may be at the level of a member of Executive Board 

or a Director 
• PersonAuthorizedToAccountantActivity 
• PersonNotAuthorizedToAccountantActivity 
• FalsifiedMoneyTransfer 
• FalsifiedContent (FalsifiedSignature, FalisfiedAccountNumber or others) 
• FinancialEmployee  
• NonFinancialEmployee 

Relations: 

• hasExecutedMT (MT, money transfer) 
• isOwnerOf 
• doesntWorkFor 
• signedOnResponsibilityLevel 
• hasDefinedAccount 
• createdBy (pertains to signatures, documents, records in books, etc.). 

Limited implementation of our model in OWL ontology with SWRL rules is 
available at RuleML Challenge 2011 Demo [10] site: http://draco.kari.put. 
poznan.pl. 

11.3   Set of Rules 

Rules pertain to various options of paying invoice to accounts related to fraud-
sters, who are authorized to make transfers. Letters preceded by a question mark 
represents variables. 

1. This rule concerns a real invoice but the payment goes to account belong-
ing to a fraudster instead of company’s account. 
Invoice(?i), PersonAuthorizedToExecuteMT(?p), isSignedBy(?i, ?p), Transac-
tion(?t), hasInvoive(?t, ?i), hasMoneyTransfer(?t, ?mt), transactionFrom(?t, 
?c1), transactionTo(?t, ?c2), MoneyTransfer(?mt), hasExecutedMT(?p, ?mt), 
worksFor(?p, ?c1), Company(?c1), flowsFrom(?mt, ?a1), BankAccount(?a1), isOw-
nerOf(?c1, ?a1), flowsTo(?mt, ?a2), BankAccount(?a2), isOwnerOf(?p, ?a2), Dif-
ferentFrom(?c1, ?c2) → FalsifiedBankAccount(?a2), FalsifiedMoneyTransfer(?mt) 

 

2. This rule concerns a forged invoice but the payment goes to an account 
belonging to a fraudster. The person making the transfer is a forger.  
Invoice(?i), PersonAuthorizedToExecuteMT(?p), hasForged(?p, ?i), MoneyTrans-
fer(?mt), hasExecutedMT(?p, ?mt), worksFor(?p, ?c1), Company(?c1), flow-
sFrom(?mt, ?a1), BankAccount(?a1), isOwnerOf(?c1, ?a1), flowsTo(?mt, ?a2), 
BankAccount(?a2), isOwnerOf(?p, ?a2)  
→ FalsifiedBankAccount(?a2), FalsifiedMoneyTransfer(?mt) 

 

3. The rule indicates two transfers based on one real invoice: one to legiti-
mate payee and one to an account belonging to a fraudster. 
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Invoice(?i), PersonAuthorizedToExecuteMT(?p), Transaction(?t1), hasIn-
voive(?t1, ?i), Transaction(?t2), hasInvoive(?t2, ?i), hasMoneyTransfer(?t1, 
?mt1), hasMoneyTransfer(?t2, ?mt2), hasExecutedMT(?p, ?mt1), hasExecutedMT(?p, 
?mt2), worksFor(?p, ?c1), Company(?c1), Company(?c2), transactionTo(?t1, ?c2), 
flowsFrom(?mt, ?a1), BankAccount(?a1), isOwnerOf(?c1, ?a1), flowsTo(?mt1, 
?a2), isOwnerOf(?p, ?c2)flowsFrom(?mt2, ?a1), BankAccount(?a2), isOwnerOf(?c1, 
?a1), flowsTo(?mt2, ?a2), isOwnerOf(?p, ?a2), DifferentFrom(?c1, ?c2) 
→ FalsifiedMoneyTransfer(?mt), FalsifiedBankAccount(?a2) 

 

4. Assignment of the highest level of responsibility of approval of a given 
document. Depends on a hierarchy of responsibilities in a company. In result we 
obtain a level on which the document was signed. 
Document(?d), Person(?p1), Person(?p2), isSignedBy(?d, ?p1), isSignedBy(?d, 
?p2), hasLevelOfResponsibility(?p1, ?l1), hasLevelOfResponsibility(?p2, ?l2), 
lessThan(?l1, ?l2), DifferentFrom(?p1, ?p2)  
→ signedOnResponsibilityLevel(?d, ?l2) 

 

5. Unauthorized person makes a transfer. The payment goes to account be-
longing to a fraudster. 
PersonNotAuthorizedToAccountantActivity (?p), MoneyTransfer(?mt), hasExecu-
tedMT(?p, ?mt), worksFor(?p, ?c1), Company(?c1), flowsFrom(?mt, ?a1), BankAc-
count(?a1), isOwnerOf(?c1, ?a1), flowsTo(?mt, ?a2), BankAccount(?a2), isOwne-
rOf(?p, ?a2) → FalsifiedBankAccount(?a2), FalsifiedMoneyTransfer(?mt) 

 

6. This rule concerns a real or forged invoice; but the payment goes to ac-
count belonging to a fraudster ?p1 or ?p3 (?p3 could be equivalent to ?p1). 
PersonAuthorizedToAccountantActivity (?p1), MoneyTransfer(?mt), hasExecu-
tedMT(?p1, ?mt), worksFor(?p, ?c1), Company(?c1), Company(?c2), Invoice(?i), 
isIssuedBy(?i, ?c2), isReceivedBy(?i, ?c1), DifferentFrom(?c1, ?c2), hasDefi-
nedAccount(?i, ?a2), isOwnerOf(?c2, ?a2), BankAccount(?a1), BankAccount(?a2), 
BankAccount(?a3), isOwnerOf(?c1, ?a1), isOwnerOf(?c2, ?a2), flowsTo(?mt, ?a3), 
isOwnerOf(?p3, ?a3), Person(?p3), DifferentFrom(?a1, ?a2), DifferentFrom(?a1, 
?a3), DifferentFrom(?a2, ?a3) 

→ FalsifiedBankAccount(?a3), FalsifiedMoneyTransfer(?mt) 
 

7. Money transfer based on real or fictitious invoice but the payment goes to 
falsified bank account. In result we obtain a FalsifiedTransaction which joins a 
transaction and a money transfer. 
Transaction(?t), hasMoneyTransfer(?t, ?mt), FalsifiedMoneyTransfer(?mt)  
→ FalsifiedTransaction(?t) 

 

8. The sanction according to the Polish Penal Code for a person authorized 
to execute money transfer, art. 284§2 (embezzlement). 
FalsifiedMoneyTransfer(?mt), PersonAuthorizedToExecuteMT (?p), hasExecu-
tedMT(?p, ?mt), Art_284_2(?a), flowsTo(?mt, ?ac), BankAccount(?ac), isOwne-
rOf(?p, ?ac) → fallsUnder(?p, ?a) 

 

9. The rule stating that if invoice was forged or falsified so is the money 
transfer (do not consider a case when invoice (complex document) was forged or 
falsified, money transfer not made, or not yet made). Person(?p1) and Person(?p2) 
could be the same or different (inComplicity, not yet defined in this rule). 
ComplexInternalLegalDocument(?d), Person(?p1), Person(?p2), hasForged(?p1, 
?d), MoneyTransfer(?mt), Transaction(?t), hasInvoice(?t, ?d), hasMoneyTrans-
fer(?t, ?mt), hasExecutedMT(?p2, ?mt)→ FalsifiedMoneyTransfer(?mt) 

 

10. This rule states that if an Unauthorized person makes a transfer he/she is 
subjected to art. 270§1 of Polish PC (an aspect of larceny in US). 
Art_270_1(?a), Docment(?d), PersonNotAuthorizedToAccountantActivity(?p), has-
Forged(?p, ?d) → fallsUnder(?p, ?a) 
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11.  The rule defining FalsifiedComplexInternalLegalDocument – if one of 
signatures is forged the document is forged. 
ComplexInternalLegalDocument(?d), FalsifiedContent(?f), contains(?d, ?f)  
→ FalsifiedComplexInternalLegalDocument(?d) 

 

12. The rule defining a FalsifiedComplexInternalLegalDocument – if Com-
plexInternalLegalDocument was forged then it is falsified. 
ComplexInternalLegalDocument(?d), Person(?p), hasForged(?p, ?d) 
→ FalsifiedComplexInternalLegalDocument(?d) 

 

13. Rule defining that a person falsified document/record. 
Person(?p), FalsifiedContent(?f), Document(?d), contains( ?d, ?f), created-

By(?f, ?p) → hasForged(?p, ?d) 
 

14. The sanction art. 284§1 for making a falsified money transfer to an ac-
complice. 
FalsifiedBankAccount(?a), FalsifiedMoneyTransfer(?mt), Art_299_1(?art2), 
Art_284_1(?art2), Person(?p2), PersonAuthorizedToAccountantActivity(?p1), ha-
sExecutedMT(?p1, ?mt), isOwnerOf(?p2, ?a), isRelatedTo(?p1, ?p2), Diffe-
rentFrom(?p1, ?p2) → fallsUnder(?p1, ?art1), fallsUnder(?p2, ?art2)  

 

15. The sanction – art. 271§1 for falsifying a document. 
Art_271_1(?a), Document(?d), Person(?p), isIssuedBy(?d, ?p), contains(?d, ?f), 
FalsifiedContent(?f), createdBy(?f, ?p) → fallsUnder(?p, ?a) 

 

16. The sanction for a person who falsified a document (invoice) art. 270§1 
but this document was accepted by a superior. 
NonFinancialEmployee(?e), Document(?d), hasForged(?e, ?d), signedOnResponsibi-
lityLevel(?d, ?l1), signedOnResponsibilityLevel(?d, ?l2), hasLevelOfResponsi-
bility(?e, ?l1), lessThan(?l1, ?l2), Art_270_1(?a) → fallsUnder(?e, ?a) 

 

17. The sanction for a person who falsified a document (invoice) but this 
document was accepted by a superior (who knew that a document was falsified). 
They are subjected to art. 270§1 and art. 271§1, respectively. 
NonFinancialEmployee(?e), Document(?d), hasForged(?e, ?d), Art_270_1(?a1), 
Art_271_1(?a2), signedOnResponsibilityLevel(?d, ?l1), FalsifiedContent(?f), 
signedOnResponsibilityLevel(?d, ?l2), hasLevelOfResponsibility(?e, ?l1), less-
Than(?l1, ?l2), PersonAuthorizedToAccountantActivity(?p), hasLevelOfResponsi-
bility(?p, ?l2), knowsAbout(?p, ?f), createdBy(?f, ?e) 
→ fallsUnder(?e, ?a), fallsUnder(?p, ?a2) 
 

 

Fig. 11.2 A person (working no matter in what position) who falsified and signed a docu-
ment/account (nature of which is not specified). 
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11.4   Queries 

Based on the extended minimal model ontology (not yet public) and rules pre-
sented in Section 11.3 we are able to reason on various aspects of person’s activi-
ties, status of transactions and legal sanctions. So far we have verified consistency 
of the ontology. We may at this stage propose various queries compatible with on-
tology. Here we present two examples of queries (Fig. 11.2 and 11.3). These ques-
tions allow for asking a position of a suspect person in the transaction workflow 
(transaction process cycle), and indicate possible sanctions. 

 

Fig. 11.3 A person (not working in financial department who made a transfer to illegitimate 
account) and thus is subject to sanctions (?A) 

11.5   Conclusions 

We extended the minimal economic crime minimal model to a wider typology. 
Currently, we are working on implementation of the knowledge base and genera-
tion of artificial data to test our approach. This would follow [7], where we suc-
cessfully accomplished the reasoning functionality of the system.  

In future works we will present and evaluate these results, as well as discuss 
scalability and discuss some metrics (the increase of ontology and number of rules 
with wider typology of crimes). The importance of this work is not in formal 
progress in reasoning but demonstrating that it is possible to build ontologies for 
nontrivial cases (that contain all sensible mechanism options of given classes of 
crimes). We are not aware of work of comparable complexity in legal area.  

We hope that the knowledge base we develop will be amenable to extensions 
that would make it highly practical. This would, however, require harmonization 
of concepts between interested parties. For tax taxonomy, TaxML (not even on-
tology) this has not been feasible [11]. In order to have full practical importance, 
the system would have to go one level deeper, i.e. arrive at facts reasoned from 
available data (bookkeeping data, banking data, testimonies on relationships, etc.). 
In a much more limited model this has been done for fuel fraud [12]. It is impor-
tant to ask why in law area we deal with such a detailed description is possible? 
The reason is that there is no unintentional fraud, and evidence we consider are 
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documents and bank accounts, something that is traceable. If we have to consider 
details of intensions such as appearing in 18 definitions of money laundering in 
various legal systems collected in [13] the problem will became hard (as referred 
in [14]). Suppose we would like to distinguish between activities whose purpose is 
“Hide the proceeds” or “Make it appear legal”. We cannot define these notions in 
general. They would depend on context, which would make us go into deep de-
tails, which would require rules of impossible to handle complexity (in an efficient 
way). 
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Chapter 12
Modelling Failures of Distributed Systems
in Stochastic Process Algebras∗

Jerzy Brzeziński and Dariusz Dwornikowski

Abstract. The article presents a discussion on modelling failures of distributed sys-
tems in stochastic process algebras. The discussion is important from the point of
view of proper representation of failures in order to express their impact on system’s
performance. The article presents formal definitions of failure models, as well as ex-
amples that are represented in one of the most popular stochastic process algebras
— PEPA.

12.1 Introduction

One of the tasks while constructing distributed systems is ensuring that they will
perform well. This can be done by means of simulations, tests of the working imple-
mentation of the system, or by using formal modelling. Stochastic process algebras
(SPA) [1] are one of formal methods used for performance modelling of distributed
systems. A modeller describes system’s behaviour by means of states, actions and
operators. Timing of actions is expressed by an exponential distribution parame-
ter associated with every action. Structural operational semantics describe ways of
transforming the model notation to a corresponding Labelled Transition System
(LTS), which is then transformed to a Continuous Time Markov Chain (CTMC).
CTMCs can be then solved by means of steady-state analysis, so interesting perfor-
mance measures can be derived. However, for the steady-state solution to be pos-
sible, the CTMC has to be ergodic, i.e. every state has to be aperiodic and positive
recurrent. It means that the model the CTMC was derived from, also needs to be
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recurrent. Practically it means that the model cannot have any absorbing states that
would cause a deadlock. In the case of fault-tolerant distributed systems modelling,
fulfilling this requirement is challenging.

It is due to the fact that in distributed systems some failure types do show ter-
minating behaviour, hence they cannot be directly modelled in SPAs that rely on
CTMCs semantics. On the other hand, there exist failures that are strictly associated
with basic distributed systems primitives, such as sending or receiving data. In that
case the meaning of states and actions is important, not just their pure state-space
representation. Stochastic process algebras do not deal with semantics, so express-
ing such failures is problematic, especially when automatic failure injection into
models is considered.

In the context of these characteristics, failure modelling in SPAs is not trivial
and needs a deeper examination. On the other hand, there is a need of a discussion
on modelling an expressing failures in stochastic process algebras in order to im-
prove their usability and expressiveness [2] for modelling fault-tolerant distributed
systems.

Unfortunately, according to our best knowledge, there has not been dedicated
discussion or research directly concerning modelling failures in SPAs. This problem
is still open for examination. There was however a discussion on application of
TIPP [3] algebra to failure modelling in [4]. Authors do not directly show on how to
model different failure models, but instead are interested in how dependability and
performability can be examined, with the use of TIPP. Nevertheless, they provide
some examples how some unspecified failures can be added to the system’s model,
by using the TIPP choice operator.

Given that, we would like to fill this gap by examining possible ways of mod-
elling failures of fault-tolerant distributed systems in stochastic process algebras.
This kind of discussion is needed for modellers who can use our directions to better
express their models.

Along with the discussion, we present formal definitions that work as a base
for our further presentation. We also show, by examples, how particular failures
can be modelled in PEPA (Performance Evaluation Process Algebra), one of the
most known stochastic process algebra. We additionally briefly discuss how one
can model failure detectors.

One should note, the chapter does not deal with the state-space explosion problem
caused by adding new states (e.g. failures). We treat this as an orthogonal problem
and deal only with increasing of the expressiveness of process algebras.

The chapter is organised as follows. Section 12.2 introduces basic failure types
known in distributed systems theory. In Section 12.3 the main contribution of the
chapter is presented, whereas Section 12.4 provides a summary of the chapter.
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12.2 Basic Definitions

12.2.1 Stochastic Process Algebras

Stochastic process algebras are formal methods used for modelling concurrent sys-
tems. Unlike legacy process algebras SPAs express not only pure behaviour of the
system, but are also able to associate time with actions performed by processes.
In stochastic process algebras, where time is exponentially distributed, models get
transformed to a corresponding ergodic CTMC. For a CMTC to be ergodic, every
state has to be positive recurrent and aperiodic [5]. Informally it means that models
expressed in SPAs need to be sequential and there cannot exist any absorbing state,
i.e. models cannot stop.

There are quite few prominent SPAs: MTIPP [6], EMPA [7] and PEPA [8, 9].
In this chapter we use PEPA as a language for the examples but the contribution
of the article is applicable to every stochastic process algebra with CTMC as an
underlaying mathematical foundation.

12.2.2 Basic Failures in Distributed Systems

From [10], a failure is an event that forces a failed process to make transition from a
correct state to incorrect state, i.e. such that is not a part of the process’s implemen-
tation. Error is a part of process’s state that is responsible for a failure. Fault on the
other hand is the cause of the error.

In a distributed system process failures can be classified by their model [11]. This
article will focus on three basic models: crash-recovery, crash-stop and omission.

Crash-recovery failure model is the most interesting one from the performance
point of view. In this model, failed process can be repaired and recovered to its cor-
rect state before the failure. The state it recovers to depends on the rollback recovery
mechanism, but most commonly it will be the recent recorded state [12]. This model
is interesting as it is the most frequently discussed, and used in fault-tolerant dis-
tributed systems. The motivation for this statement is straightforward — systems
should be constructed in such a way to be able to restore its failed components.

Omissions are failures that result from the behaviour of a process which omits
sending or receiving messages it was supposed to (according to its algorithm). This
failure model is caused by communication faults, such as buffer overflows and net-
work congestions. From the point of view of an external observer, this kind of failure
results in apparent lack or inability in communication with the process. Omission
failures can also be temporal and a failed process can finally recover and continue
to function correctly.

Finally, a process can fail in a crash-stop model. The process exhibiting crash-
stop failure will not perform any action after the moment of its failure. It will never
be restored or repaired. In real life these failures can be seen in mobile ad-hoc
networks, where mobile agents disconnect from a mobile distributed computation.
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Processes that fail permanently can be restarted or rejuvenated. However, the newly
started process will not be the same as the failed one. It will get different process
ID, memory allocation, etc.

12.3 Modelling Failures

In order to create a base for the discussion and reasoning about the SPA models
with failures, some formal definitions will be presented. We assume the definitions
will be interpreted over labelled transitions systems, that provide a clear method of
expressing states and transitions. Examples on the other hand will be presented in
PEPA.

ba
f1

action1, rate1

fail1, failrate1

dc

action2, rate2action3, rate3

action4, rate4 action5, rate5 action6, rate6

Perfect State

Failure States, |F|=3

Component C, |N| = 4
Recovery State, |RS| =

 1
recover, raterecovery f2

f2

Failure Component

Fig. 12.1 Graphical representation of the failing component

Let us define some basic elements of the discussed model, for the sake of under-
standing Figure 12.1 presents a graphical view of a discussed model. The component
that is failure prone will be denoted as C , its corresponding state-space will consist
of |N | states, belonging to N set. Let us also denote S0 ∈N as an initial state, i.e.
a starting one.

The set of states that represent failure will be called Failure States and denoted as
F . We also assume F /∈N , what implies that we treat Failure States as separate
from a component, for the sake of definitions.

Additionally we denote T F as a set of all transitions from N to F . We call
it failure transitions. Similarity we define T R as a set of all recovery transitions
that lead from F to C . This allows us to present a definition for a general failing
component.

Definition 1 (General failing component). A component C is general failing com-
ponent if from at least one of N states there is at least one transition to at least one
state from F .

Definition 1 informally says that for a component to fail, there needs to be at least
one transition to states that denote failure. The definition obviously leads to a special
case, where |F |= 0, we will call such a component a perfect component.
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Definition 2 (Perfect component). A perfect component is such that F =∅.

Since the set F is empty, it also implies that T R =∅ and T F =∅.
Basing on the definitions we can construct a model of failing component using

PEPA’s syntax. Failures are generally probabilistic in their nature, i.e. their occur-
rence is dictated by a probability. In PEPA (and other stochastic process algebras)
there is an operator that can express such situations — the probabilistic choice op-
erator (denoted by +). Therefore, a general stochastic algebra model of a failing
process can be expressed as: C +F . Here C corresponds to the failing component
and F to the failure component (states that represent the behaviour after the failure).
All examples presented in this chapter will fall into this model.

12.3.1 Crash-Recovery Failures

In crash-recovery the process is repaired and revived after the failure, see Figure
12.2 (a). It is rather straightforward that system architects are mostly interested in
such a failure model, as it provides the best scenario in real life systems. After
the recovery, the process continues to work from a state it was “revived” in. It is
important to notice that recovery does not mean restart. The process is not destroyed
and started as new one. It starts in the state recorded prior to the failure. The analogy
would be reviving the person after his death, with all his memory from the past life
restored.

Traditional failure models deal with processes as a smallest unit of abstraction.
They are not interested in what state of the process the failure has occurred. How-
ever, process algebras provide a mechanism to model processes in much more
grained way. Components represented by states and activities describe processes
in a behavioural way. In the case of crash-recovery failure modelling, it needs to
be decided in which states the process fails, to which states recovery actions lead,
and what are the timing rates associated with all of the transitions. The same sit-
uation can be seen with the recovery action. A system does not always have to
recover to the same state. In fact, a model could express a scenario where recovery
is determined by the state the process failed in. Another scenario could be the need
for expressing states that never fail. The situation has its real life application. Let
us imagine a running system with crash-recovery failure model which needs to be
assessed before performance tuning. The modeller could measure real rates in the
system, determine to which states given processes (or servers) recover and express
the probabilities of recovering in a given state. He then could parametrise a model
of a system, solve it, and make decisions about what has to be changed in order to
increase overall system’s performance, while facing crash-recovery failure.

In order to define crash-recovery failure, we will define recovery state first.

Definition 3 (Recovery state). Recovery state is a state to which there is at least
one transition from any of the F states. A set of all recovery states will be denoted
as RS , where RS ∈N .

Basing on definition 3 we can now easily define Crash-recovery failing component.
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Definition 4 (Crash-Recovery Failing Component). A component C is Crash-
Recovery Failing Component if from at least one F state, there is at least one
transition to a state in RS set.

An example of a crash-recovery failing component is as follows:

Example 1 (Crash-recovery failure example model).

Process0
def
= (action0,actionRate0).Process1 + ( f ail0, f ailRate0).Fail0

. . .

Processn
def
= (actionn,actionRaten).Process0 + ( f ailn, f ailRaten).Failn

Fail0
def
= (recovery0,recoveryRate0).Process0

. . .

Failn
def
= (recoveryn,recoveryRaten).Processn

12.3.2 Crash-Stop Failure Models

Crash-stop failure model describes process failures that cause the process to crash
permanently. From the functional point of view this is a very strong assumption.
Practically this is good way to model, and check properties of replicated systems,
i.e. many components of one type, preferably stateless, some of them fail and never
recover. In real life, such crashes can be also seen as clients that terminate or cancel
their interaction with the system and never come back. From a performance mod-
elling point of view this model has one serious implication. Components that fail at
some point and never recover can be seen as terminating from the external observer
point of view. In state-space world it means that a termination, or absorbing state
has to be achieved, a state from which there is no way out, see Figure 12.2 (b).

(a) (b)

Fig. 12.2 Labelled transitions systems representing (a) crash-stop failure and (b) crash-
recovery failure

The nature of SPA is the lack of such a termination operator, sometimes referred
to as deadlock and denoted by STOP or 0 [13, 14]. The reason for that is directly
emerging from the SPA’s mathematical foundation, i.e. CTMC with the ergodic-
ity property. It implies for a model that all states have to be accessible from all
other states, and all states have to be visited more than once. The same requirement
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holds on the component level. Otherwise, the steady-state solution of the underlay-
ing Markov process would not be possible [5], and performance measures would
not be derived. Due to the ergodicity property it is obvious that a presence of a
termination in any of the components would eventually deadlock the whole model.
The presence of a deadlock does not however mean that no results can be achieved
on the model. In such cases there is always a transient analysis of CTMCs [15]. It
can be helpful to calculate state absorption probabilities. This method is of a great
value for reliability analysis, yet it is of not as great value, as it comes to overall
system’s performance. Given the problems stated above we can now propose two
ways of modelling crash-stop failures in SPAs. The first method deals with termi-
nating models. Despite the fact that PEPA does not allow STOP operator, it is still
possible to carry out transient analysis. Let us call this kind of crash-stop failure a
terminating crash-stop failure. The example and a formal definition are presented
below:

Definition 5 (Terminating crash-stop failing component). A component C is a
terminating crash-stop failing component if from any state in N there exists at least
one transition to a state from F and at least one of the states in F is a terminating
one, and |T R|= 0.

The example of a terminating crash-stop failing component is as follows:

Example 2. Terminating crash-stop failing component

Process0
def
= (action0,actionRate0).Process1 + ( f ail0, f ailRate0).STOP

. . .

Processn
def
= (actionn,actionRaten).Process0 + ( f ailn, f ailRaten).STOP

The second method of modelling crash-recovery failures is more compatible with
the semantics of fail-stop failure, as known from distributed systems theory. As we
can recall, crash-stop failure causes a process to vanish. This, however does not
mean it cannot be restarted. The understanding of the difference between restart
and recovery is crucial for our example. Upon recovery the process is revived to
its state prior the crash, i.e. its PID, name, owner and etc. remain the same. In the
case of restart the process is also recovered, but all the properties that identify its
uniqueness are reset. In this case we talk about restart. If we look at crash-stop in
that way, we can assume that crash-stop failure can be modelled as a special case of
crash-recovery failure, where process after recovery is always restarted to its initial
state. Let us call this kind of crash-stop failure a restarting crash-stop failure. If we
denote the initial state as S0, we can define this kind of component, as:

Definition 6 (Restarting crash-stop failing component). A component C is restart-
ing crash-stop failing component if from any state in set F there is at least one
transition tr to the S0 state.
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The example of a restarting crash-stop failing component is as follows:

Example 3. Restarting crash-stop failure component

Process0
def
= (action0,actionRate0).Process1 + ( f ail0 , f ailRate0).Fail0

. . .

Processn
def
= (actionn,actionRaten).Process0 + ( f ailn , f ailRaten).Failn

Fail0
def
= (restart0,restartRate0).Process0

. . .

Failn
def
= (restartn,restartRaten).Process0

12.3.3 Omission Model

In the case of omission failure model, not only pure states and transitions have to be
taken under consideration but also what they represent, i.e. their semantics. A pro-
cess fails in omission model if it omits steps of its algorithm responsible for sending
or receiving messages. In this case such a failure can be modelled by adding tran-
sitions from states representing communication subsystem of a component to states
representing a failure. In PEPA there is no direct way of modelling single messages,
but what we are in fact interested in, is the impact omission failure may have on
the system. We believe that from this point of view this kind of failure is equal to
crash-recovery failure model. Let us take under consideration two situations that
back this thesis up. The first situation is when a process P occasionally omits send-
ing or receiving a message with some probability p. The time during the process is
failed is equal to t, denoting the period of time the process omits messages. Between
these, recurrent time periods, the process can be seen as correct. Another situation is
when a process has a flaw that forces the process, with some probability q, to omit
all messages during some arbitrary time period T , starting from time point t0. After-
wards the process becomes correct again. From a performance point of view, these
two situations are equal, as they have the same, recurring impact on the system’s
performance. Given the recurrent nature of PEPA components, it means the process
will return to either states where it omits single messages or, in the second case, to
the states where it omits all messages during some longer period of time.

Below are two examples how omission failure can be modelled by adding transi-
tion to a failure state, either in a component that represents a process or in a compo-
nent that represents a channel.

Example 4 (Omission failure (process)).

Client
def
= (prepare, p).Client1

Client1
def
= (send,s).Client+(omit, f 1).Client

Example 5 (Omission failure (channel)).

Channel
def
= (send,�).Channel1 +(recv,�).Channel1 +(omit, f 1).Channel

Channel1
def
= (propagate, prop1).Channel+(lost, f 1).Channel2

Channel2
def
= (recovery,rec1).Channel
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The example shows two components, one of them is a process called Client, the sec-
ond one is some hypothetical channel. Client first prepares a message and proceeds
to the next state, where it can either send it or fail to do so (omit). After that it can
return to the initial state where another message can be prepared.

The Channel component can either send a message or receive one. It can also
omit a message. After the omission the Channel resets itself to perform another
send and receive action. In the case when the message was sent, the Channel tries
to propagate it. During this step the message can also be lost. This kind of omission
failure puts Channel into the state where some recovery action can take place and
the Channel can be reset so it can resend the message.

12.3.4 Modelling Failure Detectors

A modeller who is interested in expressing failures would probably be as much inter-
ested in expressing mechanisms that deal with detecting them, i.e. failure detectors
(FD) [11, 16]. Failure detector is an oracle that can guess whether the process is
correct or incorrect [17]. Failure detector can be wrong, i.e. it can guess the state of
the process wrong, we then say that a failure detector is not perfect. Perfect failure
detector, on the other hand, is such that always guesses the state of the process right.

There are basically two types of failure detectors, as far as their information ac-
quisition model is concerned. Push failure detectors are passive, they rely on the
monitored process to periodically send the status information by itself. Pull FD on
the other hand periodically probes the process to acquire the answer whether the
process is dead or alive. Thus it can be said to be active, as it actively polls (or
interrogates) process to check its state.

Push FD can be modelled by creating a failure detector component that coop-
erates passively with the failing component. Let us go back to the example of the
restarting crash-stop failure component. The example can be easily extended to ex-
press failure detector by adding FD component. Since in the failing component there
are two actions denoting failing ( f ail0 and f ail1), failure detector needs to cooper-
ate on these actions with the component. Whenever they are enabled, FD component
passively synchronises on them and proceeds to state FD1, where detection of a fail-
ure can be expressed. The failure detector does not have impact on the performance
of the failing component, because it cooperates passively (the� rate), i.e. the rate of
the synchronised f ail∗ action is determined completely by the failing component.
It is worth mentioning that example below presents a perfect failure detector, i.e.
such that always detects the failure correctly. It should be also possible to model an
imperfect failure detector by using choice operator to denote probability of failing
to detect the failure.



128 J. Brzeziński and D. Dwornikowski

Example 6. Perfect push failure detector model

State0
def
= (action0,actionRate0).State1 + ( f ail0, f ailRate0).Fail0

State1
def
= (action1,actionRate1).State0 + ( f ail1, f ailRate1).Fail1

Fail0
def
= (restart0,restartRate0).State0

Fail1
def
= (restart1,restartRate1).State0

FD0
def
= ( f ail0,�).FD1+( f ail1,�).FD1

FD1
def
= ( f ailureDetected,detectRate).FD0

State0 ��
f ail0, f ail1

FD0

Pull FD periodically checks the status of the process by polling it. In order to express
such a behaviour, one can still use cooperation on the action denoting failing. The
trick is to express periodical behaviour of the polling mechanism. Therefore the
cooperation needs to be preceded by a state that denotes time between probing. The
example below presents the component of a pull failure detector. As in the case of
push FD, pull FD detects failure when it synchronises on any of the fail actions.
Otherwise it periodically repeats action probe followed by wait that together denote
the time needed to send and receive the probe request, as well as time that passes
between them.

Example 7. Perfect pull failure detector model

FD0
def
= (probe, probeRate).FD2+( f ail0 ,�).FD1+( f ail1 ,�).FD1

FD1
def
= ( f ailureDetected,detectRate).FD0

FD2
def
= (wait,waitRate).FD0

State0 ��
f ail0, f ail1

FD0

12.4 Conclusions

The chapter presented a problem of failures modelling in stochastic process alge-
bras. We described a valid discussion and examples how crash-recovery, crash-stop
and omission failure can be expressed. As an algebra of choice we used PEPA.
Moreover, we proposed formal definitions of stochastic process algebra components
that fail in the above failure models. The definitions have been expressed in terms of
states and transitions. We showed that some of the failures that seemed to be not pos-
sible to be modelled (crash-stop) due to ergodicity of CTMC, yet can be expressed.
On the other hand we showed an example how omission failure can be modelled as
crash-recovery failure, when one takes its semantics under consideration.

Concluding the work, we think that further examination of modelling other primi-
tives of distributed systems should be examined. This concerns channel types, nodes
and communication methods. Additionally there is still a need of expressing arbi-
trary failure that was not part of this chapter. We would also like to examine ways
of automatic failure injection into models. These problems will be the direction of
our further work.
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Chapter 13  
Experimental Evaluation of Resampling 
Combined with Clustering and Random Oracle 
Using Genetic Fuzzy Systems 

Tadeusz Lasota, Zbigniew Telec, Bogdan Trawiński, and Grzegorz Trawiński  

Abstract. The ensemble methods combining resampling techniques: cross-
validation, repeated holdout, and bootstrap sampling with clustering and random 
oracle using a genetic fuzzy rule-based system as a base learning algorithm were 
developed in Matlab environment. The methods were applied to the real-world re-
gression problem of predicting the prices of residential premises based on histori-
cal data of sales/purchase transactions. The computationally intensive experiments 
were conducted aimed to compare the accuracy of ensembles generated by the 
proposed methods with different number of clusters or random oracle subsets. The 
statistical analysis of results was made employing nonparametric Friedman and 
Wilcoxon statistical tests. 

13.1   Introduction 

We have been performing extensive investigation to select appropriate machine 
learning methods which would be useful for developing an automated system to 
assist with real estate appraisal designed for information centres maintaining 
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cadastral systems in Poland. So far, we have examined several methods to con-
struct regression models to assist with real estate appraisal: evolutionary fuzzy 
systems, neural networks, decision trees, and statistical algorithms using 
MATLAB, KEEL, RapidMiner, and WEKA data mining systems [6], [11], [14]. 
A good performance revealed evolving fuzzy models applied to cadastral data 
[15], [18]. We studied also ensemble models created applying various weak learn-
ers and resampling techniques [10], [16], [17]. In this chapter we enhance the  
resampling methods [1], [2], [19] by combining them with dynamic regressor se-
lection. This approach for classification problems was employed in [13], [22]. At 
the training stage we partition a given training dataset into few disjoint groups us-
ing clustering or random oracle approaches and build models over individual 
groups. During the predicting phase only one model is selected from among all 
available ones to produce the output. Given a testing instance as the selector the 
nearest cluster center or random oracle is used. Having all predictions given by the 
selected models we compute the final result of a given resampling technique as  
the arithmetic mean of model accuracies.  

For clustering one of the well-known algorithms was used, namely K-Means 
algorithm, which belongs to centroid based methods. K-Means was described in 
numerous textbooks and scientific works [7],[8],[9]. It partitions a set of objects, 
in our case training instances, into k disjoint clusters with low intra-cluster dis-
tances and high inter-cluster distances. For the determination of the optimal num-
ber of clusters and evaluation of the quality of the partitions many validity indices 
were proposed and examined. Among them Davies–Bouldin and Dunn indices be-
long to the most popular methods devoted to crisp partitions [5], [20]. 

Random oracle is a relatively new method of ensemble design devised by Kun-
cheva and Rodriguez and applied to classification and regression problems [12], 
[21]. They used linear random oracle which divided the space into two subspaces 
using a hyperplane. To build the oracle two different training instances were ran-
domly selected, and then, each remaining training instance was assigned to the 
subspace determined by the closer selected instance. In the training phase, two 
models were built, each over one of the two so obtained subsets. In the prediction 
phase, for one test instance only one of the two models was used. The authors ar-
gued that this approach adds an extra diversity to the ensemble and therefore al-
lows for high accuracy of the individual ensemble members. 

The idea of our automated valuation system assumes a data driven modeling 
framework for premises valuation developed with the sales comparison method. 
The main advantage of data driven models is that they can be automatically 
generated from given datasets and, therefore, save a lot of time and financial 
supply. Sometimes, it is necessary to use this kind of models due to the high 
complexity of the process to be modeled. It was assumed that the whole appraisal 
area, that means the area of a city or a district, is split into sections of comparable 
property attributes. The architecture of the proposed system is shown in Fig. 13.1. 
The appraiser accesses the system through the internet and chooses an appropriate 
section and input the values of the attributes of the premises being evaluated into 
the system, which calculates the output using a given model. The final result, as a 
suggested value of the property, is sent back to the appraiser. 
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Fig. 13.1 Schema of automated data-driven system for property valuation 

13.2   Methods Used in Experiments 

Three following resampling methods were applied in the experiments and com-
bined with clustering techniques: 10-fold cross-validation (CV10x1), holdout with 
the split into training and test sets in the proportion 80% to 20% and repeated 10 
times (HO80x10), and finally bootstrap sampling of 100% instances from base da-
tasets with replacement to form a training set and using base datasets as test sets, 
repeated also 10 times (BS100x10). Thus, in each case an ensemble comprising 10 
component models was created and as an output the arithmetic mean of model ac-
curacies was computed. They were combined with clustering or random oracle, 
which at the training stage allowed for the partition training sets into few disjoint 
groups, and then develop genetic fuzzy systems over individual clusters or sub-
sets. In turn, at the predicting stage for subsequent test instances only one model 
was selected from among all available ones to provide the predicted output value. 
The procedure is described in Algorithm 1 and schemata of experiments in the 
case of clustering are illustrated in Fig. 13.2-13.4. 
 
Algoritm 1. Pseudocode of resampling methods combined with clustering or random oracle 
__________________________________________________________________ 
Given: 

• R: number of repetitions, i.e. splits of a base dataset in a resampling techniques 
• xi, xj: instances from a training or test sets (vector of input values) 
• K: number of clusters or random oracle subsets for a given training set 
• Cik, 

RO
ikC : a cluster, a random oracle subset respectively 

• cik: a cluster centre 

• RO
ikx : a random oracle instance 

• |Cik|, | RO
ikC |: cardinality, i.e. the number of elements in a cluster or subset 

• Nmin: minimal number of elements in a cluster or subset 
• DIl: Dunn’s Index of the l-th partition into clusters 
• d(xj, cik) – Euclidean distance between xj and cik 
• GFS: genetic fuzzy system used as a base learning algorithm 
• FIS(x): value predicted by a fuzzy model GFS for an instance x 
• MSE: mean squared error 

 
Resampling 
Split randomly a base dataset into R pairs of training Ti and test sets Si according to the resampling 
schema (i=1,2,…,R) 
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For clustering 
Training Phase 
For i=1,2,   ,R 

• Take the training set Ti  
• For l=1,2,…,L 

• Apply the K-Means algorithm to partition Ti into K clusters Cik, represented by cluster cen-
tres cik (k=1,..K) 

• If any |Cik|<Nmin discard the partition 
• Compute DIl for l-th partition 

• EndFor 
• Select the partition with the highest DIl 
• Build GFSik over each Cik of the selected partition 

EndFor 
 
Predicting Phase 
For i=1,2,   ,R 

• For each instance xj from a test set, select one fuzzy model GFSik for which d(xj, cik) is mi-
nimal 

• Let FISij(xj) be the value predicted by the selected fuzzy model GFSik 
• Compute the MSEi using all predicted and actual values 

EndFor 
 

For Random Oracle 
Training Phase 
For i=1,2,   ,R 

• Take the training set Ti  

• from Ti draw randomly K instances and call them random oracle instances RO
ikx  (k=1,2,…,K) 

• Each instance xj from a training dataset, assign to the random oracle subset RO
ikC for which d(xj, 

RO
ikx ) is minimal 

• If any | RO
ikC |<Nmin discard the partition and repeat from drawing random oracle instances 

• Build GFSik over each random oracle subset RO
ikC  

EndFor 
 
Predicting Phase 
For i=1,2,   ,R 

• For each instance xj from a test set Si, select one fuzzy model GFSik for which d(xj, 
RO
ikx ) is 

minimal 
• Let FISij (xj) be the value predicted by the selected fuzzy model GFSik 
• Compute the MSEi using all predicted and actual values 

EndFor 
 
Computing the output 

The final output is computed as 
=

=
R

i
iMSE

R
MSE

1

1
 

__________________________________________________________________ 
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Fig. 13.2 Outline of experiment with clustering within the Cross-validation frame 
(CV10x1) 

 
 
Fig. 13.3 Outline of experiment with clustering within the Holdout frame (HO80x10) 

 

Fig. 13.4 Outline of experiment with clustering within the Bootstrap frame (BS100x10) 
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13.3   Experimental Setup 

Real-world data used in experiments was drawn from an unrefined dataset 
containing above 50 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within eleven 
years from 1998 to 2008. The dataset was confined to sales transaction data of 
apartments built before 1997 and where the land was leased on terms of perpetual 
usufruct. Hence, the final dataset counted 5303 records. Four following attributes 
were pointed out as price drivers by our experts who were professional appraisers: 
usable area of a flat (Area), age of a building construction (Age), number of 
storeys in the building (Storeys), and the distance of the building from the city 
centre (Centre), in turn, price of premises (Price) was the output variable.  

Due to the fact that the prices of premises change substantially in the course of 
time, the whole 11-year dataset cannot be used to create data-driven models. In 
order to obtain comparable prices it was split into subsets covering individual 
years. Then the prices of premises were updated according to the trends of the 
value changes over 11 years. Starting from the beginning of 1998 the prices were 
updated for the last day of subsequent years. The trends were modelled by 
polynomials of degree three. We might assume that one-year datasets differed 
from each-other and might constitute different observation points to compare the 
accuracy of ensemble models in our study. The sizes of one-year datasets are 
given in Table 13.1. As a performance function the mean square error (MSE) was 
used, and as aggregation functions arithmetic averages were employed. Each input 
and output attribute was normalized using the min-max approach. 

Table 13.1 Number of instances in one-year datasets 

1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 

269 477 329 463 530 653 546 580 677 575 204 

Table 13.2 Parameters of GFS used in experiments 

Fuzzy system Genetic Algorithm 

Type of fuzzy system: Mamdani 

No. of input variables: 5 

Type of membership functions (mf): triangular 

No. of input mf: 3 

No. of output mf: 5 

No. of rules: 15 

AND operator: prod 

Implication operator: prod 

Aggregation operator: probor 

Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 

Population size: 50 

Fitness function: MSE 

Selection function: tournament 

Tournament size: 4 

Elite count: 2 

Crossover fraction: 0.8 

Crossover function: two point 

Mutation function: custom 

No. of generations: 100 
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In turn, in GFS approach for each input and output variable three triangular and 
trapezoidal membership functions were automatically determined by the symme-
tric division of the individual attribute domains. The evolutionary optimization 
process combined both learning the rule base and tuning the membership func-
tions using real-coded chromosomes. Similar designs are described in [3], [4], 
[11]. The parameters of the architecture of fuzzy systems as well as genetic algo-
rithms are listed in Table 13.2.  

13.4   Experimental Results 

The performance of CV10x1, HO80x10, BS100x10 models created using genetic 
fuzzy systems (GFS) over 1-5 clusters and 1-5 random oracle subsets is shown in 
Figures 13.5-13.7 and 13.8-13.10, respectively. The statistical analysis of the 
results was carried out with non-parametric Friedman and Wilcoxon tests 
performed in respect of MSE values of all ensembles built over 11 one-year 
datasets. Average ranks of individual ensembles provided by Friedman tests are 
shown in Table 13.3 and 13,5 for clustering and random oracle, respectively, 
where the lower rank value the better model. The results are statistically 
signiificant for p-value<0.05.  

In Table 13.4 and 13.6 the results of nonparametric Wilcoxon signed-rank test 
to pairwise comparison of the model performance are presented for clustering and 
random oracle, respectively. The zero hypothesis stated there were not significant 
differences in accuracy, in terms of MSE, between given pairs of models. In both 
tables + denotes that the model in the row performed significantly better 
than, – significantly worse than, and ≈ statistically equivalent to the one in 
the corresponding column, respectively. In turn, / (slashes) separate the re-
sults for individual resampling methods. The significance level considered for 
the null hypothesis rejection was 5%. Only for bagging the differences in accuracy 
of the ensembles created using different number of groups revealed statistical sig-
nificance, where the bigger number of clusters or random oracle subsets the lower 
values of MSE. 

 

 
 

Fig. 13.5 Performance of models built using CV10x1 combined with K-Means 
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Fig. 13.6 Performance of models built using HO80x10 combined with K-Means 

 

Fig. 13.7 Performance of models built using BS100x10 combined with K-Means 

 

Fig. 13.8 Performance of models built using CV10x1 combined with Random Oracle 
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Fig. 13.9 Performance of models built using HO80x10 combined with Random Oracle 

 

 

Fig. 13.10 Performance of models built using BS100x10 combined with Random Oracle 

 
Table 13.3  Results of Friedman test for different number of clusters in K-Means 

CV10x1 HO80x10 BS100x10 

# gr. Ranking # gr. Ranking # gr. Ranking 

3 2.36 1 2.73 5 2.09 

1 2.82 5 2.73 4 2.27 

5 3.18 4 2.91 3 2.91 

2 3.27 3 3.27 2 3.27 

4 3.36 2 3.36 1 4.45 

p-value 0.56087 p-value 0.80879 p-value 0.00355 
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Table 13.4  Results of Wilcoxon tests for different number of clusters in K-Means 
(CV10x1/HO80x10/BS100x10)  

# groups 1 2 3 4 5 

1  ~ / ~ / - ~ / ~ / – ~ / ~ / – ~ / ~ / – 

2 ~ / ~ / +  ~ / ~ / ~ ~ / ~ / ~ ~ / ~ / ~ 

3 ~ / ~ / + ~ / ~ / ~  ~ / ~ / ~ ~ / ~ / ~ 

4 ~ / ~ / + ~ / ~ / ~ ~ / ~ / ~  ~ / ~ / ~ 

5 ~ / ~ / + ~ / ~ / ~ ~ / ~ / ~ ~ / ~ / ~  

 

Table 13.5 Results of Friedman test for different number of subsets in Random Oracle  

CV10x1 HO80x10 BS100x10 

# gr. Ranking # gr. Ranking # gr. Ranking 

2 2.73 4 2.64 5 1.73 

1 2.91 1 2.82 4 1.91 

5 2.91 2 2.91 3 2.73 

4 3.09 3 3.00 2 3.82 

3 3.36 5 3.64 1 4.82 

p-value 0.90703 p-value 0.63652 p-value 0.00000 

Table 13.6 Results of Wilcoxon tests for different number of subsets in Random Oracle 
(CV10x1/HO80x10/BS100x10)  

# groups 1 2 3 4 5 

1  ~ / ~ / – ~ / ~ / – ~ / ~ / – ~ / ~ / – 

2 ~ / ~ / +  ~ / ~ / ~ ~ / ~ / – ~ / ~ / – 

3 ~ / ~ / + ~ / ~ / ~  ~ / ~ / ~ ~ / ~ / ~ 

4 ~ / ~ / + ~ / ~ / + ~ / ~ / ~  ~ / ~ / ~ 

5 ~ / ~ / + ~ / ~ / + ~ / ~ / ~ ~ / ~ / ~  

13.5   Conclusions 

The ensemble methods combining resampling techniques: cross-validation, re-
peated holdout, and bootstrap sampling (i.e. bagging) with dynamic regressor se-
lection using a genetic fuzzy rule-based system as a base learning algorithm were 
developed in Matlab environment. The dynamic regressor selection consisted in 
employing clustering or random oracle, which in the training phase allowed for 
the partition training sets into few disjoint groups, and then develop genetic fuzzy 
systems over individual clusters or subsets. Next, in the predicting phase for sub-
sequent test instances only one model was selected from among all available ones 
to provide the predicted output value. Given a test instance as the selector the 



13   Experimental Evaluation of Resampling Combined with Clustering  141
 

nearest cluster center or random oracle instance was used. It is argued that this ap-
proach adds an extra diversity to the ensemble and therefore allows for high accu-
racy of the individual ensemble members. Moreover, the approach provides a 
learning algorithm with more uniform training instances what may result in in-
creased accuracy of the models generated. 

The computationally intensive experiments aimed to compare the performance 
of proposed methods over real-world data taken from a cadastral system with dif-
ferent numbers of clusters and random oracle subsets were conducted. The statis-
tical analysis of results was made employing nonparametric Friedman and  
Wilcoxon statistical tests. The overall results of our investigation are as follows. 
The differences in accuracy of the ensembles created using different number of 
clusters or random oracle subsets turned out to be statistically significant only in 
the case of bootstrap resampling (i.e, bagging), where the bigger number of groups 
the lower values of mean squared error. Further investigations into resampling me-
thods combined with other partitioning methods such as stratification and using 
other base learning algorithms such as neural networks or decision trees are 
planned.  Benchmark regression datasets preprocessed with instance and feature 
selection algorithms will be used and the resistance of the methods to noised data 
will be also examined. 

Acknowledgments. This work was partially supported by the Polish National Science  
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Chapter 14 
Ant Colony Optimization Parameter Evaluation 

Andrzej Siemiński  

Abstract.  The chapter addresses the problem of parameter evaluation for the Ant 
Colony Optimization (ACO) technique. The operation of the ACO is too complex 
to allow for an analytical approach to the problem of optimizing parameter setting. 
Therefore their values are usually chosen in an experimental way. The chapter 
presents an in depth analysis of the impact of the individual parameters on overall 
ACO performance and studies their interplay. The analyzed version of the ACO is  
used for solving the Travelling Salesmen Problem (TSP). Both static and dynamic 
versions of the problem are considered. In the dynamic environment 4 modes of 
route variability are studied. The chapter ends with a statistical analysis of data ga-
thered in a sequence of experiments.  

14.1   Introduction 

The aim of the chapter is to discuss the problem of setting parameter values for 
Ant Colony Optimization (ACO) in both static and dynamic environments.  The 
operation of the ACO is controlled by a number of parameters. The complexity of 
its operation makes it impossible to provide an analytical solution to the problem 
of optimizing their values. Therefore the values are usually chosen in an experi-
mental manner. Most work on the area concentrates upon modifying the operation 
of the basic ACO engine in order to improve its performance of adopt it to new 
tasks. It is out belief that the analysis of the influence of individual parameters 
and their interplay have not received enough attention. Recent papers presented in 
the chapter 14.3 suggest that proper selection of parameters offers the possibility 
to improve the ACO performance. We are also convinced that the in depth insight 
into the role of individual parameters and their interplay could help to propose a 
specialized version of the basic algorithm. This is specially important for versions 
developed for the inherently complex dynamic environments. 
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The chapter is organized as follows. The second section presents the basic ver-
sion of the ACO to the Travelling Salesman Problem for a static environment. Its 
parameters and their impact on the its operation are studied. The section ends with 
the discussion of to recent papers devoted to the problem of selection proper pa-
rameter  values. The third section presents the Dynamic TSP. It starts with the 
presentation of modifications to the basic algorithm introduced in order to handle 
modification of route lengths. The section continues with the presentation of 4 dif-
ferent types of changeable graphs that are considered in the chapter. They are 
more complex then the graphs presented usually in the papers and it is our belief 
that they cover a wide application area. It concludes with the discussion f parame-
ter interplay in the dynamic environment. The next section describes the data  
gathering process. Statistical analysis of obtained results and their comparison to 
theoretical deliberations from the third section. The chapter concludes with  
5th section. 

14.2   Basic ACO Algorithm for Static TSP 

The Ant Colony Optimization is a popular meta-heuristic for solving combinatori-
al optimization problems. It was described for the first time by M. Dorigo in his 
PhD thesis [1] in 1992 who up to now remains one of the  key researcher on the 
field.  The ACO was inspired by the behavior of real ants and its first application 
area was the Travelling Agent Problem (TSP). The problem consists in finding a 
shortest route that connects all cities on a map provided that each city is visited 
only once. In what follows the cites and the map are represented by nodes of a 
weighted, symmetric graph. The TSP has been proved to be a NP hard problem 
and the ACO is one of the heuristics used successfully to solve it. A recent and 
comprehensive account of the state of art of ACO is presented in [2].   

An ant could be regarded as an extremely simple agent. All it could do is to 
move from one node to another laying a pheromone trail on its way. It is also ca-
pable of detecting its current position, remembering the nodes it has visited so far 
and sensing the direct distances from its current position to other nodes and also 
the amount of pheromone laid on them. A set of ants is a part of an Ant Colony. 
The colony works in iterations. At the start or each iteration the ants are placed 
randomly on the graph. In each step of an iteration an ant selects most valuable 
node that was not visited so far. The iteration stops when all cities are included in 
an ants’ route. The Ant Colony is not just a set of ants but it also harvests the col-
lective intelligence of individual ants. It remembers the best ant in the current ite-
ration, the best so far ant and it performs global pheromone updating. 

Another part of an Ant Colony is an Ant Graph. It is defined by a set of n nodes 
and two functions  η and τ that specify: 

• η(r,t): the distance between two nodes r and t, a value in the range [0..1]; 
• τ(r,t): the amount of pheromone that resides on the path from node r to t, a posi-

tive value. 
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14.2.1   ACO Basic Operations 

The basic operations defining ACO behavior are defined by three rules: 

• State transition rule that specifies in what manner an ant selects the next node 
to visit. 

• Local updating rule that describes the way of updating pheromone values by 
an ant as it finds its route. 

• Global updating rule which is initialized at the and of each iteration by a co-
lony and effects the pheromone values of the whole graph.  

The formulas defining the above rules could be found in many sources e.g. in [3]. 
The exact operation of the formulas is controlled by 4 parameters: 

Q0: probability of selecting exploitation over exploration; 
α: aging factor used in the global updating rule 
β: moderating factor for the utility function 
ρ: aging factor in the local updating rule 

The State Transition Rules selects an available (not yet visited node) using one of 
two algorithms: exploration or exploitation. The parameter Q0 specifies the prob-
ability of selecting the exploitation. The exploitation algorithm is a deterministic 
one and it selects a route which maximizes the value of the following path utility 
function: 

βητ ),(*),(),( trtrtrqf =  (14.1) 

The exploration mode of work has a probabilistic nature and the above formula 
specifies the probability of using the path from r to t. the where r and t are the re-
spectively the current and destination nodes whereas β is a parameter. The higher 
the value of Q0 the more predictable is an ants’ behavior and the diversity of paths 
decreases. This could lead to finding a premature selection of a local optima.  

The parameter β specifies the influence of pheromones levels which represent  
the collective knowledge of the ACO. The values of β are always >1 and η(r,t) 
<=1 therefore increasing the value of β gives more prominence to pheromone lev-
el. In the case of dynamic environments this could proof to be potentially danger-
ous as the pheromone levels were accumulated for not longer valid path distances. 

The two aging factors determine the rate of pheromone evaporation. The α pa-
rameter is used for the global updating rule and is applied for all routes whereas 
the ρ parameter effects only routs taken by an individual ant. Their values are in 
the range from 0 to 1 and the higher the value is the more rapidly the pheromone 
evaporates. This could prove beneficial especially for the dynamic environments.  

The analysis suggests that the finding the  parameter values is rather 
straightforward. The experiments show however that their interplay makes the 
process far more complex. 



146 A. Siemiński
 

14.2.2   Parameter Selection 

The complexity of the ACO makes it impossible to find the optimal values of the 
various parameters in an analytic manner. There is not much emphasis selection 
process in the literature. Usually only the used values are given followed by a 
statement that they were selected in an experimental manner [3]. 

Recently a paper was published [4] that attempted to make the process more re-
fined. It was inspired by a concepts taken from Evolutionally Programming (EP) 
and Simulated Annealing (SA). In the paper a coding of floating point parameter 
values enabled crossover and much emphasis was put on mutation. An adaptation 
of Artificial Annealing schema was also used to gradually limit the scope genetic 
modifications. As a result the identified parameter values produced results better 
then the default parameter values. One disturbing factor was that the results al-
though acceptable in themselves did no show much evidence on grouping around 
certain values. We are going to return to the phenomena in the chapter 14.5. 

The Table 14.1 summarizes the parameters their ranges of values tested in the 
study and their recommended by U. Chirico values. 

Table 14.1 ACO parameter description  

Name Description 
Suggested 

Value 

Tested 

Range 

Q0 Probability of selecting exploitation over exploration 0.8 0.10-0.99 

α Aging factor used in the global updating rule 0.1 0.01-0.5 

β Moderating factor for the cost measure function 2.0 1.0-4.0 

ρ Aging factor in the local updating rule 0.1 0.01-0.5 

A combination of values of the 4 above parameters is called a parameter test set 
(PTS). In the study the values in the PTS were set by a random number generator 
that produced uniform values from the appropriate ranges. 

14.3   Dynamic TSP 

In recent years we witness a growing interest in addressing dynamic optimization 
problems. One of the most popular research areas is the dynamic travelling sales-
man problem (DTSP) - a modification of the classic TSP in which the routes 
length are subject to change. It is regarded as one most challenging problems and 
difficult NP problems in computer science. The study on the area have both theo-
retical significance and have important practical applications. Theyinclude among 
others route selection for letter carriers and package routing in communication 
networks, goods distribution sequence. 
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14.3.1   Related Work 

For the first time the DTSP was discussed by Psaraftis in [5]. His work however 
was mainly focused on problem defining, algorithm designing, performance esti-
mation and test-bed construction and not on providing solutions. 

The first attempts to modify the standard operation of ACO were concentrated 
upon introducing global and local reset strategies [6]. A change in the distances 
obviously invalidates part of accumulated pheromone levels. Global reset is easily 
to implement but highly computationally inefficient as it starts the optimization 
process once more. The local reset enables the Colony to exploit at least part of 
data gathered so far but requires a precise data on where the change had occurred. 
Both of the reset strategies and are less efficient or even entirely not useful in the 
case of constantly changing environments. 

The alternative way to ensure ant population diversity necessary to adopt to 
changing environment is to implement the immigrant schemes. They consist in in-
troducing new individuals into the current population. There are three types of 
immigrants: traditional random, elitism-based, and hybrid immigrants. The ap-
proach could use a long-term memory as in P-ACO [7]. A more recent paper  a 
short-term memory is used [8]. The study reviled that different immigrants 
schemes are advantageous under different environmental conditions.  

Studying the DTSP one has to develop the graph modification schemes. The 
first papers considered only a single node deletion or introduction, which makes it 
difficult to represents any real-life application. The previously mentioned paper 
[8] discusses also the benchmarking the DTSP. It introduces graphs that are mod-
ified continuously by using two basic operations: node deletion and node inser-
tion. The operations are controlled by a random number generator. Changing route 
length is achieved by applying both of them to the same node.  

14.3.2   Graph Generators 

In what follows the distances between graphs nodes are in the range form 0.0 to 
1.0. Their initial values are generated by a uniform random number generator. 
Contrary to some previous graphs the changes are not confined to a known in ad-
vance and rather small fragment of the whole graph. The chapter introduces a 
more general approach. The usual interpretation of the distance matrix is geo-
graphical distance that separates the nodes. It could be however interpreted as the 
average time that is necessary to move from one node to another. In this case a 
graph that continually allows for changes in the distance values are a far more rea-
listic approximation of the ever changing road conditions. 

For that reason a graph is replaced by a graph generator. In each iteration a ge-
nerator can modify its distance matrix. In the study 4 types of such generators 
were considered. 

 
• Constant Distances generator 
The Constant Distances (CD) generator produces the same initial distance matrix 
so it is used for reference purposes and reflects the static environment.  
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• One Change generator 
The graph generator (OC) modifies the distances during only one iteration. It is 
used for testing the behavior of different Ant Colonies. To maximize its impact on 
operation of Ant Colony the path length the modification effects the shortest dis-
tances and longest paths found in the graph. The parameters are:  

o oNChange: the number of modifications. Each modification changes the 
originally shortest and longest distances.  

o oIterNo the iteration number at which the distances are modified. 

The distances are modified according to the formula: dnew = 1- dold; 

where dnew and dold  represent the initial and resulting distances.  
The formula for distances modification should guarantee that the changes effect 

the best so far route and at the same time do not change significantly the average 
segment distance. 

• Memory less generator 
The modifying distances by the  Memory Less (ML) generator is controlled by a 
memory less information source. The scope of changes is random. The distances is 
are modified after each iteration. It has two parameters:  

o pScope – the maximal range of a change, it has a value in the range from 
0.0 to 1.0   

o pChange – the probability of a single distance change. In the process the 
length  may increase or decrease with equal probability.  

The new distances are computed according to the below formulas. 

o dnew = dold *(1-pScope*Rand()) for decreasing the distance 
o dnew = dold +(1- dold)*pScope*Rand() for increasing the distance 
o where dnew and dold  refer to the old and new distance value and Rand() is 

a function that produces random numbers in the range from 0.0 to 1.0.   

• Two state generator 
The operation of the Two State Generator (TS) is controlled by a Markov informa-
tion source with two internal states named A and B and transition matrix T. In 
each of them it works as a ML generator. It has two parameters are: 

o T– a 2x2 matrix used to specify the probabilities of moving from one 
state to another; 

o pScope – a matrix of two values from the range [0.0..1.0]. They define 
the scope of changes in the respective states. The new distances are cal-
culated according to the above formulas for the ML generator.  
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Table 14.2  Graph generators used in the study 

Type Code Parameters Comments 

CD CD None It is used as a  reference 

OC OCa nChange=1, iterNo=30 A single change occurs before the Colony 
converges   

OC OCb nChange==10 

iterNo=30 

Substantial number of changes before the Co-
lony converges   

OC OCc nChange=1,  iterNo=300 A Single change after the Colony converges   

OC OCd nChange=10, iterNo=300 Substantial number of changes after the Co-
lony converges   

ML MLa pChange=0.001, pScope=0.1 Minor and not frequent distances changes 

ML MLb pChange=0.01, pScope=0.1 Minor and frequent distances changes 

ML MLc pChange=0.001, pScope=0.3 Major and not frequent distances changes 

ML MLd pChange=0.01, pScope=0.3 Major and frequent distances changes 

TS TSa Tran={{0.999, 0.001}{0.4, 
0.6}}, pScope={0.0; 0.1} 

Long periods of stability with shorter periods 
of small distance changes  

TS TSb Tran={{0.999, 0.001}{0.2, 
0.8}}, pScope={0.0, 0.3} 

Long periods of stability with shorter periods 
of substantial distance changes  

Table 14.2 summarizes the used graph generators. 

14.4   Experiment 

For the test the JACSF - Java Ant Colony System Framework for TSP was used. It 
was described and made available to the research community by U. Chirico [3]. 
The modifications to the basic framework were marginal modifications and were 
introduced in order to make the test results easier to gather without modifying the 
core operation of an Ant Colony. Each graph generator was tested with at least 
200 PTS that were generated in a way described in the Section 14.2.2.  
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Fig. 14.1  Comparison of shortest and average route lengths  
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Fig. 14.2 Variation  of the average route lengths  

As indicated in the previous Chapter the graph generators work in a determinis-
tic manner. This makes the comparison of results obtained for different PTS more 
reliable. To unsure such a mode of operation  the random number generator used 
for generator operation was seeded with a constant value. On the other hand the 
operation of Ant Colony is random. Although the route selection is deterministic 
the initial positions of the ants are random. Therefore the shortest path lengths for 
the same test set could differ could differ. For that reason each PTS was used 5 
times. The number of Ants was set to 50. It was the same as the number of graph 
nodes. The number of iterations was set to ItMax=700. In what follows the BPi 
denotes the length of the best path found up to the i-th iteration. When used with-
out the index the BP refers to the length for the last iteration. It is used for static 
and relatively simple dynamic graphs. The performance analysis of ML and TS 
graph generators requires the running best path RunBP defined by the Formula 
14.2. 

ItMax

BPi
RunBp

ItMax

i


== 1  
(14.2) 

The shortest and the running best paths for all parameter sets variation are pre-
sented on the Figures 14.1 and 14.2. 

Note the high values of variation for the MLD and MLB what indicates that for 
this highly dynamic environments the proper selection of parameters is especially 
important.  

14.4.1   Data Exploration 

The Figure 14.3 depicts the RunBP with corresponding parameters for the TSB 
graph generator. The values were sorted according the acceding values of the 
RunBP. Figures for all other generators look much the same. 
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Fig. 14.3 Experiment results for the TSB graph generator  

There are two conclusions that could be drawn from the figures. For the vast 
majority of parameter setting the length of the routes remain pretty much the 
same, the line representing the length remains near horizontal for much of the da-
ta. The route length diversity is higher for dynamic than static graph. 

There is no easy detectable correlation between the route length and the para-
meter values. It is therefore necessary to apply statistical analysis in order to find 
correlation, if any, between RunBP and parameter values.   

Table 14.3  Correlation between route lengths and parameter values  

Code Alpha Beta Q0 Ro 

CD -0.327 -0.224 -0.502 0.140 

OCA -0.259 -0.482 -0.549 0.098 

OCB -0.384 -0.426 -0.424 0.131 

OCC -0.273 -0.456 -0.374 0.200 

OCD -0.385 -0.369 -0.463 0.154 

MLA -0.328 -0.310 -0.689 0.157 

MLB -0.175 -0.473 -0.476 0.045 

MLC -0.254 -0.413 -0.425 0.025 

MLD -0.145 -0.502 -0.485 0.063 

TSA -0.295 -0.352 -0.519 0.083 

TSB -0.084 -0.406 -0.472 0.084 

14.4.2   Correlation Analysis 

The correlations between the BPi or RunBP and the individual parameters for all 
graph generators are presented in the Table 14.3. The statistically significant val-
ues for the confidence level = 0.05 are marked by bold digits. 
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Excluding the Ro parameter all others are clearly correlated with route lengths. 
The importance of β increases with the diversity level of the graph whereas for q0 
the relationship is reverse. The correlation value for α is the strongest for a static 
graph and for all dynamic graphs its values decrease with the increase of graph 
changeability. The correlation of the lengths with the sum of parameters was also 
calculated. The results are presented in the Table 14.4. 

Table 14.4 Correlation between route lengths and sum of parameter values  

Code Alpha+Beta Alpha+Q0 Alpha+Ro BetaQ0 BetaRo QoRo 

CD -0.395 -0.572 -0.125 -0.509 -0.059 -0.271

OCA -0.528 -0.576 -0.112 -0.731 -0.299 -0.327

OCB -0.583 -0.549 -0.180 -0.589 -0.218 -0.193

OCC -0.535 -0.459 -0.059 -0.574 -0.197 -0.122

OCD -0.535 -0.555 -0.162 -0.636 -0.148 -0.202

MLA -0.456 -0.690 -0.120 -0.737 -0.108 -0.366

MLB -0.490 -0.425 -0.088 -0.691 -0.302 -0.303

MLC -0.496 -0.499 -0.165 -0.589 -0.273 -0.287

MLD -0.486 -0.420 -0.054 -0.715 -0.328 -0.291

TSA -0.450 -0.566 -0.136 -0.650 -0.177 -0.299

TSB -0.337 -0.389 -0.003 -0.634 -0.214 -0.284 

 
Please note the outstanding correlation values in the Beta and Q0 column.  

14.5   Conclusions 

The experiments show the remarkable power of ACO to adopt itself to diverse sets 
of parameters values and produce acceptable results. For the comparison of  dif-
ferent TSP Ant algorithms we require that the algorithms have optimal or near op-
timal parameter values. There are not many papers on the subject and experiments 
have shown that the values previously suggested do not lead to best results. The 
selection methods described in [4] treat all parameters in the same manner.  

The process of parameters selection is time consuming and therefore it is desir-
able to lower the complexity of the task by concentrating upon parameters that 
have the greatest impact on the route length. The statistical analysis of the data 
from numerous experiments shows show that mostly influential are the β and Q0.  

We are convinced that the proposed in the chapter graph generators cover a 
wider range of cases than the relatively simple graph modification methods pro-
posed so far. Therefore we hope that they could be used by other researches in 
their study on the Dynamic TSP problem. 
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Chapter 15
Tracking Changes in Database Schemas

Jakub Marciniak and Tadeusz Pankowski

Abstract. We discuss the problem of discovering changes in evolving XML
schemas. Schema evolution is a natural, unavoidable phenomenon in contempo-
rary data systems, that impacts both data transformation and query rewriting. We
propose a rule-based algorithm that determines matched and unmatched schema el-
ements thereby identifying changes in a schema under consideration. Additionally,
we develop a method for computing edit distance in terms of some schema oper-
ations (insertion, deletion, renaming, and translocation). In result, we are able to
obtain a set of operations which transform a given schema into the modified (target)
form. The proposed algorithms have been fully implemented.

15.1 Introduction

It is natural and unavoidable that both data and schemas in contemporary systems
continuously evolve, change and become more and more complex. The reason of
this is that systems must be frequently adapted to real world changes and new
functionalities must be introduced. The issue becomes considerably more complex
when the schema under consideration is a result of integrating heterogeneous source
schemas, especially when the collection of source schemas can dynamically change.
In such environment the resulting (or target) schema is usually given in a form of
XML schema, specified as DTD (Document Type Definition) or XSD (XML Schema
Definition) [2, 10]. The flexibility of XML schema constructs admits the possibility
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of much more complicated changes than those typically encountered in relational
databases, making the XML schema evolution a difficult problem.

There are two important reasons why it is important to discover changes in the
schema: (a) data transformation, and (b) query rewriting. The former is of special
importance when data must be transformed from an instance of the base (source)
schema into an instance of the modified (target) schema, and the latter when the
queries passed against the base schema are to be rewritten into queries over the
modified schema.

Discovering changes in database schema was first addressed with respect to rela-
tional and hierarchical database systems [9, 5]. In these approaches, the maintainer
is responsible for explicitly describing the necessary transformation manually using
a special purpose data translation language. Next, the problem was investigated for
object-oriented database systems (e.g. [1]). The necessary transformation functions
are then defined upon the changes made to the definitions of data types. However,
manual comparison of complex schemas takes a lot of time and often some changes
may be overlooked.

In this chapter we propose an automatic method that can be used to manage
multiple XML schema structures which are frequently modified. The idea of the
solution proposed in this chapter is as follows:

1. An algorithm for automatic discovering changes between a source schema and
a target schema is proposed. We assume that the target schema arises from the
source one in result of some structural modifications.

2. The outcome of the algorithm is a set of basic operations over the source schema
which transform it to the target schema.

3. The algorithm is based on a set of hierarchically ordered schema matching rules
which are successively applied to pairs of subtrees of the source and target
schemas. Each rule is used to decide about the existence of matching relation
between nodes.

15.2 Changes Discovering Process

Consider schema S1 and a schema S2 obtained from S1 as the result of some struc-
tural modification. In this chapter we will call S1 a source (base) schema and S2 a
target (modified) schema. The changes discovering process is a process in which
we find how different (similar) are these two schemas and what changes have been
made to the base schema. As the outcome we would like to acquire a list (prefer-
ably as small as possible) of operations that can be performed in order to transform
schema S1 to S2. Using these operations we can easily define a mapping between
these schemas and then transform any instance I1 over schema S1 to an instance I2

that conforms to schema S2 (Figure 15.1).
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Schema S1

Mapping

Schema S2

Instance I1 Instance I2

1. Changes discovery

2. Changes propagation

Fig. 15.1 Discovering changes process

15.2.1 Schemas Similarity

As the starting point for tracking changes we need a tree metric that can be used to
find out differences between a base and a modified schema. There are several tree
metrics published [3], however most of them are not feasible for XML schemas (la-
belled trees) and cannot be easily adapted to discover a mapping between schemas.
The metric algorithms also depend much on the operations taken into consideration.
For discovering changes between XML schemas, the following edit operations are
useful:

• insertion (insertion of leaf nodes and insertion of node between existing nodes in
hierarchy),

• deletion (deletion of leaf nodes and deletion of whole subtrees),
• renaming,
• translocation (detaching node or subtree from its parent and attaching it to an-

other parent).

Unfortunately, while using all these operations, the problem of finding edit distance
between trees is NP-complete. The best solutions we have found in the literature are
the modified version of the Kleen algorithm [3] and the EditScript algorithm [4].
However both of these algorithms consider only limited set of edit operations and
therefore for many cases they give very complicated results, e.g. subtree transloca-
tion is represented by multiple deletion and insertion operations. Both these algo-
rithms assume also existence of initial stage of node matching (mapping).

As a running example we will consider a source XML schema S1 depicted in
Figure 15.2 and containing information about publications and their authors. There
may be many publications and each publication can be written by many authors. We
assume that this schema was modified. Some elements have been removed, some
have been added and some have been moved to different place. The modified version
of this schema is S2 presented also in Figure 15.2. Even for these schema, containing
only few nodes, it may take some time to point out all the differences. For a complex
schema with hundred nodes or more, it will take hours to discover all the changes
manually.
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S1

Publication (+)

Title Author (+)

FirstName LastName Birthdate University City Street

Year

S2

Author (+)

FirstName LastName Address

City Street

University Publication (+)

Title Year Publisher

Fig. 15.2 A source (base) schema S1 and the target (modified) schema S2.

15.2.2 Rule Based Schema Matching

Now, we describe how automatically match nodes in schemas and calculate an edit
distance between them. We propose simple and yet very flexible method that can be
used to combine multiple criteria. We show that it gives very good practical results.

Existing matching algorithms are based upon some logic defined to find nodes
that have some features in common e.g. label, parents, siblings or children. They
give positive results for some cases, but for some they do not. Any attempt to correct
the matching would require extensive knowledge of the algorithm and programming
skills to change its implementation.

We suggest using set of rules (relations) describing common features of schema
nodes. We are formalizing the rules using the following schema definition.

Definition 1 (Schema). A XML schema is a directed graph, S =< N ,E ,ρ , l >,
where: (a) N is a finite set of nodes; (b) E is a finite set of directed edges between
nodes, (n1 → n2) ∈ E ; (c) ρ is the root label, ρ ∈N ; (d) l is a function that assigns
labels to nodes, l : N → Str.

We will also use p(n) to denote the parent node of n, (p(n),n) ∈ E , and cn(n)
to denote the set of children of n, cn(n) = {c | (n,c) ∈ E }, and � to denote
the equivalence relation on node sets: N1 � N2 ⇐⇒ ∀n1∈N1∃n2∈N2 l(n1) = l(n2)∧
∀n2∈N2∃n1∈N1 l(n1) = l(n2), i.e. N1 and N2 are equivalent if they have the same num-
ber of nodes with the same labels.
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Rules of matching: Let S1 be a base schema and S2 be its modified version and

ρ1,n1 ∈ S1 and ρ2,n2 ∈ S2. We use ∼i to denote the i−th node matching relation,
i.e. the matching relation determined by the i-th rule defined below. By ∼ we will
denote that some matching relation holds between nodes, i.e. n1 ∼ n2 ↔∃in1 ∼i n2.
Matching between sets, N1 ∼i N2, holds when each node from one set has exactly
one matched node in the other one.

1. ρ1 is a root node and ρ2 is a root node ⇒ r1 ∼1 r2

2. p(n1)∼ p(n2) ∧ l(n1) = l(n2) ∧ cn(n1)� cn(n2)⇒ n1 ∼2 n2

3. l(n1) = l(n2) ∧ cn(n1)� cn(n2)⇒ n1 ∼3 n2

4. p(n1)∼ p(n2) ∧ l(n1) = l(n2)⇒ n1 ∼4 n2

5. p(n1)∼ p(n2) ∧ cn(n1)� cn(n2)⇒ n1 ∼5 n2

6. p(n1)∼ p(n2) ∧ cn(n1)∼ cn(n2)⇒ n1 ∼6 n2

7. l(n1) = l(n2)⇒ n1 ∼7 n2

8. cn(n1)∼ cn(n2)∧ cn(n1) �= /0⇒ n1 ∼8 n2

Presented rules have been chosen experimentally to work well in most cases. We
assume that rules should be ordered accordingly to the probability that nodes really
match each other. Of course for specific cases the rules should be tuned a little bit to
obtain better results. Adjusting them can be done quite easily and does not require
any interference within the algorithm.

The matching algorithm checks the rules in the order they were given. We take
the first rule and try to apply it to any pair of nodes. If a rule condition is true then
we have found a match and we don’t check these nodes again, but we start over
from rule number one (or rule number two as the first rule is just a starting point).
If i-th rule could not be applied at all, then rule i+ 1 is being tested. This way we
should maximize the probability of correct matching (as the rules order should be
based upon matching probability). The matching process can be then performed by
the following algorithm (R is a rule set).

Algorithm 1. Matching schema nodes
function MATCHNODES(N1,N2,R)

M ← /0 � Matched nodes
i← 1 � Rule number
rulesLoop:
while i≤ |R| do

for all n1 ∈N1 do
for all n2 ∈N2 do

if n1 ∼i n2 then � Nodes matched by rule i
M ←M ∪ (n1,n2)
N1 ←N1 \{n1}
N2 ←N2 \{n2}
i← 1 � Start over from first rule
continue rulesLoop

i← i+1 � Check next rule
return M � Return matches
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As a result, for our running example, we have the following matching between
schemas

• /S1∼ /S2
• /S1/Publication∼ /S2/Author/Publication
• /S1/Publication/Author∼ /S2/Author
• /S1/Author/Publication/Title∼ /S2/Publication/Title
• /S1/Publication/Year∼ /S2/Author/Publication/Year
• /S1/Author/LastName∼ /S2/Publication/Author/LastName
• /S1/Author/FirstName∼ /S2/Publication/Author/FirstName
• etc...

The nodes that could not be matched are /S1/Publication/Author/Birthdate,
/S2/Author/Address, /S2/Author/Publication/Publisher.

15.2.3 Edit Distance

In this section we describe how an edit distance between schemas can be found.
Because our algorithm gives answer for the NP-complete problem in polynomial
time it may not give the best possible result. However the tests we have evaluated
show that it is quite good approximation.

We use an adaptation of well known Levenshtein distance as a base metric be-
tween two schema nodes, and using it recurrently we can find the distance between
schema trees. Levenshtein distance is a metric typically used for measuring the dif-
ference between two words (sentences). Therefore, it normally compares characters
in the words. For our application it compares node labels.

The following algorithms analyze children of a single node from the base schema
and children of a single node from the modified schema. Consider example from
Figure 15.2 and focus on the node Author. We compare its child nodes (FirstName,
LastName, Birthdate, University, City, Street) with nodes (FirstName, LastName,
Address, University, Publication). We can see that nodes Address and Publication
have been added, while Birthdate, City and Street have been removed.

The original algorithm for calculating Levenshtein distance uses basic operations
(insertion, renaming, deletion) and checks all possible sequences of these operations
to find distance between two input character chains. We restrict this algorithm to
find only insertion and deletion operations and we combine the outcome with the
results of Algorithm 1. This way we can discover all basic operation types (insertion,
deletion, renaming, translocation).

As the result from the algorithm above we obtain following distance matrix. In-
teger values represent cost of transforming one node set to the other. Transition in
column corresponds to adding a node, while transition in row corresponds to delet-
ing a node. Diagonal transition is only permissible if nodes in row and column have
same name and no change is needed.
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Example 1. Levenshtein distance matrix

⊥ FirstName LastName Birthdate University City Street
⊥ 0,00 1,00 2,00 3,00 4,00 5,00 6,00

FirstName 1,00 0,00 1,00 2,00 3,00 4,00 5,00
LastName 2,00 1,00 0,00 1,00 2,00 3,00 4,00
Address 3,00 2,00 1,00 2,00 3,00 4,00 5,00

University 4,00 3,00 2,00 3,00 2,00 3,00 4,00
Publication 5,00 4,00 3,00 4,00 3,00 4,00 5,00

Algorithm 2. Levenshtein distance
function LEVENSHTEINDISTANCEMATRIX(N1,N2)

m← |N1|, n← |N2|
d ← [0..m,0..n] � Distance matrix
for i← 0 to m do � Initialize columns

d[i,0]← i

for j ← 0 to n do � Initialize rows
d[0, j]← j

for j ← 0 to n do
for i← 0 to m do

ni ←N i
1 � i-th node from N1

n j ←N j
2 � j-th node from N2

if l(ni) = l(n j) then � Same names,
d[i, j]← d[i−1, j−1] � no operation required

else
d[i, j]←min(

d[i−1, j]+1, � Delete operation
d[i, j−1]+1) � Insert operation

return d � Return distance matrix

15.2.4 Transforming Operations

Using distance matrix we can easily find the smallest possible set of basic opera-
tions transforming one sequence to another. In the matrix d each path from d[0,0]
to d[m,n] represents some operations that can transform N1 to N2, e.g. (0,0) →
(0,1)→ ...→ (0,n)→ (1,n)→ ...→ (m,n) corresponds to removing all source
labels and adding all target labels. However that is not the path we are search-
ing for. We already know the size of minimal operation set because it is equal to
d[m,n]. Therefore we have to find a path that has most transitions of type (i, j)→
(i+ 1, j + 1) (for nodes that have the same names). Starting from d[m,n] we find a
path to d[0,0] containing elements with smallest values in the matrix (Algorithm 3).
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Algorithm 3. Basic transforming operations
function FINDBASICOPERATIONS(d[0..m,0..n],N1,N2)

O1 ← /0
i← m, j ← n
while i > 0∧ j > 0 do

if d[i−1][ j−1] = d[i][ j] then
i ← i−1, j ← j−1 � Same node labels

else if d[i][ j−1]< d[i−1][ j] then
O1 ← O1 ∪ (INSERT,N j−1

2 ), j ← j−1 � Insert ( j-th−1) node
else

O1 ← O1 ∪ (DELET E,N i−1
1 ), i← i−1 � Delete (i-th−1) node

while i > 0 do � Delete remaining nodes
O1 ← O1 ∪ (DELET E,N i−1

1 ), i ← i−1

while j > 0 do � Insert remaining nodes
O1 ← O1 ∪ (INSERT,N j−1

2 ), j ← j−1

return O1 � Return basic operation

Definition 2 (Operation). A transforming operation for schema S =<N ,E ,ρ , l >
is a pair op =< T ,n >, where: (a) T is a type of operation (INSERT, DELETE,
MOVE, RENAME); (b) n is a node from schema, n ∈N .

For our example path (0,0)→ (1,1)→ (2,2)→ (2,3)→ (3,3)→ (4,4)→ (4,5)→
(5,5) → (5,6) represents the minimal operation set O={INSERT(Address), RE-
MOVE(Birthdate), INSERT(Publication), REMOVE(City), REMOVE(Street)}. As
you can see cardinality of this set is equal to d[m,n] in the Levenshtein distance
matrix.

The obtained set of transforming operations contains only information about in-
serted and deleted nodes. Combining this information with the results from Algo-
rithm 1, we discover additional transforming operations (renaming, translocation).
Especially, when an inserted node has a matched node, it must have been moved to a
different place in the schema. For the same reason we ignore deletions for matched
nodes as they will be included by some translocation operation (Algorithm 4).

Then we execute described steps recurrently for all nodes in modified schema.
Transforming operation, found in the process, must be applied to base schema. As
the final result we obtain a list of operations that can be used to transform base
schema to its modified version. The size of this list is the edit distance between
schemas.(Algorithm 5)

For our example the discovered transforming operation are:

• RENAME(/S1→ /S2)
• MOVE(/S1/Publication/Author→ /S2/Author)
• INSERT(/S2/Author/Address)
• DELETE(/S1/Publication/Author/Birthdate)
• MOVE(/S1/Publication→ /S2/Author/Publication)
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• MOVE(/S1/Publication/Author/City→ /S2/Author/Address/City)
• MOVE(/S1/Publication/Author/Street→ /S2/Author/Address/Street)
• INSERT(/S2/Author/Publication/Publisher)

Algorithm 4. Transforming operations
function FINDTRANSFORMINGOPERATIONS(O1,M )

O2 ← /0
for all op ∈ O1 do

T ←T |∃n(T ,n) = op � Operation type
n1 ← n|(T ,n) = op � Node from operation
n2 ← n|(n1,n) ∈M � Matched node
if n2 =⊥ then � No match found

O2 ← O2 ∪op
else if T = INSERT then � Match found

if l(n1) = l(n2) then
O2 ← O2 ∪{(MOV E,n2)} � Add translocation operation

else
O2 ← O2 ∪{(RENAME,n2)} � Add renaming operation

return O2 � Return transforming operation

Algorithm 5. Tree edit operations
function TREEEDITOPERATIONS(n1,n2,M )

O← /0 � Set with all operations
C1 ← cn(n1), C2 ← cn(n2) � Get children sets
d ← LEVENSHTEINDISTANCEMATRIX(C1,C2) � Create distance matrix
O1 ← FINDBASICOPERATIONS(d,C1,C2) � Find basic operations
O2 ← FINDTRANSFORMINGOPERATIONS(O1,M ) � Find all operations
C1 ← PERFORMOPERATIONS(n1,O2) � Perform operations on base schema
for all c2 ∈C2 do

c1 ← c|l(c) = l(c2) � Find node with same name
O← O∪ TREEEDITOPERATIONS(c1,c2,M ) � Recurrent call

return O � Return operations

function SCHEMAEDITDISTANCE(S1 =< N1,E1,ρ1, l1 >,S2 =< N2,E2,ρ2, l2 >)
M ← MATCHNODES(N1,N2,R) � R is a rules set
O← TREEEDITOPERATIONS(ρ1,ρ2,M ) � Find operations starting from roots
return |O| � Edit distance

As we can see our algorithms produces satisfying results for our running example.
The example was chosen to show that our method works even for quite complex
structural modifications. Typically subsequent schema versions are not that different
from each other and can be easily discovered by presented algorithms.
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15.3 Conclusions

We have discussed method for tracking changes in dynamic XML database systems.
It can be used to compare two different versions of the same schema or to constantly
monitor existing schemas. It provides enough information for making adequate de-
cisions e.g. modifications in existing software, changing queries, modification in
data export/import scripts.

Together with the schema extraction [8, 6] methods it can be even used to an-
alyze and validate incoming data, automatically create a schema for them or even
convert them to desired format. We have prepared methods to automatically prop-
agate discovered changes to instance documents, but due to space limitations we
can’t present it in this chapter.

We believe described methods may have many applications and can save users a
lot of effort.

The discussed algorithms are implemented within XTR system, which is avail-
able at http://www.xtr.sf.net [7]. Application is free and open source with
the following main features:

• XML Transformation
• XML, XSD Summarization
• XML Merging
• XSD Schema extraction - xml2xsd
• XSD Comparison
• XML Validation (Syntax validation, Validation with XML Schema - XSD)
• XML Edition - with auto formatting and syntax highlighting
• XSD visualization (using tex with tikz library)

References

1. Banerjee, J., Kim, W., Kim, H.J., Korth, H.F.: Semantics and implementation of schema
evolution in object-oriented databases. In: SIGMOD Conference, pp. 311–322. ACM
Press (1987)

2. Bex, G.J., Neven, F., den Bussche, J.V.: DTDs versus XML Schema: A Practical Study.
In: WebDB, pp. 79–84 (2004)

3. Bille, P.: A survey on tree edit distance and related problems. Theor. Comput. Sci. 337(1-
3), 217–239 (2005)

4. Chawathe, S.S., Rajaraman, A., Garcia-Molina, H., Widom, J.: Change detection in hi-
erarchically structured information. In: Proceedings of the ACM SIGMOD International
Conference on Management of Data, pp. 493–504 (1996)

5. Lerner, B.S.: A model for compound type changes encountered in schema evolution.
ACM Trans. Database Syst. 25(1), 83–127 (2000)

6. Marciniak, J.: XML Schema and Data Summarization. In: Rutkowski, L., Scherer,
R., Tadeusiewicz, R., Zadeh, L.A., Zurada, J.M. (eds.) ICAISC 2010. LNCS(LNAI),
vol. 6114, pp. 556–565. Springer, Heidelberg (2010)

http://www.xtr.sf.net


15 Tracking Changes in Database Schemas 165

7. Marciniak, J., Pankowski, T.: Automatic xml data transformation and merging. Zeszyty
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Chapter 16 
Smart Communication Adviser for Remote 
Users 

Miroslav Behan and Ondrej Krejcar  

Abstract. Today’s various innovations in communication technology environment 
lay down foundations for future smart solutions through sectors. The abundance of 
possibilities in personal communication led us to simplify the process from user 
point of view. Therefore, we propose the concept for convenient and environmen-
tally smart based applications which are focused on usability and clarity of  
information. 

16.1   Introduction 

The infinite possibilities of nowadays communication which are developing fur-
ther more thanks to miniaturization of processing power and increasing throughput 
of mobile networks led us to the idea that if there would be an independent mobile 
application which could easily advise users in today’s confusing bundle of servic-
es and if could save a budget spent on communication. 

In last decade mobile technology due to its penetration crosses the global world 
starting the competition between quality, cost and usability of communication ser-
vices. The last one criterion seems to be arising of importance in future. We can 
recognize competition among leaders of mobile device's platforms such as Andro-
id, iOS, Windows Mobile, PalmOS, Bada, SymbianOS or MeeGo. We consider 
just first three players in future market due to their current influence with informa-
tion synergy power. Nokia lost leading position on mobile market caused by ig-
noring open development power and by over flooded market with too many  
useless devices. 
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The time of closed development is definitely over and the open development 
we acknowledge as a mainstream for mobile device evolution progress which 
comes out from creativity, social networked and intellectual power hided in great 
number of many individuals. Today most people using mobile devices primarily 
for daily communication. However by changing establishment of current mobile 
network provider's profits which is based on voice and SMS to provide better cus-
tomer usability, we see more and more only internet online connected devices use 
cases where are combined all possibilities of smart device features and where one 
single mobile device would step up all personal common needs [14]. 

We realize that the highest penetration of mobile device world widely are cellu-
lar phones where access to internet is limited by mobile provider for example by 
wireless application protocol (WAP) and installed applications are dictated by de-
vice's vendors or reduced with minimal hardware device interface knowledge. But 
we recognize that the trend is getting over with an increasing ratio of smart phones 
where access to the internet is standardized over GPRS, EDGE or HSDPA [1, 17]. 
The installment of application is independent process corresponding with user will 
and knowledge [16]. Last trend that outlines mobile device is wireless local area 
network (WLAN). The penetration of WLAN routers rapidly increased in last 
decade and also number of smart phones with WLAN capability growth in last 
years. Therefore, home, workplace and public environment create beneficial usa-
bility cases with WLAN networks which are connected to the internet [5]. For ex-
ample in home environment user would have fast and free communication reality 
without mobile provider's internet needs [6-8]. 

16.2   Problem Definition 

A minimum knowledge about communication possibility, which is acknowledged 
as trend and which decreases power to change mobile device usability further to 
use only internet network access, we define as a society problem [9]. To change 
nowadays establishment of mobile network providers we announce smart commu-
nication advisory based on environment and users behaviour where natural com-
petition with quality and cost of services is the case [10, 11, 18]. Following  
fundamentals of communication principals are basically the same. 

• Text – The written type of communication benefits with the accuracy informa-
tion. Therefore, the conversation history and full text search can be provided 
when required. 

• Voice – The spoken type of communication leads to fast acquirement in mind 
correlation of actors by intonation and stress in their voices.  

• Visualization – This part we considered as supportive to the previous ones. Al-
though visual perception of human in total amount of information is major 
source, for some circumstances the anonymisation of environment where mim-
ics and background scene picture would lead to distortion in communication 
process even if we indicate non-visual and face-face communication as equiva-
lent in terms of quality of life [3] (QoL) perception. 



16   Smart Communication Adviser for Remote Users 171
 

 

Fig. 16.1 Smart Communication Adviser (SCA) scenario [4] 

There are also different relation types of communication such as one-one, one-
many or many-many in bi-direction relations and also where we would consider 
active (synchronized) or passive (asynchronous) interactions between actors [12, 
13]. The next perspective is about networks and current possibilities. 

Networks for mobile devices are the main issue in the mobile communication 
and how mobile devices could access to network. One of the well-known stan-
dards used by mobile providers is a global system for mobile communication 
(GSM). Another standard that we consider is a wireless local area network (Wi-
Fi). In the first case we consider the quality of service (QoS) in short main ones as 
second generation 2G (GPRS), 2,5G (EDGE), 3G (UTMS) or 4G (LTE). The net-
work land coverage is analogically decreasing with an increasing generation level. 
In second case is interesting standard IEEE 802.11e which is supporting QoS of 
voice over IP (VoIP). 

While we overviewed the technology aspects the extremely influenced commu-
nication behaviour are protocols and standards. The message based communica-
tion is well-known standard for mobile devices and as current mainstream we can 
announce short message service (SMS) where are technical restrictions for exam-
ple length of transmitted message and lack of user’s status acknowledgment. The 
maximum length of message is defined up to 160 characters coded with 7bits, 140 
characters by 8bits or 70 chars with 16bits. The notification of receiver's status or 
rather status of message are limited to short message service centre (SMSC) which 
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is used for a correct message delivery. Therefore we considered SMS standard of 
communication as obsolete and this type we considered only as necessary bridge 
between the past and future approach to a message communication. 

The influences of social media are resonating in current development possibili-
ties more and more. Reasonable purpose of such user's behaviour we would real-
ize in social environment based on daily human needs where the portion of social 
information bundle is as required as a food. The social information of inter-
personal circle based on relationships are with its subjectivity and message impor-
tance overpassing other information which are based on a global knowledge  
without non-relationships interactivity. For this reason the natural usability of so-
cial instant messaging increases and we recognize this message communication as 
a future mainstream.  

At last we consider a voice as a main type of communication. The bi-direction 
speech force actors to active expression type of process. The advantage to point 
out is the fast knowledge description but in comparison with message based com-
munication the absence of quality of an informational history communication ex-
ternalization we consider as a disadvantage. The technical aspect of voice  
exchange is real time network latency needs. Therefore we considered in concept 
real time protocol (RTP) for data exchange with low latency [2] with combination 
of session initial protocol (SIP) as communication control flow. All client-server-
client cases consider latency and speed of network for correct recommendation in 
terms of quality available services.  

The following table (see Table 16.1) tested server/client technologies describes 
android platform and appropriate communication message based technologies. 

Table 16.1  Local Communication Methods 

Local round trip measurement of Request/Response with object persis-
tence on server side tested with client Android mobile device (ZTE Blade) 
Communication Method 
 

Technology/Latency 

AppServer/DB Engine/HTTP-
POST  

Appengine/ 
Objectify(JPA)/ 
250ms-400ms 
(avg. 300ms) 

AppServer/Remote Cloud DB/ 
HTTP-POST 

Appengine/ 
MySQL/ 
450ms-600ms 
(avg. 500ms) 

AppServer/Local DB/ 
HTTP-POST 

Tomcat7/ 
ObjectDB/ 
350ms-450ms 
(avg. 370ms) 

JVM Server/DB Engine/ 
TCP/Socket-Object Serialization 

Socket Server/ 
ObjectDB/ 
20ms-30ms  
(avg. 23ms) 



16   Smart Communication Adviser for Remote Users 173
 

16.3   Solution Design 

We present smart communication platform only as a concept in high level descrip-
tion. We consider the context of description for basic scenarios as representation 
of the most common current cases and we focus on a communication process itself 
(see Figure 16.2). 

 

 

Fig. 16.2 Schema of communication process [4] 

The home environment where access to network is provided by home WLAN 
access point (AP) personal mobile device is able to recognize actual environment 
of user location by inputted wireless network credentials, docking station or GPS 
location. Approach for environment recognition is defined by user’s input. In con-
sideration we recommend the lowest battery capacity with minimal impact on sen-
sor checking. In some circumstances the recognition only by Wi-Fi connection 
would be sufficient for smart behaviour.  

We divided concept into three independent parts which we consider as manda-
tory for success smart communication advisory behaviour. The first one we would 
define as an independent public personal profiles service (IPPP) which is basically 
gathering information from different resources as social networks, messaging 
servers and other external authorized inputs. This service has to be responsible for 
personal location and connectivity status based on availability of services and cur-
rent environment. Beneficial would be personal identification related to more than 
one communication device.  

Second mandatory part of the concept is an independent information service 
where cost and quality descriptions are located as a knowledge base for mobile 
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application. We would call that kind of service as cost and quality knowledge base 
(CQKB) which will increase in precision in time.  

The next required part of the concept has to be the interface to cellular mobile 
devices which are marked in the schema as cellular gateway which is necessary to 
be there as an extensional bridge in terms of concept usability. And the last man-
datory part that we consider is mobile device application as iPhone, Android and 
Windows-mobile platform based on client which informs user about quality and 
cost of service (QCoS) according to a location and environment. The supportive 
part of concept would be open Wi-Fi community (OWICO) where independent 
Wi-Fi providers could by micro payments propose fair low cost internet connec-
tivity. For better comprehension next chapter describes communication process 
(see Figure 16.1). 

We divided communication process into several parts. As the first one we con-
sider personal identification with who is desired to communicate. Second would 
be about to establish connection between communication's actors in online or off-
line mode. That influence selection of communication services in terms of  
required quality, cost and availability. After selection or default per-defined con-
figuration is communication itself established by internal or external service.  
Optionally history of interactions is stored as cloud service for future usage on dif-
ferent devices accessible over web client or this mobile client. The whole process 
ends by user’s action or service failure. 

In the consideration of knowledge based on cost of service (CoS) as data-set 
acquired from mobile network provider's price lists. These sources are available 
on provider’s websites, which would be processed automatically by website parser 
or input manually by human operator into system. Other possible way would be by 
agreement with provider to supply information by external extraction over for ex-
ample XML data format. The knowledge of quality of service (QoS) is based on 
empirical data gathered from the mobile device applications where specified cir-
cumstances have impact on precise network measurement. 

16.4   Application Prototype 

As part of the concept we designed android mobile application available on 
Google play market which is resolving network performance and which is gather-
ing collected information about Wi-Fi networks and send them to remote commu-
nity server (OWICO). For comprehensive interpretation we attach screenshot of 
application in following Figure 16.3 where are overviewed discovered Wi-Fi net-
works with signal, speed and latency criteria marked by current location. As the 
location provider is used GPS sensor or Internet connection knowledge, but in 
concept based on Wi-Fi community providers also Wi-Fi itself would be a provid-
er of location as offline service. 
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Fig. 16.3 Android Wi-Fi application 

 
The collection of measured data delivered to server (OWICO) is related to Wi-

Fi network quality and location. We expressed a detailed description of gathered 
information in Figure 16.4. For more precise results for building global knowledge 
based system, the independent user community would start up and is encouraged 
by free of charge access to internet by Wi-Fi networks at high frequent locations. 
As possible enhancement of prototype we considered the environmental behaviour 
for instance when mobile device stops moving it triggers background processes 
and searches the best QCoS and reassigns communication clients or changes 
communication status for allowed viewers and runs predefined tasks in recognized 
environment. 
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Fig. 16.4 Entity Relation Diagram 

16.5   Conclusions  

The goal of the article is in a society contribution with the concept of communica-
tion adviser application to provide a cost-effective knowledge. We highlighted 
mandatory definitions of exploring area in conceptual design and mind mapping 
of communication advisory problematic. The usage of application on daily bases 
would lead users to a cost-effective behaviour and global optimization of commu-
nication networks and to solve current problem with a lack of knowledge from 
mobile network providers in terms of providing communication service costs. The 
result of a mind experiment produced by designing technological concept of smart 
communication adviser leads into the creation of independent required services 
and encouraged to develop a real communication client which supports smart en-
vironment concepts where behaviour of users and devices would depend on a 
global knowledge. The challenge is about consideration of home, work and public 
environment as well as network capabilities as 2G, 3G, 4G and Wi-Fi. The aspect 
like active or passive communication type dramatically influence user's behaviour, 
QCoS and technological requirements. The concept supposed to be a pattern for 
development cross-platform application which provides advisory in inter-personal 
communication and inspire of cohesion services possibilities. 
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Chapter 17 
PowerChalk: An Adaptive e-Learning 
Application 

Dan-El Neil Vila Rosado, Margarita Esponda-Argüero, and Raúl Rojas  

Abstract.  This chapter presents a new interactive e-learning application called 
PowerChalk. PowerChalk has arisen as the result from the analysis of the evolu-
tion of Information Systems Design Theory for E-Learning; it was designed to re-
solve an important limitation of current design methods and e-learning systems: 
adaptability. Modular programming is the design technique used in PowerChalk to 
improve human computer interaction with the management of different types of 
data in order to have positive effect on both learning score and learning satisfac-
tion. PowerChalk works like a Transaction Processing System in order to support 
collaboration, communication, creativity and learning through a collection of or-
ganized modules. The characteristics of PowerChalk facilitate developing of com-
petencies for using multimedia technologies in any learning session, taking into 
account the teacher and student perspective. The goal of PowerChalk is to provide 
a robust, reliable, usable and sustainable multimedia technology for collaborative 
learning. 

17.1   Introduction 

The importance of information, multimedia, communication and e-learning tech-
nologies in order of promote open, distance, flexible learning satisfaction is ob-
vious; but an important problem not well-documented on e-learning is how and 
with what resources we need to develop an e-learning application to ensure usabil-
ity and accessibility to the users. 

Learning theorists justify that to reach an objective, acquire a skill or learn 
something, the learner must be actively involved through practice to cognitively 
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incorporate it into long term memory [1]. So, the most important characteristic of 
an e-learning application is the interactivity. Referring to interactive media tools, 
the adjectives “superior” or “best” depend on the specific context but the interac-
tive whiteboard (IWB) report potential pedagogical benefits and less drawbacks 
for teachers and students [2]. In general, a formative application should; be inter-
active and provide feedback, have specific goals, motivate, communicate a conti-
nuous sensation of challenge, provide suitable tools, and finally avoid distractions 
and factors of nuisance interrupting the learning stream [3]. On the other hand a 
set of features specific for e-learning systems interfaces are: they have to provide a 
comprehensive idea of content organization and of systems functionalities, simple 
and efficient navigation, advanced personalization of contents and clear exit. 

To accomplish all these characteristics is a difficult task, but through time many 
e-learning applications have been developed to satisfy some specific goals, how-
ever evidence suggests that the solutions are limiting the incentive to innovate and 
they are restricting the ability to integrate with other systems [4]. Herewith there is 
a need for theory to support the design and implementation of these e-learning 
systems. In this approach we analyzed the requirements of e-learning and the state 
of art in Information Systems Design Theory (ISDT) to propose Modular Pro-
gramming like a software design technique to solve the most important problem 
for programmers and users of actual e-learning applications: adaptability.  

To support this design-science research, this work has been instantiated in an 
e-learning application that has been used by staff, students and teachers (Power-
Chalk). 

This chapter is structured as follows. We review ISDT information and the re-
lated work in section 17.2. Then, in section 17.3 we describe the PowerChalk sys-
tem and in section 17.4 the different modules of the system. Finally in section 17.5 
the implications of our findings and further research are suggested. 

17.2   ISDT and Related Work 

Actually, the most efficient tool to use and create high richness multimedia mate-
rials is the electronic chalkboard. 

Among electronic chalkboard applications we find: educational tools, intelli-
gent work-spaces, group decision making tools, graphical visualizations tools, etc. 
Currently there are few electronic systems and projects that offer a combination of 
collaboration platforms, interactive chalkboards and displays that enhance any 
discussion session. In the state of the art we find the followings projects: 

• NotePals. Ink-based, lightweight note sharing. UCLA-Xerox [5]. 
• E-Cognocracy. Democratic system conceived for extract and diffuse the know-

ledge derived from a group of people.University of Zaragoza [6]. 
• K-Sketch. Interface design for creating informal animations from sketches. 

University of Washigton - University of California [7]. 
• PADDs. Digital documents that can be manipulated either on a computer 

screen or on paper. University of Maryland [8]. 
• SMART systems. Company of electronic whiteboards [9]. 
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• E-Chalk. Electronic chalkboard developed by FU-Berlin [10]. 
• Cabri software. Interactive media tool to create content faster to accompany 

text books or provide activities as resources in 2 or 3 dimensions [11]. 
 
The above systems are specializing in a very specific task but focusing on availa-
bility and usability. They have different limitations depending on stakeholders, 
among which we mention: costs, hardware or software limitations, their compati-
bility with only certain types of data and difficulty in updating to different kinds of 
hardware. In conclusion, they have difficulty in adapting to different kind of 
stakeholders or circumstances. 

The ability to integrate with other systems and evolve are not well satisfied, 
but Information Systems Design Theory (ISTDT) provides a sight on structures 
and processes to effectively implement technology for learning activities and im-
prove actual e-learning systems.  

David Jones defines three generations of ISDT formulation [12]. 

• First generation (1996-now). Typified by the generation of requirements, use of 
templates, software wrappers and commercial off-the-shelf products. Advan-
tages: ability to adapt to change, platform independence. Disadvantages: High 
level of technical skills required for the users and developers. Results: A grow-
ing number of stakeholders feeling limited by the approach, therefore this kind 
of platforms are abandoned for the users. 

• Second generation (1999-now). Delineated by increase use of the system by 
modifying the development and support processes with insights from diffusion 
theory, design patterns and pattern mining. Advantages: Instantiations more ac-
ceptable to users leading to greater adoption. Disadvantages: The systems have 
a pro-innovation bias that, amongst other effects, can decrease flexibility and 
increase difficulties to implement changes. Results: The systems are not able to 
evolve as quickly as hardware technology, requirements or needs. 

• Third generation (2000-now). Differentiated by increase the agility of the sys-
tem to change by encompassing features from emergent and agile development 
methodologies and use of OO and patterns. Advantages: Simple design, coding 
standards and collective code ownership. Disadvantages: Need to coordinate an 
efficient and disciplined development team. Results: Significant increase in 
systems use, a notorious decrease of developer’s teams and therefore less capa-
bility to evolve. 

Actual design methods rely on some of the ISDT generations, but in general rely 
on development being performed by a development team whereas the original 
template system provided methods by which end users can develop new templates. 
This characteristic could improve the system’s ability to support faster response to 
change. In this sense PowerChalk is the platform that solve many of the limita-
tions of current systems in order to support diversity, easy development, adaptabil-
ity and improve human-computer interaction for the management of different 
types of information. 
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17.3   PowerChalk Structure 

PowerChalk is a collaborative e-learning system for a new kind of electronic 
chalk, where we can combine the advantages of the traditional chalkboard with the 
functionality of multimedia, electronic devices and modern distance education 
tools. PowerChalk will transform any working session into a visual and reliable 
communication tool. 

Goals of PowerChalk: 

• To make the system robust, reliable, usable and sustainable with an efficient 
software structure. 

• Provide the platform with a set of tools to build new modules that allow the 
end-users to analyze complex miscellaneous information quickly, insert rele-
vant notes, access maps and integrate specialized simulation modules with ease 
(Rich Client Platform). 

• Provide the PowerChalk with a communication module via internet to share I 
formation and have real-time collaborative sessions. 

• Easy to adapt to different kind of hardware. 
• Easy to update. 

With this, we can reach a high-performance system for teaching and learning. For 
this purpose, PowerChalk was built through a distributed development model 
based on modularization. 

A modular application like PowerChalk is composed of smaller, separated 
chunks of code that are well isolated. Those chunks of software can then be devel-
oped in separated teams with their own life cycle, their own schedule. The results 
can then be assembled together by a separate entity [13]. This modular architec-
ture has the followings advantages: 

• It simplifies the creation of new features. These features can be Macros or use-
ful objects for a multimedia lesson-planning session. 

• It makes it easy for users to add and remove features. With this characteristic 
the user can modify the different tools being used. For example: the electronic 
ink, the pdf viewer, the image reader and more between the availables modules 
for PowerChalk. 

• It makes it easy to update existing features. 

With these benefits PowerChalk becomes a modern, flexible, technologyfriendly 
approach to e-learning and teaching. The architecture of PowerChalk is showed in 
Figure 17.1. 
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Fig. 17.1  PowerChalk structure 

We have a platform and architecture for distributed development with a mod-
ularized architecture in Java NetBeans platform. We solved the design problems 
of another analyzed chalkboard applications through design patterns like naviga-
tion, composition, semantic zooming, lookup, etc. [14]. The software structure al-
lows us to give more functionality such as affine transformations over the strokes 
or images, zooming in all canvas section, layering, distributed development, etc. 

17.4   PowerChalk Modules 

As applications become more complicated and we need high sustainable software, 
they are more frequently assembled from modules that were developed indepen-
dently. In the PowerChalk system, the modules work together to improve our ex-
perience as learner or teacher. 

17.4.1   Main Editor Module 

The base of an electronic board is an electronic ink. We have developed a proto-
type of an Editor in Java to add electronic ink components, others objects (images, 
keyboard input, etc.) and its edit functionalities (Figure 17.2). This editor is the 
base of a handwriting recognition system. Also, the editor includes pen-based ap-
plications to process the different kinds of objects through annotation, correction, 
condensation, organization, zoom abilities, print options (normal and pdf conver-
ter) and building of slides. 
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Fig. 17.2 PowerChalk main editor 

Teaching a lesson with interactive media involves underlining text, highlight-
ing, commenting or adding other objects on the fly. This combination of showing 
the information with critical thinking is useful for interactive media learning or ac-
tive reading. For this purpose, we have an annotation layer mechanism. Power-
Chalk has a hierarchical mechanism for supporting identification and processing 
of multiple overlapping layers of annotations for data (images, text, strokes, etc.). 
It should be noted, that every object in the PowerChalk canvas has its own time-
stamp and the complete session can be stored. Therefore, archived sessions can be 
played on-demand as conventional videos, fast-forwarding or rewinding the file. 
Also, PowerChalk can generate a printable version of the board content via printer 
or pdf file. 

17.4.2   Pen and Digitizer Tablets Module 

PowerChalk has a library for accessing pen/digitizer tablets and pointing devices 
using Java. Its key features are Event/Listener architecture and the fact that device 
access is implemented through providers in different operating systems and hard-
ware devices (Linux, Windows, Wacom tablets, Hanvon tablets, etc.). Editor tools 
that interact with the pen tablet have also been developed; an example of this is to 
open a color chooser through a click with pressure or a selection tool (Figure 17.3). 
PowerChalk has been used in PC computers and tablet-PC systems for classes in 
FU-Berlin by teachers and students to test the functionality and practicality. 

17.4.3   Multi-screen Manager Module 

Rapid adoption of digital devices leads to use several screens to perform the same 
activities. Every kind of screen has unique benefits; therefore, together they  
enhance the user experience. In general, the user wants relevant, consistent and 
connected information across their screens. This module allows the use of Power-
Chalk in several end-users hardware configurations giving accessibility and in-
creasing productivity in any collaborative learning session (Figure 17.3). 
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The principal experiments with the Power Chalk Editor are in a Data-wall with 
four screens that was built in a classroom for testing. We are gathering informa-
tion from teachers and students to improve the PowerChalk Editor as a part of the 
usability test. 

 

Fig. 17.3 PowerChalk in a multi-screen system with tablet 

17.4.4   Handwriting Recognition Module 

Adding handwriting recognition to the system makes the electronic board a great 
tool for a learning session because obtained signal is converted into letter codes 
which are usable within computer and text-processing applications (Recognition 
of mathematical expressions, diagrams, etc.) or user interface prototypes. With the 
handwriting module, we are able to: 

• Build bridge modules between PowerChalk and MATLAB,MATHEMATICA, 
etc. With this functionality, the user just needs to type user interface prototypes 
for calculations in Mathematica´s language as well as commands or actions for 
graphical output and the result can be displayed on the PowerChalk canvas 
(Collaboration modules for applications). 

• Recognize user interface prototypes. Pen, finger, and wand gestures are increa-
singly relevant to many new user interfaces for tablet PCs or PDAs. Designing 
and implementing gesture recognition was our goal to give PowerChalk a high-
ly human computer interaction tool. 

The problem of gesture recognition is divided in 2 cases: one-stroke recognition 
and multi-stroke recognition. In the one-stroke recognition we have analyzed and 
implemented methods for use in rapid prototyping [16]. The recognition results for 
the best configuration for one-stroke recognition reached 1.15% recognition errors 
(S.D. = 3.69) with 12 training examples. Equivalently recognition rate was 
98.85%. For multi-stroke recognition the method worked with 9 training examples 
and reached a recognition rate of 91.02% and equivalently reached 8.98% recogni-
tion error (S.D. = 6.62) [17]. 

17.4.5   Communication Module 

PowerChalk is a system that helps users communicate and collaborate for a certain 
project. In a PowerChalk session the conversation and information on the  
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chalkboard are equally important. We want the user to be able to communicate 
and work together with richly formatted text, photos, videos, maps and more. 

The structure of communication is through 3 channels: audio, video and Po-
werChalk canvas data. The system was tested transmitting over RTP and Java 
Media Framework. The system was improved with an external synchronization. 

With this module in PowerChalk we can capture, playback, stream, and tran-
scode multiple media formats providing a powerful toolkit to develop scalable, 
crossplatform communication technology. 

The hierarchy classes of the objects or data (based on Piccolo 2D) allow us to 
send any object through internet and to show the same information in any other 
PowerChalk canvas [18]. This technology will allow us to transmit the Power-
Chalk canvas data with high efficiency and synchronization with the other chan-
nels. Otherwise, designing a web framework, web services and an update center 
for the PowerChalk platform will allow the users to achieve distributed software 
development for increasing the applications of PowerChalk platform and also, re-
view, edit and build shared sets of recorded sessions. A recorded session could be 
a lecture, a discussion session over a set of data for group decision-making, an 
animation, or a set of data processed for gathering information. The communica-
tion module for developers is responsible for supporting these activities. 

PowerChalk works with a proper mark-up/logic separation, a POJO data mod-
el, and a refreshing lack of XML. With this kind of application, the end-user is 
able to publish any work session to a general public, for example: the classroom 
notes or homeworks.  

Web services are software systems that are externally available over a network. 
You can use them to integrate computer applications that are written in different 
languages and run on different platforms. Web services are independent from lan-
guage and platform because vendors have agreed on common web service stan-
dards. PowerChalk works with RESTful Web Services and SOAP-based Web  
services. 

Running the Update center will check if there are new modules or new ver-
sions of already installed modules available. From new or updated modules, the 
user could select, download, and install them. We developed an update center 
module for the PowerChalk structure over the HTTP protocol. 

17.4.6   Collaboration Modules 

A collaboration module for applications is a bridge module between PowerChalk 
and software like MATLAB, OCTAVE, MATHEMATICA, Gnuplot, etc. With 
this kind of modules we can send instructions for plotting functions, expression 
evaluation, solving equations, running a script, etc. and see the output on the Po-
werChalk canvas. We have designed an API for this kind of modules. The call to 
Gnuplot, or another application is made trough a keyboard input or handwriting 
information in the PowerChalk canvas. 
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17.4.7   Magic Panels 

A magic panel module has an area on the PowerChalk canvas, where the users can 
embed their own objects, tools or applications. An example is the animation mod-
ule. An animation is one of the best ways to express moving visual images  
because it can represent dynamic concepts and it can make information more at-
tractive and engaging however making animation is out of reach for the common 
user. Most animation tools are complex and time consuming to learn and use. 

To endow PowerChalk with an informal animation tool we merge the struc-
tured 2D graphics framework Piccolo2D [19] with an efficient lookup system. The 
design of the object structure with the lookup system in PowerChalk allow us to 
implement commands to animate objects over the PowerChalk-canvas, for exam-
ple, we can animate affine transformations over an object and composite a set of 
elements. As a result, PowerChalk has an API for animations and the platform for 
development. The user will be able to build a magic panel. 

17.4.8   Macros Module 

We use the term Macro to make available to the user, a sequence of quick notes 
(notes written in a prior time) or information (images, text, videos or pdf files) to 
use in a class session. The user interface of PowerChalk allows having the infor-
mation for a class, available in an organized and efficient window system. 

It should be noted that we are able to add to the macro notes or a page of notes 
written in a normal paper. This module can export a scanned file of the notes, bi-
narize the image, make the segmentation of different annotations (if the annota-
tions are split for a horizontal line) and make it available to the macro. 

17.5   Conclusions and Future Work 

PowerChalk preserves the pedagogical benefits of the traditional chalkboard and 
provides the possibility to show not only results or isolated ideas but the train of 
thoughts. Communication was established with some universities, companies, re-
searchers and students for testing the capability to develop and perform teaching 
sessions, and also the usability and functionality of PowerChalk. The consensus is 
that PowerChalk it is a robust, reliable, usable and sustainable score learning plat-
form and also a friendly tool to review and share lecture notes. To support in a 
measureable way the advantages of PowerChalk, a complete usability test is in 
progress. Also, we are increasing the efficiency of every module. 

The modular structure of PowerChalk allows us to quickly amend any detail of 
the system since PowerChalk has the distributed development characteristic.  
Because of this advantage new modules are being developed. Among the  
future modules we can find: Voice recognizer module, image processing  
module and a java compile module, etc. The idea is to transform the PowerChalk 
system (e-learning system) into a complete platform to share and process general 
information. 
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Chapter 18 
Identifying Fraudulent Shipments through 
Matching Shipping Documents with Phone 
Records 

Czesław Jędrzejek, Maciej Nowak, and Maciej Falkowski  

Abstract.  A crucial element of a VAT-carousel crime scheme is false documenta-
tion for transporting many goods (fuel, steel rods); claims that trucks cross the 
Polish border to and from neighboring countries (operation entailing zero-rate 
VAT tax), while, in reality, they never leave Poland. It is possible and practical to 
use analytic technology to prove that the routes determined by the locations of ra-
dio towers of drivers’ calls are incompatible with alleged transport documents 
(CMRs’) and invoice based information. This is based on a rule based expert  
system that covers semantic matching, spatiotemporal relation operators, and 
comparison of GIS data. The method has been successfully applied to real-life  
investigation (the GARO case). 

18.1   Introduction 

Several fraudulent schemes use the right to deduct input VAT for fictitious trans-
actions. In this chapter we analyze the following crime scheme (the Polish version 
of VAT-carousel crime) represented in Fig. 18.1. 
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Fig. 18.1 Companies involved in a crime scheme 

There are two possible areas of investigation. 

1. Financial flows and tax information. 

This is difficult although the most important. Since many straw companies  
appear in a scheme, Tax Offices and police waste a lot of time and effort investi-
gating of all companies; this has minimal benefit, compared to going after mas-
terminds and recovering money from fraudulent VAT-tax reclaims. This is a topic 
of our parallel work [1]. 

2. Data correlation between invoices and transnational shipment documents, 
(Contrat de transport international de Marchandise par Route, CMR documents 
are used in this chapter) and driver’s phone records. Cell phone data map the 
positions of trucks along the routes they have taken (as recorded on radio tow-
ers, called BTS, Base Transceiver Stations). These phone records based routes 
can be matched against with these stated in CMR documents (complemented by 
invoices). 

In this work we concentrate on the second aspect of the issue. The falsification of 
routes is a prerequisite to VAT carousel crime, because VAT tax on transnational 
sale has zero rate. In the particular type of VAT-carousel crime, the analysed 
shipment pattern is the following: 

• Company 1 from Poland issues an invoice and international transportation doc-
ument, CMR, related to a (fictitious) sale of goods t (here steel rods) to a com-
pany 2 in the Czech Republic/Slovakia. 

• Company 2 then sells the goods t to Poland and issues an invoice and interna-
tional transportation document, CMR, related to a (fictitious) sale of goods t 
(the same steel rods) to a company 3 in Poland. 

• In reality, the goods t do not leave Poland. They are sold by company 1 to 
company 3 through a series of intermediaries i. 

The method has been successfully applied to real-life investigation concerning 
fraudulent process of transaction between Polish and Czech Republic  companies. 
This investigation is called the GARO (anonimized acronym) case. 
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The chapter is organized as follows. Section 2 presents a model of data correla-
tion between invoices, CMR documents and drivers’ phone records. Section 3 de-
scribes a route verification algorithm. Section 4 shows results for the GARO case. 
Conclusions and future work are presented in Section 5. 

18.2   A Model of Data Correlation between Invoices, CMR 
Documents and Driver’s Phone Records  

Uncovering criminal behaviour relies on comparing data related to fictitious and 
real routes taken by shipping companies and drivers. Depending on the distance 
between origin and destination locations of goods, as well as data on dates of 
transportation and frequency of phone calls, a meaningful percentage of routes can 
be labelled as fictitious. At this moment at least 20 cases are being investigated, 
the GARO case being most representative of the scheme. 

The most relevant shipment documentation (CMR records) data are pairs: 

{X1 –   route origin in Poland, T1 –   date of transport from Poland } 
{X2 –   alleged destination in the Czech Republic/Slovakia, T2 –   goods receiv-

ing date in the Czech Republic/Slovakia} 
{X3 –   actual destination in Poland, T3 –   goods receiving date in Poland} 
 

From shipment documentation (CMR records), the alleged routes in the GARO 
case were the following:  

X1 ={Ostrowiec Swietokrzyski, Zawiercie, Zawada}; Zawada is the truck base 
of the EI company, 

X2={Bystrice, Cadca},  
X3={ Xi , Zawada}, where  Xi  are locations of end clients. 
 

It many cases parts of the alleged routes   X1  → X2 and   X2→ X3 are common, 
which makes analysis much more difficult. 

As for the set {T1 ,T2 ,T3}  in most cases T1 = T2 and T3  is missing. Missing T1 

does not prevent reasoning, the deliberate omission of data makes it impossible to 
establish truth. In some cases the missing data could be obtained by inspecting ad-
ditional documents, but no attempt has been made to do so. 

Phone calls are represented in the form of phone records PR{PNk ,Ts [l1,t1; lp,tp; 

lN,tN]}, where: 

PNk = phone number k belonging to a driver Dk, 

Ts = day of transport, 

lp,tp = pair - a location and a time of start of a phone connection on a given day Ts.  

In further analysis the following simplifications are assumed: 

1. There exists only one phone number k used by a driver Dk. Moreover, drivers 
do not exchange terminals or SIM cards between themselves.  
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2. The same driver drives a truck along fictitious routes X1  → X2 and   X2→ X3 as 
well as the real route X1  → X3.   In the newest cases sometimes one driver rides 
an empty truck to the Republic/Slovakia and picks up a load left at the ware-
house by another driver. 
    These two assumptions occurred in the GARO case. 

3. The algorithm in the present form does not take into consideration date  T1. 
Categorization is based on knowledge of T2 and T3.  If a driver could have been 
in a warehouse before 15 o'clock and  T3 is not known, we assume that T3= T2; 
however, the analysis becomes less conclusive.  
    It is also known that in some newer cases legs of X1  → X2 and   X2→ X3 are, 
according to documents, completed by different drivers.  

Initially, the police collect CMR (and invoice documents) in a paper form for a 
given period, and transform them to an Excel files containing relevant data; this 
plus electronic phone records of drivers constitute a database for a given case. 

Analysis is performed for the whole time period covered by CMRs and  
invoices, processing documentation for successive dates from a list of CMR 
documents. For a given date T2 and a given driver, a matching phone record set is 
selected for the same day. The phone record set is sorted with increasing time. 

We used GoogleMaps for a route and travel speed determination. Because of 
uncertainty regarding the speed of travel and the positions of driver within the 
range of base stations (BTS) towers to compensate for this we assumed that a 
transport was serviced if it reached Bystrice before 15 o’clock. 

Inspecting the phone record location statistics for 3 drivers showed that none of 
2366 analysed connections was routed by an operator from the Czech Repub-
lic/Slovakia  

18.3   A Route Verification Algorithm 

We have developed 3 criteria relevant for determining whether a shipment to the 
Czech Republic/Slovakia could occur as stated in CMR documents. 

1. Whether the driver could have reached the destination point in the Czech Re-
public/Slovakia by 15 o’clock on day T2 

2. Whether the driver could have reached the destination point in the Czech Re-
public/Slovakia on day T2 

3. Whether the driver could have reached the goods receiving location in Poland 
on day T3, if known.  

The negative answer to any of these questions indicates that the owner of the ship-
ping company and drivers that carried out transport fall under sanctions from Art. 
271 § 3 of the Polish Penal code (PC) – lying or stating (signing) a falsehood in a 
document with regard to a circumstance having legal significance. What is more 
important, this constitutes a prerequisite to a fraudulent VAT reclaim, which may 
be further investigated by police or Tax Office officers. 
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The algorithm used in our rule-based expert system is based on semantic 
matching, spatiotemporal relation operators, and visualization of GIS data.  

A very important concept is a span of the time window between two consecu-
tive calls, that is analysed with regard to spatial rules. 

Extensive work exists on this issue [3-5]. In previous work various ontologies 
and rules were proposed, written in formalized frameworks and rule languages 
such as RuleML and SWRL.  

In our case, geographic locations come from CMR documents and phone re-
cords. In the spatiotemporal representation used in this work, the most important 
aspect is time ordering. The essence of our algorithm is calculation of whether a 
driver could have travelled distance along the route y1  → X2  → y2,   (where  y1=lp    

and  y2= lp+1), passing though the warehouse in the Czech Republic/Slovakia, X2,  
in a given time span. Use of spatial ordering is not very effective for the purpose 
of building evidence, because, in general, we cannot determine whether a point lp  
was achieved on the way to X2 or in the reverse direction. The driver could drive 
in a senseless zigzag fashion; however sometimes this pattern could have made 
sense, particularly, if he made two shipments in a given day. Without additional 
information, we chose not to employ special spatial ordering rules. We introduce 
the following notation:  

RPR - Reference Phone Record, the one having tp, such that [(t=15:00) – tp] >0, 
and is minimum. 
DLPR - Direct Later Phone Record,  i.e. having time tq+1  with regard to tq.  
DEPR - Direct Earlier Phone Record, i.e. having time tq-1  with regard to tq. 
FDNPR - Following Direct Later Phone Record, i.e. having time tr+2  with regard 
to tr. 

These objects have two attributes: location and time, however, in the flowchart 
determining outcome of analysis (in Fig. 18.2), we use names of the object instead 
of their spatial attributes in order to save space in the figure. 

AP - Actual Point  { X2 or location lp  from PR{ lp,tp;; tp >t(X2 )}; where t(X2 ) is 
the calculated time of reaching X2. 
Pl – Poland,  
Cz/Sl -Czech Republic/Slovakia, 
RAP - Return Acceptance Place. 

We attempt to get conclusions on three criteria relying on the truthfulness of 
statements on CMR documents 

1. Driver could have been in a warehouse before 15 o'clock on day Ts. 
2. Driver could have been in Cz/Sl on day Ts. 
3. Driver could have been in goods receiving place in Poland on day Tt. 

The decision flowchart is drawn in Fig. 18.2. The shaded blocks correspond to 3 
criteria: the left block probes criterion 3. The top right block probes criterion 1 and 
the bottom right block probes criterion 2. 
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Fig. 18.2 The route classification algorithm 

The transport classification algorithm checks all the time windows - periods of 
time between two phone calls of the driver, to determine if the driver could have 
completed a route to a warehouse in the Czech Republic/Slovakia and back. Since 
we know a location of each connection (operators provides data on the BTS tow-
ers which registered a connection), these points are used as the start and the end of 
the analysed route. 

Time of departure from the place of loading in Poland is not known, and there-
fore the algorithm does not assume any. In many cases, T(X3), the date of the re-
turn of truck to Poland, is not known; the suspects deliberately omit it. 

We then assume that the supposed return shipment to Poland took place on the 
same day t(X2). This is a suggestion to possibly complement the existing case  



18   Identifying Fraudulent Shipments through Matching Shipping Documents  195
 

database with additional data: from road inspections, or tachometer recorders. In-
troduction of several possible options for a day of return would significantly in-
crease the number of possible cases to be analyzed (also generated drawings), and 
increase number of rules. Initial results indicated no significant evidential benefit. 

The architecture of the created environment is sketched in Figure 18.3. The in-
put data in the form of Excel tables is entered into Palantir Graph [6]. Palantir 
represents data as objects, in this case in the form of a phone call, and route origin 
and destination events. Important information is selected from data initially visua-
lized in this way by the set of object filters. Filtered data is geolocated, and placed 
on Palantir Map application. Route Classifier separates all objects according to 
their dates, and calculates whether the documented transport routes are possible or 
not. As the result the analyst gets a set of pictures with drawn routes and phone 
calls placed on their respective BTS towers, each representing one analysed day. 

 

 

Fig. 18.3 Architecture and flow of data in the analysing environment 

The input data in form of excel tables consists of two types of information: 

• phone records - list of phone calls made or received by the given driver. Each 
phone record has the BTS tower id, which indicates where it was recorded. 

• shipment documents - information about dates, origin, destination and type of 
transport, as well as CMR containing driver's data. 

18.4   Results for the GARO Case 

We have applied our method to the real data related to the GARO case; phone 
records pertain to the period of 11 months between July 2009 and the end of April 
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2010. In Table 18.2 we present results related to three drivers K.K., R.K. and G.K. 
working for the EI company. Statement “assuming that the date is the same” 
means  T3=T2. 

Table 18.1 Categorization of case showing levels of data falsification in CMR documents. 
The last 3 columns present a number of category assignment for three drivers 

Category K.K. R.K.  G.K.  

1. Driver could have been in a warehouse before 15 o'clock. 

Driver could have been in Cz/Sl. 

Driver could have been in goods receiving place in Poland. 

1 0 3 

2. Driver could have been in a warehouse before 15 o'clock. 

Driver could have been in Cz/Sl. 

Driver could not have been in goods receiving place in Poland. 

4 3 3 

3. Driver could not have been in a warehouse before 15 o'clock. 

Driver could have been in Cz/Sl. 

Driver could not have been in goods receiving place in Poland 

4. (including cases assuming that the date is the same). 

23 37 20 

5. Driver could not have been in a warehouse before 15 o'clock. 

Driver could not have been in Cz/Sl. 

Driver could not have been in goods receiving place in Poland. 

35 21 41 

6. Driver could have been in a warehouse before 15 o'clock. 

Driver could have been in Cz/Sl. 

Driver could have been in goods receiving place in Poland (assuming that the date 

is the same). 

3 4 10 

7. Driver could have been in a warehouse before 15 o'clock. 

Driver could have been in Cz/Sl. 

Driver could not have been in goods receiving place in Poland (assuming that the 

date is the same). 

0 0 0 

Missing  data prevents categorization  1 0 0 

TOTAL  66 65 77 

 
As we see only in a fraction of cases: in categories number 1 and 5 (shaded in 

green), the drivers could have taken routes as documented. The reverse happens 
for categories 2-4. 

It is important to present routes on the relevant maps. We colour-code the 
routes X1  → X2  (black),    X2→ X3  (red) and the real route X1  → X3 (blue). Initially, 
all routes, including the route from the place of start of transport in Poland X1 to 
the place of transport finish in the Czech Republic or Slovakia X2, are drawn 
based on the input documents (CMR from shipment companies). It represents a 
documentary state of the investigation, which, in most cases, is fictitious.  

Next, we verify the documentary  X1  → X2  route against the route that is drawn 
using BTS towers’ location from phone records as waypoints in order to show the 
supposed route of the shipment. The segments between locations of consecutive 
BTS towers’ locations are draws using GoogleMaps. The composite route is tested 
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against the set of rules, in order to reason whether it was possible or no to be in the 
place of transport finish. 

When the algorithm finds a time window, in which the transport could have 
taken place, the route is redrawn, going from y1  → X2  → y2,   where  y1  and  y2,  are 
the locations of BTS’ towers (treated as as waypoints) of the phone records be-
tween which the time window on travelling to the Czech Republic/Slovakia and 
back exists. The meaning of the black route ceases to be X1  → X2  . We were able 
to write scripts that render the whole procedure in the automatic fashion. 

 

 

Fig. 18.4 Documentary X2•  X3  (red) and the real X2  •  X3 (blue) route for K.K. driver for the 
transport on December the 8th 2009. The possible X1  •  X2  (black) route could occur between 
locations of BTS, 1854 and 1855 

18.5   Conclusions and Future Work 

In this chapter we presented a practical scheme of proving fictitiousness of fabri-
cated shipping documents which is a prerequisite to building evidence against 
criminals that defraud Government money by cashing the false VAT tax reclaims. 

The analysis of shipment documents performed in this work could provide a fil-
ter that would prioritize investigations. Moreover, this analysis will be a part of a 
general model of VAT tax related crimes. The crucial element of analysis was 
availability of phone records of involved drivers. All telecom firms keep data for a 
period. Currently, in Poland this period is two years. However, a new regulation is 
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prepared that limits this period to half a year. If this happens law enforcement and 
intelligence agency investigations will be greatly limited in their ability to provide 
evidence of associations between individuals and a particular location. In the 
GARO case most of the phone records used in this analysis would not be available 
if the extension period were half a year.  

Starting late 2012 data from vignette viaTOLL system would possibly be avail-
able for truck location analysis.  

Another issue is insufficient of cooperation between countries. In the GARO 
case warehouse were allegedly used outside of Poland. To use this fact as evi-
dence in the Polish court involvement of the foreign countries law enforcement in-
stitution would be necessary.  

The analysis in this work is a basis for logic enhanced link analysis of compa-
nies involved in the scheme [1]. The complete analysis on the scale of Poland 
would require very large procedural changes in Polish institutions and replacing 
proprietary tools by cheaper substitutes to make the system more cost effective. 
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Chapter 19 
Open Personal Identity as a Service 

Miroslav Behan and Ondrej Krejcar  

Abstract. The mobile technologies establish communication environment where 
mash able solutions are more than convenient. Open personal identity is indepen-
dent service which is gathering available identity resources and provides unified 
person identities. The service enables to resolve current mobile device problematic 
around multiplicities, backup or change management of person identification 
where multiple devices replication is an option. 

19.1   Introduction 

Do you remember the situation when you have changed your phone number and 
you had to tell this change to all of your friends, relatives even workmates? That 
time is over with the Open Person Identity as a Service. Imagine worldwide Inter-
net service which provides on-line personal information such as mobile numbers, 
current living address or current friend’s cross different social media. There are 
many advantages of usage of such a kind of service. We would like to introduce 
some of them in more details. 

The modern knowledge society produces much more information than we are 
able to consume and therefore the utilization or clarity of information is more than 
convenient. Only those kinds of services which are not complicated or confusing 
would be accepted by many and the strength of intuitive factors for applications or 
services behavior will increase in time. That’s why social media have such power 
of influence because they are gathering information from many sources in easy 
and comprehensive personal way. The problem is when you have more social me-
dia then the amount of time spent by scanning or posting into the different sources 
would not be efficient. The case is about to find an open solution which consoli-
dates all media in one place and basically provide personal social connector as a 
convenient user-friendly solution with an easy and comprehensive user interface. 
                                                           
Miroslav Behan · Ondrej Krejcar 
University of Hradec Kralove, FIM, Department of Information Technologies 
Rokitanskeho 62, Hradec Kralove, 500 03, Czech Republic 
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19.2   Problem Definitions 

The amount of social media networks, multiplicity of personal identity[2] and the 
inconvenient way of handling the important personal information lead us to think 
that there some better ways how to make our lives a little bit easier. That’s why 
we start to think about the problem in terms of usability in current available on-
line social technologies [8, 9]. 

We started to ask how to solve our daily life common problems and we summa-
rized them in following questions. What if we have more than one mobile device 
but each one of them has a different content? Or if we have just one mobile device 
but we lost it? Could we exchange mobile device platforms without any inconve-
niences? Do we have to notify everyone when we change our mobile number or 
even when we do not use it anymore as an identity? When we answered positively 
to some of those questions, we considered us in correct problem definition  
[10, 11]. 

That was just a brief overview of a complex task to solve. In this article we are 
focusing on personal identity service which is used for virtual personal identifica-
tion and enables communication between people over modern technologies; nev-
ertheless we consider that kind of service as open and as an independent concept 
where commercial influences are minimized. At first we describe communication 
process between two or more sides where communication could be established if 
there is an existing compatible informational data flow exchange between mobile 
device clients. To start process at first we need to know the identity of persons 
with whom we would like to communicate. The identification of personal identity 
consists of our tacit knowledge where the identity is located in available informa-
tional resources and how is the identity knowledge externalized by visualization in 
comprehensive form. After correct identification of required person the communi-
cation process can start. 

As current personal identification mainly used in mobile devices we assume a 
phone contact list where identities are expressed by names, personal pictures or 
associated phone numbers. That kind of establishment was made by mobile pro-
viders over the world. Another personal identity used in mobile device communi-
cation that we recognize are the instant messaging systems where identities are 
commonly defined by user name coded by sequence of characters. We consider 
these types of identification as obsolete and we propose a new concept in chapter 
New Design. 

Also we define the environment as an on-line with unlimited access to the In-
ternet according to the fact that the increasing mobile device on-line connectivity 
is arising. We announce the off-line mode of Internet connectivity as temporary 
state which is identified by status of not connected client and which would be 
changed by user interaction or predefined settings device behavior to on-line mode 
and proceeds in delayed tasks. We considered on-line Internet access to mobile 
device in terms of synchronization of contact list with the Open Person Identity 
Service (OPIS) over message based client-server where changes are only made by 
authorized identity owner. In those terms of change management we defined fol-
lowing concept of Front-End and Back-End where: 
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Front-End – all clients which are accessing over Internet to service by message 
based communication and perform user’s actions corresponding to correct content 
within associated devices and also can perform data merge operation with current 
device content. 
Back-End – the server provides service based on client-server type of connection 
and background resource processing which interacts with social media as auto-
mated direct resource connector.  

Next chapter highlighted the solution concept (see figure 19.1) which can solve 
our defined problematic by changing establishment and by exploiting today’s 
technologically innovated environment surrounding us with increasing mobile In-
ternet connectivity. 

 

 

Fig. 19.1 Scenario of Open Personal Identity as Service 

19.3   Related Works 

Today’s personal identities are stored mostly in mobile device as a contact list 
saved on a local storage. Synchronization with other devices or with desktop ap-
plications is normally made over USB or Bluetooth which is connected directly to 
personal computer. For instance we just highlight some of software solutions: Ap-
ple iTunes, Nokia PC suite, Microsoft Phone Data Manager. These mentioned 
software solutions have some disadvantages. The installation requires dedicated 
computer where are all data and management placed. Supported mobile devices 
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are basically only with corresponding platform or manufacturer in terms of single 
content management or in case of mobile device lost or exchange. 

Those disadvantages of current local data management software of mobile de-
vices led us to propose remote data management solution so a part in this article is 
covering a solution for personal identities service based on a contact list embedded 
in mobile devices, which could be manageable from device itself or from web in-
terface from Internet [4, 5]. 

The reason why we considered such solution is a usability of mobile devices 
due to its limitations in editing the contact where small screen and lower level ma-
turity of a user's input interface is provided in comparison with common desktop. 
The other reason is a possibility of data replication to other different types of mo-
bile devices. In short it is to create an independent platform for mobile phone us-
ers who have more than one device. It is also useful for an easy recovery of a  
contact list data in case the device is lost or broken. 

The new solution considers security issues and authorization of publishable 
personal information. The main reasons why such a service may be not acceptable 
from user’s point of view are data privacy issues where users will not like to share 
data of their contacts. That issue we solve in terms of use and encryption system 
policy where no one could decrypt personal data without a password. 

We announce well-known OpenID service as different type of web service 
[6, 7] which basically provides uniform access to multiple web sites or application 
which implements OpenID access as a 3rd side authentication process. The prin-
cipals are different in basic scenarios where for example in case of OpenID the us-
er visits a web application and is able to log in without registration or native login 
process but instead of that the user will be only authorized by OpenID with the 
same credentials when service is implemented and provided. The principals about 
OPIS are described as following use case scenario. The user have only one place 
for real identity attributes and these information are in case of change automatical-
ly redistributed to connected systems or they are provided as a service like on-line 
requests by gathered data from social connectors where last update event of spe-
cific identity detail is provided. 

19.4   Solution Design 

As was mentioned in chapter above the developed solution is based on front-end 
and back-end architecture where as a front-end we assume only devices which are 
opened to software maintenance and which are configurable such as smart phones, 
tablets, and computers or even for instance the cars with embedded customizable 
control unit [3, 11]. The front-end in our perspective is basically any customized 
client with Internet connection ability, device with contact list accessibility and 
with background processing possibility. As an extension of front-end in term of 
user device application also user interface whereas the output we consider graphi-
cal (GUI) or voice interface (VUI) and as the input a touch, keyboard or voice 
recognition user interface [12, 13]. Next part, the back-end could be any server 
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technology which is able to store data of identities and their associations with 
clients, which have Internet connectivity and providing services on specified ports 
and also which are able to maintain informational flow between external resource 
providers such as social networks or instant messaging services and internal web-
site accessibility for remote device administration [14, 15]. That was in short the 
concept of described solution where we are focusing on types of user actions on 
client side and then on server side on back-end processing. 

For more precise description of front-end we would define common end-user’s 
actions and divide them into two parts as an interoperability types of actions 
which come first and as an administrative action types which come after. The task 
that would not necessary starts at first time after client installation is the import of 
personal identities processing where available resource is embedded in a device 
contact list, in usage of instant messaging systems or in social networks. All that 
kind of application would be recognized at first time or upon user’s additional task 
completion. Therefore user’s actions are about to import existing contact list, add 
social media connector or add instant messaging provider. As a complementary 
user’s actions to each of designed entities would be to create, read, update and de-
lete (CRUD) actions from administration point of view. During the process of an 
identity import is mandatory a user's support where actions as human recognition 
are required, because data mash or the other identity conflicts are machine irre-
solvable. Next actions covered administrative part of application where client be-
havior settings ability options are shaped by Internet connectivity which could  
became as off-line or on-line device mode. The off-line mode recognizes active 
connections to Internet and automatically synchronizes changes with back-end in-
stance. If the device does not support background listener of network status 
change than the responsibility of connectivity is up to user over corresponding 
passive sync actions. While the active on-line mode requires requests to be served 
just in time and therefore personal identities would be provided any time up to 
date when they are required by user or by another application. Also in this case 
devices without support of background processing are using contact list as an pro-
vider of identities and accessibility for other application have to use embedded 
contact list as informational resource which is replicated upon user actions. Also 
there is possibility to use designed communication client where identities are au-
tomatically remotely resynchronized. Another administrative action is definition 
of access level permissions for each specific identity where user could globally se-
tup public, protect or hide permission for concrete identity or in more sophisti-
cated customization could specify permissions based on member groups. 

The back-end part actions are mainly focused on background processing of 
connected clients or connected external identities providers. For better compre-
hensive overview we highlighted the entity diagram in next figure 19.2 where are 
required kinds of information gathered into the database. Data are consolidated 
within user’s point of view and saved only with partial information based on  
social networks providers. 
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Fig. 19.2 JPA Entity diagram 

The social networks and instant messengers are converging subset of external 
identity providers. Not all are enabling open informational exchange for indepen-
dent clients. One of open exchange protocol is called Extensible Messaging and 
Presence Protocol (XMPP). Standardized on port 5222 and messages are ex-
changed over Extensive Mark-up Language (XML). We considered standard 
above as convenient and it will be used for interaction in further development on 
interface [16] with most of instant messenger providers. For social networks pro-
viders are common criteria with third side authorization process of external appli-
cation which was mainly developed and enhanced by Facebook due to external 
social content providers who have to have only limited access to social media pri-
vate data [17]. The same principles are used in G+ for accessing personal identity 
details. 

19.5   Implementation 

During the project realization we were challenging the suitability of used technol-
ogies. As the most portable solution we decided to use Java object language and 
supportive development framework Eclipse due to Java virtual machine (JVM) 
technology where clients could be implemented in any kind of device which sup-
ports embedded Java even for instance in car's radios which are able to be con-
nected instantly to Internet [18, 19]. The prototype of testing server which  
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provides open personal identities as a service is developed as socket Java server 
and running as a background process within Linux distribution (Cent OS) on vir-
tual private server (VPS) [20]. The testing client prototype is based on Android 
platform because of a rapid application development (RAD) where Java is also in-
cluded as a platform development language. The communication between server 
and client is based on message driven protocol. The messages are transferred by 
Java objects serialization. As server storage we used ObjectDB database engine 
caused by its performance results [1]. We consider that engine as the fastest in 
terms of usage Java Persistence API(JPA), where the Java object are annotated as 
database entities and therefore the transformation of any type of data between per-
sistent Java objects in memory and physical data objects in database back and 
forth is automated. Currently implemented part of a concept is user interface as 
Android native application with touch ability. We of course plane web interface 
for remote management with possible device management extension therefore in 
the following figure 19.3 is screen of Android client application version 1 which is 
enabling a merge of different source of personal identities and replicates know-
ledge to the server.  

In a certain time of period background processes are refreshing data from ex-
ternal resources which are announced with public accessibility. Validity for in-
stance of email is checked with background process email checker only on  
untrusted inputted data. 
 

    

Fig. 19.3 Screens of Android client application 
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19.6   Conclusions  

The Open Personal Identity Service solution is one part of larger scale project 
which covers Remote Mobile Device Management area. We consider positive in-
fluence of application usage on daily bases tasks where personal productivity in-
creased by penetration over connected social networks. The change of any kind 
personal information supposed to be automatically redistributed over the con-
nected systems. The application increase usability of maintaining social and per-
sonal identities characteristics. The open access service increase global knowledge 
of personal identities and positively influence human adaptability in cyber space. 
The real benefits of service would be recognized in further discovery with real us-
er’s behavior. The result at first step is working prototype which provides remote 
service of personal contact list management for mobile device users. With an in-
creasing amount of application users the certain of personal impacts will be more 
obvious. 
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Chapter 20 
The Computer-Aided Estimate of the Text 
Readability on the Web Pages 

Radosław Bednarski and Maria Pietruszka  

Abstract. The chapter deals with the methodology of creating computer aided text 
readability system. Special attention concentrates on the rules helpful for a crea-
tion of readability of the text on the Web pages. Major factors are: typeface, font 
size, leading, text block width, text colour and background colour. Finally the sys-
tem and its tests are presented. 

20.1   Introduction 

There are many kinds of electronic documents with text. Some of them are de-
signed to print, others to display on the screen. Documents created by a desktop 
publishing software are intended for printing, then font designed for printing 
should be used on this one. Websites and multimedia encyclopedias, handbooks 
and presentations require the use of fonts dedicated to displays. This is due both to 
differences between the carriers and technologies of reproduction of text, as well 
as with differences in the way of examining the contents of the document. Note 
that the printed document is read and opposite to this, the display document is 
viewed. In addition, many Websites (e.g. blogs, home pages and pages of small 
businesses) are created by people who are not graphics and have no knowledge of 
typographic.  

Existing research concerned usability [14], average reading time and text un-
derstanding  [2,3,5,6,8,16], subjective feelings of the reader associated with pres-
ence and elegance of a typeface [2,4], readability of a typeface with different sizes 
[2,3,4,5,8,16], preferred typeface [2,3,4,6,16], colors used in text [8,9,11,13,15]. 
Despite many research on the text readability there is no software, which would 
help in the selection of typographic parameters. Existing programs only help in the 
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selection of text color. For example Hewlett Packard Company has developed co-
lours system verification working online. A program for colour contrast analyze in 
online and offline version called CCA (Colour Contrast Analyzer) was created by 
Jun of Wrong HTML in collaboration with Steve Faulkner of Vision Australia. 
Therefore, we decided to create a helpful tool for creating readable text for the 
Web pages for non-professional designers. We assume that besides the colour se-
lection, it should assist in the selection of typographic parameters. 

The next two sections are dedicated to typography parameters and colors of text 
on web pages. Then another two sections describe the proposed system to evaluate 
the text and present the results of tests. 

20.2   Typographical Text Parameters 

There are many text parameters: typeface, typestyle, font size, line length, leading 
(line spacing), spaces between letters (tracking), adjusting the spaces between 
pairs of letters (kerning) and x-height. These parameters are called typographical 
because of their direct impact on the layout and design text both on paper and on 
the screen (Fig. 20.1) [17].  

 

Fig. 20.1 Typographical parameters  

The font is a medium that contains the information needed to reproduce type-
face. The font size is a height of rectangle in which the letter has been placed. In 
typography a point (pt) is the smallest unit of measure of font size, but on Web 
pages are used pixel, em and percent too. Typeface is complete character set, de-
signed with stylistic unity. There are three main groups of typefaces: serif (e.g. 
Times), sans-serif and decorative. Sheriff writing has the end lines called the she-
riffs, whose task is to increase the difference in the construction of individual let-
ters. This is preferred in most print publications, but is not recommended for 
screen text, particularly of small size. This is a due to differences in resolution of 
screen and printing: resolution of digital printers is about 600-3000 dpi while the 
screen resolution is about 100 dpi. A small number of pixels prevent a good repre-
sentation of the letters shape, especially small items like serifs.  
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During planning Web page or multimedia application layout dimension of indi-
vidual fields shall be set in pixels. Because there is not any correlation between 
the high of font and width of text block it is not easy to calculate text block with 
for which in one line of text there will be about 40-50 marks, according to text 
readability. To make it possible was created a relationship for calculating the av-
erage number of characters per line, text block width (W) and font size (H) in ty-
pographical points [1]: 

W = 8.2H + 5.2, for 40 characters in line                      (20.2.1a) 

W = 8.7H + 6.0, for 50 characters in line.                     (20.2.1b) 

where W – width of line text [mm] and H – height of font [pt] 
The basic units used in graphic design for screen is pixel. In Adobe Flash used 

to create web pages and web applications independent from screen resolution – 10 
mm is equal to 28,5 pixels. Therefore for 1 mm accrue 2.85 pixels. Then on 1 inch 
= 2.54 cm accrue 72 pixels and 72 pt. Software manufacturer (Adobe) took care of 
the same treatment of pictures and writings in their applications. Thus, if the user 
gives text field width W in pixels it can be converted to mm by dividing by 2.58, 
that’s means W[mm]=W[px]/2.58. 

20.3   Coloured Text on the Screen 

Polish standard PN-90/P-5514 “Letter printing. Characteristic of readability” rec-
ommended black or another dark print on white ground of this same intensity. 
This gives us maximum contrast and makes reading easier and the costs compared 
to colour printing are reduced significantly. The colour on the screen is free. Co-
lorful background and/or text can be found on corporate slides multimedia presen-
tation and Web pages [8]. Unexpectedly clear color scheme creates white text on a 
green background (Table 20.3.1). 

Man defines the colour using the three attributes: 

1. Hue (H) is a qualitative difference of colour. 
2. Saturation (S) is deviation from the gray colour. 
3. Lightning or brightness (Y) indicates if the colour is closer to black or white.  

Table 20.3.1  Impact of colour composition on the speed reading and the understanding of 
screen text; position in rank is given in the brackets [8] 

No Colours Contrast [%] Reading time [s] Understanding [s] 

1 Black on White 100 196 (2) 62 (1) 

2 Black on Gray 60 201 (3) 59 (2) 

3 White on Green 41 188 (1) 57 (4) 

4 Gray on White 40 202 (4) 57 (4) 

5 Yellow on Blue 77 213 (7) 58 (3) 

6 Green on Yellow 30 212 (6) 55 (5) 

7 Red on Green 29 209 (5) 53 (6) 
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Because the human eye is more sensitive for changing brightness than colour, 
small elements like text should be different from background brightness. Two cri-
teria must be used to check if the selected colour is correct: brightness difference 
(CB) and colour difference (CD) [1]: 

BFBFBFDBFB BBGGRRCYYC −+−+−=−=      ,|| ,          (20.3.1) 

where R, G, B are the components of the RGB colour model, and the subscripts F 
and B denote the text and background respectively. In the TV models [12]: 

Y = 0.299R + 0.587G + 0.114B                                  (20.3.2) 

Different organizations, companies and researches recommended slightly different 
values of CB and CD (from 0 to 255 per single component of colour) [12]: 

CB > 125 (by W3C),  CB > 100 (by Ferrari [8])                         (20.3.3) 

CD > 500 (by W3C), CD > 400, (by HP Company).                   (20.3.4) 

We tested the 3136 colours to verify how many colours meet these criteria. It 
turned out that only about 11% of tested colours met both criteria (3.1) [1]. 

20.4   Computer-Aided System for Assessing the Readability of 
the Text and the Selection of Its Parameters 

Existing programs are able to check text readability only in terms of text colour 
and background colour. As it is clear from the section 2 there are more parameters 
whose value can significantly affect text screen readability. The most important 
and able to be modified by the user are: typeface, font size, text block width, lead-
ing, text colour and background colour. 

The assumption of our system is that anyone who are a graphic or a web de-
signer, and who prepares multimedia presentation or electronic documents can be 
the user of the system. Certainly this system will be most useful for users who are 
not specialists in typography and graphic design provided that: 

1. Readability degree will be determined in an understandable way for the user, 
for example: “the text is readable”, “the text is not readable”, “readability is 
low”, “readability is sufficient”, “readability is optimal”, instead of text reada-
bility = 41.3%. In this case the user does not know what to think about such 
evaluated text readability without additional explanation. 

2. Besides the text readability evaluation, the system will generate tips which give 
some practical information about how to improve readability of the text. De-
signing of the text appearance is an individual matter, and the positive evalua-
tion we can achieve, in different ways. Therefore, it is better not to force the 
user to change parameters, but only suggest parameters changing.  
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Basics of text evaluation are not determined precisely. The system that has such 
functionality should be rule-based inference system. 

Linguistic variables are variables whose values are words or phrases in natural 
or artificial language. Ranges and corresponding values of typography linguistic 
variables were developed by an expert in the field of typography, professor 
Krzysztof Tyczkowski, for fonts designed for screen (e.g. Verdana, Tahoma, 
Georgia, Trebouchet, Ms Sans) and the Arial font which although designed for 
printing also works well on screen (Table 20.4.1).  

Table 20.4.1  Linguistic variables 

Linguistic variables Range Value of variables 

Height [ 6 pt, 8pt] “Low” 

Height [ 9 pt, 12pt] “Optimal” 

Height [13pt ,16pt] “Sufficient” 

Leading [1pt] “Low” 

Leading [2pt, 3pt] “Sufficient” 

Leading [7pt ,9pt] “Sufficient” 

Leading [4pt, 6pt] “Optimal” 

Number of characters  [1, 39] “Low” 

Number of characters  [40, 50] “Optimal” 

Number of characters  [51,70] “Sufficient” 

Brightnees contrast [0, 124] “Low” 

Brightnees contrast [125, 255] “Optimal” 

Colour contrast [0, 400] “Low”” 

Colour contrast [401, 765] “Optimal” 
 
 

They can take the following values to specify the degree of readability: “low”, 
“sufficient”, and “optimal”:  

1. “Low” – text is unreadable or text can be read but is not clear, font is too small, 
to read eyes should be closer to the monitor. There are problems to discern the 
characters. 

2. “Sufficient” – text can be read without major problems, there are no problems 
with character, but reading is not comfortable – you may have problems finding 
another text line, sometimes eyes should be closer to the monitor.  

3. “Optimal” – text can be read without any problems, there is no need to ap-
proach eyes to the monitor, there is no problem discerning the characters, read-
ing during an extended period of time does not strain eyes.  

For brightness and colour contrast two readability values were adopted: “Low” 
and  “Optimal” which directly stems from the contrast criteria developed by W3C 
and HP (section 3) according to which pairs of text and background colours meet 
or do not meet readability condition. 
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Knowledge base in measurement of text readability system is rule-based. It was 
built based on: 

• knowledge of the parameters of typography (typeface, font size, leading, the 
width of text box), derived from an expert in the field of graphic design and ty-
pography, 

• rules deal with, text and background colors, developed by W3C consortium en-
gaged in developed of Internet technology and HP company, 

• researches and tests (see next section). 

Inference module performs inference using progressive methods of reasoning, 
which generates new facts on the basics of existing facts and rules. This type of 
reasoning allows to extend the knowledge base in the future. After the user gives 
parameters, they are preprocessed and brought to a format acceptable by inference 
module. It is based on rules, assessed value of each linguistic variable, and final 
text readability. The final stage is displaying of partial degrees and final text rea-
dability value. System will display suggestions to improve each one of text para-
meters when the readability is not optimal. 

The inference engine using the rules specifies the value of Rl, Rw, Rk linguistic 
variables. Readability is evaluated due to text height (Rh), line spacing (Rl), aver-
age number of characters per lines (width of text field) (Rw), chosen colors of text 
and background (Rk). They are converted to numerical values “Low – 0”, “Suffi-
cient – 1”, “Optimal – 2” and written to array readability ratings defined as follow: 

var readability: Array = [Rh, Rl, Rw, Rk ];                          (20.4.1) 

This will facilitate processing to get final text readability assessment: 

var estimate: Array = [0, 1, 2];                                    (20.4.2) 

The final readability assessment (R) will be minimal of assessment of individual 
parameter. This due to the fact that it is sufficient that only one of parameter was 
mismatched and it will negatively affect readability of the whole text:  

),,,min( kwlh RRRRR =                                          (20.4.3) 

The here described system for assessment text readability was programmed in 
Adobe ActionScript Language. The user enters name of font, font size and line 
spacing in typographical points, width of text field in pixels. Text and background 
colours are selected using Color Picker component. In the lower left corner of the 
screen the system displays a text sample of selected parameters. On the right side 
the system displays partial evaluation and the optimal value and final assessment 
of readability (Fig. 20.4.1).  
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Fig. 20.4.1 User interface  

20.5   Tests of the System 

To verify accuracy and usefulness of the system there were performed two types 
of test. The first test was performed by two experts in the fields of typography and 
graphic design. Its purpose was to check and correct the knowledge put into a sys-
tem. The second test was performed by end-users with no experience in graphic 
design to check if the system can help them in text designing. Both tests were per-
formed on a PC with Windows XP operating system, and a LCD monitors with 
the 1280x800 addressability. Assessed was a Polish text taken from a book by 
Krzysztof Tyczkowski “Lettera Magica”. 

Expert tests were conducted on two levels: test of typographical parameters and 
test of colours. Both tests were developed by Krzysztof Tyczkowski, PhD – an 
expert who pre-consulted readability assessment of typographical parameters in a 
certain range of values. For test were asked two experts in field of typography and 
graphic design. The test of typographic parameters was based on a subjective as-
sessment of readability of text complex one typeface (Arial) with different heights 
and line spacing. The examined text had a fixed number of about 40 characters per 
line. The evaluation of this same text has been developed by the system. Then dif-
ferences were analyzed. The main difference arose for the space line parameter. 
Initially it was dependent on the height of the font. Expert tests have shown that it 
should not be done for text on the screen so a change to the system was done. 

The colour test consisted of evaluation of white, grey or black text with optimal 
typographic parameters, showed on colored background. In total 52 pairs of co-
lours were tested with the focus on basic colours. 
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Conclusions of an expert from the tests were as follows:  

• most readable is black text on a white background, 
• text in dark gray on a white background located in the assessment of optimal 

readability,  
• white and gray text displayed on a black background is very well noticeable, 

but requires more time for reading, 
• text presented on a colour background is not very active - the first note is back-

ground colour not the text,  
• readability of text on a yellow or green background is good.  

The second type of test was performed for end-user of the system. The test group 
consisted of 27 people aged between 19 and 57. Some people who participated in 
the study wore prescription glasses, also during the test. All subjects were expe-
rienced Internet users – have used it for a minimum of three years. Varied age of 
participants of the test allowed to check the influence of age on user preferences 
regarding the various text parameters.  

The test group was divided into two parts. The first group consisted of 11 
people tried to improve the parameters of the original text without supporting of 
the system. Participants did not see the assessment of various parameters of the 
text, nor the final assessment, or system suggestions for improving parameters. 
This test is called „test without application”. The second group in which 16 people 
were tested saw both, the assessment of individual parameters as well as sugges-
tions for their amendment. This test is called “test with application”.  

Initial test settings for the two groups were as follow: font size 8 pt, leading 2 
pt, width of text fields 200 px. The colours were black for the background and 
dark grey for the text. In assessment of the system, readability of all parameters 
was determined as “Low”. Therefore the readability of the entire text is also 
“Low”. The task for both groups was to assess the initial text parameters accord-
ing to their own feelings, changing the parameters of the text so that the text was 
more readable and evaluation of text parameters after their changing. After the 
evaluation by users who were not using the full system, their assessment was 
compared with application assessments for the parameters proposed by user. Each 
of the respondents in both the first and the second test group filled a questionnaire 
in which he answered the initial question and question related to the parameters of 
the text. In the test the initial text parameters was assessed by the user, then the 
user proposed their own settings and their assessment. Finally users of the first 
group were asked whether their parameters improve text readability and if there is 
a need to create a system that helps in setting the parameters of the text in order to 
improve its readability. Members of the second group were asked whether the  
parameters suggested by the application improve text readability and if the appli-
cation designed for assessing the readability of the text and the selection of its  
parameters is useful for creating readable web pages. 

The evidence confirming hypothesis about the usefulness of the system will 
show that user’s readability improvements aided by the system are able to make 
more favorable adjustment of parameters than users who improved parameters  
without aid of the system. This hypothesis will be conformed thanks to a  
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comparison of the text evaluation in the two groups that demonstrates that more 
correct decision occurred in the group using aid of the system. 

The system will be considered as useful if following hypotheses will be proved: 

1. Users in the questionnaire find that use of the evaluation system has improved 
the text readability. 

2. In group evaluating the text with aid of the system there will be no Low reada-
bility assessment  

3. In the group using the system will occur frequently more text readability im-
provements than in the group that does not use the aided system. 

4. Text readability evaluation in group that does not use the aided system will be 
different from evaluation of the system. 

For statistical analysis Fisher’s exact test was performed. This method was chosen 
because of the conditions of experimentation. Fisher’s exact test is performed 
when multiplicity sample below 40 and assuming that any expected a value is less 
than 5. The studies satisfy conditions of abundance and expected values. This test 
showed significant differences in frequency readability of text improving between 
group who used full version of aided system and group who used version without 
aid (Table 20.5.1). From the analysis for improving text parameters indicate that 
use of a system - aided text evaluation significantly improves the text readability. 

Table 20.5.1 Summary results of the comparision of frequency of improvement of text 
readability; N – number of people in group, f – fraction, p – significance level. 

Group 

Improvement of text readability 

All 

p≤ 0.05 

Yes No 

N f N f N f 

With system aid 16 1.00 0 0 16 1.00 

0.006 Without system aid 6 0.54 5 0.46 11 1.00 

All 22 1.00 5 0.46 27 1.00 

20.6   Conclusions 

It should be noticed that the system does not require the user to set suggested pa-
rameters but only advises how to change the parameters to obtain optimal text 
readability. Currently the system takes into account a few basic typographical pa-
rameters such as: typeface, font size, font size, font color, background color, lead-
ing, number of characters per line and width of text block. 

Programming the system in ActionScript language allows to share it online and 
offline. The system was created relation to websites and multimedia applications, 
but the universality of assumptions and approaches allows to use it also in the de-
sign of electronic documents. 

Acknowledgments. The authors thank Professor Krzysztof Tyczkowski for expertise in the 
field of typography. 
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Chapter 21 
MSALSA – A Method of Positioning Search 
Results in Music Information Retrieval Systems 

Zygmunt Mazur and Konrad Wiklak  

Abstract.  The chapter describes a modification of the SALSA results ranking al-
gorithm. An assessment of its suitability for the use in a music information re-
trieval system has been made. The authors propose MSALSA algorithm which 
uses existing connections (links) between websites and music files. By using these 
connections, a new method of creating a ranking for music search engine results, 
independent from the user query, has been developed. 

21.1   Introduction 

Although music information retrieval is currently a well known domain, it is still a 
subject of a lot of research. The popular text-based MP3 search engines are now 
replaced by systems that provide many different ways of creating queries, like 
query by humming, writing a sequence of notes or providing the melodic contour 
of a song. 

Sound files are a specific data source. Both audio signal frequencies, stored in a 
sound file, and additional textual information, stored in metadata, allow perform-
ing different types of queries. The term metadata means textual information ex-
tracted from a sound file, like a song name, a composer, a name of the album etc. 
By using one of the music databases available online, e.g. GraceNote or Music-
Brainz, the correctness of the audio metadata can be verified. Creating an identifi-
cation system of text information that is stored in music files by us is a relatively  
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complex and difficult task. It is also not a subject of this article. However, it is 
possible to check, in a relatively simple way, the completeness of basic informa-
tion about a song, like a title, an artist’s name, an album, a year of album release, 
or copyrights. The correctness and completeness of data that is stored in an audio 
file as metadata is now a major criterion of sorting query results, returned by a 
music search engine. Such an approach of positioning search results in modern 
music search engines has significant advantages – it gives certainty that a file re-
turned as a result contains a song corresponding to metadata which is stored in that 
file. However, it is not difficult to see disadvantages of using only music files 
themselves in the results ranking algorithm. Each music file is treated as a single 
entity that is not related to any other music files, documents and other contents in 
the Internet. Unfortunately, such an approach does not correspond to the real state, 
and the information about the file overall popularity in the Web is permanently 
lost. The popularity of a music file depends not only on the individual preferences 
of a search engine user, but also on the popularity of websites that host that file. 
The first possible approach of calculating music file popularity is the number of 
websites that contain at least a single outgoing link, pointing to a specified music 
file. However, each website has equal importance, which means that any website 
from the Internet is equally popular. Therefore, a better solution is to use the mu-
sic website popularity based on classic link-based algorithms for text documents. 
Such algorithms are used by modern search engines like Google. The overall sum 
of weights – or the maximum weight – of websites returned by the text document 
ranking algorithm is a rank of the music file context.  

The SALSA is a well-known ranking algorithm used in text search engines. 
SALSA is a mixture of the best PageRank and HITS features. For each website 
the authority and hub scores are calculated. SALSA can be also easily calculated 
by using the iterative power method. It is a good idea to apply a similar approach 
in music search engines. The ranking algorithms which are used now in music in-
formation retrieval systems are based mostly on self-file features, like metadata 
etc. and individual user preferences. However, in real world the popularity of a 
music file depends not only on the preferences of an individual search engine user 
but also on the overall popularity of websites that host this file. That kind of popu-
larity can be calculated by basing on the connections – links – between websites. 
Therefore, a better solution is to use the criteria of music websites popularity 
based on classic links-based algorithms used by modern text search engines. It 
must be also assumed that overall popularity of a music file is a maximum rank 
value from the set of websites that contain at least one link to that specified music 
file. That kind of rank gives information about the music file context, and can be 
used in the expression as a part of the overall music file rank:  

UserRankkContextRanMetaRankankMusicFileR ++= )max(  
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where MetaRank describes the file value based on self-file information like meta-
data, UserRank describes the user preferences value and ContextRank are values 
of websites that contain at least one link to the specified music file. The Contex-
tRank is calculated by using one of the link-based algorithms like HITS, Page-
Rank or SALSA. 

Another important aspect is lowering the size of the computational issue by re-
moving from the link structure those websites that don’t contain any links to the 
music file. The article assesses the usefulness of SALSA algorithm for the possi-
bility of its use in music information retrieval systems. It also presents a modifica-
tion and test results of the SALSA algorithm due to the specificity of music files 
as data – the MSALSA algorithm. 
 

 

Fig. 21.1.1 The music file popularity depends on overall website popularity 

21.2   Description of the MSALSA Algorithm 

The SALSA algorithm is well described in [1]. Similarly as in SALSA the start 
point is the adjacency matrix AM. Each cell in the i-th row and j-th column of AM 
contains value 1 if there exists a link from the i-th to j-th website; otherwise, the 
cell contains 0. 
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From the AM the two stochastic matrices are created. First one is a row-
stochastic matrix RL, and the second one is column-stochastic matrix CL. This 
process can be described as follows: 
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where k is the sum of elements in i-th row of the matrix AM and m is the sum of 
elements in j-th column of the matrix AM. 

Next step is to determine matrices A = CLTRL and H = RLCLT where CLT is the 
transposed matrix CL. After that it’s necessary to remove from matrices A and H 
the columns and rows that contain only zeros,. Finally — after the elimination ze-
ro rows and columns — we obtain matrices A’ and H’ which are used in the 
SALSA algorithm to calculate, respectively, the authority and hub scores. 

At this moment the MSALSA algorithm is the same as SALSA. However, 
there’s a risk that matrices A’ and H’ can be reducible and give different result 
vectors — dependent on the start vector in the power method. 

Irreducibility of the A’ and H’ matrices can be guaranteed by similar transfor-
mations like in the PageRank algorithm — by using the perturbation matrix and 
the teleportation factor. However the irreducibility can be also achieved through 
applying transformations on the matrices A’ and H’ by using the information about 
links from websites to music files — and that’s the main point of MSALSA  
algorithm. 

The next step of MSALSA collects information about the cardinalities of the 
sets of outgoing music file links from each website. For each website the probabil-
ity of occurrence of the outgoing link, that is leading to the music file, is calcu-
lated and is applied to A’ and H’ matrices as follows: 
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where a and h are the number of websites respectively in the A’ and H’ matrices, 
card(Oj) is the cardinality of the set of outgoing links to music files from the j-th 
website. The expressions in the denominators are the sums of cardinality of the 
sets of outgoing links to music files from all websites respectively from the A’ and 
H’ matrix. Both MA and MH are row-stochastic matrices. 

After calculation MA and MH matrices, the probability of occurrence of an out-
going link to a music file for the websites that doesn’t contain any in-links – zero 
elements in the MA and MH matrices is calculated. 
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Please note that these “zero probabilities”, calculated separately for each row of 
MA and MH matrices, correspond to the perturbation matrix in the PageRank algo-
rithm. However, it is more suitable to real world than a single fixed alpha value, 
and is also more suitable to music search engines, because it uses links to music 
files as a source of information. 

The final AMSALSA and HMSALSA matrices that are used to calculate authority 
and hub vectors in the MSALSA algorithm are obtained by applying the ZM prob-
abilities: 
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The next step is to apply the iterative power method to obtain the results authority 
and hub scores. To calculate authority score we choose stochastic initial row vec-
tor AV size a, calculation precision delta and perform following iterations using 
AMSALSA matrix: 

1. LastAV = AV 
2. AV = AV · AMSALSA 
3. IF || AV – LastAV||1 > delta THEN continue ELSE convergence - END. 
 
Similarly, to calculate the hub score we choose stochastic initial row vector HV 
size a, calculation precision delta and perform following iterations using 
HMSALSA matrix: 

1. LastHV = HV 
2. HV = HV · HMSALSA 
3. IF || HV – LastHV||1 > delta THEN continue ELSE convergence - END. 

21.3   Tests Results 

Tests have been performed for both SALSA and MSALSA algorithms including 
the number of iterations in the power method that are necessary to obtain the result 
vector for specified fixed calculation precision and initial matrix size. The cardi-
nality of music file links set for each website was generated randomly at the  
beginning of the test program. Also the connections between websites were gener-
ated randomly. To acquire high calculation precision the Java BigDecimal  
data type was used in implementation. Tests results are presented on the  
Fig. 21.3.1-21.3.4. 
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Fig. 21.3.1 The speed of the convergence in the power method for SALSA and MSALSA 
algorithms with fixed calculation precision of 8 decimal places 

 

Fig. 21.3.2 The speed of the convergence in the power method for SALSA and MSALSA 
algorithms with fixed calculation precision of 30 decimal places 
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Fig. 21.3.3 The speed of the convergence in the power method for SALSA and MSALSA 
algorithms with fixed calculation precision of 100 decimal places 

 

Fig. 21.3.4 The speed of the convergence in power method for MSALSA 
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21.4   Conclusions 

The tests proved that MSALSA algorithm gives faster convergence for the author-
ity and hub vector than SALSA. The advantage of the MSALSA algorithm is the 
two rank vectors – the hub and authority vector. Unlike in SALSA, the authority 
and hub scores are independent from the start vectors in the iterative power me-
thod. That’s what makes MSALSA a more convenient ranking algorithm. It also 
gives more suitable results for music information retrieval scope, because infor-
mation of links to music files is used. Therefore it’s a good idea to introduce 
MSALSA as a part of a ranking algorithm in small and medium scale music 
search engines and music information retrieval systems. However, the MSALSA, 
just like SALSA, seems not to be a very scalable solution and, also is vulnerable 
for spamming. Therefore MSALSA may not be suitable for large scale music 
search engines and music information retrieval systems. 
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Chapter 22
The Concept of Parametric Index
for Ranked Web Service Retrieval

Adam Czyszczoń and Aleksander Zgrzywa

Abstract. Finding relevant services from a service collection which satisfy potential
user query is crucial problem in Service–Oriented Computing. Parametric search-
ing seem to be one of the basic features of Service Retrieval however there is lack
of methods supporting this possibility. In this chapter we suggest a new approach to
Service Retrieval of both SOAP and RESTful Web services. The usage of parametric
index enables users to retrieve ranked results in accordance with specific parameters
of a service. In our approach we distinguish components based on service structure
which are later considered as index parameters. Because the size of such a indices
is significantly big our approach uses the method of conceptual indexing which al-
lows to reduce index size by grouping relevant service components. Additionally,
for the purpose of search performance improvement for parametric index we in-
troduce merged weight vector. Our research is supported with implementations of
proposed approach by which we conducted preliminary experiments. Experimental
results confirm that the proposed approach significantly reduces the index size and
improves search performance of parametric service retrieval.

22.1 Introduction

Recent studies show rapid development of Service Oriented Architecture (SOA)
and Web services [1]. This active progress concerns both two major classes of Web
services—commonly referred to in the literature as SOAP and RESTful [5, 6, 7, 9].
Still, for service–oriented systems the key problem is finding services which satisfy
information needs of potential users.

The purpose of Service Retrieval is to find relevant services from service collec-
tion satisfying given query, describing the special requirements of the user [8]. To
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improve the performance of retrieving information Web services are indexed in a
data structure where different index constructions allow different ways of search-
ing. Parametric searching is one of the basic elements of Service Retrieval however
currently there is lack of methods supporting this possibility.

To fill this gap, this work proposes a novel approach to index SOAP and REST-
ful Web Services using parametric index structure which enables ranked service
retrieval. Parametric index allows user query terms to be given as parameters of a
Web service, for example its name, operation, resource etc.. In case parameter is not
specified all service parameters are analysed. In order to enable ranking of search
results, service components are modelled in vector space. However, the problem
of parametric indexing lies in huge index size. In order to reduce it our approach
utilizes the method of conceptual indexing which groups relevant components into
concepts. For further service retrieval performance improvement we also present
merged weight vector which allows to avoid comparing each of the parameters sep-
arately to the query by index searching mechanism. In result presented approach not
only reduces size of index dictionary but also improves retrieval performance.

22.2 Related Work

Basic parametric index concepts (called zone index) are presented in [4]. The con-
cept of parametric index was also introduced and patented by Google Inc. [3]. Au-
thors developed method of parametric indexing and parametric group processing
corresponding to elements in the parametric index.

The approach of conceptual indexing was introduced by D. Peng [8] where author
developed a method of indexing Web services conceptually by grouping relevant
service operations into the same service concepts. In result the indexing is based
on service’s operations characterizes functions provided by the service instead of
indexing a service with just a set of terms from the description at the entire service
level. However this approach was devoted to SOAP Web services and so far there
were no attempts to apply it to RESTful services as well. Additionally, presented
conceptualisation approach cannot be directly applied with parametric index. The
resulting service concepts govern services at operation level and information about
specific service parameters cannot be extracted from resulting service concept vec-
tors. In this chapter we use conceptual indexing to group relevant components of
each service (not service collection) in order to reduce size of the index dictionary.

22.3 Web Service Structure

According to study conducted in [8] a SOAP Web service is abstracted as a set of
operations where each of them represents a function provided by the service. Each
service operation is a six–tuple which consists of: (i) input messages, (ii) output
messages, (iii) description of operation’s function, (iv) name of the operation, (v)
name of the service, (vi) description of the service. Information above can be ex-
tracted from WSDL files and UDDI entries. Mentioned study considers indexing
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of Web services at operation level rather than service description as in traditional
approaches. However for the purpose of this chapter services will be indexed in
accordance with specific parameters so we cannot treat them as a set of operations.

The structure of RESTful Web service is founded on our previous study [2] based
on which we consider it to be composed of: (i) name, (ii) description, (iii) version,
(v) resources. The resources are in turn composed of: (vi) name, (vii) value, (viii)
description, (ix) method, (x) representation. This information can be obtained from
RESTful service URI and website describing the service.

The SOAP and RESTful service structural elements are similar. We can inter-
pret the operations/resources as components of a Web service. In result the structure
of each component can be described by its name, description, some input and out-
put. When considering the I/O of SOAP component we treat them as operations
with input and output messages. In the context of RESTful services we take I/O of
components as resources where the input are POST, DELETE and UPDATE values
and output are GET values of a resource. For precise parametric retrieval purposes
we also need to keep information about component method and its representation
where for SOAP services they are usually POST and XML respectively. The formal
definition Web service is as follows.

Definition 1. A Web service is a quadruple of elements: ws = 〈p1, p2, p3,C〉 where
p1, p2, p3 are service parameters which respectively correspond to service name,
description and version. Service parameter C denotes service component set C =
{c1,c2, . . . ,cn} where each component ci ∈C is represented by following six–tuple
ci = 〈A1,A2,A3,A4,A5,A6〉 representing component elements: name, input value,
output value, description, method, representation.

Above definition shows that Web services can be parametrized by its name, descrip-
tion, version and components which represent different functions provided by the
service. Parametric searching is more precise not only because user may specify
exact parameters of interest but also because services may get separate scoring for
different parts. This also results in better precision than with the use of indexing at
the service level or even at the operational level only.

22.4 Web Service Ranking with Vector Space Model

To enable ranking services are modelled in vector space. Each service parameter is
represented as a vector in |V |–dimensional space where V represents index vocabu-
lary size.

Definition 2. Web service in vector space model is represented by service vector
group Γws = {−→p1,−→p2,−→p3,ΓC} where −→p1, −→p2, −→p3 are parameter vectors of correspond-
ing to them service parameters and ΓC is service component vector group repre-
sented by ΓC = {−→c1 ,−→c2 , . . . ,−→cn}. Every −→ci ∈ ΓC stand for component vector. Each
i-th parameter or component vector is formulated in following manner:

−→αi = [ωi1,ωi2, . . . ,ωim] (22.1)
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where m is the vocabulary size of particular parameter or component and ωi j corre-
sponds to its weight of j-th term. Weights ωi j are calculated using one of the best
known combination of traditional weighting schemes in information retrieval—tf-idf
which is defined as follows:

ωpit j = (1+ logtfpit j ) · log
N

dft j

(22.2)

where tfpit j is term frequency of j-th term in i-th parameter or component, N is
size of parameter or component collection (separately) and dft j is the number of
parameters/components in the collection that t j occurs in.

With the above weighting scheme each parameter or component vector is repre-
sented in real–valued V–dimensional space R|V |. Each component representation is
simplified as one “bag of words” derived from its elements (component name, de-
scription, I/O etc.) which allows to represent components as above vectors.

22.4.1 Relevance Measure

In order to measure relevance between parameter or component vectors in vector
space model the cosine function is used. With proposed above weighting scheme
vectors have different lengths. In order to measure the relevance of vectors of dif-
ferent lengths they have to be normalised to the unit equal to one. In result weights
have the same order of magnitude. To do that every element has to be divided by its
length which is accomplished by following equation:

ωpit j =

(1+ logtfpit j ) · log N
dft j√

∑n
m=1 ((1+ logtfpitm) · log N

dftm
)2

(22.3)

With the above equation the relevance between two length-normalised parame-
ter/component vectors is as follows:

relevance(−→αi ,
−→α j) =

−→αi ·−→α j =
m

∑
t=1

ωitω jt (22.4)

where m is the number of terms in parameter/component vector. Equation 22.4 ap-
plies also for measuring the relevance between query and parameter or component,
however query must be also length-normalised vector according to Equation 22.3.

22.5 Parametric Index

In information retrieval basic index structure is called inverted index which is com-
posed of: dictionary – data structure that stores a collection of terms, and post-
ings list – list of mappings to all documents in which particular term occurs. Basic
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concepts of parametric index structure were presented in [4] where parameters can
be included in dictionary or in postings list. However extending the dictionary of
parametric index by encoding parameters in terms leads to rapid increase of its size,
especially for many parameters as in the case of Web services. In order to avoid
index enlargement our approach is based on encoding the parameters in postings
list. In parametric service retrieval we consider two situations. In the first case user
specifies parameter to which his query is related to. In result the index lookup con-
cerns only weights of specified parameter for each service that query term occurs in.
For this situation parametric service retrieval is effective because the number of el-
ements to compare with the query is equal to the size of service collection, which in
this chapter is the lowest possible number of elements to check. The second situation
occurs when there is no parameter specified by the user so each of the parameters is
equally important. In this case, in order to find relevant services query vector must
be compared against all parameter vectors for every service in the collection. In re-
sult the total number of elements necessary to check is several times bigger than
service collection size which may be too big for effective service retrieval, espe-
cially if indexed services comprises many components. Our approach utilizes two
methods which solve the above problem by reducing index postings list size and
improving parametric index search performance. First method is based on grouping
relevant service components into concepts and second method uses merged weight
vector which is composed of total weights of all service parameters for each term.

22.5.1 Component Concepts

Based on the concept elaborated by D. Peng [8] relevant service components are
grouped into concepts according to below definition:

Definition 3. The component set Cs (Definition 1) of service s is grouped into k
component concept vector group ΓKs = {−→κ1,

−→κ2, . . . ,
−→κk}, where −→κi ∈ ΓKs repre-

sents a component concept vector of individual service s. For each −→κi let Gi =
{c1,c2, . . . ,cl} be its guiding set and ΓGi = {−→c1 ,−→c2 , . . . ,−→cl } its corresponding guid-
ing vector group, if for every −→c j ∈ ΓGi , relevance(−→κi ,−→c j ) ≥ θ is satisfied. The θ
parameter is the relevance threshold between component and component concept−→κi represented by length-normalised concept vector and calculated as the average
weight of m component terms in its guiding vector group ΓGi :

−→κi =
1
|Gi| ∑−→c j ∈ΓGi

−→c j =

[
1
|Gi| ∑

c j∈Gi

ω j1,
1
|Gi| ∑

c j∈Gi

ω j2, . . . ,
1
|Gi| ∑

c j∈Gi

ω jm

]
(22.5)

In result c service components are grouped into k component concepts where k ≤
c which allows to reduce the number of elements to check with the query while
retrieving service.



234 A. Czyszczoń and A. Zgrzywa

22.5.2 Merged Weight Vector

Comparing merged weight vector to query vector reflects total service’s relevance
to the query. In result, while retrieving service, instead of analysing every parame-
ter vector the searching mechanism finds relevant services based on merged weight
from which it later extracts relevant parameters. In this case the number of ele-
ments to compare with the query is equal to the size of service collection, and later,
for relevant parameters extraction, its equal to the number of total parameters and
concepts.

Definition 4. Merged weight vector of Web service s is the length normalised av-
erage weight of all service parameters, where first three parameters represent pa-
rameter vectors−−→p1..3 (Definition 2) of service name, description, version, and fourth
parameter Γκs denotes service’s component concept vector group (Definition 3) as
average weight of all component concepts:

−→σs =
1
4

(
3

∑
i=1

−→pi +
1
|ΓKs |

|ΓKs |
∑
j=1

−→κ j

)
(22.6)

In other words merged weight vector can be constructed as the sum of recursively
repeated Equation 22.5 for components, then for component concepts and lastly for
parameters. This not only significantly reduces index size but and increases perfor-
mance of service retrieval.

22.5.3 Index Structure

According to Definition 1 we distinguished four parameters of a Web service: (i)
name, (ii) description, (iii) version, (iv) components. Based on the above and refer-
ring to previously considered issues concerning service’s representation in vector
space model (Definition 2), component concepts (Definition 3), and merged weight
vector (Definition 4) the resulting parametric index structure is as follows:

Definition 5. Parametric index is a m×n matrix where m denotes the dictionary size
with the vocabulary composed of m terms and n represents the size of service col-
lection with n services. For each i-th term and j-th service matrix entries ai j are rep-
resented by following matrices ai j =

[
ωσ ,ωp1 ,ωp2 ,ωp3 ,

[
ωκ1 ,ωκ2 , . . . ,ωκk

]]
. Rows

of the matrix represent term vector groups whereas columns represent Web service
vector groups Γws = {−→σws,−→p1,−→p2,−→p3,ΓKws}, where −→σws is represented by Equation
22.6, each parameter vector −−→p1..3 is represented by Equation 22.1, and each compo-
nent concept vector −→κi ∈ ΓKws is represented by Equation 22.5.

22.5.4 Indexing Algorithm

Based on Definition 5 the following algorithm of indexing Web services is proposed:
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Algorithm 1
Input: Set of Web services S. Output: Parametric index matrix I.
INDEXSERVICES(S):
1: I ← [ ]
2: for s ∈ S do
3: I ← I∪{Null}
4: ΓK ,ΓG ← /0, /0
5: for PARAMETER or COMPONENT as α ∈ s do
6: −→α =

[
00,01,02, . . . ,0|V |

]
7: for t ∈ UNIQUETERMS(α) do
8: −→αt ←GETWEIGHT(t)
9: end
10: if α is PARAMETER do
11: Is ← Is∪−→α
12: else
13: Rmax,κ pos←MAXRELEVANCE(ΓK ,−→α )
14: if Rmax and Rmax > θ do
15: ΓGκ pos ← ΓGκ pos ∪−→α
16: ΓKκ pos ←GETAVERAGEWEIGHT(ΓGκ pos )
17: else
18: ΓG ← ΓG∪{−→α }
19: ΓK ← ΓK ∪−→α
20: end
21: end
22: end
23: Is ← Is∪ΓK

24: Is0 ←GETAVERAGEWEIGHT(Is)
25: end

The above algorithm is based on the assumption that index dictionary is already
built and its size is equal to |V |. Presented pseudo-code describes the process of
constructing static index since no vocabulary is updated while indexing services.
On the other hand, new vocabulary of newly indexed services could be appended
at the end of the dictionary. The algorithm is applied for every parameter or com-
ponent denoted as α of service s for which we create vector −→α (Equation 22.1).
Initially, this vector is filled with |V | zeros (line 6), each zero for one term in the
dictionary. In line 3, for every service we append Web service vector group to the I
matrix. Initially this vector group has only one Null element to which we will ap-
pend vectors. Also in the end the Null value will be replaced by the merged weight
vector described in Equation 22.6. The usage of Null does not influence average
weight calculated in the end of the algorithm. In line 4, we initialise service’s com-
ponent concept vector group ΓK and guiding vector group ΓG as empty sets. In lines
7-9 we calculate length normalised tf-idf weights (Equation 22.3) for every unique
term that parameter/component contains. Weights are assigned to their correspond-
ing positions in −→α vector. For the GETWEIGHT function it is assumed that values
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N and df (see Equation 22.2) are known (can be computed while constructing index
dictionary).

Afterwards, if α is a parameter (line 10) we append its vector to I matrix in s po-
sition (line 11). Lines 12-22 are executed for components only. In line 13 function
MAXRELEVANCE calculates the relevance between each concept in ΓK and current
component vector −→α and returns two values. First one is the value of maximum
relevance from between all concepts and current component, and the second value
represents position of concept with the maximal relevance to the component in set
ΓK . Because in the beginning there are no concepts and set ΓK is empty, function
MAXRELEVANCE returns Null as the value of Rmax, so condition in line 14 is not
satisfied. Therefore, in line 18 we add new set of guiding vectors with only one el-
ement −→α to the vector group ΓG. Each set in ΓG corresponds to one concept in ΓK ,
therefore in line 19 we add current vector−→α to the concept vector group ΓK . In result
we created first concept κ0 which in the beginning is the same as first component
vector−→α . Since at this point set ΓK is not empty and Rmax is not Null, for every sub-
sequent component lines 15-16 apply. In line 15 we add current component vector−→α into set of which position corresponds to the position of the most relevant con-
cept κ pos. In line 16 we calculate average weight of all component vectors which
belong to the guiding set ΓGκ pos of most relevant concept. The calculation is done in
a manner similar as presented in Equation 22.5. Resulting weight is assigned to con-
cept vector κκ pos ∈ ΓK in position κ pos. In other words, we update concept vector
which is most relevant to current component.

After all components are processed we append resulting concept vector group ΓK

to the I matrix (line 23). In the end (line 24) we compute the value of merged weight
vector in a manner as presented in Equation 22.6, and replace it with the initially
created Null value placed in the beginning of service vector group. In result, we
receive the Web service vector group Γws as presented in Definition 5. This process
is repeated for every service in the input set S.

22.6 Experimental Results

Based on the concepts and algorithm presented in this chapter we implemented Web
service indexing mechanism by which we conducted initial test. The aim of the ex-
periment was to measure the effectiveness and performance improvement of pro-
posed approach in contrast to index without conceptualisation and merged weight
vector. In order to evaluate the effectiveness we used following classical information
retrieval measures: precision, recall, F-measure.

The service collection of the experiment was composed of 778 SOAP Web ser-
vices with total number of 5140 components and 801 parameters collected by our
implementations Web Service Crawler and Indexer. The resulting index dictionary
was composed of 3499 terms. The crawler’s destination host was: xmethods.net—a
directory of publicly available Web services, used by many researchers for service
retrieval benchmarks. Because we are still improving our methods of RESTful Web
services identification, the experiment does not include any services of this class.



22 The Concept of Parametric Index for Ranked Web Service Retrieval 237

Fig. 22.1 Effectiveness of service retrieval in “basic” and “improved” index for 5 different
queries.

However for the purpose of this experiment this fact does not influence our experi-
mental results.

Size of the “improved index” based on our approach was reduced to 1815 con-
cepts which gives 65% reduction in contrast to the total number of components. The
relevance threshold θ was set to 0.65. According to [8] threshold value in range
[0.5, 0.8] assures good balance between retrieval precision and performance. The
experiment was carried out for following queries: “currency exchange”, “weather
forecast”, “weather forecast service”, “demographics”, “new york” and “send
sms”, denoted as Q1, Q2, . . . , Q6. The comparison of retrieval effectiveness of two
index structures is presented in Fig. 22.1 where Time 1 corresponds to response time
in seconds for the first index structure and Time 2 for the second structure.

For given queries the effectiveness of service retrieval in both structures was the
same. There was however substantial difference in response time. On average it
was equal to 0,167s for first structure and 0,006s for second. This means that our
approach improved search response time by 97%. Despite the fact the effectiveness
was the same, retrieval results differed in the ranking order. The ranking threshold
was set to ten services with best relevance to the query and assumed that services
which do not belong to this group are considered as irrelevant.

The effectiveness was very high for unique query terms contained by only few
services. For popular terms the effectiveness was lower because among big group
of retrieved services only few of them were relevant. For example for query “new
york” only one service was relevant but the group of retrieved services was very
big because many of them contain term “new”. Similar result can be observed for
queries “weather forecast” and “weather forecast service” where therm “service”
decreases the overall effectiveness. However this drawback is not significant for
ranked results where the most relevant ones are returned on top.
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22.7 Conclusions and Future Work

Retrieving reusable services for composing new service-oriented solutions is fun-
damental to Service Oriented Computing. In this chapter we presented approach
which fills the gap for ranked parametrical retrieval of both SOAP and RESTful
Web services. Our research includes formal definition of Web service which distin-
guishes basic service parameters. Secondly we presented how parametrised services
can be modelled in vector space in order to enable ranking. Next, we introduced the
actual structure of parametric index together with indexing algorithm. For perfor-
mance measures and index size reduction purposes our approach also utilizes the
method of conceptual indexing in order to group relevant service components into
concepts. For further service retrieval performance improvement we also present
merged weight scheme of all parameters of particular service. The resulting mech-
anism allows to avoid comparing weights of every parameter to given query. Ex-
perimental results show that proposed approach allows to significantly reduce index
size and return search results almost 30 times faster while keeping the effectiveness
of service retrieval at the same high level as in standard parametric index. In order
to provide more searching possibilities for the user, in our future work a method of
efficient indexing for phrase and tolerant retrieval will be developed.
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Chapter 23
Web-Based User Interface for SOA Systems
Enhanced by Ontology

Marek Kopel and Janusz Sobecki

Abstract. In the chapter a method for ontology enhanced user interface adaptation
for SOA systems is presented. SOA paradigm defines a set of methodologies for
building a software out of interoperable services. Most of the services have an in-
teractive character so they need a corresponding user interface to be defined. Today
these interfaces are implemented by the software designers and programmers man-
ually. Today, however there is a need for more flexible user interface authoring and
automatic generation, which is based on the services input and output parameters
and their ontology-based description.

23.1 Introduction

The problem of user interface adaptation has been addressed in many papers before,
for example [12] and [15]. The user interface is usually adapted to the personal user
needs and/or environment settings [10]. User interface adaptation is also one of the
important problems of systems based on the SOA (Service Oriented Architecture)
paradigm. SOA paradigm was developed in the beginning of a new millennium as a
reaction of the software community to the discontent over interoperability, reusabil-
ity, and other issues of traditional software development best practices and standards
[1]. The introduction of a new service oriented best practices that are shaped to de-
liver strategic enterprise solutions and to overcome different shortcomings that ap-
pear at the tactical level. It is also said that SOA framework is a general guide how to
conceptualize, analyze, design, and architect their service-oriented assets [1]. One of
the basic features of the SOA based systems is composition of a composite service
from at least several different reusable services. The consequence of this is possibly
different user interface for the same service depending on the context of use of the
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particular service. Today in most cases the user interface for the each user role and
for each composite service is designed and then programmed manually by software
designers and programmers. This process is usually time and money consuming,
and the consumption of these resources increase with the number of different user
roles and the system environments to be programmed. When we are going to design
any interactive system and especially an interface for complex services we should
start with the proper user model [10, 14]. We should remember However, that the
ever-increasing number of different information systems also brings the increase
of differences among them. These differences are caused by different reasons such
as different place of living, different nationalities and cultural belongings, different
generations, etc. As a result of that all these anthropological as well as cognitive dif-
ferences between the users is their influence on their information needs and interac-
tion habits. The consequence of these differences is bringing difficulties in modeling
these users in the standard way [11], so more flexible solutions are necessary.

23.2 User Interfaces Enhanced by Ontology

Ontologies have been used in information systems design and development on at
least several different levels, such as databases integration, business logic or Graph-
ical User Interfaces (GUI) [13]. Application of the ontologies in the process of
user interface construction is not a new idea, for example in a work [15] ontolo-
gies are applied to the problem of unification of user interface parameters in the
user interface recommendation method using the ant colony metaphor. The work
[13] presents an approach for mapping formal ontologies to GUI, which supports
device independent GUI construction and semi automatic GUI modeling. In the
work [9], however ontology-based approach of user interface development was de-
signed for eliminating the demerits of the model-based approach, while preserving
its merits, by exchange models of different interface components. In work [6] Gar-
rett introduces elements of user experience in modelling web as a software interface
or hypertext system. These elements are organized into the following layers from
abstract to concrete levels: strategy, scope, structure, skeleton and surface. The rep-
resentation of direct mapping from the strategy level, which is the lowest layer to
the surface level which is the highest one can help users to perceive the targeted
domain concept [13]. The Garrett elements can also represent UI layers in its design
and development, where the ontologies deliver a framework for formal specification
of the domain concepts as well as UI ones. Application of user experience elements
may also reduce the user interface development expenditure. Table 1 shows map-
pings between levels of experience and corresponding ontological implementation
together with corresponding application example using ontological framework. The
example which is considered in this table shows application of personal information
management system. By application of some formal ontologies we may specify the
structure of interaction. The applied ontology delivers the vocabulary of any given
entity concept and corresponding sub-concepts. It may also specify the domain of
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Table 23.1 User Experience Elements Mappings [13]

Level of User
Experience

Ontological Implementation Example Application using Onto-
logical Framework

Surface Graphics Look and Feel UIO Implementation at Graphi-
cal Library SWT, OpenGL, GTK,
wxWidgets, QT

Skeleton User Interface Ontology Customized Textbox, List box, Se-
lection Box, Date/Time tool, Con-
tainers, Buttons

Structure Domain Ontology vCard, hCard
Scope Vocabulary (for Entities and Re-

lations) Relations also represent
Functions

Name, Address, Date of Birth,
Email, Phone Number, Family
Name, Zip Code

Strategy Personal Information Management

the entity values. By defining automatic mapping functions from ontology to GUI
we can deliver a tool for user interface generation.

23.3 User Interface for SOA Systems

At Wrocaw University of Technology within the itSOA grant we are developing a
system called PlaTel, which is based on the SOA paradigm [2, 5, 8]. The system
implements the notion of Smart Services, which is the extension of the concept of
service composition [8] that enable also the execution of composed services. Smart
Service, like business process is represented as a graph, where nodes represent the
previously defined services and vertices connections between them and order of ex-
ecution. To implement Smart Services in the working computer application a special
language for their representation has been developed SSDL (Smart Service Defi-
nition Language) [8]. Smart Services described in SSDL are then interpreted and
executed in Workflow Engine. SSDL is XML base language, which extends WSDL
(Web Service Definition Language). The AbstractNode class is the basic class de-
scribing a node of SSDL defining composite service [8]:

<xs:complexType name="AbstractNode">
<xs:sequence>

<xs:element name="name" type="xs:string" />
<xs:element name="nodeclass" type="xs:string" />
<xs:element name="nodetype" type="xs:string" />
<xs:element name="inputs" type="InputList" />
<xs:element name="outputs" type="OutputList" />
<xs:element name="preconditions"

type="PreconditionList" />
<xs:element name="effects" type="EffectList" />
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</xs:sequence>
</xs:complexType>

In the example presented above we can see that the abstract node contains informa-
tion concerning required input and output parameters of services as well as elements
defining preconditions and effects of a given service. The other types of SSDL nodes
inherit after AbstractNode class and they can define additional requirements, which
list is open. These requirements are only limited by the functionality of the Work-
flow Engine, however some basic types of SSDL nodes are predefined. The idea of
distributed architecture poses new challenges for user interface. Although the func-
tionality of a SOA system is implemented in a scattered manner, user who operates
the system need a consistent look and intuitive interaction with the interface. One
way to deal with this problem is considering any set of services that deliver a certain
functionality a single, composed service. This way each user interface for a certain
task is communicating with a single service endpoint, which simplifies the problem
from the designers and developers point of view.

23.4 Application of Ontology Enhanced User Interface for SOA
Systems

The idea of generating user interfaces for Web Services is based on the assumption
that user interaction can be serialized or simplified to some kind of an HTML form.
So the starting point for building a UI generator is the ability to produce a Web form.
Such a Web form when submitted would deliver all the necessary inputs from user
and make the interaction with a Web service possible. In order to help or even make
possible for the user to fill the form some metadata are needed. In case of numerical
data the metadata may inform of parameters for range and granularity of the data,
i.e. min, max, step. Given the restrictions its possible to validate the data on the
client side, e.g. using HTML5 Forms and setting attributes for input tags. Another
application of the metadata, which also embeds validation, would be the possibility
of visualizing that numerical input with a specialized widget, e.g. a slider as shown
on Fig. 23.1.

In case of all the text inputs that are not free text also some validation metadata is
needed. Basic validation may also be done using HTML5 Forms. They allow force
entering only a valid e-mail address or other pattern matching string. But in case of
more complex validation, e.g. checking if a given postal address is valid there are
more sophisticated methods needed.

One approach to this problem is to restrict user input to some predefined choices.
The choices are domain values defined for each non free text input, and thus turn-
ing it into a select list. Providing domain values for user inputs improves each re-
quest validation a great deal, but there are some problems with specifying the input
domains:

1. Size of domain values set. If the select list in user interface contains more than
20 entries to scroll and choose from, the interface becomes user unfriendly.
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Fig. 23.1 XML formatted input validation metadata and an example visualization of the input
as s slider widget.

2. Conditional nature of some inputs, i.e. when selecting in one input a certain coun-
try, than in another field allow choosing cities only from that country.

3. Multilingual/internationalization support. When designing multilingual user in-
terfaces, the domain definitions should support multilingual values.

4. Multiple selection. Some inputs require a single value and some might need en-
tering a specified - and greater than 1 - number of values from a defined domain.

First problem may be solved using specialized input widgets allowing filtering do-
main values and shrinking the select list as user enters the following characters
contained in the value. An exemplary widget with that functionality is jQuery mul-
tiselect.filter shown in Fig. 23.2. Another design pattern is autocompletion, which
proposes valid entries for an input based on a few characters typed in by user.

The HTML5 Specification [7] also introduces a mechanism for this design pat-
tern: For the text, email, url, date-related, time-related, and numeric types of the
input element, a new attribute list is introduced to point to a list of values that the
UA should offer to the user in addition to allowing the user to pick an arbitrary
value. To complement the new list attribute, a datalist element is introduced. This
element has two roles: it provides a list of data values, in the form of a list of op-
tion elements, and it may be used to provide fallback content for user agents that do
not support this specification.. When this standard is implemented a browser should
have a native support for a long list select input, without a need for any widgets.
The flip side of the domain size problem is that the number of values may be too
small to visualize the input as dropdown select list. If the domain cardinality is less
than 3-6, then the input is more user friendly when presented as radio buttons. Or
as checkboxes, in case multiselection is needed. User interaction with a system is
a flow. Enabled functionalities and inputs are dependent on the current state of the
system. Projecting this fact on a UI for single Web Service it is evident that some
input domains may be dependent on other entered values. Therefore there is some
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Fig. 23.2 jQuery multiselect.filter widget.

business logic needed to be embedded in the interface regarding user inputs. This is
aspect is crucial for Web 2.0 interfaces, where adaptation of an UI based on user in-
teraction is supposed to be instant. In order to avoid the situation where user chooses
an option that is invalid in current context, a mechanism for conditional switching
domain value sets is needed. For each set of domain values one should be able to
define the context in which these values are valid. The context is the dependency
on other inputs with values already entered or preset, but also on those not set.
Other conditional aspect of input domain values is the natural language used in the
interaction with a user. Although some strings, like proper names, are language in-
dependent, most of text based domains must allow defining values specific for each
language. In each case of conditional domain sets, some values in one set may be
context dependent while other may be independent of any UI state. In case of val-
ues being dependent on other fields values a flexible solution is needed that would
allow defining complex conditions concerning many inputs and Boolean logic. Sup-
port for multilingual values are only one part of supporting a multilingual UI. For a
simple text field type input a label should be language sensitive. But with special-
ized fields/widgets theres more to it than a label. Multilingual support extends to
localization and internationalization. E.g. for date field choosing a language affects
not only names of months and weeks, but a date and time format. Providing mul-
tiple selection support for a defined list of values is the harder the bigger the size
of the value set gets. In case of values known to the user a simple text field with
auto-complete may be sufficient. When user doesnt know the values to choose from
some mechanism for filtering/shortening the list is needed. If the selected values
must be presented or processed further as a sublist a design pattern presented in Fig.
23.3 may be used.
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Fig. 23.3 Multiselection design pattern: Autocompletion combobox with a list of selected
options.

23.4.1 Extending WSDL

In order to build a user interface in SOA architecture, either in automated or semi-
automated way, the metadata needed for that purpose must be stored in some
common format. When a UI is supposed to support interaction with a single Web
Service and - as discussed earlier - each composition of services may be represented
as a single, complex service, then extending the services WSDL file seems a natural
decision. The extension design is based on populating WSDL nodes, which describe
Web Service method parameters, with child nodes describing the metadata. An ex-
ample of extending an input parameter description in WSDL is presented in Fig.
23.4. The input named voivodeship is a string type parameter. But defining it as

Fig. 23.4 An extended WSDL described Web Service input parameter with label and domain
values metadata.
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a select with prevalidated domain values (lines 3-7, 9-13) allow visualizing it in a
user interface as a widget like a singleselect version (maxOccurs=1) of those from
Fig.23.2 or Fig.23.3.

Of course, in accordance with SOA paradigm, domain values need not be en-
listed in the WSDL file. The ¡domainvalues¿ node can have and additional attribute
specifying an URL of a corresponding set of values. This way the WSDL exten-
sion is enabled to use external, decentralized ontologies in order to get up-to-date
domain value sets. The metadata are also localized for 2 languages: English (lines:
2-7) and Polish (lines: 8-13). More complex conditions for domain values can be
defined in analogous way to the multilingual conditionals: for each condition a new
set of values or a corresponding URL can be entered.

23.5 Discussion and Future Works

For the purpose of testing the proposed WSDL extension, a UI generator has been
built. It allows generating a jQuery widget based Web interface corresponding to
a given WSDL description enriched with necessary metadata. The Web interface
can be generated for a specific localization (language, date format, etc.). It can be
also chosen to represent pre-entered domain values as select lists or as radio but-
tons/checkboxes. The generator represents a proof-of-concept but only implement-
ing the WSDL extension in a big SOA project will allow to verify the extensions
usefulness and effectiveness. The generator itself may be extended to support addi-
tional widgets and visualization methods. E.g. at the moment the generator allows
visualizing any geodata on a map using Google Maps API. Some instant results
may also be presented in UI using HTML5 Web Forms standard output. HTML 5
specification also comes with a solution for a more crucial problem in generating
or even designing user interfaces for SOA services. The problem is that UI should
support the interaction in a flow of work and service calls. But since Web services
are stateless, theres a mechanism for maintaining a flow, a context of a user interface
is needed. For this purpose HTML5 Web Workers are proposed to be used. Thus the
future work is to use Web Workers for building a complex. context sensitive user
interfaces for SOA systems.
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Chapter 24 
Simulation-Based Performance Study  
of e-Commerce Web Server System – Results 
for FIFO Scheduling 

Grażyna Suchacka and Leszek Borzemski  

Abstract.  The chapter concerns the issue of overloaded Web server performance 
evaluation using a simulation-based approach. We focus on a Business-to-
Consumer (B2C) environment and consider server performance both from the 
perspective of computer system efficiency and e-business profitability. Results of 
simulation experiments for the Web server system under First-In-First-Out (FIFO) 
scheduling are discussed. Much attention has been paid to the analysis of the im-
pact of a limited server system capacity on business-related performance metrics. 

24.1   Introduction 

The issue of Web server performance evaluation has been intensively studied in 
recent years. The motivation has been the problem of Quality of Web Service 
(QoWS), resulting from transient degradation and unreliability of the Web service 
in the face of bursty Web traffic. To improve QoWS, many mechanisms for Web 
servers have been proposed, e.g. aiming at overload control [4, 11, 21] and/or re-
quest scheduling to server resources [4, 13, 17]. That research motivated devel-
opment of methods and tools which make it possible to evaluate efficiency of Web 
servers under the control of QoWS mechanisms. Simulation methods have turned 
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out to be useful towards that end as they are relatively inexpensive, give a possi-
bility of detailed modeling of very complex systems, and make it possible to carry 
out experiments for a variety of system configurations and parameters. 

A key issue in applying the simulation-based approach to Web server perfor-
mance evaluation is a selection of the most adequate benchmark, i.e. a computer 
program emulating operation of a real Web server and collecting statistics on si-
mulation results. A number of benchmarking tools have been developed so far, 
e.g. httperf [6], SPECweb99 [14], SURGE [3], S-Clients [2], WebBench [19], and 
WebStone [20]. However, these benchmarks have rather simplified workload 
model and are not oriented towards business-related performance metrics, crucial 
to online retailers. On the other hand, TPC-W benchmark [5] specifies an e-
commerce workload, performance metrics and the system under test but it does 
not model details of Web server resource usage at the HTTP level. Furthermore, 
TPC-W implementations, e.g. [10] or [18], do not provide performance metrics re-
lated to the generated revenue and do not model various user profiles. 

To partially feel the gap in this area, we have designed and developed a simula-
tor dedicated to Business-to-Consumer (B2C) environment driven by a session-
based workload generator. A workload model and a Web server system model  
implemented in the simulator have been characterized in [4]. The architecture of 
the simulator, performance metrics, and a methodology for carrying out experi-
ments have been discussed in [15]. In this paper we discuss simulation results of 
experiments run with this tool for FIFO (First-In-First-Out) scheduling policy. We 
focus on FIFO scheduling as it is commonly applied in contemporary Web serv-
ers. The experiments have been targeted at testing characteristics of the system 
built according to our simulation model [4], especially at evaluating system per-
formance in terms of various “conventional” computer system performance me-
trics and business-oriented metrics. Our intention was to provide a base for  
comparison of Web server performance under various scheduling policies, other 
than FIFO. 

The remainder of the chapter is organized as follows. Section 24.2 characterizes 
workload scenarios used in simulation experiments. Section 24.3 discusses simu-
lation results in detail. Section 24.4 concludes the chapter. 

24.2   Workload Scenarios 

Our simulation tool includes a workload generator which generates and transmits 
to the Web server system simulator a sequence of HTTP requests emulating the 
session-based workload (Fig. 24.1). The workload consists of two session classes: 
“key customers” (KC) acting as heavy buyers and “ordinary customers” (OC)  
acting as occasional buyers. During a single experiment, when a new session is in-
itiated, a session class (KC or OC) is assigned to it according to a pre-specified  
parameter ΔKC, the percentage of generated KC sessions in the observation  
window. 
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Each simulated customer starts their session with the home page of the online 
store and continues it by visiting other pages. Depending on the server system per-
formance, each session may be finally successfully completed (when all pages in 
the session have been processed within a users’ page latency limit Tu) or aborted 
(when a page response time offered by the server has exceeded Tu). 

We propose five different workload scenarios differing in two main parameters 
characterizing Web users’ behavior. The first parameter, Tu, is a threshold for us-
ers’ tolerance for Web page latency, i.e. the time a user is likely to wait for a Web 
page being presented in a browser window. The second parameter, ΔKC, means the 
percentage of key customer sessions arrived at the server in the observation win-
dow. Parameter values for all the workload scenarios are summarized in Tab. 24.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 24.1 Simulation of a user-server interaction 

Table 24.1 Parameters of the workload scenarios  

Workload scenario 

 

User page latency limit 

Tu 

Percentage of key customer sessions 

ΔKC 

Typical 8 s 10% 

6s Latency 6 s 10% 

4s Latency 4 s 10% 

20% KC 8 s 20% 

40% KC 8 s 40% 

 
Typical workload scenario emulates the common case where Tu = 8 seconds 

and ΔKC = 10. The value of Tu has been chosen according to the 8-second rule1. In 

                                                           
1  Many studies for popular Web sites established a threshold of 8 seconds for the maximum 

latency tolerated by users [1, 16]. 
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practice, this rule concerns the page latency perceived by a user and thereby it in-
cludes server, network and client latency components. However, we believe that 
such a simplification is justified in the e-commerce environment, where end-to-
end latency is strongly dominated by a Web server’s delay. The value of ΔKC has 
been determined based on our preliminary simulation experiments, which showed 
that for our workload model 10% of generated KC sessions results in almost 5% of 
buying sessions (i.e. sessions ended with a purchase). This result is consistent with 
B2C session characterization studies2. 

Workload scenarios 6s Latency and 4s Latency differ in user page latency limits 
and emulate the behavior of more impatient users – Tu is equal to 6 and 4 seconds, 
respectively. Such situations mean that customers have bigger requirements with 
regard to QoWS3. 

Workload scenarios 20% KC and 40% KC differ in percentages of key custom-
er sessions at the site. These scenarios mimic a B2C Web site with a large share of 
key customer sessions. Since the bigger number of key customers (i.e. heavy buy-
ers) at the site leads to the bigger number of products in the shopping carts and 
buying sessions, these scenarios are more challenging for a Web server system.  

In all the workload scenarios, the maximum number of user’s retries for a given 
Web page request is assumed to be zero. It means that if page response time ex-
ceeds Tu, a frustrated user will give up the interaction and their session will be ab-
orted. Such assumption leads to a little less intensive workload than for values of 
retries bigger than zero.  

24.3   Simulation Results 

Various request scheduling algorithms at the server system may be implemented 
in the simulation tool. In this Section a performance study for FIFO scheduling is 
discussed. The results may be used for a comparison of Web server performance 
studies for other scheduling policies to assess their relative QoWS improvements. 

According to our methodology [15], each single experiment was run for a  
constant session arrival rate (i.e. for the constant number of new user sessions in-
itiated per minute), for a preliminary phase duration of 10 hours and a measure-
ment phase duration of 3 hours of the simulation time. 

A group of experiments performed for the same workload and system parame-
ters but for different session arrival rates makes up a series. Performance metrics 
for the whole series are presented on graphs as a function of the session arrival 
rate, which has varied from 20 to 300 new sessions per minute, with a step of 20. 
Such a range has allowed to capture a general trend of changes in observed  
 

                                                           
2  It has been shown that the prevailing majority of online customers are only visitors who 

confine themselves to browsing information on products whereas the percentage of cus-
tomers who end up buying something does not exceed 5% [7, 9]. 

3 Some analyses for B2C Web sites indicate a 4-second page latency threshold [8, 12]. 
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performance measures with the increase in the workload intensity, and to verify 
the system performance under light, medium and extremely hard workload  
conditions.  

24.3.1   Analysis of System Performance Metrics 

As the first step, we have analyzed the system throughput as the number of suc-
cessfully completed user sessions per minute (Fig. 24.2). For Typical workload 
scenario (characterized by 10% of KC sessions and the 8-second latency for the 
user page latency limit), the FIFO system reaches its maximum capacity in ses-
sions for the session arrival rate of about 100 sessions/min, and above that point 
the throughput continues to drop. As it can be seen, the overloaded system fails to 
effectively process the incoming HTTP traffic. 
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Fig. 24.2 Completed sessions per minute for different workload scenarios 

It’s worth observing that although above some threshold of the session arrival 
rate system throughput in sessions decreases with the increasing load (Fig. 24.2), 
throughput in HTTP requests still increases throughout the whole load range, till 
the maximum load (Fig. 24.3). This observation is consistent with the literature re-
sults, which have shown that considering the server capacity only at the request 
level may be misleading and it does not give a complete picture of the system per-
formance. That is why we decided to use the number of successfully completed 
sessions per minute as the main system performance measure, instead of the num-
ber of completed HTTP requests per minute. In the following part of the chapter, 
“throughput” means just the number of successfully completed user sessions per 
minute. 

For the workload scenarios other than Typical the maximum system capacity in 
sessions may slightly differ, but its decreasing tendency above some load level is 
clearly visible as well. The difference in the capacity levels for different workload 
scenarios for the same session arrival rates lies in the fact that the generated work-
load is a bit different depending on Tu and ΔKC. 
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Fig. 24.3 Completed HTTP requests per minute for different workload scenarios 

On the one hand, system performance depends on the user page latency limit, 
Tu, i.e. the maximum page response time which users are likely to tolerate. For the 
session arrival rate of up to 160–180 sessions/min one can observe that the more 
impatient users are, the lower the system throughput in sessions is, because more 
frustrated users give up and abort their sessions. However, for extremely heavy 
loads, i.e. for the session arrival rate of above 200 sessions/min, the system 
throughput in sessions is paradoxically higher for lower values of Tu. Our interpre-
tation for this result is that if many sessions are aborted early, it allows one to re-
lieve the system load and thereby more sessions in progress may be successfully 
completed. 

On the other hand, the system performance strongly depends on the share of ar-
rived key customer sessions, ΔKC. The more KC sessions are, the bigger number of 
all completed sessions in the observation window. The reason lies in different cha-
racteristics of a session of each class [4]. First, a KC session is twice as short as an 
OC one, and it is a well-known fact that an overloaded Web server system discri-
minates against longer sessions. Second, key customers have different navigation 
patterns at the B2C Web site than the ordinary ones and both session classes are 
characterized by different sets of transition probabilities between session states. 
What is most relevant to our results is that key customers are much less willing to 
perform complex search operations at the site, which are very time-consuming. 
That is why KC sessions have a much bigger chance of a successful completion at 
the Web server system and in the case of workload scenarios 20% KC and 40% 
KC capacity levels are significantly higher than for the scenario Typical. 

For the workload scenarios with a varied share of arrived KC sessions (40% 
KC, 20% KC and Typical), the system capacity is closely related with page re-
sponse times in the system. Comparing Fig. 24.2 and Fig. 24.4 one can observe for 
these three workload scenarios for a given session arrival rate that the higher sys-
tem capacity corresponds to the lower 90-percentile of page response time (as well 
as to the lower median and mean values of page response times, in fact). Thus, for 
bigger shares of key customers interacting with the e-commerce site in the obser-
vation window the FIFO system achieves not only a bigger percentage of success-
fully completed user sessions but also lower page response times. On the contrary, 
there is no such relationship in the case of the workload scenarios differing in the 
user page latency limit (Typical, 6s Latency and 4s Latency). Fig. 24.4 shows that 
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apart from the load intensity, the lower user page latency limit always implies the 
lower 90-percentile of page response time. 

Since we are especially interested in the impact of low QoWS on e-business 
profitability, we further analyze revenue-oriented system performance measures. 

24.3.2   Analysis of Business-Oriented Metrics 

First, let us analyze an amount of potential revenue in a given observation win-
dow. It is defined as the total amount of money (dollars) corresponding to the total 
value of products that have been added to shopping carts of monitored sessions 
(either successfully completed or aborted). We refer to that money as “potential” 
revenue, because only a part of the users with full shopping carts would decide to 
buy something. Potential revenue obviously depends on system performance be-
cause the more users have a chance of browsing information on products and add-
ing the selected items to shopping carts, the bigger the resulting potential revenue 
is. For each workload scenario the potential revenue in a 3-hour observation win-
dow increases with the increasing load until some point. Then it starts to decrease 
when more and more sessions are aborted at early stages and thereby, less and less 
users have a chance of adding products to their carts (Fig. 24.5). 
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Fig. 24.4 90-percentile of page response time for different workload scenarios 
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Fig. 24.5 Potential revenue in the observation window for different workload scenarios 
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Having analyzed the potential revenue, we evaluate achieved revenue, lost po-
tential revenue and the percentage of achieved potential revenue for the FIFO Web 
server system. 

The achieved revenue (or simply the revenue) is calculated as the amount of 
money corresponding to the total value of products in shopping carts of monitored 
sessions ended with purchases (i.e. the monitored buying sessions). Therefore, it 
means the actual sum of dollars earned by the online retailer during the monitored 
time period. As expected, for all the workload scenarios the number of successful-
ly completed user sessions directly affects the amount of achieved revenue. Fig. 
24.6 presents the revenue throughput, i.e. how many dollars have been obtained 
per minute through the successfully completed buying sessions. For lower system 
loads, the revenue throughput grows with the increasing number of users interact-
ing with the B2C site. However, above the point of the maximum system capacity 
in sessions (corresponding to the session arrival rate of 80–100 sessions/min de-
pending on a workload scenario), the revenue rate drops. A comparison with Fig. 
24.2 shows that the drop of the revenue rate is even more rapid than the corres-
ponding drop of the number of successfully completed user sessions per minute. 
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Fig. 24.6 Revenue throughput for different workload scenarios 

A measure opposite to the revenue is lost potential revenue. It is calculated as 
the amount of money corresponding to the total value of products in shopping 
carts of monitored sessions that had been aborted due to poor QoWS, i.e. as a re-
sult of the insufficient capacity of the Web server system. Fig. 24.7 shows how 
much potential revenue has been lost per minute. Comparing Fig. 24.6 and Fig. 
24.7 one can observe some regularity amongst the workload scenarios under over-
load: the higher the revenue rate, the higher the potential revenue losses. For ex-
ample, when the system receives 300 new sessions per minute, the revenue of 
$70/min is generated in the case of scenario 40% KC and only $23/min in the case 
of scenario Typical, while the corresponding revenue losses per minute amount to 
$212/min and $120/min, respectively. 

In order to relate amounts of money that have been obtained and lost at various 
load intensity levels, the percentage of achieved potential revenue has been calcu-
lated. This measure gives the information on how effectively the system has 
processed sessions with goods in shopping carts and what percent of the potential 
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revenue has been turned into the actual revenue. The percentage of achieved po-
tential revenue is presented in Fig. 24.8. A value of this metric decreases with the 
increase in the load, indicating a bigger and bigger number of aborted sessions 
with goods in carts. Depending on a workload scenario, for the maximum system 
capacity in sessions (i.e. at the session arrival rate of 80–100 sessions/min), only 
54%–80% of potential revenue has been turned into actual revenue. For the max-
imum session arrival rate the percentage of achieved potential revenue has been 
equal to merely 16%–24%. 
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Fig. 24.7 Potential revenue lost per minute for different workload scenarios 
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Fig. 24.8 Percentage of achieved potential revenue for different workload scenarios 

24.4   Concluding Remarks 

In the chapter results of the simulation-based performance study of a B2C Web 
server system have been discussed. The results show that FIFO scheduling fails to 
effectively handle the incoming peak traffic, like in real Web servers under over-
load. The figures presenting the system performance from the business perspective 
show how damaging to e-business the system’s inability to effectively cope with 
the peak traffic can be. By not taking a negative impact of low QoWS on the 
number of dissatisfied customers and the amount of achieved revenue, an online 
retailer can miss a chance to retain the loyalty of the most valued customers and to 
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increase revenue obtained from e-business. The results also suggest that business-
oriented performance metrics are more relevant to B2C Web sites than conven-
tional system performance metrics. 

Results of the performance study for FIFO scheduling may be used as a refer-
ence point to compare the B2C Web server system performance for other schedul-
ing policies applied at the server system. Future work will include the extension of 
experiments so that statistical analysis of results could be made. 

References 

1. 8 seconds to capture attention, Silverpop’s Landing Page Report (June 2007),  
http://www.silverpop.com/practices/studies/landing_page 

2. Banga, G., Druschel, P.: Measuring the capacity of a Web server. In: Proc. of USITS 
1997, Berkeley, CA, pp. 61–71 (1997) 

3. Barford, P., Crovella, M.: A performance evaluation of hyper text transfer protocols. 
In: Proc. of ACM SIGMETRICS 1999, Atlanta, pp. 188–197 (1999) 

4. Borzemski, L., Suchacka, G.: Business-oriented admission control and request sche-
duling for e-commerce websites. Cybernetics and Systems 41(8), 592–609 (2010) 

5. García, D.F., García, J.: TPC-W e-commerce benchmark evaluation. IEEE Comput-
er 36(2), 42–48 (2003) 

6. Jin, T., Mosberger, D.: httperf: A tool for measuring Web server performance. In: 
Proc. of ACM WISP, pp. 59–67. Madison, WI (1998) 

7. Measure twice, cut once – metrics for online retailers, Buystream, E-Metric Research 
Group,  
http://www.techexchange.com/thelibrary/ 
online_retail_metrics.html 

8. Menascé, D.A., Almeida, V.A.F.: Capacity planning for Web services: metrics. Pren-
tice-Hall, New York (2002) 

9. Nielsen, J.: Why people shop on the Web (February 1999),  
http://www.useit.com/alertbox/990207.html (updated: April 2002) 

10. PHARM, University of Wisconsin – Madison,  
http://mitglied.lycos.de/jankiefer/tpcw/index.html  
(access date: June 4, 2012) 

11. Qin, W., Wang, Q.: An LPV approximation for admission control of an Internet Web 
server: identification and control. Control Engineering Practice 15(12), 1457–1467 
(2007) 

12. Retail Web site performance: consumer reaction to a poor online shopping experience. 
Jupiter Research and Akamai Report (2006),  
http://www.akamai.com/dl/reports/ 
Site_Abandonment_Final_Report.pdf 

13. Schroeder, B., Harchol-Balter, M.: Web servers under overload: how scheduling can 
help. ACM Transactions on Internet Technology (TOIT) 6(1), 20–52 (2006) 

14. SpecWeb99. The standard performance evaluation corporation,  
http://www.spec.org (access date: April 22, 2010) 
 
 
 



24   Simulation-Based Performance Study of e-Commerce Web Server System  259
 

15. Suchacka, G., Borzemski, L.: Simulation-based performance study of e-commerce 
Web server system - methodology and metrics. In: Information Systems Architecture 
and Technology – Web Information Systems Engineering, Knowledge Discovery and 
Hybrid Computing, Oficyna Wydawnicza Politechniki Wrocławskiej, Wrocław, pp. 
25–35 (2011) 

16. The need for speed II, Zona Market Bulletin, No. 5 (2001) 
17. Totok, A., Karamcheti, V.: RDRP: Reward-Driven Request Prioritization for e-

commerce Web sites. Electronic Commerce Research and Applications 9, 549–561 
(2010) 

18. TPC-W-NYU, New York University,  
http://cs1.cs.nyu.edu/totok/professional/software/ 
tpcw/tpcw.html (access date: June 4, 2012) 

19. WebBench 5.0, http://cs.uccs.edu/~cs526/webbench/webbench.htm  
(access date: April 22, 2010), 

20. WebStone - The benchmark for Web servers,  
http://www.mindcraft.com/benchmarks/webstone  
(access date: April 22, 2010) 

21. Yue, C., Wang, H.: Profit-aware overload protection in e-commerce Web sites. Journal 
of Network and Computer Applications 32(2), 347–356 (2009) 

 



Chapter 25
Domain Dependent Product Feature and
Opinion Extraction Based on E-Commerce
Websites

Bartomiej Twardowski and Piotr Gawrysiak

Abstract. The rapid growth of the Internet and social web communities has changed
on-line merchandising. Opinions expressed on websites by the customers became
useful information for new customers and product manufacturers. Opinion mining
techniques started to be attractive as a method for processing user generated content
with sentiment payload. Presented approach uses product reviews from e-commerce
websites for the product feature opinion mining task. Manual data annotation pro-
cess is avoided by fully automated building training data corpus. As a classifier CRF
model is employed. Proof of concept on Polish e-commerce website was performed.
Experiment has shown promising results.

25.1 Introduction

The rapid growth of the Internet and social web communities has changed on-line
merchandising. Easiness of sharing information over the Internet changed the way
how customers make their purchasing decisions. Before buying, customers assess
and compare product on the Internet. Decisions are made based on other customers
experience and opinions. This started to be a common practice, not only for costly
transaction, but even for non-pricey product for everyday use. From the perspective
of product creators and sellers, the on-line opinions exchange gives opportunity to
collect user feedback and improves their services. Due to increasing importance of
product reviews on the Internet, marketing model of many merchandising compa-
nies is changing. Building good on-line reputation become one of the primary tasks.

For potential new customers manual search for useful information from user re-
views started to be tedious work. In fast growing on-line community, users gen-
erate vast amount of data everyday. Collecting what is important became difficult.
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Opinion mining techniques started to be the answer for efficient way of processing
customer created on-line reviews.

In this chapter, complete approach for feature opinion mining is presented. Fea-
ture opinion mining changes granularity of product opinion. Product is considered
to have features, like: component or function. Thus, sentiment should be detected
at this level, not for the product as one single unit. Presented framework uses e-
commerce website with product reviews as an input repository of data. Collected
data is transformed automatically into opinion mining corpus using a set of pro-
posed tagging rules. From this point, many data mining methods can be applied to
classify opinions from new product reviews. In our work, we use conditional ran-
dom fields as classifier model.

25.2 Related Research

In recent years opinion mining has been an active research area providing many
novel techniques. Simple methods finding sentiment orientation of a document
based on positive and negative adjectives [15] evolved to the more sophisticated
one with a better performance. To avoid building big lexicons of sentiment carrier
adjectives, Hu and Liu in [5] presented in their work use of the WordNet system
to enforce the task of adjectives sentiment classification. They consider synonyms
of adjectives in lexicon to have the same polarity and antonyms opposite. But still,
the seed lexicon have to be build manually. To overcome this drawback, a method
of using Pointwise Mutual Information was presented in [16]. To check sentiment
polarity of a given word, dependency between investigated word and: “excellent”
and “poor” was checked using web search engine number of hits.

Work [9] introduced a concept of context in sentiment classification. They used
intra-sentential and inter-sentential rules to check context respectively in casual
clauses and adjacent sentences in passage. Many improvements were also presented
in [3] as a holistic lexicon-based approach. Chapter presents how to deal with many
language constructions: negation, ‘but’-clauses and context dependency. But still,
polarity is based on a bootstrap lexicon with defined sentiment polarity. To over-
come lexicon shortcomings, fully automated method of building lexicons was pro-
posed in article [14]. It uses double propagation method to grow a set of the words
determining opinions polarity.

New method for finding more adjectives for sentiment detection was presented
in [4]. Based on a current adjectives lexicon, system using association rule mining
is trying to find new adjectives in corpora. The scope of looking for associations is
fixed window size measured in word distance. Founded new adjectives sentiment is
verified by Church’s Mutual Information method. Words co-occurrence is checked
is based on results of hits number from Google search engine.

Product feature level opinion mining using association rules was presented in
[6]. Association rules were used to find high frequency features words. Infrequent
features were extracted from reviews using adjacent noun phrases to know opin-
ion words from lexicon. The main drawback of this method is limitation only to
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noun features. In [7] the same authors improved features extraction to class sequen-
tial rules (CSR) method. To build a representative rule set, they mined reviews of
products with a common format containing pros and cons. The CSR method is not
limited to noun phrases product features. However, still the noun phrase features
are favored. Initial list of product feature for the rule mining is necessary. Thus, a
domain expert knowledge is needed.

OpinionMiner system presented in [8] shows more comprehensive approach.
System crawls review web pages to create a review database. Corpus is then an-
notated using specified tag set by human annotators. Fully annotated corpus is then
used to train Lexicalized Hidden Markov Model (LHMM). LHMM is the variety of
Hidden Harkov Model where an observable state is described by a paris: words and
part of speech. A hidden state is: product features, function, component or opinion.
Given a sequence of words and part of speech tags, the task is to find an appropriate
sequence of output tags.

Recently in the feature based opinion mining Conditional Random Field (CRF)
method was introduced [13]. It outperformed LHMM and rule based methods used
as a baseline for comparison. Both methods [13, 8] and others use data mining clas-
sification technique[10] requires properly annotated training corpus. In our work,
CRF probabilistic model have been chosen and automatic corpus preparation tech-
nique is presented.

In Polish language few opinion mining techniques were also proposed. One of
the most interesting ones was [2, 1]. Authors in their work created a set of sentiment
polarity detection rules for tool called Spejd. Spejd is a program allowing shallow
parsing of Polish language. Proposed technique is a document level sentiment de-
tection method, opposite to our, which is oriented on product features opinions.
Experiment was carried by authors on the review about various product with the
review mark collected from the Internet. For comparison of results a bag-of-words
model with predefined lexicon technique was taken.

25.3 Proposed Approach

Motivated by the approaches [8, 13] which employs statistical data mining, we pro-
pose a complex framework with automatic data preparation phase for model train-
ing. In this section we describe in detail the system steps including: data acquisition,
opinion mining corpus preparation and model training.

25.3.1 Data Acquisition

Nowadays most of the online merchants have their own review forums for cus-
tomers. What is more, new websites emerge which are dedicated only to collect user
opinions in one place (e.g. http://www.epinions.com/). Those e-commerce websites
can be considered as main datasources for building our product and services review
database.
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Online reviews formats are different. In [7] three main groups of formats were
introduced:

Format 1: Pros, cons and detail review. List of pros and cons is specified in short,
mostly incomplete sentences. The detail review is used by the user to share more
information and experiences with the others.

Format 2: Pros and cons. Like in Format 1 user ought to specify pros and cons,
but in this format all information is place there. Sentences are complete and well
structured.

Format 3: Free form review. User is not obligated to any form.

In our approach Format 1 is used, which is consider the most common on the Inter-
net. A free form text review with pros and cons allows fully automatic building of
the opinion mining corpus. Based on the observations and experiments, set of tag-
ging algorithms is proposed in the next paragraph. To acquire the data, a common
information retrieval technique like web crawling or scraping can be used.

25.3.2 Data Corpus Preparation

25.3.2.1 Preprocessing

Reviews collected in the previous step are user generated content with many spelling
mistakes, inappropriate punctuation and arbitrary use of symbols. Sometimes the
only rule on the forum of product website is human readability. Thus, the collected
data should be considered noisy. Applying NLP tools, e.g. parsers or taggers, on
such raw, unprepared data could result in low accuracy. Some data cleaning prepro-
cessing steps are needed. In our framework two simple techniques are being used.
First, it is symbol replacement by predefined regular expressions rules. This can be
used to remove unwanted characters ( e.g. “˜”, stop words) or for text substitution
( e.g. “:-)”, “:>” to “_SMILE_”). Second data cleaning technique uses dictionary
for spelling correction. This removes a common spelling mistakes made when com-
puter keyboard is used. Moreover, many user comments on the Internet in Polish
language do not have any diacritics symbols. Users omit them as a way for faster
typing in computer keyboard prepared for English. In [2] adding missing diacritics
result in a better performance.

After the data cleansing step, text data in pros, cons and detail review is processed
by NLP tools for sentence boundary detection and POS tagging.

25.3.2.2 Corpus Tagset

In our work we assume two main entities in user reviews. Product Feature entity
which is common for product physical component (e.g. battery for mobile phone),
functions (e.g. internet) and its features (e.g. size, design). In [8] authors proposed
separate product entities for components, functions and features. Their input corpus
was manually annotated. Then it was used to extract product entities. Since our goal
is to build corpora automatically from the e-commerce websites, a simplified model
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is more suitable and practical. Second entity is Feature Opinion. In users reviews,
it will be an expression of user feelings and experiences for the specific product
feature. Feature opinions is carrier of user emotions.

For the annotation purpose used tag set is presented in Table 25.1. Example of a
tagged sentence is:

This(-) phone(F) is(-) small(O-P), has(-) high(O-P) resolution(F) screen(F)
and(-) beautiful(O-P) design(F). Only(-) battery(F) is(-) poor(O-N).

Table 25.1 Tag set for annotating corpus entities

Tag name Entity use and description

(F) Product features, components, functions.
(O-P) Opinion positive.
(O-N) Opinion negative.
(O) Opinion neutral or sentiment polarity cannot be determined.
(-) Background. Other, non entities words.

25.3.2.3 Annotation Process

Annotation process is the main step of data preparation before training the model.
As the outcome of this step opinion mining corpus is created. In this corpus every
word of the review has assigned one of the metadata tag presented in Table 25.1. In
the most of opinion mining works [13, 11, 6, 4] existence of a human created data
corpus or lexicon is assumed. In our approach, corpus is created fully automatically.

Data annotation methods was selected based on a collected review data analysis.
The results of the analysis can be presented in concise form of few observations:

Observation 1 : single feature per pros and cons
In the reviews form, where user can create list of pluses and minuses of the
product, for a single bullet one feature is being used. In most cases, pros and
cons are informal, brief text. Even when user is not obligated to such form and
can leave full sentence opinions, short sentences are preferred.

Observation 2 : same polarity for same feature in one review
The same observations was made by authors of [14]. Review is a document writ-
ten by singe person. It may contain opinions for many features. But for single
feature in the review, user has invariable sentiment polarity, even if the same
feature resides many times, i.e. pros and detail text.

Observation 3 : detail text grounds pros and cons
As mentioned earlier, in the format with pros, cons and detail review (Format
1), writer is using a long text in the detail review to support decision of pros
and cons. User is trying to give the reason for his choice in more elaborate way:
describing his experiences or comparison to the other products.

Annotation process starts with the product feature finding. Based on the observation
1 annotation of features begins with locating a noun/noun-phrases in pros and cons.
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Founded words/phrases representing feature are detected in the detail review text
(observation 3). For example, for pros “good battery”, in detail text user describe
features in a more comprehensive way: “This cell phone has great battery with long
live.”. The feature here is “battery”. For annotating complex feature e.g. “digital
camera”, where adjective + noun should be found, a more advanced techniques
should be used. In [6] method based on the association rule was proposed. In our
work we use Pointwise Mutual Information to find a potential word co-occurrence
which can represent features.

After finding bootstrap set of the features, opinion words with their polarity are
annotated. Process is based on the observation 2 and 3. Just like in the features
case, primary words for the opinion are extracted from pros and cons, but in this
case adjectives and adverbs (which are not features) are taken. In the next step the
opinion words are searched in the detail text review. If opinion word is found in the
text and its near neighborhood is the feature, then the opinion is tagged. Polarity
of the opinion is decided based on from which set the opinion was derived: pros or
cons. Opinion is tagged as positive or negative respectively.

While annotating the opinions words, there are few negation words which usually
revers the opinion polarity in the sentence. Word “not” is one of the best example.
Presence of this word changes polarity of the following opinion.

25.3.2.4 Expanding Annotated Data

Presented annotating methods are just simple rules to start annotation of the features
and opinions. Considering that the based rules were applied on the reviews database,
some portion of text is already tagged. Following methods to expand annotation
process can use this seed data.

Context Opinions. Simple annotation rules are mostly constrained by a sentence
boundary or even by a fixed word window. Using appropriate context in the an-
notation process address this limitation. First approach is to use Feature Context
Coherency. It is based on observation 2 and 3 - sentiment charge for single fea-
ture in review is either positive or negative. Using this context, surrounding text
can be considered as a positive or a negative opinion. Particularly, adjectives and
adverbs. Thus, feature coherent context generates new opinion words. Secondly
context strategy is used for handling context dependency in the sentences of detail
review. Method introduced in [9] and used to build domain depended lexicons[3].
Examining a single sentence intra-sentence context can deal with conjunctions to
annotated more opinions. Where opinion is found accompanied by appropriate con-
junctions, the opinion context with it polarity can be spread across new words. For
conjunctions like “and” polarity remains the same, for others, e.g. “but”, it changes
to the opposite. Iner-sentence context function outside single sentence boundary. It
takes into consideration that reviewer usually writes opinions in many sentence with
the same polarity.
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Finding Synonyms and Antonyms. WordNet1 is a great source of semantic and
lexical relations of words in natural language. It is a domain independent system,
but even though it can be used with a great success for the domain specific tasks.
If an opinion word is annotated as positive in a context of one feature, all of its
synonyms are also considered positive and antonyms as negative for this feature.
Similar logic applies for negative opinions. Moreover, the WordNet system can be
used in the feature expansion task. Using semantic similarity exchange words for
the existing features can be found. Only appropriate high similarity value should be
applied.

Result Propagation. In the seed data not all opinions and features are annotated.
Many sentences have only one feature or opinion annotated. Result propagation is
one of the most popular ways to raise coverage of an annotated text. Assuming that
the seed data and the common annotation rules are available, we can use already
annotated corpus to extract more opinions and features. Process of extraction is
repeat over and over again, passing result from previous step as seed data to next
one. Loop stops when no more opinions or features can be found. This method in
[14] was named double propagation.

25.3.3 Model Training

Having data corpus annotated as presented in the previous section, in our approach
the opinion mining task can be simplified to the problem of text labeling. In order to
find new opinions, system should label new documents with tags from a Table 25.1.

One of the most popular method for labeling a sequential data is Conditional
Random Field (CRF)[17]. CRF model can be represented as a undirected graph
globally conditioned on X , the random variable representing observation sequence.
In our case, the observation sequence is the sequence of words with assigned part
of speech X = (W,S). Formally for CRF method, undirected graph G = (V,E) is
defined, such there is a node υ ∈ V for each random variable Yυ of Y . Where Y
is a set of random variables corresponding to the labeling sequence - tag sequence
T = t1:N , where t is specified by Table 25.1. Edges E in graph G represents potential
conditional dependency. If each random variable Yυ obeys Markov model in G, then
(X ,Y ) is conditional random field. In this work, like in the most of cases, simplified
structure - linear chain[17] of graph G is considered. Thus, for our problem the most
probable labeling sequence T = t1 . . . tn for input of words W = w1 . . .wn and POS
S = s1 . . . sn is

argmaxT

N

∏
i=1

p(ti|W,S, ti−1) (25.1)

where probability p is given by equation

1 http://wordnet.princeton.edu/
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p(ti|W,S, ti−1) =
1
Z

exp(
N

∑
j=1

F

∑
i=1

λi fi(t j−1, t j,w1:N ,s1N , j)) (25.2)

Normalization factor Z and parameters λi are estimated for the training data like in
[17]. CRF feature functions are taken from real samples - created opinion mining
corpus. An example of such feature is

fi(t j−1, t j,w1:N ,s1N , j) =

{
1 if wj = great,s j+1 = NN and t j = O-P
0 otherwise

(25.3)

For this function if the current word is ”great”(which express positive opinion) and
the next word is noun, function is activated. Sample data for activating this function
can be phrase: “great battery”.

Training of CRF model, when the graph and CRF feature functions are defined,
is to find all λi:N parameters values. In many free available libraries this optimization
problem is solved by algorithm called Limited memory BFGS (L-BFGS).

25.4 Experiment and Results

In order to verify proposed approach the opinion mining system was implemented
and empirical experiment was carried out. As a review source, one of the most pop-
ular Polish e-commerce sites2 with product opinions was chosen. Selected website
not only allows users to share opinions with others, but also aggregates reviews
from the other Polish sites. To perform our experiment 72 654 reviews about mobile
phones was acquired. That created text database with 390 461 sentences.

The preprocessing step removed unwanted words and characters. The spelling
correction part was omitted. To perform sentence splitting and POS tagging TaKIPI-
[12] tool was used. Afterwards, all data was loaded into a document database where
the annotation process was performed. Process started with a simple annotation from
pros and cons. To find complex product features a normalized PMI value for phrases
containing at least one noun from pros or cons was calculated. It generated features
like: ”battery life”, ”easy of use”, ”digital camera”, ”user guide”. After the base
features and opinions were extracted, annotation expansion methods were applied.
For a method using synonyms and antonyms to expand tagged data, Polish Word-
Net3 was used. From all 390 461 sentences in the corpus 181 196 was tagged with
at least one feature or opinion tag. In the end corpus 968 unique features was found,
from which 518 appears only once. Unique opinions words found is 1949, from
which 853 appears in only once.

The prepared corpus was used to train CRF model. The CRF++4 implementa-
tion was used to perform CRF learning and testing. In the learning step following
CRF features templates were used: x[0,0], x[0,1], x[0,1]/x[−1,1], x[−1,1], x[−2,1],

2 http://www.cokupic.pl
3 http://www.plwordnet.pwr.wrod.pl
4 http://crfpp.googlecode.com/svn/trunk/doc/index.html
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x[−1,0], x[−2,0], x[1,0], x[1,1], B. Where on the first position is relation to current
row and on the second a column index ( 0 - word, 1 - POS). B stands for CRF++
bigram template.

To evaluate trained model 164 reviews were manually annotated. Using prepared
test data corpus, algorithm performance was studied of how well features and opin-
ions was tagged. For the result evaluation standard measure of precision, recall and
F-Score was chosen. Overall precision was 0.87 with recall result of 0.69. This gives
F-Score value equals to 0.77.

High precision confirms a good annotation quality and correct sentiment detec-
tion. This proves that used proposed feature context aware techniques perform well.
A positive and negative polarity is passed correctly in the sentences. Even nega-
tion handling using simple approach of changing polarity in the following words
performed well. However, low recall at 69 percent shows that many of tagged data
was considered to be background-tagged wrongly. Human annotators founded more
product features and opinions in the test data set. The main purpose of the anno-
tation expansion methods is to minimize this uncovered data. From the proposed
ones, annotation expansion based on the WordNet gave best results. In the number
of new annotated words it was: 218k new annotated words for features and 103k
new annotated words for opinions. But still, there are areas for improvements.

25.5 Conclusions and Feature Work

In this chapter the complete approach for product feature opinion mining was pre-
sented. Proposed method was evaluated on Polish e-commerce website. Results are
promising. With precision of 0.87 and at recall level of 0.69 method can compete
with many other art-of-state opinion mining systems. Lower recall in this case can
be compensated by the fact, that data preparation process does not need any manual
work or expert knowledge. What is more, websites with needed format of customer
reviews are common on the Internet and freely accessible.

Moreover, experimental implementation and results show that text processing
tools for Polish language are no longer a problem. Tools like TaKIPI and Polish
WordNet are matured projects and can be used in text processing system without
much risk.

Feature research involves improvements in automatic corpus creation process.
Many fields in this area are still not covered, e.g. implicit feature tagging and pro-
noun resolution. Implicate features are features not explicitly mentioned in opinion
sentence, but are known from the context. In example: ”This phone is heavy”, im-
plicit feature here is the weight. Pronoun resolution helps for better feature finding,
especially in informal language like user product reviews. In data mining phase,
the use of CRF shows promising results in opinion mining area. However, other
CRF feature functions template should be evaluated in more detail. Change of CRF
feature function templates arbitrary chosen in our experiment can result in better
overall system performance.
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Choroś, Kazimierz 65
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