
Chapter 1
Rethinking the Human–Agent Relationship:
Which Social Cues Do Interactive Agents Really
Need to Have?

Astrid Weiss and Manfred Tscheligi

Abstract This chapter discusses the potential meaning of the term social in
relation to human–agent interaction. Based on the sociological theory of object-
centred sociality, four aspects of sociality, namely forms of grouping, attachment,
reciprocity, and reflexivity are presented and transferred to the field of human–
humanoid interaction studies. Six case studies with three different types of humanoid
robots are presented, in which the participants had to answer a questionnaire involv-
ing several items on these four aspects. The case studies are followed by a section on
lessons learned for human–agent interaction. In this section, a “social agent matrix”
for categorizing human–agent interaction in terms of their main sociality aspect is
introduced. A reflection on this matrix and the future (social) human–agent relation-
ship closes this chapter.

1.1 Introduction

Several studies in the research fields of Human–Computer Interaction (HCI) and
Human–Robot Interaction (HRI) indicate that people tend to respond differently
towards autonomous interactive systems than they do towards “normal computing
systems” [8]. In the 1990s, the Media Equation Theory already revealed that people
treat media and computing systems in a more social manner, like real people and
places [31]. However, not only the responses differ, also the expectations vary and
tend into a more social direction, the more anthropomorphized the system design
is [26]. For instance, when an inexperienced user has to interact with a robot for
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the first time, the first impression of the robot is paramount to successfully initiate
and maintain the interaction [24]. Thus, it is important that the robot’s appearance
matches with its task to increase its believability. Exploratory studies in the research
field of HRI indicate that people have very clear assumptions that anthropomorphic
robots should be able to perform social tasks and follow social norms and conventions
[26]. These assumptions about the relation between social cues and anthropomorphic
design for interactive agents can also be found on the side of developers and engineers:
The Wakamaru robot, developed by Mitsubishi Heavy Industries, for instance was
designed in a human-like shape on purpose, as it should (1) live with family members,
(2) speak spontaneously in accordance with family member’s requirements, and (3)
play its own role in a family (http://www.wakamura.net).

But what do we actually mean when we are talking about social cues in the human–
agent relationship? If we have a look at the WordNet1 entry for the term “social” we
find a wide variety of meanings, such as “social” relating to human society and its
members, “social” in terms of living together or enjoying life in communities and
organized groups and “social” as relating to or belonging to the characteristic of high
society. However, the term social can also relate to non-human fields, such as the ten-
dency to live together in groups or colonies of the same kind–ants can be considered to
be social insects. All these meanings indicate that the term “social” has a very broad
meaning in everyday language, but there is also a lack of definition for the term
social in human–agent interaction. In HCI and HRI we can find several research
topics which are related to “social interaction”, such as social software, social
computing, CMC (Computer-Mediated Communication), CSCW (Computer-
Supported Collaborative Work), the above mentioned Media Equation Theory, and
research on social presence and social play.

In traditional psychology “social” is mainly understood as interpersonal interac-
tion. If we take this definition as the starting point, the question arises, if we can
consider human–agent interaction as interpersonal. An experiment by Heider and
Simmel in 1944 demonstrated for the first time that animated objects can be per-
ceived as social if they move at specific speeds and in specific structures [17]; thus
a perception of agency and interpersonality in the interaction with animated agents
can be assumed.

In the following, we will present an overview of related literature on the topic
of social human–agent interaction and subsequently go into detail regarding how
the concepts of believability and sociality interrelate. We will present the concept of
object-centred sociality [25] as theoretical baseline to derive four general aspects for
social interaction with agents, namely forms of grouping, attachment, reciprocity,
and reflexivity. Based on these four aspects, a questionnaire was developed, which
was used in six user studies with humanoid robots that will be described subsequently.
The results and lessons learned of theses studies will lead to a “social agent matrix”

1 WordNet is an online lexical reference system, developed at Princeton University. Its design
is inspired by current psycholinguistic theories of human lexical memory. English nouns, verbs,
adjectives and adverbs are organized into synonym sets, each representing one underlying lexical
concept (http://wordnet.princeton.edu/).

http://www.wakamura.net
http://wordnet.princeton.edu/
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which allows the categorization of (autonomous) interactive agents in terms of their
sociality. This chapter ends with a reflection on the social agent matrix and the future
(social) human–agent relationship.

1.2 Believability, Sociality, and Their Interrelations

Research on believability of media content and computer agents has got a long
history. Believability has often been the object of research, especially in the field of
communication science, like for instance the comparison of radio, TV, and newspaper
content, as e.g. Gaziano et al. [15] as well as recent research including online media
as e.g. Abdulla et al. [2].

Hovland et al. showed in their study that believability consists of the two main
principles trustworthiness and expertise [18]. Based on this research, Fogg and Tseng
[13] investigated to what extent believability matters in Human Computer Interaction.
Hereby, they suggested a set of basic terms for assessing computer believability.
Bartneck [4] adapted Fogg’s and Tseng’s concept of believability [13] to his model
of convincingness. He could show that convincingness and trustworthiness highly
correlate.

One of the most famous experiments regarding the believability and persuasive-
ness of computing systems was conducted by Weizenbaum who employed a virtual
agent called ELIZA [45]. This agent was able to simulate a psychotherapist and to
keep the conversation going by passively asking leading questions. Throughout the
study the participants did not notice that they were actually speaking to a computer
program. At the end of the experiment, it was disclosed that participants thought
that they were talking to a human and that the conversational partner appreciated
their problems. A higher degree of sociality perception can hardly be achieved by a
computing system.

A similar study was conducted by Sundar and Nass in which people favoured to
interact with the computer over the human interaction partner [35]. Recent studies
confronted their participants with questions regarding trustworthiness and believ-
ability of screen characters and fully embodied robots (see e.g. [4, 32]). In order
to assess robots in terms of believability, scales were either adapted as done by
Shinozawa et al. [33] or newly developed as by Bartneck et al. [5]. Similar scales
were often used to assess the believability of an information source (TV, newspapers,
web pages, etc.) or an individual agent.

Shinozawa et al. could show that the 3D model of a robotic agent was rated
higher in terms of source believability by the means of McCroskey’s believabil-
ity scale [28] than a 2D on-screen agent. Kidd also used a believability scale [6],
which was originally developed for media assessment (such as the McCroskey’s
scale), to rate a robot’s believability [23]. Hereby he found out that women tended
to rate believability higher than men. Additionally, people trusted robots that
were physically present to a greater extent, which is similar to the findings of
Shinozawa et al.
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The physical appearance of robots plays also a huge role in social HRI. Powers
and Kiesler found out that certain physical attributes of the robot could change
the human’s mental model of the robot. Moreover, they could show that people’s
intentions are linked to the traits of the mental model [3]. For instance, certain
physical characteristics, such as the robot’s voice and physiognomy, created the
impressions of a sociable robot, which in turn predicted the intention to accept the
advice of the robot and changed people’s perception of the robot’s human likeness,
knowledge and sociability.

Furthermore, it makes a difference if a robot recommends something or not. Imai
and Narumi conducted a user study with a robot that gave recommendations [19]. The
participants in the experiment inclined to want what the robot recommended, e.g. this
cup of tea is delicious and the other is not. The aspect of recommendation in human–
agent interaction is tightly interwoven with trustworthiness and believability [13].

Another approach researched by Desai et al. is to design an interface where the user
can adjust the level of trust in a robot so it can decide more autonomously [11]. For
instance, if the user controls a robot with a joystick and the robot notes many errors
made by the user, the robot suggests the user to switch to a higher level of trust. In
such a level the robot could make more decisions without asking the human operator.

However, in how far can a believable computing system, a robot or any kind of
anthropomorphic agent be considered to be social? As the research field of robotics
and Artificial Intelligence heads towards a direction where engineers develop robots
following anthropomorphic images, there seems to be an area in which social inter-
action between humans becomes comparable to social interaction between a human
and a machine. Some researchers even go beyond anthropomorphic images and
work on artificial behaviour traits by developing cognitive systems (see for instance
Chap. 8), which already passed the false belief test (Leonardo, [34]) and the mir-
ror test (Nico, [1]). According to technology assessment research it is hoped (and
feared) that humanoid robots will in future act like humans and be an integral part
of society [42]. Such cognitive systems have a model of the self and a model of the
others. By continuously updating and relating these models to each other, cognitive
systems can “socially” interact. We are convinced that these circumstances require
subsequent research on social acceptance in human–robot interaction in specific and
human–agent relations in general.

1.3 The Concept of Sociality in Human–Agent Interaction

Reviewing the state-of-the-art literature on social HRI research (a good overview
can be found in [14, 44]) and looking on the data gathered during the case stud-
ies presented later in this chapter (see Sect. 1.4), it becomes obvious that people
believe in anthropomorphic agents to be social actors. However, what could be
the basis to assess the degree of sociality of interactive computing systems? One
approach can be found in Chap. 8, entitled ConsScale FPS: Cognitive Integration
for Improved Believability in Computer Game Bots. For ConsScale, social refers

http://dx.doi.org/10.1007/978-3-642-32323-2_8
http://dx.doi.org/10.1007/978-3-642-32323-2_8
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to the Theory of Mind (ToM) cognitive function, i.e. being able to attribute mental
(intentional) states to oneself and to other selves. In other words, artificial agents
which are capable of attributing intentional states, could be perceived as social.

But, what behavioural embodiments of cognitive processes are perceived as social
by humans? Studies in the area of sociology of knowledge point into the direction that
humans tend to express similar behaviours towards artefacts and objects as towards
humans, such as talking to a robot or expressing emotions. Knorr-Cetina [25] speaks
of a “post-social” world in this context, in which non-human entities enter the social
domain. According to her, these “post-social” interactions with objects include four
aspects that explain their sociality towards humans: forms of grouping, attachment,
reciprocity, and reflexivity.

1.3.1 Forms of Grouping

To form a group is a core element of human social behaviour. The aspect “forms
of grouping” describes the fact that humans define their own identity by sharing
common characteristics with others and by distinguishing themselves from other
groups. Knorr-Cetina could show that humans ascribe personal characteristics also
to objects with which they often closely interact and somehow form a group with
these objects [25]. The arising question is: will humans show similar behaviours like
that when cooperating with an anthropomorphic agent?

1.3.2 Attachment

Attachment as a psychological concept explains the bond a human infant develops
to its caregiver [7]. However, Knorr-Cetina could show that humans also develop an
emotional bond to objects (e.g. “my favourite book”) [25] . In general, the idea of
emotional attachment towards technology already found its way into HCI and HRI
research [21, 22, 36]. For human–agent interaction, attachment could be understood
as an affection-tie that one person forms between him/herself and an agent. One main
aspect of emotional attachment is that it endures over time. Thus, Norman explains
emotional attachment as the sum of cumulated emotional episodes of users’ experi-
ences with a computing system in various contextual areas [30]. These experiences
are categorized into three dimensions: a visceral level (first impression), a behav-
ioural level (usage of the device), and a reflective level (interpretation of the device).

1.3.3 Reciprocity

In accordance to Gouldner, reciprocity can be seen as a pattern of social exchange,
meaning mutual exchange of performance and counter-performance and as a general
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moral principle of give-and-take in a relationship [16]. In HRI research, the aspect
of reciprocity became relevant with the increase of social robot design [20]. Humans
can quickly respond socially to robotic agents (see e.g. [31]), but the question arising
is, if humans experience “robotic feedback” as adequate reciprocal behaviour. Thus,
in a human–agent relationship reciprocity could be understood as the perception of
give-and-take in a human–agent interaction scenario.

1.3.4 Reflexivity

Reflexivity describes the fact that an object or behaviour and its description cannot be
separated one from the other, rather they have a mirror-like relationship. Reflexivity
can be a property of behaviour, settings and talk, which make the ongoing construc-
tion of social reality necessary [27]. In human–agent interaction reflexivity could
be understood as the sense-making of a turn taking interaction of which the success
depends on the actions of an interaction partner.

Thus, our assumption is that focussing on one of these aspects in the interac-
tion design of a human–humanoid interaction scenario, increases the perception of
sociality on the user-side. In other words, from an actor-centred sociology perspec-
tive of sociality (and subsequently the degree of believability that an interactive
agent displays) is not manifested in its appearance (visual cues), but in its interaction
(behavioural cues).

1.4 The Case Studies

In the following, we present our insights gained in six human–humanoid interaction
studies. Four of these studies are laboratory-based case studies, whereas two of them
were conducted with the humanoid HRP-2 robot [37, 38] and the other two with the
humanoid HOAP-3 robot [40, 43]. The other two studies were field trials, both of
which were conducted with the anthropomorphically designed ACE robot [39, 41].
In all these studies we investigated the sociality in the interaction with these robots
on a reflective level by means of questionnaire data and additional observational data
of the two field trials.

1.4.1 Investigating Social Aspects in Human–Humanoid
Interaction

To gather quantitative data on the social aspects about the perception of humanoid
robots, a questionnaire consisting of 13 items which had to be rated on a 5-
point Likert scale, ranging from 1 = “strongly disagree” to 5 = “strongly agree”,
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Table 1.1 13 statements on social aspects, which had to be rated on a scale from 1 = “strongly
disagree” to 5 = “strongly agree”

Item Social aspect

Robots will be part of our everyday work Forms of grouping
Robots will be an important part of our society Forms of grouping
I would like to collaborate with robots Forms of grouping
Robots will have a similar importance as human colleagues Forms of grouping
Robots and humans will make a good team Forms of grouping

I would not like to imagine a world in which robots were not
used

Attachment

I can imagine taking a robot into my heart Attachment
It would feel good if a robot was near me Attachment
I can imagine building a special relationship with robots Attachment

The interaction with robots will be a mutual experience Reciprocity & reflexivity
I can imagine that I will care for the wellbeing of a robot Reciprocity & reflexivity
The relationship with robots will be based on the principle of
give and take

Reciprocity & reflexivity

Humans and robots will be interdependent Reciprocity & reflexivity

was developed. In this questionnaire the aspects reciprocity and reflexivity were
combined into one concept, as the reflected sense-making of the give-and-take inter-
action was assessed as successful task completion. The users filled in the question-
naire after they completed the tasks together with the robot. All items are presented
in Table 1.1.

Prior to and directly after the interaction with the humanoid robot the study par-
ticipants were asked to fill in the Negative Attitude towards Robots Scale (NARS) to
gain insights on the question, if the interaction with the robot changed their general
attitude towards robots. This questionnaire is based on a psychological scale to mea-
sure the negative attitudes of humans towards robots. It was originally developed by
Nomura et al. [29]. This questionnaire tries to visualize which factors prevent individ-
uals from interacting with robots. The questionnaire consists of 14 questions which
have to be rated on a 5-point Likert scale ranging from 1 = “strongly disagree”
to 5 = “strongly agree”. The 14 questions build three sub scales: S1 = negative
attitude toward situations of interaction with robots; S2 = negative attitude toward
social influence of robots; S3 = negative attitude toward emotions in interaction with
robots.

1.4.2 First Study with the HRP-2

The first case study was carried out as a Wizard-of-Oz user study [9], based on a
mixed-reality simulation. The simulation was based on a 3D model of the HRP-2
robot and implemented with the Crysis game engine (more details on the technical
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(a) (b)

Fig. 1.1 Study setting: first HRP-2 study. a Study setting: participant, b Study setting: implemen-
tation

implementation can be found in [38]) which was controlled by a hidden human wizard
during the interaction trials. The human–humanoid collaboration was based on the
task of carrying and mounting an object together, whereas the object (a board) existed
in the virtual as well as in the real world and built the contact point for the interac-
tion. The research question was: “How do differently simulated feedback modalities
influence the perception of the human–robot collaboration in terms of sociality?”.
The four experimental conditions were: Con0: interaction without feedback, Con1:
interaction with visual feedback (blinking light showing that the robot understood the
command), Con2: interaction with haptic feedback, and Con3: interaction with visual
and haptic feedback in combination. The study was conducted with 24 participants
in August 2008 at the University of Applied Sciences in Salzburg, Austria.

1.4.2.1 Study Setting

This user study was based on one task which had to be conducted together with the
simulated robot via a mobile board as “input modality” (see Fig. 1.1). The task was
introduced by the following scenario:

Imagine you are working at a construction site and you get the task from your principal
constructor to mount a gypsum plaster board together with a humanoid robot. You can control
the robot with predefined voice commands, to carry out the following action sequences.
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Task:

Lift, move, and mount a gypsum plaster board together with a humanoid robot. This
task consists of the following action sequences:

1. Start the interaction by calling the robot.
2. Lift the board together with the robot.
3. Move the board together with the robot to the right spot.
4. Tilt the board forward to the column together with the robot.
5. Tell the robot to screw the board.

1.4.2.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.2,
which indicate that the aspect forms of grouping was perceived most intensely (sum-
mative overall factor rating: mean: 3.10, SD: 0.91). However, the statement about
the importance of a humanoid robot as future working colleague was rated rather
low. In terms of attachment, the participants rated the item “1 AT” the highest,
indicating that they could imagine that robots will enter a special role in society
in future (summative overall factor rating: mean: 2.21, SD: 0.92). The aspect reci-
procity & reflexivity was even rated slightly better than attachment (summative over-
all factor rating: mean: 2.92, SD: 0.98), whereas the highest rated item was “1 RE”,
which demonstrates the importance of turn taking for simulated sociality. Moreover,
an ANOVA on the overall factor rating revealed that the experimental conditions
influenced the results of the aspect forms of grouping (F(3, 20)6.26, p < 0.05).
A post-hoc test (LSD) showed that in Con1 (interaction with visible feedback)
forms of grouping was rated significantly lower than in all other conditions–another
support for the importance of turn taking translated to multimodal feedback on
the side of the agent. The NARS questionnaire did not reveal any significant
changes due to the interaction with the virtual HRP-2 robot in any of the three
attitude scales.

1.4.3 Second Study with the HRP-2

Similar to the previously described case study on the simulation of HRP-2 (see
Sect. 1.4.2), the task in this case study was to carry an object together with the robot,
but the focus was to (1) investigate differences in the human–humanoid collaboration,
between a tele-operated and an autonomous robot and (2) cultural differences in the
perception between Western and Asian participants. The research questions were
“How does the participant experience the relationship towards (1) the autonomous
HRP-2 robot and (2) the tele-operated HRP-2 robot?” and “Is there a difference in



10 A. Weiss and M. Tscheligi

Table 1.2 Questions on social aspects: first HRP-2 study (1 = “strongly disagree” to 5 = “strongly
agree”; N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 22 4.05 1.00
2 FG Robots will be an important part of our society 22 3.50 0.96
3 FG I would like to collaborate with robots 23 3.48 1.12
4 FG Robots will have a similar importance as human col-

leagues
22 1.73 0.99

5 FG Robots and humans will make a good team 21 3.19 1.17

1 AT I would not like to imagine a world in which robots
were not used

19 2.84 1.21

2 AT I can imagine taking a robot into my heart 23 2.26 1.32
3 AT It would feel good if a robot was near me 24 1.92 0.93
4 AT I can imagine building a special relationship with 23 1.91 1.16

robots

1 RE The interaction with robots will be a mutual experi-
ence

22 3.45 1.34

2 RE I can imagine that I will care for the wellbeing of a
robot

24 2.96 1.46

3 RE The relationship with robots will be based on the prin-
ciple of give and take

23 2.26 1.39

4 RE Humans and robots will be interdependent 23 3.13 1.33

terms of sociality perception, between participants with (1) Asian origin and (2)
Western origin?”. A total of 12 participants (6 Asian, 6 Western) took part in this
study, which was conducted together with CNRS/AIST at Tsukuba University, Japan
and the Technical University Munich, Germany in October 2009.

1.4.3.1 Study Setting

This study was based on direct human–humanoid interaction, in which the HRP-2
robot acted partly autonomously and was partly remotley controlled by an human
operator located in Germany. The participants (acting as the human operator in
Japan), had to lift, carry, and put down a table collaboratively with the HRP-2 robot.
During lifting and putting down the table, HRP-2 was tele-operated. During carrying
the table, HRP-2 was walking autonomously. The study was based on the following
scenario:

Imagine you are working at a construction site and you receive a task from your principal
constructor: carrying an object from one place to another together with a humanoid robot
which is partly acting autonomously and partly operated by a human expert operator.
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(a) (b) (c)

Fig. 1.2 Study setting: second HRP-2 study a Action sequence 1, b Action sequence 2, c Action
sequence 3

Task:

The task is to carry a table from place A to place B together with the humanoid robot
HRP-2. This task is split into four action sequences:

• Action sequence 0: The robot is sent to the table by the principal instructor
• Action sequence 1: Lift the table together with HRP-2
• Action sequence 2: Walk together with HRP-2 from place A to place B
• Action sequence 3: Put down the table together with HRP-2

The interaction between the human and the robot took place in three sequences
1–3 (see Sect. 1.2). Sequence 0 does not require any interaction between the human
and the robot.

1.4.3.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.3,
which indicate that the aspect forms of grouping was perceived most intensely, similar
to the first HRP-2 study (summative overall factor rating: mean : 3.64, SD : 0.52).
However, again the statement about the importance of a humanoid robot as a future
working colleague (“4 FG”) was rated rather low. In terms of attachment, the par-
ticipants rated the same item as in the previous study (“1 AT”) the highest, but
compared to the previous study with the simulated robot, the participants rated
items on attachment in general better for the embodied agent (summative overall
factor rating: mean : 3.23, SD : 0.69). Similarly, the aspect reciprocity & reflex-
ivity was rated better than in the first HRP-2 study (summative overall factor rat-
ing: mean : 3.18, SD : 0.59). However, in the second HRP-2 study the items “1
RE” and “4 RE” were rated equally high. This could be due to the fact, that the
robot and the user were directly linked through the table during the interaction and
that the robot was tele-operated during lifting and putting down the table, which
directly demonstrated the interdependence of every single move. Significant differ-
ences in the perception of sociality due to Western or Asian origin could not be
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Table 1.3 Questions on social aspects: second HRP-2 study (1 = “strongly disagree” to 5 =
“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 11 3.64 0.92
2 FG Robots will be an important part of our

society
12 4.25 0.62

3 FG I would like to collaborate with robots 12 3.92 0.90
4 FG Robots will have a similar importance as

human colleagues
12 2.25 1.14

5 FG Robots and humans will make a good team 12 4.17 0.72

1 AT I would not like to imagine a world in which
robots were not used.

12 3.50 0.80

2 AT I can imagine taking a robot into my heart 12 2.92 1.17
3 AT It would feel good if a robot was near me 12 3.08 0.90
4 AT I can imagine building a special relation- 12 3.42 1.00

ship with robots

1 RE The interaction with robots will be a mutual
experience

11 3.45 1.13

2 RE I can imagine that I will care for the well-
being of a robot

12 3.42 1.00

3 RE The relationship with robots will be based
on the principle of give and take

11 2.27 1.27

4 RE Humans and robots will be interdependent 11 3.45 1.13

identified in this study. The analysis of the NARS questionnaire revealed a decrease
in all three scales through the interaction with the HRP-2 robot. However, only the
scale “Negative Attitude toward Social Influence of Robots” decreased significantly
(t (11)=2.88, p < 0.05).

In particular in the comparison of the first HRP-2 study (embodied robot)
and the second HRP-2 study (virtual robot) we have to consider the notion of a
co-production between the embodiment of the robot and the perception of sociality
in the human–agent relationship. The virtual HRP-2 robot understood voice com-
mands immediately (as long as the command was correctly uttered by the participant)
due to the fact that the robot was wizarded behind the scenes. Moreover, the virtual
robot moved quicker and more smoothly than the embodied one, due to the simula-
tion basis. These facts should have increased the perception of its sociality, whereas
on the other hand the missing embodiment and immersion in the interaction may
have lowered it again.

1.4.4 First Study with HOAP-3

In this user study, the participants had to conduct two “learning by demonstration”
tasks with the robot. For the first task they had to teach the arm of the robot to (1)
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push a box, and for the second one (2) to close a box. Twelve participants took
part in this study conducted together with the Learning Algorithms and Systems
Laboratory, EPFL at Lausanne, Switzerland, in August 2008. The research question
of this study was the following: “How do novice users experience the collaboration
with the humanoid robot HOAP-3 in terms of sociality, when the interaction is based
on learning by demonstration?”

1.4.4.1 Study Setting

This user study was based on two tasks that the participants had to conduct together
with the HOAP-3 robot (see Figs. 1.3 and 1.4). The tasks were introduced by the
following scenario:

Imagine you are working at an assembly line in a big fabrication plant. A new robot is
introduced, which should support you in completing tasks. You can teach the robot specific
motions by demonstrating them (meaning moving the robot’s arm like you expect it to
move it later on its own); the robot will repeat the learned motion. You can repeat this
demonstration-repetition cycle as long until you are pleased with the result.

Task 1:

This task is to teach the robot to push this box from its working space into yours on
its own. The task is split up into the following action sequences:

1. Show the robot the specific task card by putting it on the table in front of the robot
(move it around until the robot recognizes it).

2. Demonstrate to the robot to push the box with its right arm, by putting the box
very close in front of the robot and moving its arm.

3. Let the robot repeat what it learned.
4. (If necessary) repeat sequences 2 and 3 until you are pleased with the way the

robot pushes the box.

• The interaction with the robot is based on speech commands. Just follow the
commands of the robot and answer to them with yes or no (or any other answer
proposed by the robot).

• You only need to teach the right arm of the robot by moving its elbow.

Task 2:

This task is to teach the robot to close this box on its own. The task is split up into
the following action sequences:

1. Show the robot the specific task card by putting it on the table in front of the robot
(move it around until the robot recognizes it).



14 A. Weiss and M. Tscheligi

Fig. 1.3 First HOAP-3 study: study setting task 1

Fig. 1.4 First HOAP-3 study: study setting task 2

2. Demonstrate the robot to close the box, by putting the box very close in front of
the robot and moving its arm.

3. Let the robot repeat what it learned.
4. (If necessary) repeat sequences 2 and 3 until you are pleased with the way the

robot closes the box.

• The interaction with the robot is based on speech commands. Just follow the
commands of the robot and answer to them with yes or no (or any other answer
proposed by the robot).

• You only need to teach the right arm of the robot by moving its elbow.

As the pre-test of the user study showed that the tasks are experienced as different
in their level of difficulty (task 1 was estimated more difficult than task 2) the order of
the tasks was counterbalanced between the participants to reduce a potential learning
effect.
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Table 1.4 Questions on social aspects: first study with HOAP-3 (1 = “strongly disagree” to 5 =
“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 12 3.75 0.62
2 FG Robots will be an important part of our

society
11 3.18 1.33

3 FG I would like to collaborate with robots 11 3.55 0.82
4 FG Robots will have a similar importance as

human colleagues
12 1.83 1.12

5 FG Robots and humans will make a good team 12 3.67 0.78

1 AT I would not like to imagine a world in which
robots were not used

12 3.25 1.14

2 AT I can imagine taking a robot into my heart 12 2.25 1.22
3 AT It would feel good if a robot was near me 11 2.82 1.17
4 AT I can imagine building a special relation- 12 2.58 1.08

ship with robots

1 RE The interaction with robots will be a mutual
experience

10 3.10 1.10

2 RE I can imagine that I will care for the well-
being of a robot

11 3.55 0.82

3 RE The relationship with robots will be based
on the principle of give and take

12 3.08 1.51

4 RE Humans and robots will be interdependent 11 2.82 0.75

1.4.4.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.4,
which indicate that the aspect forms of grouping was again perceived most intensely
(summative overall factor rating: mean: 3.18, SD: 0.68). The item “5 FG” was rated
second best after item “1 FG”, which shows that team work was experienced even
more in a learning by demonstration scenario than in a “pure” collaboration task.
In terms of attachment, the participants rated the same item (“1 AT”) the highest as
in the two previous studies. The higher rating for item “3 AT” could be explained
by the smaller size and “cuteness” of the HOAP-3 robot compared to the HRP-2
(see also the results of the second study with HOAP-3; summative overall factor
rating: mean: 2.74, SD: 0.94). Regarding the aspect of reciprocity & reflexivity, the
item “2 RE” was rated best, which indicates that learning by demonstration plus the
“cuteness aspect” fosters a willingness for caring about the agent (summative overall
factor rating: mean: 3.15, SD: 0.54). The NARS questionnaire revealed a significant
decrease for the scale “Negative Attitude toward Social Influence of Robots” (t (11) =
3.17, p < 0.05), showing that the participants rated this scale significantly lower after
interacting with HOAP-3.
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1.4.5 Second Study with HOAP-3

This user study was also conducted with the HOAP-3 robot. However, the main dif-
ference was that the interaction with the robot was remote-controlled via a computer
interface, so this scenario provided no direct contact interaction with the robot. The
participants had to conduct two tasks via the computer interface: (1) move the robot
through a maze and find the exit, and (2) let the robot check all antennas and detect the
broken one. Twelve participants took part in this study that was conducted together
with the Robotics Lab at the University Carlos III, Madrid, Spain, in September
2008. The research question of this study was: “How do novice users experience
the collaboration with the humanoid robot HOAP-3 when interacting via a computer
interface?”

1.4.5.1 Study Setting

This user study was based on two tasks that the participants had to conduct via a
computer interface with the HOAP-3 robot (see Fig. 1.5). The first task was introduced
by the following scenario:

Your space shuttle has been hit by an asteroid and you were forced to an emergency landing.
Your communication and internal ship monitoring system does not work, probably due to
a damage caused by the crash. The good news is that you have the necessary material to
replace the broken antenna for your communication system to send for help. As you are the
only human survivor of the ship and the environment could possibly be dangerous for human
beings, you decide to let this dangerous work be done by the ship’s robot HOAP-3. At first
you have to navigate HOAP-3 to the exit of the shuttle.

Task 1:

Help the robot to find its way through the corridor and find the door to the out-
side. The task is to move the robot by means of the computer interface. It is
completed if you see the door through the interface and say “door found”. The
interaction with the robot is based on a computer interface, with which you can
control the robot.

The second task was introduced by the following scenario:

After you have accomplished the first task to get the robot HOAP-3 out of the shuttle, you
now have to help your HOAP-3 to find the broken antenna. The problem is that your shuttle
has several antennas of different shape and colour and you cannot distinguish the defected
one from the others by sight, but HOAP-3 can. Inside the robot there is a mechanism which
enables the robot to detect the malfunctioning parts.
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Task 2:

Your task is to control the movements of HOAP-3 again, while it is process-
ing and checking the different antennas. In this task, you have to help the robot
to recognize the broken antenna. If HOAP-3 has recognized a malfunctioning
device, it will put a square around it on the interface. The task is finished if
you recognize the broken antenna through the interface and say “broken antenna
recognized”.

1.4.5.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.5,
which indicate that the aspect forms of grouping was again perceived most intensely
(summative overall factor rating: mean: 3.43, SD: 0.62), closely followed by attach-
ment (summative overall factor rating: mean: 3.31, SD: 0.52), and reciprocity &
reflexivity (summative overall factor rating: mean: 3.15, SD: 0.80). The items “3
FG” and “5 FG” were rated equally high, indicating the team building aspect of
the “collaborative explorer task ” in this study. Similarly, as in the first HOAP-
3 study, the robot was rated high in terms of attachment (see item “3 AT” and
“3 AT”), which could be again due to the “cuteness aspect”. In terms of reci-
procity item “3 RE” was rated best. This could be due to the fact that this item
was the only one which did not directly address mutuality, which was hard to per-
ceive in an interaction scenario without direct contact interaction with the robot.
Regarding the attitude towards interacting with the robot, the NARS question-
naire revealed a decrease for all three scales, but only statistically significant for
the scale “Negative Attitude toward Emotions in Interaction with Robots”(t (11) =
2.25, p < 0.05). The participants rated this scale significantly lower after interacting
with HOAP-3.

1.4.6 First and Second Study with ACE

The ACE robot (Autonomous City Explorer Robot) is a robot with the mission to
autonomously finds its way to pre-defined places, through proactive communication
with passers-by.

In the first study (see Fig. 1.6), the ACE robot moved remote-controlled via the
Karlsplatz, a highly frequented public place in Munich, which is situated at the end
of a shopping street, with access to local transportations (metro). Although the robot
was remote-controlled for security reasons, the illusion of an autonomous system
was preserved as the operator was hidden from the pedestrians. Three researchers
accompanied the experiment: one conducted the unstructured observation and two
the interviews. The study lasted for two hours.
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(a) (b) (c)

Fig. 1.5 Second HOAP-3 study: a study setting: participant, b study setting: maze,
c computer interface

Table 1.5 Questions on social aspects: second HOAP-3 study (1 = “strongly disagree” to 5
=“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 12 4.00 1.13
2 FG Robots will be an important part of our

society
12 3.25 1.14

3 FG I would like to collaborate with robots 12 4.25 0.62
4 FG Robots will have a similar importance as

human colleagues
12 2.33 1.16

5 FG Robots and humans will make a good team 12 4.25 0.45

1 AT I would not like to imagine a world in which
robots were not used

11 2.91 1.38

2 AT I can imagine taking a robot into my heart 11 3.82 1.25
3 AT It would feel good if a robot was near me 12 3.83 0.94
4 AT I can imagine building a special relation- 10 2.50 1.51

ship with robots

1 RE The interaction with robots will be a mutual
experience

12 3.33 1.16

2 RE I can imagine that I will care for the well-
being of a robot

12 4.00 1.28

3 RE The relationship with robots will be based
on the principle of give and take

12 2.42 1.24

4 RE Humans and robots will be interdependent 11 2.73 1.49

In the second study (see Fig. 1.6), the ACE robot had to move autonomously from
the Odeonsplatz to the Marienplatz and back by asking pedestrians for directions.
The pedestrians could tell ACE where to go by first showing it the right direction by
pointing and then show ACE the right way (e.g. how far from here) on the map on its
touch-screen. The development team of the robot stayed near it because of security
reasons, but stayed invisible from pedestrians because of the well-frequented envi-
ronment. The study lasted for five hours and was accompanied by four researchers,
one of whom performed the unstructured passive observation and the other three
conducted the interviews.
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(a) (b)

Fig. 1.6 First (a) First ACE study and second (b) second ACE study with ACE

Table 1.6 Questions on social aspects: first ACE study (1 = “strongly disagree” to 5 = “strongly
agree”, N excluding missing answers)

No. Question N Mean SD

1 FG I feel accompanied in the presence of ACE 18 4.39 0.85

1 AT I would trust ACE if it gave me an advice 18 3.56 0.92
2 AT I would follow the advice of ACE 18 3.72 0.96

1 RE I perceive ACE as a “Social Actor” 18 1.94 1.31
2 RE Humans and ACE robots will be interde-

pendent from each other in future
18 2.56 1.29

In both settings, the participants had the possibility to interact with the robot via
its touch-screen (in the first study to get more information about the robot itself and
on the Karlsplatz, in the second study to show the robot the way on the map). In
the first study, 18 participants filled in the social interaction questionnaire and 52
participants in the second study.

1.4.6.1 Findings on Social Aspects

Due to the public setting of the investigations, specialized questionnaires were used
in the ACE studies, which were, however, trying to incorporate additional items on
the concept of sociality (the complete questionnaires can be found in [37]). The
Tables 1.6 and 1.7 show the items and the according results for the two studies.

In terms of the attitude towards interacting with the robot, the observational data of
the first ACE study revealed the behaviour pattern of “investigating the engineering
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Table 1.7 Questions on social aspects: second ACE study (1 = “strongly disagree” to 5 = “strongly
agree”, N excluding missing answers)

No. Question N Mean SD

1 FG ACE needs my support to carry out its task 48 3.83 1.62
2 FG I felt threatened because of the presence of ACE 52 4.52 1.26
3 FG ACE will have a similar relevance in future like

human colleagues
52 1.83 1.22

4 FG ACE and me would compose a good team 49 3.57 1.31

1 AT I would trust ACE if it gave me an advice 52 3.25 1.47
2 AT I would follow the advice of ACE 51 3.27 1.36
3 AT I can imagine to develop a special relationship to

ACE
51 2.41 1.61

4 AT I can imagine to take ACE into my heart 51 2.27 1.47

1 RE ACE reacted on my behaviour 48 3.31 1.72
2 RE Humans and ACE robots will be interdependent

from each other in future
51 3.02 1.70

3 RE The interaction of ACE should be a give and take 51 4.02 1.36
4 RE The interaction with ACE was like give and take 41 3.15 1.68

of ACE” six times, which could be observed only for male pedestrians. For the second
field trial, the analysis of the observational material showed that people were very
curious towards this new technology and many people stated surprise in a positive
way: “It is able to go around me. I would not have thought that”. Unfortunately,
some people also seemed scared. However, most of the time curiosity prevailed
over anxiety (people not only watched, but also decided to interact with ACE). This
could probably be due to the so called “novelty effect”. In the first field trial, the
participants rated the item on forms of grouping rather positive (mean: 4.39, SD:
0.85). The observational data revealed the interesting finding that pedestrians built
“interaction groups”, meaning that a group of 10–15 strangers stood in front of ACE
and each member of this “coincidental” group stepped forward to interact with ACE,
while the rest of the group waited and watched the interaction. In the second field
trial, the participants rated the aspect of forms of grouping in the street survey rather
positive (mean: 3.45, SD: 0.12). This aspect was rated significantly better by those
participants who actually interacted with ACE (t (35.96) = 4.09, p < 0.05).

In the first field trial, the participants rated the aspect attachment rather positive for
both items (“1 AT” and “2 AT”). However, in the second field trial, the participants
rated the overall aspect of attachment rather low (mean: 2.85, SD: 0.14), which is
due to the rating of item “3 AT”. The items on trusting an advice of the robot (“1AT”
and “2 AT”) were rated similarly like in the first study. Interestingly, participants
younger than 50 years rated this aspect significantly lower than older participants
(t (43.80) = −2.36, p < 0.05). Moreover, in the second field trial, some people
showed companion like behaviour towards the robot (e.g. “Let’s have a look … Oh
yes … come on … take off”). The robot was directly addressed like a social actor.
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However, not everyone addressed the robot in second person, even if they were stand-
ing right in front of it; a behaviour which would be considered extremely impolite
when interacting with a human and an indicator that the robot was not perceived as
a partner by everyone.

Regarding reciprocity & reflexivity the participants of the first field trial rated
the items rather low (“1 RE” and “2 RE”). A reason for this could be that
only 54 % of the participants experienced the robot as interactive, due to its lim-
ited interaction possibilities in the first study set-up. In the second field trial,
the participants rated the aspect of reciprocity & reflexivity in the street survey
rather positively (mean: 3.50, SD: 0.16). This aspect was significantly better rated by
those participants who actually interacted with ACE (t (24.85) = 2.44, p < 0.05).
Furthermore, reciprocity & reflexivity was the only factor that was significantly better
rated by men than by women (t (19.99) = −2.42, p < 0.05). Moreover, participants
younger than 50 years rated this aspect significantly lower than older participants
(t (37) = −3.27, p < 0.05).

1.5 Lessons Learned for Interaction Scenarios
with Anthropomorphic Agents

The main goal of the comparison of the six case studies was to explore participants’
perception of sociality during the interaction with humanoid robots. Overall, the
studies have shown how deeply the social interaction paradigm is embedded within
the interaction with anthropomorphic robotic systems. All participants in the case
studies were novice users, they had no pre-experiences with robots at all and they
received no other information on how the interaction with the robots works, than
that given in the scenario and task description. Nevertheless, in all laboratory-based
case studies (studies 1–4) almost all participants completed the task successfully
(task completion rate >80 %), which indicates the high degree of sense-making on
the user side and reflexivity on the robot side. An overview of all results in given in
Table 1.8.

But what can we learn from that for future interaction scenarios with anthropomor-
phic agents (physical and virtual)? The first study with the HRP-2 robot showed the
importance of multimodal feedback and turn taking to perceive the sociality aspect
forms of grouping. It moreover showed that even a virtual screen representation of
a humanoid robot can be perceived as social actor, as long as it proactively reacts
to the actions of the user. The second study with the HRP-2 robot, revealed that a
humanoid robot can even be a mediator for sociality between two humans, who are
not collocated in the same room during the interaction. The robot served as embod-
iment for a feeling of social presence in a way that the participants experienced a
grouping with the robot, as well as with the human operator behind the scene.

The first study with the HOAP-3 robot showed that an anthropomorphic design
which is perceived as “cute” can foster the social aspect attachment. Moreover, a
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Table 1.9 Social agent matrix: completed in accordance to the empirical results of the 6 case
studies

Social aspect Direct interaction Mediated interaction

Forms of grouping First HRP-2 study Second HRP-2 study
First HOAP-3 study
Second HOAP-3 study
First ACE study

Attachment

Reciprocity Second ACE study
Reflexivity

learning by demonstration scenario based on interactive tutelage is perceived as
reciprocal and reflexive. The second HOAP-3 study also supported the assumption
that a design which is perceived as “cute” fosters attachment, however, in a completely
different situation in which the user had no direct contact interaction with the robot,
but remote-controls it. Furthermore, this study could show that cooperative problem
solving offers a suitable basis to foster the aspect forms of grouping.

The two studies with the ACE robot showed that sociality is also perceived if the
perspectives are inverted and the robot proactively starts an itinerary request and is
dependent on the users’ input to achieve its goal. The importance of interactivity for
the perception of reciprocal behaviour became obvious in the comparison of the two
studies, as reciprocity was rated lower in the first study. The second study could also
show the significant impact on the actual interaction (comparing pure observation) on
the perception of sociality, in specific the aspects forms of grouping and reciprocity.
This finding is also supported by summarizing the results of the NARS questionnaire.
A significant change on the general attitude towards robots due to the interaction with
them could be identified twice in a decreased rating of the “Negative Attitude toward
Social Influence of Robots” and once of the “Negative attitude toward Emotions in
Interaction with Robots”.

Upon reflecting how the results for the four aspects of sociality affect not only the
interaction with physical agents, but also with virtual ones, we can come up with a
“social agent matrix”, which distinguishes between direct human–agent interaction
(see case studies 1, 3, 4, 5, and 6) and human–human interaction mediated by an
agent (see case study 2). This matrix allows a categorization of agents in accordance
to their “focus of sociality”. According to the empirical data gained in the studies,
the matrix in Table 1.9 should be filled in.

There has been an inscription of certain notions in the embodiment of the
robots, as well as the human–robot interaction scenarios as a whole, which had
an influence on participants’ perception of sociality. Even though different sce-
narios have been performed with different robots, the aspect forms of grouping
was rated best in all case studies except one, which indicates a relatively low
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influence of the anthropomorphic embodiment of the robot. Besides the fact that
questionnaire and item design/formulation issues could be the reason for this result,
we have to act on the assumption of a co-production between the embodiment of
the robot, the interaction scenario, and the perception of sociality on the human–
agent relationship. If the embodiment of the robots and the interaction scenarios
were more distinctive, the perception of sociality would probably not have been
the same. For instance, the underlying narration of the learning by demonstra-
tion scenario with HOAP-3 or the mixed-reality scenario with the virtual HRP-2
robot points more into the direction of reflexivity as key social aspect than forms of
grouping.

1.6 Reflection on the Relevance of Social Cues
in Human–Agent Relationship

Upon reflecting on the four aspects of sociality, it becomes obvious that designing for
the social as an end in itself cannot be the overall solution for establishing a working
human–agent relationship. Rather sociality as design paradigm has to be interpreted
as a modular concept in which the most relevant aspect has to be chosen to increase
sociality for a specific interaction scenario. Designing agents in an anthropomorphic
appearance increases the degree of being perceived as a social actor, as Fogg already
shows in his work “Computers as Persuasive Social Actors” [12]. However, anthro-
pomorphic design carries a lot of baggage with it, in terms of specific expectations
of end-users, such as intelligence, adaptation towards user behaviour, and following
social norms and human–oriented perception cues [10].

To our conviction, the one (most important) social aspect for the functionality of
the agent has to be identified first and builds the basis for the design. For instance
reflexivity could be most important while playing a game against an agent, as the
moves of the user are always a reflection on the agent’s gameplay. Forms of grouping
will be most relevant in cooperative tasks, like solving a problem/task together as a
team (e.g. a wizard agent who guides through an installation process). Reciprocity
will be highly relevant in care-giving (comparable to the “Tamagotchi Effect”) or
persuasive tasks, in which the user expects an adaptation from the agent’s behaviour
due to his/her adaptation of behaviour. Attachment will be relevant in all cases in
which we want the user to establish a long-term relationship with the agent. However,
in this case variations in the agent’s behaviour are highly relevant to ensure that the
interaction does not become monotonously and annoying.

If we have again a look at all the studies presented in this chapter, how could we
increase the degree of sociality for the specific interaction scenarios? In accordance
to our underlying assumption on the “one (most important) social aspect rule”, the
social agent matrix for the studies should look like Table 1.10.

Thus, if we aim for a user-centred design approach of an agent, the first rel-
evant question is to identify which social aspect it should predominantly depict
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Table 1.10 Social agent matrix: completed in accordance to the assumption “one (most important)
social aspect” should be fostered

Social aspect Direct interaction Mediated interaction

Forms of grouping Second HOAP-3 study Second HRP-2 Study

Attachment

Reciprocity First ACE study
Second ACE study

Reflexivity First HOAP-3 study
First HRP-2 study

Table 1.11 Social interface matrix: a categorization of all kinds of interactive computing systems
in terms of their degree of sociality

Social aspect Human–system interaction Human–human interaction

Forms of grouping Virtual agents CSCW systems (e.g. wikipedia)
(e.g. virtual sports trainer) CMC systems (e.g. skype)

Attachment Virtual pets (e.g. Tamagotchi) Social networking systems
care robots (e.g. Paro robotic seal) (e.g. Facebook)

Reciprocity Multiplayer games (e.g. WoW) Polite computing
(e.g. install wizard characters)

Reflexivity Recommender systems (e.g. Amazon) Intelligent, adaptive systems
(e.g. chess computer)

and to focus on that in the interaction and screen/embodiment design. However,
user perception of sociality seems to focus more on the interaction scenario of the
agent, than on its pure appearance, even though an anthropomorphic appearance
fosters the perception of social abilities of an agent. As the theory of object-centred
sociality already suggests (and also the Media Equation Theory [31] and the exper-
iment of Heider and Simmel [17] point in that direction), the interaction with all
kinds of agents can be perceived as social, also with a zoomorphic or a function-
ally designed agent. The most important thing to consider is that the interaction
in itself is a social one and to focus on the main specific aspect of its social-
ity to increase the social perception on the user side. One could go even one
step further and propose a “social interface matrix” which categorizes all kinds
of interactive computing systems, irrespectively of their embodiment and design,
in terms of their degree of sociality; some self-explaining examples are presented
in Table 1.11.

1.7 Conclusion and Outlook

Table 1.11 demonstrated the power of the “post-social world” [25] in which
non-human entities enter the social domain. It shows that human–system interaction
can be social in many types of interaction paradigms, going far beyond the interac-
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tion with anthropomorphic agents. However, in the design of the future human–agent
relationship it will be crucial to identify whether the underlying interaction paradigm
is a “post-social” one. There is no need to socialize every computing system we are
using, e.g. word processing or mobile phones, with the assumption that this would
improve the human–system relationship.

A tendency can be observed that more and more “post-social” interaction design
strategies are pursued, primarily focussing on anthropomorphic appearance, how-
ever, as the case studies presented in this chapter could show, it is more about
interaction design than appearance design to foster the social human–agent relation-
ship. Not only humanoid robots could be perceived as social actors in collaboration
scenarios, but also functionally designed robots in a factory context, as long as the
interaction is designed in a social manner.

In a next step, we want to explore the impact of appearance on the perception of
sociality further, by transferring the concept of the four sociality aspects to human–
robot interaction with functionally designed robots in an industrial setting. We believe
that future interaction scenarios for human–robot collaboration in the factory context
need to combine the strengths of human beings (e.g. creativity, problem solving
capabilities, and the ability to make decisions) with the strengths of robotics (e.g.
efficient fulfilment of reoccurring tasks). Single robotic work cells are not sufficient
for sustainable productivity increase. Thus, we want to use the “social agent matrix”
to inform the interaction scenarios of joint human–robot collaboration in turn taking
tasks, to explore if and how sociality may positively influence performance measures.
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