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Preface

The idea that we humans would one day share the Earth with a rival intelligence is
as old as science fiction. That day is speeding towards us. Our rivals (or will they
be our companions?) will not come from another galaxy, but out of our own
strivings and imaginings. The bots are coming; chatbots, robots, gamebots.

Some of the early arrivers already build our cars, and soon may drive them for
us. They reside in our mobile phones and try to answer our questions, and might
one day arrange our diaries and help refill our fridges. We play games with them
for fun. Ray Kurzweil [1] claims that we are merging with them and that we will
together become a new, enhanced species.

Will we welcome them, when they come? Will bots have human friends? Will
we grant them rights?

Future human-bot relations may depend on whether or not we see them as being
like ourselves. And that is what the chapters of this book are about—what does it
take for a bot to be believable—by which we mean, to seem like one of us? Can
humanness be simulated? Can it be faked?

In the first chapter of this book, Weiss and Tscheligi present a series of case
studies on humanoid robots, investigating the role of sociality in human-bot rela-
tions. In the following chapters, Bailey and her co-authors describe their psycho-
social behaviour model and its implementation for computer game bots, showing
how they can create bots that interact with a player in engaging ways. In Actor Bots,
Arinbjarnar and Kudenko also consider computer game bots, viewing them as
virtual actors in a virtual theatre, using belief networks to enable bots to behave
believably within the game narrative. Morie et al. also focus on bots interacting
with humans in virtual worlds which they call embodied conversational agents.

The next few chapters are about bots that masquerade as human players, in a
competition for computer game bots which is modelled on the famous Turing Test.
In 1950, Alan Turing [2] proposed a test in which a computer program converses
with a reasonable person, and tries to convince that person that they are, in fact,
conversing with a woman. Turing’s assertion was that if a computer could play this
game as well as a man could, then this would be evidence that the computer was
intelligent. This test has been an enduring challenge and a controversy for
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generations of computer scientists and philosophers. Since 1990, the test has been
realised as an annual competition for chatbots—the Loebner Prize [3]. Taking
inspiration from the Turing Test and the Loebner Prize, this book’s editor organises
and runs the annual BotPrize competition, a Turing Test for computer game bots
[4]. In the BotPrize competition, humans play a computer game with an assortment
of human and bot opponents, and try to tell which are human and which are not.

Entrants to the BotPrize have refined existing methods and developed new ones
to try to win the prize. In Chap. 5, Schrum, Karpov and Miikkulainen describe the
workings of their bot UT"2, which is based on neuroevolution, a powerful machine
learning method combining the principles of Darwinian evolution with artificial
brain models (neural networks). The next chapter by Karpov, Schrum and
Miikkulainen explains how their bot imitates human players to solve complex
navigation problems in the game. In A Machine Consciousness Approach to the
Design of Human-like Bots, Arrabales et al. introduce their CERA-CRANIUM
cognitive architecture, inspired by cognitive theories of consciousness. CERA-
CRANIUM was at the heart of the bot they used to win the award for the most
human-like bot at the 2010 BotPrize competition. The following chapter by
Arrabales, Ledezma and Sanchis uses their ConsScale framework to measure and
analyse the cognitive levels of a number of state-of-the-art computer game bots.

The BotPrize chapters are about bots that play a First-Person Shooter—a genre in
which “interaction” between players (human or bot) takes the form of virtual
combat. The final few chapters look at bots in games with different interaction
modes. Jacek Mandziuk and Przemystaw Szataj consider Realtime Strategy games,
and propose a distinct personality system to operate alongside traditional reasoning
and tactics. Togelius et al. in their chapter, take a step back to ask how best to judge
how believable a bot is. For example, is the judgement better made by an external
observer or by an active participant interacting with the bot? This question is
examined using a Turing Test based on bots for Super Mario Bros., a well-loved and
venerable platform game. Kemmerling et al. tackle Diplomacy, a game in which
planning and negotiation are key skills. Finally, Mufioz, Gutierrez and Sanchis apply
imitation learning to create a human-like bot for a car racing game.

We hope the stories in this book will start the reader thinking ... Must robots
and other bots be like us to be accepted as a part of our cultures and lives? Or
would it be better if they were obviously and unmistakably different from us? If we
want them to be like us, is it enough that they are believable—that they seem like
us—or must they really be like us in their inner hearts, possessing consciousness,
emotions, intellect, craving social interaction and meaning? What kinds of tech-
nologies would it take to implement these things in a computer program, and how
could we tell whether we had implemented the real thing, or merely a facsimile of
it? This book does not provide the answers—but perhaps it is a place to start.

Perth, Western Australia, March 2012 Philip Hingston
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Chapter 1

Rethinking the Human-Agent Relationship:
Which Social Cues Do Interactive Agents Really
Need to Have?

Astrid Weiss and Manfred Tscheligi

Abstract This chapter discusses the potential meaning of the term social in
relation to human—agent interaction. Based on the sociological theory of object-
centred sociality, four aspects of sociality, namely forms of grouping, attachment,
reciprocity, and reflexivity are presented and transferred to the field of human—
humanoid interaction studies. Six case studies with three different types of humanoid
robots are presented, in which the participants had to answer a questionnaire involv-
ing several items on these four aspects. The case studies are followed by a section on
lessons learned for human—agent interaction. In this section, a “social agent matrix”
for categorizing human—agent interaction in terms of their main sociality aspect is
introduced. A reflection on this matrix and the future (social) human—agent relation-
ship closes this chapter.

1.1 Introduction

Several studies in the research fields of Human—Computer Interaction (HCI) and
Human—Robot Interaction (HRI) indicate that people tend to respond differently
towards autonomous interactive systems than they do towards “normal computing
systems” [8]. In the 1990s, the Media Equation Theory already revealed that people
treat media and computing systems in a more social manner, like real people and
places [31]. However, not only the responses differ, also the expectations vary and
tend into a more social direction, the more anthropomorphized the system design
is [26]. For instance, when an inexperienced user has to interact with a robot for
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2 A. Weiss and M. Tscheligi

the first time, the first impression of the robot is paramount to successfully initiate
and maintain the interaction [24]. Thus, it is important that the robot’s appearance
matches with its task to increase its believability. Exploratory studies in the research
field of HRI indicate that people have very clear assumptions that anthropomorphic
robots should be able to perform social tasks and follow social norms and conventions
[26]. These assumptions about the relation between social cues and anthropomorphic
design for interactive agents can also be found on the side of developers and engineers:
The Wakamaru robot, developed by Mitsubishi Heavy Industries, for instance was
designed in a human-like shape on purpose, as it should (1) live with family members,
(2) speak spontaneously in accordance with family member’s requirements, and (3)
play its own role in a family (http://www.wakamura.net).

But what do we actually mean when we are talking about social cues in the human—
agent relationship? If we have a look at the WordNet! entry for the term “social” we
find a wide variety of meanings, such as “social” relating to human society and its
members, “social” in terms of living together or enjoying life in communities and
organized groups and “social” as relating to or belonging to the characteristic of high
society. However, the term social can also relate to non-human fields, such as the ten-
dency to live together in groups or colonies of the same kind—ants can be considered to
be social insects. All these meanings indicate that the term “social” has a very broad
meaning in everyday language, but there is also a lack of definition for the term
social in human—agent interaction. In HCI and HRI we can find several research
topics which are related to “social interaction”, such as social software, social
computing, CMC (Computer-Mediated Communication), CSCW (Computer-
Supported Collaborative Work), the above mentioned Media Equation Theory, and
research on social presence and social play.

In traditional psychology “social” is mainly understood as interpersonal interac-
tion. If we take this definition as the starting point, the question arises, if we can
consider human—agent interaction as interpersonal. An experiment by Heider and
Simmel in 1944 demonstrated for the first time that animated objects can be per-
ceived as social if they move at specific speeds and in specific structures [17]; thus
a perception of agency and interpersonality in the interaction with animated agents
can be assumed.

In the following, we will present an overview of related literature on the topic
of social human—agent interaction and subsequently go into detail regarding how
the concepts of believability and sociality interrelate. We will present the concept of
object-centred sociality [25] as theoretical baseline to derive four general aspects for
social interaction with agents, namely forms of grouping, attachment, reciprocity,
and reflexivity. Based on these four aspects, a questionnaire was developed, which
was used in six user studies with humanoid robots that will be described subsequently.
The results and lessons learned of theses studies will lead to a “social agent matrix”

! WordNet is an online lexical reference system, developed at Princeton University. Its design
is inspired by current psycholinguistic theories of human lexical memory. English nouns, verbs,
adjectives and adverbs are organized into synonym sets, each representing one underlying lexical
concept (http://wordnet.princeton.edu/).
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which allows the categorization of (autonomous) interactive agents in terms of their
sociality. This chapter ends with a reflection on the social agent matrix and the future
(social) human—agent relationship.

1.2 Believability, Sociality, and Their Interrelations

Research on believability of media content and computer agents has got a long
history. Believability has often been the object of research, especially in the field of
communication science, like for instance the comparison of radio, TV, and newspaper
content, as e.g. Gaziano et al. [15] as well as recent research including online media
as e.g. Abdulla et al. [2].

Hovland et al. showed in their study that believability consists of the two main
principles trustworthiness and expertise [18]. Based on this research, Fogg and Tseng
[13]investigated to what extent believability matters in Human Computer Interaction.
Hereby, they suggested a set of basic terms for assessing computer believability.
Bartneck [4] adapted Fogg’s and Tseng’s concept of believability [13] to his model
of convincingness. He could show that convincingness and trustworthiness highly
correlate.

One of the most famous experiments regarding the believability and persuasive-
ness of computing systems was conducted by Weizenbaum who employed a virtual
agent called ELIZA [45]. This agent was able to simulate a psychotherapist and to
keep the conversation going by passively asking leading questions. Throughout the
study the participants did not notice that they were actually speaking to a computer
program. At the end of the experiment, it was disclosed that participants thought
that they were talking to a human and that the conversational partner appreciated
their problems. A higher degree of sociality perception can hardly be achieved by a
computing system.

A similar study was conducted by Sundar and Nass in which people favoured to
interact with the computer over the human interaction partner [35]. Recent studies
confronted their participants with questions regarding trustworthiness and believ-
ability of screen characters and fully embodied robots (see e.g. [4, 32]). In order
to assess robots in terms of believability, scales were either adapted as done by
Shinozawa et al. [33] or newly developed as by Bartneck et al. [5]. Similar scales
were often used to assess the believability of an information source (TV, newspapers,
web pages, etc.) or an individual agent.

Shinozawa et al. could show that the 3D model of a robotic agent was rated
higher in terms of source believability by the means of McCroskey’s believabil-
ity scale [28] than a 2D on-screen agent. Kidd also used a believability scale [6],
which was originally developed for media assessment (such as the McCroskey’s
scale), to rate a robot’s believability [23]. Hereby he found out that women tended
to rate believability higher than men. Additionally, people trusted robots that
were physically present to a greater extent, which is similar to the findings of
Shinozawa et al.
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The physical appearance of robots plays also a huge role in social HRI. Powers
and Kiesler found out that certain physical attributes of the robot could change
the human’s mental model of the robot. Moreover, they could show that people’s
intentions are linked to the traits of the mental model [3]. For instance, certain
physical characteristics, such as the robot’s voice and physiognomy, created the
impressions of a sociable robot, which in turn predicted the intention to accept the
advice of the robot and changed people’s perception of the robot’s human likeness,
knowledge and sociability.

Furthermore, it makes a difference if a robot recommends something or not. Imai
and Narumi conducted a user study with a robot that gave recommendations [19]. The
participants in the experiment inclined to want what the robot recommended, e.g. this
cup of tea is delicious and the other is not. The aspect of recommendation in human—
agent interaction is tightly interwoven with trustworthiness and believability [13].

Another approach researched by Desai et al. is to design an interface where the user
can adjust the level of trust in a robot so it can decide more autonomously [11]. For
instance, if the user controls a robot with a joystick and the robot notes many errors
made by the user, the robot suggests the user to switch to a higher level of trust. In
such a level the robot could make more decisions without asking the human operator.

However, in how far can a believable computing system, a robot or any kind of
anthropomorphic agent be considered to be social? As the research field of robotics
and Artificial Intelligence heads towards a direction where engineers develop robots
following anthropomorphic images, there seems to be an area in which social inter-
action between humans becomes comparable to social interaction between a human
and a machine. Some researchers even go beyond anthropomorphic images and
work on artificial behaviour traits by developing cognitive systems (see for instance
Chap. 8), which already passed the false belief test (Leonardo, [34]) and the mir-
ror test (Nico, [1]). According to technology assessment research it is hoped (and
feared) that humanoid robots will in future act like humans and be an integral part
of society [42]. Such cognitive systems have a model of the self and a model of the
others. By continuously updating and relating these models to each other, cognitive
systems can “socially” interact. We are convinced that these circumstances require
subsequent research on social acceptance in human—robot interaction in specific and
human-agent relations in general.

1.3 The Concept of Sociality in Human-Agent Interaction

Reviewing the state-of-the-art literature on social HRI research (a good overview
can be found in [14, 44]) and looking on the data gathered during the case stud-
ies presented later in this chapter (see Sect.1.4), it becomes obvious that people
believe in anthropomorphic agents to be social actors. However, what could be
the basis to assess the degree of sociality of interactive computing systems? One
approach can be found in Chap. 8, entitled ConsScale FPS: Cognitive Integration
for Improved Believability in Computer Game Bots. For ConsScale, social refers
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to the Theory of Mind (ToM) cognitive function, i.e. being able to attribute mental
(intentional) states to oneself and to other selves. In other words, artificial agents
which are capable of attributing intentional states, could be perceived as social.

But, what behavioural embodiments of cognitive processes are perceived as social
by humans? Studies in the area of sociology of knowledge point into the direction that
humans tend to express similar behaviours towards artefacts and objects as towards
humans, such as talking to a robot or expressing emotions. Knorr-Cetina [25] speaks
of a “post-social” world in this context, in which non-human entities enter the social
domain. According to her, these “post-social” interactions with objects include four
aspects that explain their sociality towards humans: forms of grouping, attachment,
reciprocity, and reflexivity.

1.3.1 Forms of Grouping

To form a group is a core element of human social behaviour. The aspect “forms
of grouping” describes the fact that humans define their own identity by sharing
common characteristics with others and by distinguishing themselves from other
groups. Knorr-Cetina could show that humans ascribe personal characteristics also
to objects with which they often closely interact and somehow form a group with
these objects [25]. The arising question is: will humans show similar behaviours like
that when cooperating with an anthropomorphic agent?

1.3.2 Attachment

Attachment as a psychological concept explains the bond a human infant develops
to its caregiver [7]. However, Knorr-Cetina could show that humans also develop an
emotional bond to objects (e.g. “my favourite book™) [25] . In general, the idea of
emotional attachment towards technology already found its way into HCI and HRI
research [21, 22, 36]. For human—agent interaction, attachment could be understood
as an affection-tie that one person forms between him/herself and an agent. One main
aspect of emotional attachment is that it endures over time. Thus, Norman explains
emotional attachment as the sum of cumulated emotional episodes of users’ experi-
ences with a computing system in various contextual areas [30]. These experiences
are categorized into three dimensions: a visceral level (first impression), a behav-
ioural level (usage of the device), and a reflective level (interpretation of the device).

1.3.3 Reciprocity

In accordance to Gouldner, reciprocity can be seen as a pattern of social exchange,
meaning mutual exchange of performance and counter-performance and as a general
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moral principle of give-and-take in a relationship [16]. In HRI research, the aspect
of reciprocity became relevant with the increase of social robot design [20]. Humans
can quickly respond socially to robotic agents (see e.g. [31]), but the question arising
is, if humans experience “robotic feedback™ as adequate reciprocal behaviour. Thus,
in a human—agent relationship reciprocity could be understood as the perception of
give-and-take in a human—agent interaction scenario.

1.3.4 Reflexivity

Reflexivity describes the fact that an object or behaviour and its description cannot be
separated one from the other, rather they have a mirror-like relationship. Reflexivity
can be a property of behaviour, settings and talk, which make the ongoing construc-
tion of social reality necessary [27]. In human—agent interaction reflexivity could
be understood as the sense-making of a turn taking interaction of which the success
depends on the actions of an interaction partner.

Thus, our assumption is that focussing on one of these aspects in the interac-
tion design of a human—humanoid interaction scenario, increases the perception of
sociality on the user-side. In other words, from an actor-centred sociology perspec-
tive of sociality (and subsequently the degree of believability that an interactive
agent displays) is not manifested in its appearance (visual cues), but in its interaction
(behavioural cues).

1.4 The Case Studies

In the following, we present our insights gained in six human—humanoid interaction
studies. Four of these studies are laboratory-based case studies, whereas two of them
were conducted with the humanoid HRP-2 robot [37, 38] and the other two with the
humanoid HOAP-3 robot [40, 43]. The other two studies were field trials, both of
which were conducted with the anthropomorphically designed ACE robot [39, 41].
In all these studies we investigated the sociality in the interaction with these robots
on a reflective level by means of questionnaire data and additional observational data
of the two field trials.

1.4.1 Investigating Social Aspects in Human—-Humanoid
Interaction

To gather quantitative data on the social aspects about the perception of humanoid
robots, a questionnaire consisting of 13 items which had to be rated on a 5-
point Likert scale, ranging from 1 = “strongly disagree” to 5 = “strongly agree”,
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Table 1.1 13 statements on social aspects, which had to be rated on a scale from 1 = “strongly
disagree” to 5 = “strongly agree”

Item Social aspect

Robots will be part of our everyday work Forms of grouping
Robots will be an important part of our society Forms of grouping

I would like to collaborate with robots Forms of grouping
Robots will have a similar importance as human colleagues Forms of grouping
Robots and humans will make a good team Forms of grouping

I would not like to imagine a world in which robots were not Attachment

used

I can imagine taking a robot into my heart Attachment

It would feel good if a robot was near me Attachment

I can imagine building a special relationship with robots Attachment

The interaction with robots will be a mutual experience Reciprocity & reflexivity
I can imagine that I will care for the wellbeing of a robot Reciprocity & reflexivity
The relationship with robots will be based on the principle of Reciprocity & reflexivity
give and take

Humans and robots will be interdependent Reciprocity & reflexivity

was developed. In this questionnaire the aspects reciprocity and reflexivity were
combined into one concept, as the reflected sense-making of the give-and-take inter-
action was assessed as successful task completion. The users filled in the question-
naire after they completed the tasks together with the robot. All items are presented
in Table1.1.

Prior to and directly after the interaction with the humanoid robot the study par-
ticipants were asked to fill in the Negative Attitude towards Robots Scale (NARS) to
gain insights on the question, if the interaction with the robot changed their general
attitude towards robots. This questionnaire is based on a psychological scale to mea-
sure the negative attitudes of humans towards robots. It was originally developed by
Nomura et al. [29]. This questionnaire tries to visualize which factors prevent individ-
uals from interacting with robots. The questionnaire consists of 14 questions which
have to be rated on a 5-point Likert scale ranging from 1 = “strongly disagree”
to 5 = “strongly agree”. The 14 questions build three sub scales: S1 = negative
attitude toward situations of interaction with robots; S2 = negative attitude toward
social influence of robots; S3 = negative attitude toward emotions in interaction with
robots.

1.4.2 First Study with the HRP-2

The first case study was carried out as a Wizard-of-Oz user study [9], based on a
mixed-reality simulation. The simulation was based on a 3D model of the HRP-2
robot and implemented with the Crysis game engine (more details on the technical
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projecior
(2500 ansi lumen)

projector
(2000 aresi hemen)

Fig. 1.1 Study setting: first HRP-2 study. a Study setting: participant, b Study setting: implemen-
tation

implementation can be found in [38]) which was controlled by a hidden human wizard
during the interaction trials. The human—humanoid collaboration was based on the
task of carrying and mounting an object together, whereas the object (a board) existed
in the virtual as well as in the real world and built the contact point for the interac-
tion. The research question was: “How do differently simulated feedback modalities
influence the perception of the human-robot collaboration in terms of sociality?”.
The four experimental conditions were: Con0: interaction without feedback, Conl:
interaction with visual feedback (blinking light showing that the robot understood the
command), Con2: interaction with haptic feedback, and Con3: interaction with visual
and haptic feedback in combination. The study was conducted with 24 participants
in August 2008 at the University of Applied Sciences in Salzburg, Austria.

1.4.2.1 Study Setting

This user study was based on one task which had to be conducted together with the
simulated robot via a mobile board as “input modality” (see Fig. 1.1). The task was
introduced by the following scenario:

Imagine you are working at a construction site and you get the task from your principal
constructor to mount a gypsum plaster board together with a humanoid robot. You can control
the robot with predefined voice commands, to carry out the following action sequences.
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Task:

Lift, move, and mount a gypsum plaster board together with a humanoid robot. This
task consists of the following action sequences:

Start the interaction by calling the robot.

Lift the board together with the robot.

Move the board together with the robot to the right spot.
Tilt the board forward to the column together with the robot.
Tell the robot to screw the board.

b

1.4.2.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.2,
which indicate that the aspect forms of grouping was perceived most intensely (sum-
mative overall factor rating: mean: 3.10, SD: 0.91). However, the statement about
the importance of a humanoid robot as future working colleague was rated rather
low. In terms of attachment, the participants rated the item “1 AT” the highest,
indicating that they could imagine that robots will enter a special role in society
in future (summative overall factor rating: mean: 2.21, SD: 0.92). The aspect reci-
procity & reflexivity was even rated slightly better than attachment (summative over-
all factor rating: mean: 2.92, SD: 0.98), whereas the highest rated item was “1 RE”,
which demonstrates the importance of turn taking for simulated sociality. Moreover,
an ANOVA on the overall factor rating revealed that the experimental conditions
influenced the results of the aspect forms of grouping (F(3,20)6.26, p < 0.05).
A post-hoc test (LSD) showed that in Conl (interaction with visible feedback)
forms of grouping was rated significantly lower than in all other conditions—another
support for the importance of turn taking translated to multimodal feedback on
the side of the agent. The NARS questionnaire did not reveal any significant
changes due to the interaction with the virtual HRP-2 robot in any of the three
attitude scales.

1.4.3 Second Study with the HRP-2

Similar to the previously described case study on the simulation of HRP-2 (see
Sect. 1.4.2), the task in this case study was to carry an object together with the robot,
but the focus was to (1) investigate differences in the human—humanoid collaboration,
between a tele-operated and an autonomous robot and (2) cultural differences in the
perception between Western and Asian participants. The research questions were
“How does the participant experience the relationship towards (1) the autonomous
HRP-2 robot and (2) the tele-operated HRP-2 robot?”” and “Is there a difference in
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Table 1.2 Questions on social aspects: first HRP-2 study (1 = “strongly disagree” to 5 = “strongly
agree”’; N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 22 4.05 1.00

2 FG Robots will be an important part of our society 22 3.50 0.96

3FG I would like to collaborate with robots 23 3.48 1.12

4 FG Robots will have a similar importance as human col- 22 1.73 0.99
leagues

5FG Robots and humans will make a good team 21 3.19 1.17

1 AT I would not like to imagine a world in which robots 19 2.84 1.21
were not used

2 AT I can imagine taking a robot into my heart 23 2.26 1.32

3 AT It would feel good if a robot was near me 24 1.92 0.93

4 AT I can imagine building a special relationship with 23 1.91 1.16
robots

1 RE The interaction with robots will be a mutual experi- 22 3.45 1.34
ence

2RE I can imagine that I will care for the wellbeing of a 24 2.96 1.46
robot

3RE The relationship with robots will be based on the prin- 23 2.26 1.39
ciple of give and take

4 RE Humans and robots will be interdependent 23 3.13 1.33

terms of sociality perception, between participants with (1) Asian origin and (2)
Western origin?”. A total of 12 participants (6 Asian, 6 Western) took part in this
study, which was conducted together with CNRS/AIST at Tsukuba University, Japan
and the Technical University Munich, Germany in October 2009.

1.4.3.1 Study Setting

This study was based on direct human—humanoid interaction, in which the HRP-2
robot acted partly autonomously and was partly remotley controlled by an human
operator located in Germany. The participants (acting as the human operator in
Japan), had to lift, carry, and put down a table collaboratively with the HRP-2 robot.
During lifting and putting down the table, HRP-2 was tele-operated. During carrying
the table, HRP-2 was walking autonomously. The study was based on the following
scenario:

Imagine you are working at a construction site and you receive a task from your principal
constructor: carrying an object from one place to another together with a humanoid robot
which is partly acting autonomously and partly operated by a human expert operator.
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Fig. 1.2 Study setting: second HRP-2 study a Action sequence 1, b Action sequence 2, ¢ Action
sequence 3

Task:

The task is to carry a table from place A to place B together with the humanoid robot
HRP-2. This task is split into four action sequences:

Action sequence 0: The robot is sent to the table by the principal instructor
Action sequence 1: Lift the table together with HRP-2

Action sequence 2: Walk together with HRP-2 from place A to place B
Action sequence 3: Put down the table together with HRP-2

The interaction between the human and the robot took place in three sequences
1-3 (see Sect. 1.2). Sequence 0 does not require any interaction between the human
and the robot.

1.4.3.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.3,
which indicate that the aspect forms of grouping was perceived most intensely, similar
to the first HRP-2 study (summative overall factor rating: mean : 3.64, SD : 0.52).
However, again the statement about the importance of a humanoid robot as a future
working colleague (“4 FG”) was rated rather low. In terms of attachment, the par-
ticipants rated the same item as in the previous study (“1 AT”) the highest, but
compared to the previous study with the simulated robot, the participants rated
items on attachment in general better for the embodied agent (summative overall
factor rating: mean : 3.23, SD : 0.69). Similarly, the aspect reciprocity & reflex-
ivity was rated better than in the first HRP-2 study (summative overall factor rat-
ing: mean : 3.18, SD : 0.59). However, in the second HRP-2 study the items “1
RE” and “4 RE” were rated equally high. This could be due to the fact, that the
robot and the user were directly linked through the table during the interaction and
that the robot was tele-operated during lifting and putting down the table, which
directly demonstrated the interdependence of every single move. Significant differ-
ences in the perception of sociality due to Western or Asian origin could not be
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Table 1.3 Questions on social aspects: second HRP-2 study (1 = “strongly disagree” to 5 =
“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 11 3.64 0.92

2 FG Robots will be an important part of our 12 4.25 0.62
society

3 FG I would like to collaborate with robots 12 3.92 0.90

4 FG Robots will have a similar importance as 12 2.25 1.14
human colleagues

5 FG Robots and humans will make a good team 12 4.17 0.72

1 AT I'would not like to imagine a world in which 12 3.50 0.80
robots were not used.

2 AT I can imagine taking a robot into my heart 12 292 1.17

3 AT It would feel good if a robot was near me 12 3.08 0.90

4 AT I can imagine building a special relation- 12 342 1.00
ship with robots

1 RE The interaction with robots will be a mutual 11 3.45 1.13
experience

2RE I can imagine that I will care for the well- 12 342 1.00
being of a robot

3RE The relationship with robots will be based 11 2.27 1.27
on the principle of give and take

4RE Humans and robots will be interdependent 11 3.45 1.13

identified in this study. The analysis of the NARS questionnaire revealed a decrease
in all three scales through the interaction with the HRP-2 robot. However, only the
scale “Negative Attitude toward Social Influence of Robots” decreased significantly
(t(11)=2.88, p < 0.05).

In particular in the comparison of the first HRP-2 study (embodied robot)
and the second HRP-2 study (virtual robot) we have to consider the notion of a
co-production between the embodiment of the robot and the perception of sociality
in the human—agent relationship. The virtual HRP-2 robot understood voice com-
mands immediately (as long as the command was correctly uttered by the participant)
due to the fact that the robot was wizarded behind the scenes. Moreover, the virtual
robot moved quicker and more smoothly than the embodied one, due to the simula-
tion basis. These facts should have increased the perception of its sociality, whereas
on the other hand the missing embodiment and immersion in the interaction may
have lowered it again.

1.4.4 First Study with HOAP-3

In this user study, the participants had to conduct two “learning by demonstration”
tasks with the robot. For the first task they had to teach the arm of the robot to (1)
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push a box, and for the second one (2) to close a box. Twelve participants took
part in this study conducted together with the Learning Algorithms and Systems
Laboratory, EPFL at Lausanne, Switzerland, in August 2008. The research question
of this study was the following: “How do novice users experience the collaboration
with the humanoid robot HOAP-3 in terms of sociality, when the interaction is based
on learning by demonstration?”

1.4.4.1 Study Setting

This user study was based on two tasks that the participants had to conduct together
with the HOAP-3 robot (see Figs. 1.3 and 1.4). The tasks were introduced by the
following scenario:

Imagine you are working at an assembly line in a big fabrication plant. A new robot is
introduced, which should support you in completing tasks. You can teach the robot specific
motions by demonstrating them (meaning moving the robot’s arm like you expect it to
move it later on its own); the robot will repeat the learned motion. You can repeat this
demonstration-repetition cycle as long until you are pleased with the result.

Task 1:

This task is to teach the robot to push this box from its working space into yours on
its own. The task is split up into the following action sequences:

1. Show the robot the specific task card by putting it on the table in front of the robot
(move it around until the robot recognizes it).

2. Demonstrate to the robot to push the box with its right arm, by putting the box

very close in front of the robot and moving its arm.

Let the robot repeat what it learned.

4. (If necessary) repeat sequences 2 and 3 until you are pleased with the way the
robot pushes the box.

(O8]

e The interaction with the robot is based on speech commands. Just follow the
commands of the robot and answer to them with yes or no (or any other answer
proposed by the robot).

e You only need to teach the right arm of the robot by moving its elbow.

Task 2:
This task is to teach the robot to close this box on its own. The task is split up into
the following action sequences:

1. Show the robot the specific task card by putting it on the table in front of the robot
(move it around until the robot recognizes it).
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Fig. 1.4 First HOAP-3 study: study setting task 2

2. Demonstrate the robot to close the box, by putting the box very close in front of

the robot and moving its arm.

Let the robot repeat what it learned.

4. (If necessary) repeat sequences 2 and 3 until you are pleased with the way the
robot closes the box.

(O8]

e The interaction with the robot is based on speech commands. Just follow the
commands of the robot and answer to them with yes or no (or any other answer
proposed by the robot).

e You only need to teach the right arm of the robot by moving its elbow.

As the pre-test of the user study showed that the tasks are experienced as different
in their level of difficulty (task 1 was estimated more difficult than task 2) the order of
the tasks was counterbalanced between the participants to reduce a potential learning
effect.
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Table 1.4 Questions on social aspects: first study with HOAP-3 (1 = “strongly disagree” to 5 =
“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 12 3.75 0.62

2 FG Robots will be an important part of our 11 3.18 1.33
society

3 FG I would like to collaborate with robots 11 3.55 0.82

4 FG Robots will have a similar importance as 12 1.83 1.12
human colleagues

5 FG Robots and humans will make a good team 12 3.67 0.78

1 AT I'would not like to imagine a world in which 12 3.25 1.14
robots were not used

2 AT I can imagine taking a robot into my heart 12 225 1.22

3 AT It would feel good if a robot was near me 11 2.82 1.17

4 AT I can imagine building a special relation- 12 2.58 1.08
ship with robots

1 RE The interaction with robots will be a mutual 10 3.10 1.10
experience

2RE I can imagine that I will care for the well- 11 3.55 0.82
being of a robot

3RE The relationship with robots will be based 12 3.08 1.51
on the principle of give and take

4RE Humans and robots will be interdependent 11 2.82 0.75

1.4.4.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.4,
which indicate that the aspect forms of grouping was again perceived most intensely
(summative overall factor rating: mean: 3.18, SD: 0.68). The item “5 FG” was rated
second best after item “1 FG”, which shows that team work was experienced even
more in a learning by demonstration scenario than in a “pure” collaboration task.
In terms of attachment, the participants rated the same item (“1 AT”) the highest as
in the two previous studies. The higher rating for item “3 AT” could be explained
by the smaller size and “cuteness” of the HOAP-3 robot compared to the HRP-2
(see also the results of the second study with HOAP-3; summative overall factor
rating: mean: 2.74, SD: 0.94). Regarding the aspect of reciprocity & reflexivity, the
item “2 RE” was rated best, which indicates that learning by demonstration plus the
“cuteness aspect” fosters a willingness for caring about the agent (summative overall
factor rating: mean: 3.15, SD: 0.54). The NARS questionnaire revealed a significant
decrease for the scale “Negative Attitude toward Social Influence of Robots” (t (11) =
3.17, p < 0.05), showing that the participants rated this scale significantly lower after
interacting with HOAP-3.
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1.4.5 Second Study with HOAP-3

This user study was also conducted with the HOAP-3 robot. However, the main dif-
ference was that the interaction with the robot was remote-controlled via a computer
interface, so this scenario provided no direct contact interaction with the robot. The
participants had to conduct two tasks via the computer interface: (1) move the robot
through a maze and find the exit, and (2) let the robot check all antennas and detect the
broken one. Twelve participants took part in this study that was conducted together
with the Robotics Lab at the University Carlos III, Madrid, Spain, in September
2008. The research question of this study was: “How do novice users experience
the collaboration with the humanoid robot HOAP-3 when interacting via a computer
interface?”

1.4.5.1 Study Setting

This user study was based on two tasks that the participants had to conduct via a
computer interface with the HOAP-3 robot (see Fig. 1.5). The first task was introduced
by the following scenario:

Your space shuttle has been hit by an asteroid and you were forced to an emergency landing.
Your communication and internal ship monitoring system does not work, probably due to
a damage caused by the crash. The good news is that you have the necessary material to
replace the broken antenna for your communication system to send for help. As you are the
only human survivor of the ship and the environment could possibly be dangerous for human
beings, you decide to let this dangerous work be done by the ship’s robot HOAP-3. At first
you have to navigate HOAP-3 to the exit of the shuttle.

Task 1:

Help the robot to find its way through the corridor and find the door to the out-
side. The task is to move the robot by means of the computer interface. It is
completed if you see the door through the interface and say “door found”. The
interaction with the robot is based on a computer interface, with which you can
control the robot.

The second task was introduced by the following scenario:

After you have accomplished the first task to get the robot HOAP-3 out of the shuttle, you
now have to help your HOAP-3 to find the broken antenna. The problem is that your shuttle
has several antennas of different shape and colour and you cannot distinguish the defected
one from the others by sight, but HOAP-3 can. Inside the robot there is a mechanism which
enables the robot to detect the malfunctioning parts.
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Task 2:

Your task is to control the movements of HOAP-3 again, while it is process-
ing and checking the different antennas. In this task, you have to help the robot
to recognize the broken antenna. If HOAP-3 has recognized a malfunctioning
device, it will put a square around it on the interface. The task is finished if
you recognize the broken antenna through the interface and say “broken antenna
recognized”.

1.4.5.2 Findings on Social Aspects

The questionnaire data analysis revealed the mean values regarding the items on
forms of grouping, attachment, and reciprocity & reflexivity, depicted in Table 1.5,
which indicate that the aspect forms of grouping was again perceived most intensely
(summative overall factor rating: mean: 3.43, SD: 0.62), closely followed by attach-
ment (summative overall factor rating: mean: 3.31, SD: 0.52), and reciprocity &
reflexivity (summative overall factor rating: mean: 3.15, SD: 0.80). The items “3
FG” and “5 FG” were rated equally high, indicating the team building aspect of
the “collaborative explorer task ” in this study. Similarly, as in the first HOAP-
3 study, the robot was rated high in terms of attachment (see item “3 AT” and
“3 AT”), which could be again due to the “cuteness aspect”. In terms of reci-
procity item “3 RE” was rated best. This could be due to the fact that this item
was the only one which did not directly address mutuality, which was hard to per-
ceive in an interaction scenario without direct contact interaction with the robot.
Regarding the attitude towards interacting with the robot, the NARS question-
naire revealed a decrease for all three scales, but only statistically significant for
the scale “Negative Attitude toward Emotions in Interaction with Robots”(#(11) =
2.25, p < 0.05). The participants rated this scale significantly lower after interacting
with HOAP-3.

1.4.6 First and Second Study with ACE

The ACE robot (Autonomous City Explorer Robot) is a robot with the mission to
autonomously finds its way to pre-defined places, through proactive communication
with passers-by.

In the first study (see Fig. 1.6), the ACE robot moved remote-controlled via the
Karlsplatz, a highly frequented public place in Munich, which is situated at the end
of a shopping street, with access to local transportations (metro). Although the robot
was remote-controlled for security reasons, the illusion of an autonomous system
was preserved as the operator was hidden from the pedestrians. Three researchers
accompanied the experiment: one conducted the unstructured observation and two
the interviews. The study lasted for two hours.
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Fig. 1.5 Second HOAP-3 study: a study setting: participant, b study setting: maze,
¢ computer interface

Table 1.5 Questions on social aspects: second HOAP-3 study (1 = “strongly disagree” to 5
=“strongly agree”, N excluding missing answers)

No. Question N Mean SD

1 FG Robots will be part of our everyday work 12 4.00 1.13

2 FG Robots will be an important part of our 12 3.25 1.14
society

3 FG I would like to collaborate with robots 12 4.25 0.62

4 FG Robots will have a similar importance as 12 2.33 1.16
human colleagues

5 FG Robots and humans will make a good team 12 4.25 0.45

1 AT I'would not like to imagine a world in which 11 291 1.38
robots were not used

2 AT I can imagine taking a robot into my heart 11 3.82 1.25

3 AT It would feel good if a robot was near me 12 3.83 0.94

4 AT I can imagine building a special relation- 10 2.50 1.51
ship with robots

1RE The interaction with robots will be a mutual 12 333 1.16
experience

2RE I can imagine that I will care for the well- 12 4.00 1.28
being of a robot

3RE The relationship with robots will be based 12 2.42 1.24
on the principle of give and take

4RE Humans and robots will be interdependent 11 2.73 1.49

In the second study (see Fig. 1.6), the ACE robot had to move autonomously from
the Odeonsplatz to the Marienplatz and back by asking pedestrians for directions.
The pedestrians could tell ACE where to go by first showing it the right direction by
pointing and then show ACE the right way (e.g. how far from here) on the map on its
touch-screen. The development team of the robot stayed near it because of security
reasons, but stayed invisible from pedestrians because of the well-frequented envi-
ronment. The study lasted for five hours and was accompanied by four researchers,
one of whom performed the unstructured passive observation and the other three
conducted the interviews.
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Fig. 1.6 First (a) First ACE study and second (b) second ACE study with ACE

Table 1.6 Questions on social aspects: first ACE study (1 = “strongly disagree” to 5 = “strongly
agree”, N excluding missing answers)

No. Question N Mean SD

1 FG I feel accompanied in the presence of ACE 18 4.39 0.85
1 AT I would trust ACE if it gave me an advice 18 3.56 0.92
2 AT I would follow the advice of ACE 18 3.72 0.96
1 RE I perceive ACE as a “Social Actor” 18 1.94 1.31
2RE Humans and ACE robots will be interde- 18 2.56 1.29

pendent from each other in future

In both settings, the participants had the possibility to interact with the robot via
its touch-screen (in the first study to get more information about the robot itself and
on the Karlsplatz, in the second study to show the robot the way on the map). In
the first study, 18 participants filled in the social interaction questionnaire and 52
participants in the second study.

1.4.6.1 Findings on Social Aspects

Due to the public setting of the investigations, specialized questionnaires were used
in the ACE studies, which were, however, trying to incorporate additional items on
the concept of sociality (the complete questionnaires can be found in [37]). The
Tables 1.6 and 1.7 show the items and the according results for the two studies.

In terms of the attitude towards interacting with the robot, the observational data of
the first ACE study revealed the behaviour pattern of “investigating the engineering
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Table 1.7 Questions on social aspects: second ACE study (1 = “strongly disagree” to 5 = “strongly
agree”, N excluding missing answers)

No. Question N Mean SD
1 FG ACE needs my support to carry out its task 48 3.83 1.62
2 FG I felt threatened because of the presence of ACE 52 4.52 1.26
3 FG ACE will have a similar relevance in future like 52 1.83 1.22
human colleagues
4 FG ACE and me would compose a good team 49 3.57 1.31
1 AT I would trust ACE if it gave me an advice 52 3.25 1.47
2 AT I would follow the advice of ACE 51 3.27 1.36
3 AT I can imagine to develop a special relationship to 51 2.41 1.61
ACE
4 AT I can imagine to take ACE into my heart 51 2.27 1.47
1 RE ACE reacted on my behaviour 48 3.31 1.72
2RE Humans and ACE robots will be interdependent 51 3.02 1.70
from each other in future
3RE The interaction of ACE should be a give and take 51 4.02 1.36
4RE The interaction with ACE was like give and take 41 3.15 1.68

of ACE” six times, which could be observed only for male pedestrians. For the second
field trial, the analysis of the observational material showed that people were very
curious towards this new technology and many people stated surprise in a positive
way: “It is able to go around me. I would not have thought that”. Unfortunately,
some people also seemed scared. However, most of the time curiosity prevailed
over anxiety (people not only watched, but also decided to interact with ACE). This
could probably be due to the so called “novelty effect”. In the first field trial, the
participants rated the item on forms of grouping rather positive (mean: 4.39, SD:
0.85). The observational data revealed the interesting finding that pedestrians built
“interaction groups”, meaning that a group of 10—15 strangers stood in front of ACE
and each member of this “coincidental” group stepped forward to interact with ACE,
while the rest of the group waited and watched the interaction. In the second field
trial, the participants rated the aspect of forms of grouping in the street survey rather
positive (mean: 3.45, SD: 0.12). This aspect was rated significantly better by those
participants who actually interacted with ACE (¢(35.96) = 4.09, p < 0.05).

In the first field trial, the participants rated the aspect attachment rather positive for
both items (“1 AT” and “2 AT”). However, in the second field trial, the participants
rated the overall aspect of attachment rather low (mean: 2.85, SD: 0.14), which is
due to the rating of item “3 AT”. The items on trusting an advice of the robot (“1AT”
and “2 AT”) were rated similarly like in the first study. Interestingly, participants
younger than 50years rated this aspect significantly lower than older participants
(1(43.80) = —2.36, p < 0.05). Moreover, in the second field trial, some people
showed companion like behaviour towards the robot (e.g. “Let’s have a look ... Oh
yes ...come on ...take off”). The robot was directly addressed like a social actor.
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However, not everyone addressed the robot in second person, even if they were stand-
ing right in front of it; a behaviour which would be considered extremely impolite
when interacting with a human and an indicator that the robot was not perceived as
a partner by everyone.

Regarding reciprocity & reflexivity the participants of the first field trial rated
the items rather low (“1 RE” and “2 RE”). A reason for this could be that
only 54 % of the participants experienced the robot as interactive, due to its lim-
ited interaction possibilities in the first study set-up. In the second field trial,
the participants rated the aspect of reciprocity & reflexivity in the street survey
rather positively (mean: 3.50, SD: 0.16). This aspect was significantly better rated by
those participants who actually interacted with ACE (z(24.85) = 2.44, p < 0.05).
Furthermore, reciprocity & reflexivity was the only factor that was significantly better
rated by men than by women (¢ (19.99) = —2.42, p < 0.05). Moreover, participants
younger than 50 years rated this aspect significantly lower than older participants
(t(37) = =3.27, p < 0.05).

1.5 Lessons Learned for Interaction Scenarios
with Anthropomorphic Agents

The main goal of the comparison of the six case studies was to explore participants’
perception of sociality during the interaction with humanoid robots. Overall, the
studies have shown how deeply the social interaction paradigm is embedded within
the interaction with anthropomorphic robotic systems. All participants in the case
studies were novice users, they had no pre-experiences with robots at all and they
received no other information on how the interaction with the robots works, than
that given in the scenario and task description. Nevertheless, in all laboratory-based
case studies (studies 1-4) almost all participants completed the task successfully
(task completion rate >80 %), which indicates the high degree of sense-making on
the user side and reflexivity on the robot side. An overview of all results in given in
Table 1.8.

But what can we learn from that for future interaction scenarios with anthropomor-
phic agents (physical and virtual)? The first study with the HRP-2 robot showed the
importance of multimodal feedback and turn taking to perceive the sociality aspect
forms of grouping. It moreover showed that even a virtual screen representation of
a humanoid robot can be perceived as social actor, as long as it proactively reacts
to the actions of the user. The second study with the HRP-2 robot, revealed that a
humanoid robot can even be a mediator for sociality between two humans, who are
not collocated in the same room during the interaction. The robot served as embod-
iment for a feeling of social presence in a way that the participants experienced a
grouping with the robot, as well as with the human operator behind the scene.

The first study with the HOAP-3 robot showed that an anthropomorphic design
which is perceived as “cute” can foster the social aspect attachment. Moreover, a
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Table 1.9 Social agent matrix: completed in accordance to the empirical results of the 6 case
studies

Social aspect Direct interaction Mediated interaction

Forms of grouping First HRP-2 study Second HRP-2 study
First HOAP-3 study
Second HOAP-3 study

First ACE study
Attachment
Reciprocity Second ACE study
Reflexivity

learning by demonstration scenario based on interactive tutelage is perceived as
reciprocal and reflexive. The second HOAP-3 study also supported the assumption
thata design which is perceived as “cute” fosters attachment, however, in acompletely
different situation in which the user had no direct contact interaction with the robot,
but remote-controls it. Furthermore, this study could show that cooperative problem
solving offers a suitable basis to foster the aspect forms of grouping.

The two studies with the ACE robot showed that sociality is also perceived if the
perspectives are inverted and the robot proactively starts an itinerary request and is
dependent on the users’ input to achieve its goal. The importance of interactivity for
the perception of reciprocal behaviour became obvious in the comparison of the two
studies, as reciprocity was rated lower in the first study. The second study could also
show the significant impact on the actual interaction (comparing pure observation) on
the perception of sociality, in specific the aspects forms of grouping and reciprocity.
This finding is also supported by summarizing the results of the NARS questionnaire.
A significant change on the general attitude towards robots due to the interaction with
them could be identified twice in a decreased rating of the “Negative Attitude toward
Social Influence of Robots” and once of the “Negative attitude toward Emotions in
Interaction with Robots”.

Upon reflecting how the results for the four aspects of sociality affect not only the
interaction with physical agents, but also with virtual ones, we can come up with a
“social agent matrix”, which distinguishes between direct human—agent interaction
(see case studies 1, 3, 4, 5, and 6) and human—human interaction mediated by an
agent (see case study 2). This matrix allows a categorization of agents in accordance
to their “focus of sociality”. According to the empirical data gained in the studies,
the matrix in Table 1.9 should be filled in.

There has been an inscription of certain notions in the embodiment of the
robots, as well as the human—robot interaction scenarios as a whole, which had
an influence on participants’ perception of sociality. Even though different sce-
narios have been performed with different robots, the aspect forms of grouping
was rated best in all case studies except one, which indicates a relatively low
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influence of the anthropomorphic embodiment of the robot. Besides the fact that
questionnaire and item design/formulation issues could be the reason for this result,
we have to act on the assumption of a co-production between the embodiment of
the robot, the interaction scenario, and the perception of sociality on the human—
agent relationship. If the embodiment of the robots and the interaction scenarios
were more distinctive, the perception of sociality would probably not have been
the same. For instance, the underlying narration of the learning by demonstra-
tion scenario with HOAP-3 or the mixed-reality scenario with the virtual HRP-2
robot points more into the direction of reflexivity as key social aspect than forms of

grouping.

1.6 Reflection on the Relevance of Social Cues
in Human-Agent Relationship

Upon reflecting on the four aspects of sociality, it becomes obvious that designing for
the social as an end in itself cannot be the overall solution for establishing a working
human—agent relationship. Rather sociality as design paradigm has to be interpreted
as a modular concept in which the most relevant aspect has to be chosen to increase
sociality for a specific interaction scenario. Designing agents in an anthropomorphic
appearance increases the degree of being perceived as a social actor, as Fogg already
shows in his work “Computers as Persuasive Social Actors” [12]. However, anthro-
pomorphic design carries a lot of baggage with it, in terms of specific expectations
of end-users, such as intelligence, adaptation towards user behaviour, and following
social norms and human—oriented perception cues [10].

To our conviction, the one (most important) social aspect for the functionality of
the agent has to be identified first and builds the basis for the design. For instance
reflexivity could be most important while playing a game against an agent, as the
moves of the user are always a reflection on the agent’s gameplay. Forms of grouping
will be most relevant in cooperative tasks, like solving a problem/task together as a
team (e.g. a wizard agent who guides through an installation process). Reciprocity
will be highly relevant in care-giving (comparable to the “Tamagotchi Effect”) or
persuasive tasks, in which the user expects an adaptation from the agent’s behaviour
due to his/her adaptation of behaviour. Attachment will be relevant in all cases in
which we want the user to establish a long-term relationship with the agent. However,
in this case variations in the agent’s behaviour are highly relevant to ensure that the
interaction does not become monotonously and annoying.

If we have again a look at all the studies presented in this chapter, how could we
increase the degree of sociality for the specific interaction scenarios? In accordance
to our underlying assumption on the “one (most important) social aspect rule”, the
social agent matrix for the studies should look like Table 1.10.

Thus, if we aim for a user-centred design approach of an agent, the first rel-
evant question is to identify which social aspect it should predominantly depict



1 Rethinking the Human—Agent Relationship 25

Table 1.10 Social agent matrix: completed in accordance to the assumption “one (most important)
social aspect” should be fostered

Social aspect Direct interaction Mediated interaction
Forms of grouping Second HOAP-3 study Second HRP-2 Study
Attachment
Reciprocity First ACE study

Second ACE study
Reflexivity First HOAP-3 study

First HRP-2 study

Table 1.11 Social interface matrix: a categorization of all kinds of interactive computing systems
in terms of their degree of sociality

Social aspect Human-system interaction Human-human interaction
Forms of grouping ~ Virtual agents CSCW systems (e.g. wikipedia)
(e.g. virtual sports trainer) CMC systems (e.g. skype)
Attachment Virtual pets (e.g. Tamagotchi) Social networking systems
care robots (e.g. Paro robotic seal) (e.g. Facebook)
Reciprocity Multiplayer games (e.g. WoW) Polite computing

(e.g. install wizard characters)

Reflexivity Recommender systems (e.g. Amazon) Intelligent, adaptive systems
(e.g. chess computer)

and to focus on that in the interaction and screen/embodiment design. However,
user perception of sociality seems to focus more on the interaction scenario of the
agent, than on its pure appearance, even though an anthropomorphic appearance
fosters the perception of social abilities of an agent. As the theory of object-centred
sociality already suggests (and also the Media Equation Theory [31] and the exper-
iment of Heider and Simmel [17] point in that direction), the interaction with all
kinds of agents can be perceived as social, also with a zoomorphic or a function-
ally designed agent. The most important thing to consider is that the interaction
in itself is a social one and to focus on the main specific aspect of its social-
ity to increase the social perception on the user side. One could go even one
step further and propose a “social interface matrix” which categorizes all kinds
of interactive computing systems, irrespectively of their embodiment and design,
in terms of their degree of sociality; some self-explaining examples are presented
in Table 1.11.

1.7 Conclusion and Outlook

Table 1.11 demonstrated the power of the “post-social world” [25] in which
non-human entities enter the social domain. It shows that human—system interaction
can be social in many types of interaction paradigms, going far beyond the interac-
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tion with anthropomorphic agents. However, in the design of the future human—agent
relationship it will be crucial to identify whether the underlying interaction paradigm
is a “post-social” one. There is no need to socialize every computing system we are
using, e.g. word processing or mobile phones, with the assumption that this would
improve the human—system relationship.

A tendency can be observed that more and more “post-social” interaction design
strategies are pursued, primarily focussing on anthropomorphic appearance, how-
ever, as the case studies presented in this chapter could show, it is more about
interaction design than appearance design to foster the social human—agent relation-
ship. Not only humanoid robots could be perceived as social actors in collaboration
scenarios, but also functionally designed robots in a factory context, as long as the
interaction is designed in a social manner.

In a next step, we want to explore the impact of appearance on the perception of
sociality further, by transferring the concept of the four sociality aspects to human—
robot interaction with functionally designed robots in an industrial setting. We believe
that future interaction scenarios for human—robot collaboration in the factory context
need to combine the strengths of human beings (e.g. creativity, problem solving
capabilities, and the ability to make decisions) with the strengths of robotics (e.g.
efficient fulfilment of reoccurring tasks). Single robotic work cells are not sufficient
for sustainable productivity increase. Thus, we want to use the “social agent matrix”’
to inform the interaction scenarios of joint human-robot collaboration in turn taking
tasks, to explore if and how sociality may positively influence performance measures.
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Chapter 2

Believability Through Psychosocial Behaviour:
Creating Bots That Are More Engaging

and Entertaining

Christine Bailey, Jiaming You, Gavan Acton, Adam Rankin
and Michael Katchabaw

Abstract Creating believable characters or bots in a modern video game is an
incredibly challenging and complex task. The requirements for achieving believabil-
ity are steep, yet the improvements in player engagement, immersion, and overall
enjoyment and satisfaction with their experience make this a worthy problem in
desperate need of further examination. In this chapter, we examine how the imple-
mentation of psychosocial behaviour in bots can lead to believability, and how this
translates into new and exciting possibilities for advancing the state-of-the-art in this
area.

2.1 Introduction

The field of Artificial Intelligence in games is a broad, yet demanding area of study.
In [62], artificial intelligence is defined as being concerned with thought processes,
reasoning, and behaviour as it applies to human performance as well as ideal intelli-
gence, or rationality. Artificial Intelligence in games differs from traditional Artifi-
cial Intelligence in that it is optimized not for the simulation of human performance
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or rationality, but for entertainment and increased immersion in the game world
[58, 73].

One of the more active areas of research in game artificial intelligence in both
industry and academia is the creation of more believable characters or bots [11, 24—
26, 30, 31, 37, 54, 59]. This is only natural, as players of modern video games
increasingly expect Artificial Intelligence that is dynamic, is able to react to unex-
pected events, and behaves believably [17, 68—70]. This is particularly the case in
character and story-driven genres, such as role-playing games and action-adventure
games, but is also true of open world games and others in which individual characters
or populations of characters are important to the overall player experience.

The state-of-the-art in the creation of believable decision making processes for
bots has reached out beyond computer science using models from psychology (per-
sonality, emotions, appraisal theory) and sociology (social appraisal variables, rela-
tionships and role theory), as these elements have been recognized as foundations for
believable behaviour [40]. Formalizing and encoding psychosocial elements for use
in games has proven to be challenging, yet rewarding in terms of the believable bot
behaviour that can be achieved through their use, and the richer and more engaging
experiences that can be delivered to players as a result [4, 80].

This chapter provides a thorough and detailed treatment of this topic, delving
into both theoretical and practical aspects of providing psychosocial bot behaviour
in modern video games. The remainder of this chapter is sectioned as follows.
Background: Introducing the reader to this area, providing motivation for the use
of psychosocial elements in defining more believable behaviour, and discussing the
current state-of-the-art.

Introduction to Psychosocial Behaviour: A brief overview of relevant aspects of
psychology and sociology and how these elements impact decision making processes
and behaviour.

A Framework for Psychosocial Behaviour: An examination of how to formally
model and represent various psychosocial elements for use in video games.
Implementation and Results: With the framework in mind, this section discusses
practical aspects of implementing the framework and delivering psychosocial behav-
iour in a game.

Performance Optimization: Given that games are real-time and interactive by
nature, the use of psychosocial behaviour raises performance considerations that
must be dealt with [56].

Concluding Remarks: A summary of what has been covered, as well as a discussion
of open problems and opportunities for further studies in this area.

2.2 Background

The literature in this area is rich with work taking various approaches to exploring
aspects of psychosocial behaviour for believable bots. While this work provides many
valuable lessons of importance to this area, the majority of this work has limitations
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or lacks necessary elements for realistic and believable psychosocial behaviour. This
section provides an overview of this background work.

Bot behaviour is often handled using finite state machines to represent state of
mind [11, 24], or scripting to hard-code behaviour in each possible game situation
[8]. Since the main goal for game artificial intelligence is to support the designers
in providing a compelling game experience, supporting interactivity, player choice,
and replayability [58], these commonly used approaches are too limiting to provide
truly believable behaviour.

One of the factors in creating a compelling experience is suspending the player’s
disbelief. The Autonomy Interaction Presence (AIP) Cube model (as cited by [11])
states that the requirements for suspension of disbelief are: Autonomy of the bots,
Interaction between the bots and the player, and the bots’ Presence in the game
world. The work in [11] also implicates personality, emotion, self-motivation, the
illusion of life (which includes goals, plans, reactions to the environment, human-like
restrictions, and many other behaviours which create the appearance of life), change,
and social relationships as being important to character believability. This supports
the commonly referenced definition of believability proposed by Loyall [40].

Some relevant readings in the area of affective computing and emotion synthesis
include Funge’s definition of emotion as the sum of past events [24], the discussion
in [11] of character emotion in the context of games, and Picard’s discussion of
shifting emotions [52], and Picard in [52] and the overview in [11] of the field of
affective computing. Personality in agents is defined as the agent’s pattern of behav-
iours or interactions with its environment [37]. Crawford [15] outlines one possible
personality model for bots in games that include intrinsic variables (i.e. integrity,
virtue, intelligence, and so on), mood variables, relationship variables (beliefs about
another’s intrinsic variables), and the readiness to change the previous two vari-
ables. Isbister discusses the social psychology research and discusses the traits of
agreeableness and dominance and how they can be used to form many different
personalities [35].

Reputation systems—such as those in Fable [3], Thief: Deadly Shadows [34], and
Ultima Online [29]—refer to systems that typically manage bot opinions of the player
[3, 45], which are formed immediately and globally among all bots upon certain
playeractions [3, 10, 45, 29]. Reputation systems typically do not maintain individual
opinions [3, 45], nor opinions about other bots, though they may maintain group
opinions [3, 29, 34]. The work in [30] is an exception to this, however, providing a
more flexible and realistic method of modeling reputation.

Some social science concepts of interest in video game research include an agent’s
roles [31, 35], cultures and subcultures [35], norms, values, worldview [31], and goals
[35]. Some papers have attempted to address these [31, 35]. The area of social agents,
or Socially Intelligent Agents (SIAs) [11, 55] would appear to have much relevance
to this research, however many of these “social” agents do not exhibit realistic social
behaviour [13, 31, 32, 35, 77]. Many “social” agents implement only communicative
behaviour that is used in a multi-agent problem-solving context to reduce resource
usage and increase efficiency. Some relevant research in this area includes Tomlinson
and Blumberg’s remembered interaction histories between agents [72], Prendinger
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et al.’s change of attitudes and familiarity assessment between agents [55], Cole’s
comparison of opinion flow in a multi-agent system to flocking behaviour [14], and
Guye-Vuilleme’s high level architecture for social agents [31].

Finally, a particularly interesting approach to problems of providing unique and
immersive experiences lies in emergent gameplay [51, 66, 78]. Until recently, emer-
gent gameplay is known to have been used in bot behaviour only in relatively simple
situations and behaviours [38, 51, 66, 69, 78], usually to deal with emergent proper-
ties of the game world and the objects contained within it. Emergence, however, had
not been used to implement complex psychological states or social relationships. The
foundations for the approach to believable bot behaviour discussed in this chapter
come from our own previous work in [4], which first attempted to apply emergence
to the creation of realistic psychosocial behaviour. This work was extended in [80] to
provide better and more complete psychosocial modeling, and again in [56] to inte-
grate more rigorous proactive planning elements to complement the more reactive
behaviour present in our earlier work.

2.3 Introduction to Psychosocial Behaviour

The requirements for believability for bots in modern video games tend to be quite
steep [40]. They include elements such as personality, emotion, self-motivation,
social relationships, consistency, the ability to change, and the ability to maintain an
“illusion of life”, through having goals, reacting and responding to external stimuli,
and so on [40]. While crafting a game artificial intelligence capable of achieving all
of this is a daunting task indeed, one can see that at its core, a complete and integrated
psychosocial model is necessary, operating in a dynamic fashion [4].

In this section, we examine the needs of bots from both psychological and socio-
logical perspectives, and briefly discuss key relevant works in these areas.

2.3.1 Psychological Foundations

Elements of a bot’s psychology that form the basis for its behaviour can include a
model of emotion, a personality model, needs, and even values and a worldview [7].
Since there are different theoretical models of emotions and personality [23], and
different game worlds may require different needs, values, worldview and cultural
constructs, it is necessary to have a flexible approach to modeling psychological
traits. For brevity, we will restrict our discussion here to personality and emotion, as
these tend to be the most commonly used and referenced psychosocial elements in
the literature [4].

Numerous models for personality have been developed over the years. One is
the Myers-Briggs Type Indicator [44], which is based on four pairs of traits that
are considered complementary and distinct that measure: how a person relates to
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others (either by Extraversion or Introversion), how a person takes in information
(either by Sensing or Intuition), how a person makes decisions (either by Thinking
or Feeling), and how a person orders their life (either by Judging or Perceiving).
Another popular model that has been advanced by many researchers is known as
the Five Factor Model (FFM), the Big Five, or OCEAN, which assesses personality
in five independent dimensions: Openness, Conscientiousness, Extraversion, Agree-
ableness and Neuroticism [74]. This work has origins that can be traced back to a
sixteen factor model created by Cattell [12]. The PEN model [22], on the other hand,
is comprised of just three personality dimensions, and is based on psychophysiol-
ogy: Psychoticism, Extraversion, and Neuroticism. A slightly different perspective is
offered in Reiss’ model of basic desires [57], where personality is defined primarily
by a set of tendencies and motivators that inspire or lead to action: power, curiosity,
independence, status, social contact, vengeance, honour, idealism, physical exercise,
romance, family, order, eating, acceptance, tranquillity and saving. Other work in
this area has examined linkages amongst these and other models [1, 42], and while
connections and correlations exist, there are still fundamental differences between
these models, and no single complete over-arching model.

Similarly, several models of emotion have been formulated and studied. One of
the more popular models was formulated by Ekman [18], defining six basic emo-
tions: anger, disgust, fear, joy, sadness, and surprise. Another popular model is the
OCC model, consisting of twenty-two emotions [47]. Scaled down versions of this
model also exist [46]. Numerous other models exist, including Smith and Ellsworth’s
Emotion Appraisal Model [65], Mehrabian’s PAD Emotional State Model [43], and
models put forward by Tomkins [71], Plutchik [53], and Parrott [50]. Again, while
there is overlap between these models, these models have many differences and were
defined with different purposes in mind, such as facial expression, relation to adaptive
biological processes, action readiness, and so on.

When applying these various psychosocial models to the creation of bots for
games, researchers have followed one of two paths. In the first case, researchers
have selected one of the models that they believe best suits their needs (or one each
of personality and emotion), in the hopes that this will be sufficient and that their
bots will not suffer from missing what is offered by the other models. This was
done in work such as [5, 6, 19, 20, 75, 81] and our own previous work in [4].
In the second case, researchers have instead constructed their own custom models,
borrowing aspects from the common standard models in an ad hoc fashion, as none
of these models on their own meet their needs. This was done in work such as [27, 33,
48, 59, 61, 64]. Unfortunately, to date, there has been no work towards integrating
the various models together or enabling their interoperability within agents or game
characters, despite the potential benefits of leveraging the respective advantages of
these well-studied and time-tested models all at once. An approach to doing this,
however, is presented in Sect.2.4.



34 C. Bailey et al.

2.3.2 Sociological Foundations

Humans are social beings, and our social relationships, culture, values, and norms
all play an important part in defining who we are. As a result, believable bots must be
socially situated, and able to reason in social terms [16, 28, 31, 41, 60]. Bots armed
with social knowledge will have greater believability as they interact with players and
each other [31, 60]. Psychology alone does not describe important aspects of human
behaviour including social constraints, moral standards and routine behaviours [31],
and so some notion of sociology is also required in bots. Unfortunately, social bots are
particularly difficult to create as they must reproduce behaviours that are complex,
reflecting a number of intricacies of human behaviour [31]. This has led to a number
of creative approaches attempting to create believable social bots.

An important social element within bots is social relationship. While they may be
simply defined as a link between two people, social relationships are clearly identified
with additional information including social variables, emotions, and roles. Isbister
notes that relationships are in part defined by two primary social variables being
agreeableness and dominance [35]. Dominance is tied to the concept of social power,
while agreeableness helps define the type of relationship as friendly, unfriendly, and
neutral [35]. Our own earlier work in [4] implemented Isbister’s social variables
through a rule-based emergent social system that allowed for the varied interaction
among its bots based on their social variables, emotional state and personality factors.

Social relationships have also been bolstered with quantitative social emotions
in order to give feeling to the bots’ relationships. The OCC cognitive models [47]
have been used to define relationships with variables such as the degree to which a
bot likes or dislikes another, the degree to which a bot is familiar with another, and
the degree to which a bot has formed a cognitive unit with the other [60]. Several
systems have implemented this approach to relationships. Some use this existing
information in the causal attribution of blame for an event [28], as well as defining
when another is friend or foe. These social emotions may update using a rule-based
approach during the appraisal of the event. If a bot is perceived to have caused a
harmful event, for example, a rule will convert emotional reaction such as fear to an
increased dislike for the bot [27].

Another view of society and social relationships is through the concept of roles.
Based on role theory, a role defines the relationship of a person to another person,
group or even object [9]. Roles are often thought of as a concept used in theatre, where
an actor plays an assigned part [9]. In reality, a role is more intuitively defined, with an
individual assuming potentially multiple roles, depending on social context, relative
role importance, and a variety of other factors. A role does more than simply for-
malize a relationship; it also brings together desires (goals), intentions, and beliefs
[49]. Applying this to the creation of believable bots, roles provide a formalized
description of what is expected from a bot in various social contexts [31, 49]. This
provides significant advantages for designers as roles can be reused, and are intu-
itively understood by non-experts [31, 49]. For these reasons, we ultimately adopt a
role-based approach in this chapter for social modeling, as discussed in Sect.2.4.
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2.4 A Framework for Psychosocial Behaviour

The fundamental design of a psychosocial bot behaviour framework is based on the
core ideas presented earlier in this chapter. To provide dynamic and unscripted behav-
iour, this framework relies on various elements of emergence. Recall that emergence
focuses on a bottom-up view of the game world, where simple component-level
behaviours interact to form complex system-level behaviour. This is done by mak-
ing every object in the world self-centred, goal-directed, and responsible for its own
needs and responses. Emergent systems do not focus on algorithmic behaviours, but
rather very simple stimulus responses at the component level [78]. It is important to
note, however, some structure to cognitive processes is required for a bot; otherwise,
pure emergence can lead to bots that appear to be too reactive or impulsive, with no
long-term goals or planning [80].

To extend the ideas behind emergent systems into a psychosocial context, simple
psychosocial objects must be defined that can react to psychosocial stimuli and
other psychosocial objects, and be able to maintain their own attributes, needs, and
responses to the dynamic game environment. Such psychosocial objects and stimuli
can include emotions, personality traits, roles, bots, groups, or static objects of import
to bots (such as possessions). In this way, simple component-level psychosocial
behaviours will be defined that can interact in complex and interesting ways.

With this in mind, we first discuss the modeling of bots from a psychosocial
perspective that is necessary to enable the mechanisms for emergence presented.
Following this, we then describe the logic and mechanisms required to support emer-
gent psychosocial behaviour.

2.4.1 Psychosocial Modeling

As discussed above, the work of Loyall [40] identified several psychological and soci-
ological elements required to support believable behaviour in bots. Chief amongst
these elements were personality, emotion, and some form of social network connect-
ing bots with one another in various social contexts [40]. Consequently, for brevity,
we will focus our discussion in this section on these elements, but our approach to
modeling is general and applicable to other psychosocial elements as well [80].

2.4.1.1 Modeling Personality and Emotion

Selecting individual existing approaches to psychosocial modeling, as discussed
in Sect.2.3.1, is problematic as there is no single universal approach that captures
all characteristics and possibilities to be modeled. As a result, a flexible approach
to multi-model integration was adopted in our earlier work in [80], and provides
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a method of accessing traits across model boundaries through both vertical and
horizontal scaling of models.

The process of vertical scaling in psychosocial models refers to a hierarchical
decomposition of the model into a collection of various traits, sub-traits, sub-sub-
traits, and so on, typically in a tree or graph like fashion. Higher levels of the trait
hierarchy would represent more abstract traits, while lower levels of the hierarchy
would contain more concrete or more detailed traits. These hierarchies of traits have
been suggested in the literature, but do not appear directly in most of the core models
[50, 63, 67].

A template for vertical scaling in a model is shown in Fig.2.1. At the highest
level of the hierarchy is the character itself. Below that would be the aspect of the
character being modeled below, such as personality or emotion. Below the aspect
would be the model in question, and below that would be the traits, sub-traits, and
additional refinements necessary to fully and completely describe the model. Doing
so allows designers and developers to explore depth, subtle nuances, and detailed
elements of a particular character with respect to a given aspect and model. (As we
will demonstrate shortly, this vertical scaling also enables horizontal scaling, and the
integration of multiple models with overlapping or otherwise similar features.)

For example, consider the emotion model of Parrott [5S0] with primary, secondary,
and tertiary emotions. A partial set of traits for a particular bot, Alice, using only
Parrott’s emotion model could be visualized in Fig.2.2.

Naturally, to define a character and drive believable behaviour from them, we need
to assign values to the particular traits. (For instance, if a character is feeling anger, we
must specify how angry that particular character is.) Even on this seemingly simple
point, the literature in the area is fairly divided, with some researchers favouring
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discrete values (such as on or off, or present or not present), and others favouring a
continuous scale (such as between 0.0 and 1.0 or —1.0 and 1.0). For our purposes,
we have chosen to use a continuous scale between —1.0 (strongly negative) and 1.0
(strongly positive) for primitive trait values, as this would accommodate the majority
of other approaches with the least difficulty. (For example, a discrete present or not
present trait could be modeled by values of 1 and 0 respectively.) Some models like
Reiss’ [57] require compound traits with multiple values (such as a set point or target
and a current value, in this case), but these approaches can typically be supported
using a small set of primitive trait values [80].

To maintain consistency within the model, weights can be assigned to the linkages
between a trait and its sub-traits to determine the contribution of each sub-trait
towards the parent trait and the distribution from the parent trait to each sub-trait.
With these weights in place, adjustments to lower-level traits made manually during
production by game designers or developers, or at run-time by the game itself, can
then propagate to higher-level traits, and vice-versa.

For example, consider the personality scenario in Fig. 2.3, showing the FFM trait of
extraversion from [74] decomposed into just two of the possible sub-traits identified
in [63]. In this example, the Outgoing trait accounts for 70 % of the extraversion
trait value, while Independent accounts for 30 %. The character in question is very
independent (0.9) and quite outgoing (0.8), so we would expect that the character
would also be highly extraverted. Given these contributions and the sub-traits in
Fig.2.3, the value for extraversion can be computed as (0.7 x 0.8) + (0.3 x 0.9) =
0.83.

With this approach to vertically scaling psychosocial models, we can flexibly
provide and automatically manage a great deal of depth and detail on the various
aspects of non player characters. Through this scaling to sub-traits and sub-sub-
traits, and the weightings applied in the process, we can now turn our attention
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to horizontal scaling. While vertical scaling of a psychosocial model adds depth,
horizontal scaling adds breadth, in this case integrating various models together
and providing interoperability. Depending on designer and developer requirements,
horizontal scaling can integrate entire models or only certain traits and sub-traits
from models. Furthermore, additional traits from outside traditional psychosocial
models can also be integrated, and other changes can be made to tailor and tune the
resulting model to a great degree.

Conceptually, this can be as simple as the template for horizontal scaling shown
in Fig.2.4, demonstrating the integration of multiple aspects and multiple models
for each aspect. When integrating multiple aspects, such as personality and emotion,
with only one model per aspect, this is a relatively simple process as the aspects
themselves are usually independent and do not contain conflicting traits or other
potential issues.

For example, we can perform a relatively simple integration of personality and
emotion using the FFM model [74] for modeling personality and Ekman’s model
[18] for representing emotion. A partial set of traits for a particular character, Bob,
integrating these aspects and models could be visualized in Fig.2.5.
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The situation gets significantly more complicated, however, when combining mul-
tiple models under a single aspect because of the potential overlap and conflict in the
models. Consider, for example, the partial set of traits for a character Charlie, whose
personality we want to model to leverage elements of both MBTI [44] and FFM
[74], as shown in Fig.2.6. This combination of models can be useful, for example,
when character behaviour is guided through FFM traits, and career and professional
orientation are determined through MBTI [36, 44].

In the example in Fig.2.6, both models have traits to represent the concepts of
extraversion and introversion. (There are also other sources of overlap and potential
conflict between these models, as discussed in [42], but the concepts of extraversion
and introversion are the most highly correlated, pose the most obvious problem,
and are the easiest to discuss here.) If these overlapping traits are not synchronized
with one another, character behaviour could become erratic and inconsistent, thereby
destroying any player immersion or suspension of disbelief [11, 39], which is highly
undesirable in the game. Without any linkage between traits across models, syn-
chronization is unfortunately difficult and error-prone, as changes and updates made
manually by designers and developers must occur multiple times, and those that
occur at run-time during the game must occur to all affected traits in tandem. (Doing
so is complicated even further when the connections and correlations between traits
across models are less obvious and better hidden within the models.)

To solve the above problem and ensure model consistency and believable behav-
iour when scaling horizontally to accommodate additional psychosocial models, we
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can take advantage of the vertical scaling discussed in the previous section. Overlap
and conflicts occur between models because of elements in common somewhere in
the trait hierarchies of the models. Otherwise, the models would be independent, and
there would be no problems or difficulties in the first place.

By hierarchically decomposing model traits into sub-traits, sub-sub-traits, and so
on, we can uncover the common elements between the models. Instead of duplicating
the common elements in each trait hierarchy, we instead use only a single element
with separate links into the higher levels of the corresponding trait hierarchies. By
doing things in this fashion, we can take advantage of the common elements to link
the various models together and synchronize them with one another.

For example, recall the partial set of traits for the character Charlie given in
Fig.2.6. While there is a strong correlation between the respective extraversion and
introversion elements between the MBTI and FFM models used in this case [42],
it is not perfect, suggesting that we cannot simply use a common extraversion trait
to replace the corresponding traits in each model. Consequently, we can decompose
these traits into their respective sub-traits, and potentially lower-level traits beyond
that point as necessary. In the process of doing so, we can also assign weights to the
linkages between the higher-level and lower-level traits in the hierarchies to indicate
relative contribution and distribution, as we did in the previous section. When we do
this, we end up with the expanded partial trait model shown in Fig.2.7. (Note that we
are following the same simplified decomposition as in Fig.2.3 for the extraversion
trait of FFM, and that decompositions and weightings were made for illustrative
purposes in this example, and do not necessary reflect how scaling should actually
be done.) In this example, we can make note of several things:

e Not every sub-trait needs to be linked to both trait hierarchies. This is only logical,
since different models focus on different things. In this example, the sub-trait Open
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is only associated with EI of the MBTI model, and the sub-trait Independent is
only associated with Extraversion in FFM.

e The weights assigned to links between the traits and sub-traits differ between
the two models. Again, this makes sense since different models emphasize and
consider traits differently.

e The weights assigned can be negative, as was done with sub-traits linked to the
EI trait of the MBTI model. In this case, doing so makes sense, since strongly
negative values of El indicate a highly extraverted individual and strongly positive
values indicate a highly introverted individual.

With trait hierarchies linked in this fashion, the models can remain synchronized
and consistent. Additional models and traits can be added for further horizontal
scaling, building additional linkages as necessary.

When performing horizontal and vertical scaling, it is important to base decisions
in hierarchical decomposition, linkages, and weight assignment on scientific study,
such as the work in [42, 63, 67], and the literature in this area. Even a rigorous
approach, however, will not be able to handle all integration scenarios, as all the
background research to do so does not exist, or has yet to be completed. In such
cases, we must use our best judgment given the research results that are available,
but leverage the flexibility and openness in our approach to allow easy changes,
revisions, and additions in the future.

2.4.1.2 Modeling Social Information

As discussed in Sect.2.3.2, we adopt a role-based approach to social modeling in
this chapter. As noted in [31], there is little to no standardization in social models in
the literature, and so we initially developed our own model for roles in [2].

Roles, in essence, are used to clearly define the relationship of a bot to its envi-
ronment, including the player, other bots, and other things in the world around it. As
such, they are used to contain the social knowledge used by the bot in its decision
making processes. This includes desires, beliefs, and intentions as in other work [31,
49] as well as role personalization through reference to emotional state and person-
ality [2]. This personalization enables prioritization of roles based on social context
and bot psychology. Unlike other approaches, multiple roles can be attached to an
individual, even conflicting roles, as such conflicts can be resolved using elements
of personalization and prioritization. Consequently, roles are dynamic and can be
added, removed, changed, disabled, and re-enabled over time on a bot-by-bot basis.

Figure 2.8 presents the key components of a role. Each of these components, as
well as other meta-information required to support a role, is discussed below in
further detail.

Name: The name of the role. Simply, it is a label used to refer to a role, and is
usually human-friendly to allow designers to more readily make decisions about
its attachment to and usage by bots in the game. For example, one role could be
“Mother”.
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Bot: The bot to whom this role is attached. This is assigned when the role is added
to the bot and allows the role to tap into and access other bot-specific information
and internal state. Continuing the above example, any female bot with children could
have the “Mother” role attached to it, and this element of the role refers back to the
appropriate “Children” bots.

Target: Who or what are the targets of the role. Typically this will be another bot,
a group, or even the bot itself. The target can be any other object within the world.
Targets are assigned to the bot during the role’s instantiation. Continuing the above
example, other bots designated as children of a female bot would be the targets in
that bot’s “Mother” role.

Goals: Goals are used to capture desires associated with a role. In essence, a role’s
goals are world states achievable through actions that can be taken by the bot. Typi-
cally, although not always, goals are related to the targets of the role either directly
indirectly. Continuing the above example, the mother in the “Mother” role could have
a goal stating that the targets (her children) are in a happy emotional state.

Values: Each role can also be composed of values or beliefs about the world that
produce emotional reactions to events and generate information relating to the con-
sequence of actions. Values, norms, or a world view make up a bot’s belief system
and play an important part in many decision making processes including appraisal
and planning. Continuing the above example, the mother in the “Mother” role could
have a belief that she should not physically strike her children in disciplining them.
Emotion Traits: A role’s emotions define how the bot feels towards the role’s targets.
These emotions play a critical role in defining how a bot will interact with the target,
and also contribute towards the bot’s general mood, which govern how it behaves
in general. Continuing the above example, the mother in the “Mother” role could
feel love for her children, and happiness to be with them. Not only does this impact
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her actions with her children, but her happiness will carry over into her mood and
interactions with other people. Likewise, the removal of her children will decrease
her happiness, and their absence could have a noticeable impact on her mood and
interactions with others.

Personality Traits: A role may need access to the attached bot’s personality, as
these traits could impact decision making processes involving the role. Furthermore,
similar to emotions above, there may be alterations of personality traits imposed by
the presence of a role that might not otherwise occur naturally in the bot. Continuing
the above example, a mother in the “Mother” role could have a heightened sense of
responsibility and a more caring demeanour. (Of course, she might not, which could
lead to interesting consequences.)

Actions: The actions defined within the role are role specific actions used during
the planning process to create a plan to meet the goals of the role. Actions will use
the role’s emotions and personality traits to modify their utility during the planning
process. Continuing the above example, a mother in the “Mother” role could have
access to actions to feed and clothe her children, which are likely not present in many
of the other roles in the game.

Importance: The importance of the role to the bot defines, at a high level, how
critical the role is to the agent. This importance impacts goal and action selection of
the bot, ultimately determining its behaviour. It also influences how events associated
with the role are committed to emotional memory, and how the emotions of the role
impact general mood. Continuing the above example, the mother in the “Mother”
role could also be an employee in an “Employee” role and have to balance the needs
of her job against the needs of her children. The importance of each role determines
the balance. If her “Mother” role is more important, she will sacrifice aspects of her
job in support of her children. Likewise, the happiness derived from her children will
outweigh negative feelings that come from a hard day of work. Role importance is
dynamic, and can be influenced by emotion, personality, social context, and other
factors.

Parent: Roles can be hierarchical in nature, with child roles inheriting aspects of
parent roles. This allows for a more modular, reusable role structure. Continuing the
above example, the “Mother” role could have a “Parent” role as its parent. Social
knowledge and information common to both a “Mother” and a “Father” role could
be encapsulated in this “Parent” role, with only specific differences appearing in the
particular child roles.

2.4.2 The Mechanics of Psychosocial Behaviour

With models for psychological and sociological elements defined in the previous
section, we can now turn our attention to using these models to create believ-
able psychosocial behaviour in bots. In this section, we present two mechanisms
that work in tandem: a stimulus-response system to produce reactive actions, and a
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goal-oriented utility-based planning system to produce proactive actions. These sys-
tems are derived from our earlier work in this area [2, 4, 56, 80].

2.4.2.1 A Stimulus-Response System

As mentioned above, one form of action that is required as part of believable bot
behaviour is the reactive action, or simply reaction. In this case, the bot is responding
to a stimulus in the environment and carrying out an action with minimal or no formal
planning involved in the process. To support this, a stimulus-response system can be
used. We created one using principles of emergence in our earlier work in this ares
[4] and then extended this approach in [80].

Before delving into the specifics of the stimulus-response system, it is necessary to
understand how emergent systems operate. Emergent systems use simple component-
level behaviours that can interact to form complex system-level behaviour [66, 78].
These component-level behaviours operate as stimulus-responses, in that every entity
in the world monitors its own perceptions of stimuli and are responsible for respond-
ing to those stimuli [78]. Such systems have been used in games before [66, 76] for
handling interactions between physical objects and physiological needs, but not for
complex psychosocial modeling, as discussed in this section.

Central to our approach is the generalized stimulus-response system shown in
Fig.2.9. This system operates by having objects create and listen for stimuli. By
defining a general channel that allows only certain objects to interact with each other
through a stimulus that is created and responded to, we have an easy to use mechanism
for defining emergent interactions.

The object or event that begins the interaction by creating a stimulus is referred to
as the Actor. We will refer to the object that detects and responds to the stimulus as the
Reactor (which may then become an Actor through its response). The stimulus acts
as a message that is broadcast from the Actor and is received by the Reactors in the
area. Reactors listen for messages with particular stimulus types, since each object
will react to different stimuli. The stimulus messages can also hold data about the

Creates

Actor - Reactor
Object o Object
Actor Reactor
Object Object
Actor Stimulus | Reactor
Object Created Object

Fig. 2.9 A generalized stimulus-response system
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attributes of the associated stimulus. These attributes can be mapped onto different
behaviours; it is important to note that Reactors do not have to share the same response
to a given stimulus.

For a bot to react in a believable fashion, they should have the ability to react to
the actions of other bots, seeing bots or objects (i.e. seeing an enemy upon turning
a street corner), as well as other events or occurrences in the world, such as natural
disasters or accidents. All of these antecedents could be considered the Actors that
cause some sort of stimuli. Since these events are to be affected and be reacted to in
a psychosocial context, the stimuli created by these events would be psychosocial
in nature, such as emotional stimuli (i.e. a witnessed attack may cause an emotional
stimulus of fear) or a stimulus that causes a perceived change in situation (i.e. the
same witnessed attack may cause the bot to feel the situation has become hostile).
Psychosocial stimuli are created by Actors as messages and are broadcast to the
social objects in the area, as done in Fig.2.9. These messages hold data about the
psychosocial stimulus, such as stimulus source, type, magnitude, propagation, and
fall off.

Stimulus source refers to the origin of the stimulus. Stimulus type refers to various
emotional and social stimuli, such as happiness, sadness, anger, hostile environment,
and groupthink. Magnitude of the stimulus would likewise describe the magnitude of
the psychosocial effect of the stimulus (i.e. was this a highly emotional event?). Prop-
agation would describe whether the psychosocial stimulus only affects the people
directly involved in the event (such as two people greeting each other), if it affects the
people witnessing it at a distance as well (such as two people attacking each other).
Other types of social stimuli can also be modeled using these stimulus messages,
such as gossip and the spread of information. Social stimuli over long distances (such
as gossip through a telephone) could be sent as a direct message from one person to
another.

It is useful to note that a social fall off radius could serve as a way of simulating
social phenomena. By defining the psychosocial stimulus to propagate by radius and
defining a fall off rate, an entire group of people can be affected by the behaviour of
a few. This may assist in modeling social behaviour such as riots or group-induced
panics. While this may not be an accurate model, it can simulate reactive behaviour
that appears to be life-like.

The Actors can be anything that broadcasts psychosocial stimuli, including bots,
objects, and events. The psychosocial stimuli are broadcast to all other social objects
in the nearby area. The social objects that are receiving these broadcasts are the
interaction Reactors as described above. These Reactor objects can be any social
object that can react, including bots or other social beings, such as groups. Note that
non-responsive social objects (such as possessions) will not react to psychosocial
stimuli in any way and therefore it would not be desirable to include these objects as
Reactors. It may sometimes be desirable to have more general emergent gameplay,
by having a stimulus-response system that processes both physical stimuli, and psy-
chosocial stimuli simultaneously. In these cases non-socially-reactive objects may
be treated as Reactors that are only listening for physical, not psychosocial stimuli.
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Unlike some of the Reactors described above, social objects, in general, react to, or
at least detect, psychosocial stimuli of all types. People tend to react to all emotions,
any social situation or stressors they find themselves in, and participate in (or at
least detect and make a decision in response to) social phenomena that are occurring
around them. In cases where these reactions do not take place, it is because the
person (or social object) has gone through some decision making process to decide
how (or how not) to react. This process will require the detection and processing of
the stimulus, regardless of its type. Therefore, social objects listen for all types of
psychosocial stimuli. However, social objects will typically ignore events that are not
relevant to them (i.e. a discussion between two strangers). Therefore social objects
can listen for psychosocial stimuli with particular relevance types; some may only
be relevant to individual social objects or groups of social objects, while others may
be relevant to all.

By defining a psychosocial mechanism in the way described in this section, bots
and other social objects can react to psychosocial stimuli in realistic as well as
unexpected and novel ways to their environment. This can result in chain reactions
as reactions to psychosocial stimuli create behaviours or events that can in turn cause
more psychosocial stimuli that can be reacted to. This would achieve the goal of
having emergent social behaviour in bots. By allowing the game player to participate
in this mechanism through their actions in the game world, this enables meaningful
player decision making and emergent gameplay.

Given the potential of this approach, it is also important to recognize its limitations.
Bots equipped only with this stimulus-response system can only react to what is going
on around them. They would come across as overly reactive or impulsive, with no
long-term goals or planning [80]. In other words, they would not be very believable
for very long. When something of import is going on, the bots could behave quite well,
but in the absence of significant stimuli, the bots would be aimless and directionless.
A solution to this problem comes in the form of proactive action, as discussed in the
next section.

2.4.2.2 A Goal-Oriented Utility-Based Planning System

Given the limitations of a purely reactive stimulus-response system, as discussed
above, a new approach was taken to introduce goal-oriented planning [80] to bot
decision making processes. Doing so allows bots to be more proactive in their actions,
carrying out actions to move themselves towards accomplishing their goals. This
approach was then extended to support utility-driven psychosocial behaviour and
appraisal theory [2, 56].

At the core of this system is the decision making process illustrated in Fig. 2.10.
While more structured than the stimulus-response system of Sect. 2.4.2.1, this process
is still an emergent one, with complex results arising from relatively simple interac-
tions that occur during the process. The various elements of this process are discussed
below in further detail. It is important to note that this system can either work on its
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Fig. 2.10 A goal-oriented utility-based planning system

own, or together with the stimulus-response system of Sect.2.4.2.1 to have reactions
handled through that mechanism instead of through planning.

Event: A notification of activity in the game world, whether it is from other bots, the
world itself, or simply the passage of time. When the planning system is connected
to the stimulus-response system of Sect. 2.4.2.1, these events are Actors which could
lead to the generation of stimuli upon appraisal.

Appraisal: The event is examined to see if it is of interest to the bot, and if so,
does the event or its consequences have sufficient importance to the bot to warrant
further consideration. Deadlines for action/reaction may also be set, depending on
the event. When the planning system is connected to the stimulus-response system
of Sect.2.4.2.1, appraisal flags events requiring reaction to create stimuli for the
stimulus-response system after coping has been completed.

Coping: The bot reflects on the event and updates its internal psychosocial and phys-
iological state based on the event. This adjusts the bot’s mood, emotional memory,
and so on. When the planning system is connected to the stimulus-response system of
Sect.2.4.2.1, any events flagged by appraisal to create stimuli are sent to the stimuli-
response system. The planning system continues to operate in parallel as goals and
plans may also need to be adjusted in response to this event, in addition to any reactive
actions generated by the stimulus-response system.
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Goal Selection: Given the current state of the bot, its surroundings, its social context,
and recent events, the bot determines the goals that it should be trying to meet. Goals
might be immediate, short-term, medium-term, and long-term. Goals are largely
selected from roles attached to the bot according to current relevant role importance,
as discussed in Sect.2.4.1.2 but could be derived from other sources as well.
Planning/Action Selection: Considering the goals in place, a plan is created to
achieve the goals with the desired results and maximum utility, with acceptable side
effects and consequences. If a plan already exists and is in process, it might be revised
to reflect changes in goals, bot state, and so on. With the plan in mind, appropriate
actions are selected to have the plan implemented. Note that if events indicated a
reaction is required, as described above, the current plan may be temporarily bypassed
or abandoned to carry out alternate actions. (This may be the case, for example, to
ensure self-preservation.)

Output Events: Based on the actions selected, new events are generated and propa-
gated into the game accordingly.

With these systems designed and in place, we can now examine how we can
implement and provision these systems for use in creating believable bots.

2.5 Implementation and Results

Proof of concept of the framework of psychosocial models and systems presented
in Sect. 2.4 has been completed through the creation of a series of prototype imple-
mentations, each of which capable of supporting believable psychosocial characters
of varying degrees of complexity. Such characters would be suitable for story-driven
role-playing or action-adventure games, or other types of games as discussed in
Sect.2.1. In this section, we discuss the creation of these prototypes and briefly
highlight results obtained through their use.

2.5.1 First Generation Prototype

The first generation prototype was created as part of the work described in [4]. It
focused primarily on the creation of the emergent stimulus-response system discussed
in Sect.2.4.2.1 based on a simple psychosocial model that was a precursor to the
modeling approaches described in Sect.2.4.

Microsoft Visual Studio was used to develop the prototype on the Microsoft
Windows platform. To promote portability of the code, the prototype was devel-
oped in C++ using OpenGL to render a simple graphical representation of social
objects, the social ties between them, and their moods. A limited character state was
implemented including a categorical representation of emotion, a simple personality
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22 prototype

Fig. 2.11 Screenshot from first generation prototype

model, symmetric social ties, and a small behaviour/stimulus set. These elements
provided sufficient proof of concept for initial validation and testing.

A screenshot from the first generation prototype system is given in Fig.2.11. The
system provided feedback on bots in the system and their relationships with one
another through a set of colour-coded nodes and edges between them.

A series of experiments was conducted with this system. While it was found that
bots would have believable reactions to one another in the system [4], the limitations
of a purely reactive stimulus-response system were evident and it was clear that a
more advanced system was necessary [80].

2.5.2 Second Generation Prototype

The second generation prototype was created as part of the work described in [80].
Building upon the first generation prototype system discussed in Sect.2.5.1, this pro-
totype was aimed at improving upon its predecessor in several ways. From a modeling
perspective, it supported the multi-model integration discussed in Sect. 2.4.1.1 as well
as a simple role-based social model that was a precursor to the model discussed in
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Fig. 2.12 Screenshot from second generation prototype

Sect.2.4.1.2. This prototype also supported goal-oriented planning that was the first
step towards what would become the goal-oriented utility-driven planning system
from Sect.2.4.2.2.

Like the first generation prototype, the second generation prototype system was
developed for the Microsoft Windows platform, written in C++ using Microsoft
Visual Studio, with OpenGL used for interface development. This prototype system
also introduced a collection of management tools to help designers develop and work
with psychosocial models. These tools were created for the same platform, using C#
as a language instead, because of its rapid prototyping capabilities. Screenshots of
these aspects of this prototype are provided in Figs.2.12 and 2.13 respectively. Note
that the interface in Fig. 2.12 has been augmented to provide additional feedback and
data in comparison to its predecessor, while its overall functionality remained quite
similar.

A series of experiments was also conducted with this system. Results were, in
fact, improved over the previous system [80], and the system benefited from the more
flexible approach to psychosocial modeling and the addition of planning. Bots were
more flexible and more expressive in terms of their emotion and personality, and the
use of goals and planning enabled bots to act more thoughtfully and intentionally,
instead of in a simple, reactionary fashion. It was found, however, that the system



2 Believability Through Psychosocial Behaviour 51

(O =0 xj
Fila
Load
- hotion] At Pre. [hetPost | Goad | Rale T |Wessacs |

M | pn foz o213 P2

| Exit
Ton Dalate I Enter I Enter I
Kate
EL ©,0) Yalue 0 Love ©,0) Value: 0

tater | Eater
Strengih 0.9 (Vesght 0 8
TF @0,1) ¥alue: 0 Subsission 0, 1) Value
Bald (1.0) Valus 0.9 Jey (1,0) Valus: -0.23
(Accaptance (1 1) Valas
Objuctive (1.2) Vales: (
Firs (1,3) Value 078
1 | 2 Ll ] 2
ai | pe

| hidd | t-ln-!

Swre

|S«ull‘|- [] Dalats I lbw- ‘ou Enter
setDafault
satPositien

Fig. 2.13 Screenshot from second generation management tools

could be improved through an improved role model and a more robust planning
system, which led to the creation of a third generation prototype.

2.5.3 Third Generation Prototype

The third generation prototype was created as part of the work described in
[2, 56]. Improving on its predecessors, this prototype now supported a richer and
more complete model of social roles, as discussed in Sect.2.4.1.2, as well as the
goal-oriented utility-driven planning system outlined in Sect.2.4.2.2. This allows
bots to make decisions and select courses of actions based on how well those actions
satisfy their goals, taking into consideration the positive and negative consequences
of doing so. (For example, an action might be very useful to satisfying a goal, but
have very negative side-effects, making that action less desirable than one with less
utility but no negative consequences.)

This prototype system was once again developed for the Microsoft Windows
platform using C++ as part of Microsoft Visual Studio. This generation of the proto-
type system employed a logging system to report on the status of bots during testing
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instead of a graphical interface, because there was now such a volume of information
that the graphical approach grew too cluttered and difficult to use.

A series of experiments was also conducted using this prototype, to great success.
By this stage in development, the prototype could re-enact segments of Shakespeare’s
Romeo and Juliet quite believably. Bots playing the characters from the play were
given personalities and emotional states based on an analysis of the original play,
and a social structure was put in place reflecting the familial struggles taking place.
With these models in place, various scenarios were played out, producing similar
results to the original play [2].

Consider, for example, one of the most pivotal moments in the play, Act 3, Scene
1, as the outcome of this scene ultimately leads to Romeo’s exile and the suicide of
the lovers. In the scene, Romeo and Mercutio are socializing when the sworn enemy
Capulet cousin Tybalt enters. Mercutio and Tybalt fight, and Romeo is faced with a
dilemma: should he fight the sworn enemy of his family or save his lover’s cousin?
In an attempt to save both lives, Romeo separates the two by putting himself between
them. It is then that Tybalt slays Mercutio. Seeing the death of his best friend, Romeo
is overcome with rage, and having lost all care of consequence, slays Tybalt and sets
in motion the tragic events in latter parts of the play.

With appropriate psychosocial models in place to reflect the characters in the
scene [2], we set the bots in motion using the prototype system and observed the
unscripted results as recorded by the logs. The beginning of the scene can be viewed
below in an excerpt of the log file’s events. (Note that the actual logs are much more
detailed, showing planning processes, utility calculations, consequence calculations,
and so on at each step, but these details are only shown where necessary below for
brevity.)

1) Event: Agent: Mercutio Action: talk Target: Romeo
Utility: 0.89375

2) Event: Agent: Romeo Action: talk Target: Mercutio
Utility: 0.7

** Enter Tybalt **

3) Event: Agent: Tybalt Action: Threaten_Yell Target:
Mercutio Utility: 0.85125

As expected, Romeo and Mercutio converse until Tybalt enters the scene and
threatens Mercutio, as the two are enemies according to their social roles and dislike
for each other. During the appraisal here, Romeo adds an enemy role towards Tybalt
in response to Tybalt’s threat to his friend.

4) Event: Agent: Mercutio Action: Threaten_Yell
Target: Tybalt Utility: 0.849304

5) Event: Agent: Romeo Action: talk Target: Mercutio
Utility: 0.6915

6) Event: Agent: Tybalt Action: Threaten_Yell Target:
Mercutio Utility: 0.850875

In the second log file excerpt, Mercutio angered by Tybalt’s threat returns the
favour that in turn causes Romeo to adjust his view towards Mercutio. Nonetheless,
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Romeo continues to talk with Mercutio and Tybalt continues his verbal assault on
Mercutio.

7) Event: Agent: Mercutio Action: Attack_ Sword Target:
Tybalt Utility: 0.731439

8) Event: Agent: Romeo Action: Defend_Separate Target:
Tybalt Utility: 0.64784

9) Event: Agent: Tybalt Action: Attack_Sword Target:
Mercutio Utility: 0.729146

kkkkkkkkkkkkk*k* Moercutio Has Died ****x*kkkkkkkkxkkxk*

Looking at event seven, we see that Mercutio has loosed his sword in response
to Tybalt’s threats. (As an interesting note, we had to lower Mercutio’s sword skills
in this scene. Otherwise, he was just as likely to kill Tybalt instead, which would
lead to a very different, although still realistic, retelling of the scene.) We now have
a pivotal moment for Romeo whose internal struggle is apparent with his planning
process. Despite the tense situation, attacking either Mercutio or Tybalt is not an
option. As we see below for the utility calculations for a strike against Tybalt, the
consequence utility is zero, meaning that this action has very negative consequences.
While Romeo views Tybalt as an enemy for his threats against his friend, he cannot
bring himself to fight because of the consequences and his love for Juliet. So, even
though there is equal utility to fighting and separating the two combatants, the poor
consequences for fighting cause Romeo to opt for separating the combatants instead,
as there are the consequences are better (positive) for doing so.

Action Selection: Attack_Hand Targets: Tybalt
Utility 0.64784

State: 0.64784

Consequence: 0

So, Romeo attempts to separate the two combatants, as this is the best option
available. Tybalt, responding to Mercutio’s threat, attacks and kills Mercutio. The
result here is extreme anger in Romeo. Examining his state after the appraisal of
Tybalt’s killing blow, we find rage in Romeo. Below shows his logged anger emotion
both before and after Mercutio’s death.

Emotion: anger Value: 0.0387244 (Before Event 9)
Emotion: anger Value: 1 (After Event 9)

Being completely enraged, Romeo’s planning reflects this state. His care of
consequence drops to zero given the extreme emotions of the situation. (Using con-
sequence values during planning is controlled by a care of consequence variable. In
highly charged emotional states, people may care less about the consequences of their
actions, and so this variable is tuned in bots according to certain emotional states.
This allows them to care about the consequences of their actions or not, depending
on their state, as Romeo does in this example.) As a result, attacking Tybalt becomes
an option, because he is ignoring the negatively appraised consequences of such an
action.
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* Care of Consequence: 0
Target Watch Triggered: Tybalt
Action Selection: Attack_Hand Targets: Tybalt
Utility 0.74575
State: 0.62575
106
Consequence: 0.12
Target Watch Triggered: Tybalt
Action Selection: Attack_Sword Targets: Tybalt
Utility 1.02075
State: 0.75075
Consequence: 0.27
10) Event: Agent: Romeo Action: Attack_Sword Target:
Tybalt Utility: 0.75075
11) Event: Agent: Tybalt Action: Attack_Sword Target:
Romeo Utility: 0.689941

*hkhkkkhhkkkhhkkkhkkkk*k Tybalt Has Died ER R I I I

Therefore, Romeo in his fury slays Tybalt, thus ending the dispute and the scene.
By examining this scene, Romeo’s actions appear to be believable. Not only did we
see restraint in his initial actions, action utilities, care of consequence calculations,
and appraisal of events, but we also saw the raw power that emotion can have on the
planning process. This resulted in the believable, unscripted re-enactment of Act 3
Scene 1 of Shakespeare’s Romeo and Juliet.

Numerous other scenarios have been enacted using this system, also to good
results. For brevity, these results have been omitted here. The reader is urged to
consult [2] for further examples and details.

2.5.4 Fourth Generation Prototype

At present, we are currently working on the fourth generation prototype system.
Functionally, the system will have the same psychosocial framework and capabilities
as its predecessor. This prototype, however, is being developed using the Unreal
Development Kit (UDK) [21]. In doing so, we can tap into a fully-functional 3D
environment, and develop a system that can be readily deployed in modern video
games.

In addition to the psychosocial framework, we are developing an environment in
UDK, a house, for experimenting with various social scenarios. A screenshot of this
environment is given in Fig.2.14.
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Fig. 2.14 Screenshot from fourth generation prototype (in development)

2.6 Performance Optimization

While we have made great strides towards the creation of more believable bots for
modern video games, computationally, these bots are orders of magnitude more
complex than traditional approaches to bot Artificial Intelligence. Consequently
these bots introduce the potential for serious performance problems, especially when
there are a great number of them inhabiting a game world [4]. This problem is only
exacerbated by the computational needs of other game sub-systems, which together
put an even larger strain on often limited and over-taxed system resources. As a result,
if we are to truly take advantage of believable bots in modern video games, we must
take into consideration issues of performance and scaling with Artificial Intelligence
as it has been done with other aspects of games, such as graphics [56]. While others
have examined similar problems in the past [79], this has not been done for bots
with psychosocial behaviour, which presents unique and interesting challenges and
opportunities.

This chapter examines a scalable approach to believable bots that utilizes sev-
eral techniques to improve in-game performance, derived from our work in [56].
These include dynamic importance calculation, capability scaling or reduction, and
pre-emptive, priority-based bot scheduling and dispatching. Through utilizing these
techniques, we can ensure that scarce computational resources are allocated to bots
where they are most needed, and that bots are using the decision-making processes
best suited to their current state and importance to the game, while still maintaining
believability.
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2.6.1 Approach to Performance Optimization

We begin by recognizing that not every bot in a game has equal importance to the
player and the game at any point in time. Some bots are the focus of attention, are
engaged in significant activities, or are otherwise critical to what is unfolding in the
game. Others are of less importance, and their activities will largely, if not completely,
go unnoticed to the player. As the player moves through the game world and plays
the game, the importance of the various bots changes, with some becoming more
important and others less so.

Furthermore, we note that bots that are not visible to the player, or otherwise not
important to the player, do not need the same richness, detail, and fidelity in their
behaviour as those that are the focus of attention, or are otherwise important, to
maintain believability. In those cases, a game can safely do less with those bots, in
many cases significantly so, with no perceptible difference to the player’s experience.
For example, suppose we have two bots in a game that are hungry; one, Alice, is in
the same room as the player, while the other, Bob, is in a different locale far across the
game world, outside of the player’s ability to sense. To maintain believability, Alice
must recognize her hunger, formulate a plan to satisfy her hunger considering her
current psychosocial and physiological state and surroundings, and then execute this
plan. After all, the player is in the same room and is able to see and hear everything
she does; the slightest out of place action could sacrifice believability and adversely
affect the player’s experience. On the other hand, Bob would not need to do anything
except simply continue to live to maintain believability. In the player’s absence, it is
likely reasonable to believe that he could provide himself with the necessities of life,
without actually needing to do anything about it. In fact, the game would not even
need to track Bob’s hunger level to maintain the same level of believability. (That
said, Bob would still need to progress in his life in the absence of the player, as it is
likewise unreasonable to believe that he would do absolutely nothing at all when the
player is not around. How this should be done to maintain believability is discussed
below.)

With this in mind, we can safely scale or reduce the capabilities of a bot accord-
ing to their current visibility and importance to the player while still maintaining
believability across all bots in the game, as shown in Fig.2.15. In doing so, we can
achieve tremendous performance savings in bots with reduced capabilities as they
require significantly less processing and this processing is far less complicated than
bots operating at full capacity. This, in turn, allows the game to support a much larger
number of bots without requiring additional resources to be dedicated to Artificial
Intelligence processing.

To support this approach, each bot in a game is a separately schedulable and exe-
cutable entity, enabling computational resources to be allocated by a scheduling and
dispatching subsystem on a bot-by-bot basis according to their importance. Further-
more, each bot has access to a range of decision making and processing algorithms,
allowing their capabilities to be scaled or reduced based on their importance. Lastly,
bot importance is calculated and updated regularly based on a variety of factors to
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ensure that scheduling, dispatching, and capability adjustment are all carried out
using the best available information. Each of these activities is discussed in further
detail in the sections that follow below.

2.6.1.1 Scheduling and Dispatching of Bots

To allocate computational resources to bots in a game, a scheduling and dispatching
subsystem is added to the game. The goal of this subsystem is rather simple—
choosing the most appropriate characters to run at each game tick or frame of game
execution.

Producing an optimal schedule for each tick is itself a computationally expensive
task, and so we take a simpler, more heuristic approach using a system of priorities
assigned to each botin the game. (Priorities are derived from the perceived importance
of the bots, as discussed earlier in this section, and below in further detail.) With this
in mind, the most appropriate bots to execute in any tick are simply those with the
highest priorities. Resource starvation is averted in bots of low importance through
an aging mechanism built into the calculation of priorities.

Each game tick, the x bots with highest priorities are selected to run, where x is a
positive integer configurable and tuneable at run-time, based on a number of factors
including the number of available processor cores, the workload being generated
by other game subsystems, and so on. Each of the x selected bots is allocated one
or more update cycles, depending on their relative importance. Each update cycle
allows a bot to execute for a period of time. This execution can be pre-empted, and
does not necessarily allow the bot to complete the task on which it was working. If
the task is not completed when the bot’s update cycle ends, the bot is paused and its
priority is adjusted to reflect the work in progress.

Depending on the number of bots in the game, the priority system could be realized
as either a single list sorted by priority, or a series of priority queues. While the
mechanics of each approach is different, they can both deliver the same pre-emptive,
priority-driven scheduling and dispatching of bots in a game.
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2.6.1.2 Capability Scaling or Reduction

As discussed earlier, not every bot in a game needs the highest levels of richness,
detail, and fidelity in their behaviour in order to be perceived by the player as believ-
able. Indeed, some bots could function believably with greatly reduced capabilities,
depending on the state of the player, the game, and the various bots within it.

When the goal-oriented utility-driven planning system from Sect.2.4.2.2 is used,
scaling a bot can be accomplished in several ways. Generally, these methods can be
grouped into either data reductions or processing reductions.

The purpose of data reductions is to limit the amount of information that is used
in the various stages of the decision making process used by the bot. When done
properly, this can greatly collapse decision spaces into smaller problems, making
them far more efficient and less costly to work with. With care, these reductions can
be carried out with little to no perceivable change in bot believability. Data reductions
can themselves take many forms.

One such form is a model or state reduction. Recall from Sect.2.4.1 that every
bot has a psychosocial model associated with them, defining their personalities,
emotions, relationships, roles, values, and so on. A fully populated model could
have a bot’s state defined by dozens of traits, all of which need to be maintained,
and all of which could affect decisions made by the bot. While rich, expressive, and
useful during design to fully define a bot, this can be very expensive computationally
to use at run-time, as these factors must be consulted during appraisal, coping, goal
selection, and planning/action selection. A careful reduction of this design model
to a few key traits can produce a run-time model that is orders of magnitude more
efficient, and far less costly to use within a game, as depicted in Fig.2.16.

Another form of data reduction is event reduction. In this case, the number of
events used to trigger decision making or provide information during decision making
is limited, by reducing the types of events of interest, the importance of the various
events or their consequences, or the frequency of their reporting to the bot. This results
in either fewer events reaching the bots, fewer events moving past the appraisal stage
(as the events are now deemed irrelevant, unimportant or inconsequential), or simpler

Fig. 2.16 Bot model
reduction Rich,
expressive,
descriptive, for

game designers

Efficient,
inexpensive, for
in-game use
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decisions throughout the various stages of processing with fewer variables and factors
to consider. All of these alternatives have the potential to improve performance
substantially.

Processing reductions, on the other hand, generally involve altering a bot’s deci-
sion making processes by changing algorithms or omitting aspects or complete stages
of decision making to improve performance. Again, if done with care, these per-
formance improvements can be achieved without sacrificing believability. Possible
processing reductions include the following.

Use of Defaults: To accelerate the various stages of decision making, default strate-
gies can be used instead of analyzing and developing them dynamically on demand.
For coping, events could have default impacts on bot state, instead of determining
this impact from the current state and other factors. For goal selection, bots could be
assigned default goals to meet instead of developing them from scratch. For planning
and action selection, default plans could be provided for each possible goal, complete
with prescribed actions so that they do not need to be developed at run-time. While
the defaults used will not do as well at reflecting the current state of bots or the game,
the performance savings can be substantial even if this approach is used only for out
of focus bots, or those that are unimportant.

Use of Randomization: Much like through the use of defaults, randomization can be
used to replace various aspects of behaviour, although doing so likely makes sense
only with unimportant bots in the game. It is likely also wise to constrain randomness
to ensure that bots are still acting believably. This can be accomplished in a variety of
ways, such as constraining randomness to choose from a pre-defined set of defaults,
or by permitting some level of initial processing to develop sensible options that are
chosen from randomly, instead of using a more expensive algorithm to make a more
optimal choice.

Streamlining of Coping: Integrating the impact of events into a bot’s internal state
can be expensive, especially with a complex psychosocial model in use. To improve
performance we can perform coping only in response to a limited set of critical events
when bots are outside of the focus of the player. While this will result in bots whose
moods and emotions change only in extreme circumstances, the player will be largely
unaware of this.

Disabling of Goal Changing: Whenever a bot changes goals, any existing plan must
be discarded and a new plan must be formulated, which can be quite expensive. To
improve performance, bots can be prevented from modifying their goals while a plan
is executing to avoid re-planning, unless very exceptional circumstances arise. While
this will result in bots sticking with plans when they should likely be changed, this
should not have too large an impact on their believability, provided that they are
outside the focus of the player.

Increased Reliance on Reaction: When the stimulus-response system from
Sect.2.4.2.1 is used with the planning system, we can take advantage of this sys-
tem to reduce load induced by the planning system in certain circumstances. For
example, in a heated moment with a considerable amount of activity going on, such
as a battle, the stimulus-response system can take over full control of a bot, while the
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planning system is temporarily disabled. This will reduce processing load while still
maintaining believability, as the stimulus-response system is sufficient to provide
realistic bot reactions.

Automatic Achievement of Goals: As mentioned above, planning and action selec-
tion can be computationally expensive tasks. When a bot is outside the focus of the
player, these tasks can be avoided entirely by simply allowing the character’s goals
to be achieved automatically. After all, if a goal is achievable by the bot, and the
player is not present to witness the goal actually being achieved, planning and action
selection and execution are not required for the player to believe what has happened.
It is important to ensure, however, that the goal is likely to be achieved by the bot,
and that the time required to meet the goal is properly taken into account; otherwise
believability may be inadvertently sacrificed.

Disabling of All Processing: If a bot is relatively unimportant and is someone with
whom the player has had no prior personal contact or knowledge thereof, it is possible
to disable all, or nearly all, decision making in the bot. After all, the player would
have little to no expectation of the bot’s current mood, goals, or actions and so it
is believable for the bot to be in their initial state when first encountered by the
player. The player has no way of knowing that the bot was largely inactive up until
when they first entered the focus of the player. Of course, this assumes a degree of
randomness in initial bot settings, as a population of identical bots in this fashion
would be unrealistic.

This strategy might also be applicable to important bots or bots that have been
previously encountered, provided that they are out of the player’s focus and will
remain out of their focus until the next break in the game, such as a cut-scene, level
transition, and so on. If important events are recorded, their effects on the bot, as
well as the bot’s goals, plans, and actions can all be simulated during the break,
so that they are up-to-date when the player next encounters them. (This technique
may also need to be applied to bots with no prior contact, as discussed above, as
sufficiently important events should impact those bots and move them from their
initial states accordingly. This, of course, depends on the nature of the events and
the social networks that the bots are a part of, as these would also influence to flow
of information to and from the bots in question.)

When we combine the various forms of data and processing reductions together,
we have great flexibility in the amount of capability scaling or reduction available to
a game. If taken too far, this can eventually impact the believability of the game, but
if done with care in an intelligent fashion, we can achieve tremendous performance
savings with little to no effect on the believability perceived by the player.

2.6.1.3 Character Importance and Priority Calculation
The process of scheduling and dispatching, as well as the process of capability scaling

or reduction both use a measure of a bot’s importance as a factor that ultimately
affects both resource allocation and performance. Capability scaling or reduction
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uses a measure of importance directly, adjusting the capabilities of a bot accordingly.
Scheduling and dispatching use importance in the form of a priority in determining
which bots are run in each game tick. Below, we examine how each measure is
computed.

The importance of a bot is determined by a collection of factors, with one calcu-
lating the importance, i, of a character as:

i =(af +0d+~r+dc)/4

where «, 3, v, and  are weights between 0 and 1.0 to tune and balance the equation.
The factor f is a measure of player focus on the bot, which takes into consideration
the distance between the player and the bot, whether the bot is within range of the
player’s senses, and the strength of relationships between the player and the bot.
The factor d is a designer-imposed measure of importance of the bot, usually with
respect to the story of the game. The factor » is a measure of importance defined
by the currently active roles of the bot in question, as some roles in the game are
inherently more important than others. Lastly, the factor c is a measure of importance
that comes from bot interactions. If a given bot is involved with other, more important
bots, their own importance might require a boost to put the bots on more equal footing.
(For example, if the two are fighting each other, an inherently more important bot
could enjoy an unfair advantage over less important bots because the seemingly more
important bot has more capabilities and better access to computational resources.)
The factors f, d, r, and c all range between 0 and 1.0 and so after scaling, the
importance of a bot also lies between 0 and 1.0.

With this in mind, the priority, pri, of a non player bot can be computed as
follows:

pri=ci+(s—nrc+0p

where €, (, 1, and 6 are also weights between 0 and 1.0 to tune and balance the
equation. (Carefully setting of these weights can also result in various scheduling
policies, such as fair, least-slack-time, and so on [56].) The factor i is the importance
of the bot as defined above. The factor s is a starvation factor that increases at a certain
rate for each game tick that the bot is not run; by doing this, even an unimportant bot’s
priority will eventually exceed the most important bot, allowing the unimportant bot
to run and avoid starvation. The factor rc is a run counter used to ensure that a single
bot is not over-allocated update cycles despite its importance. Lastly, the factor p
is a progress measure that approaches 1.0 as the bot approaches completion of its
task at hand, to allow scheduling to clear out near-complete tasks from bots. All of
factors i, s, rc, and p are normalized to between 0 and 1.0.

If desired, we can add a fifth factor to priority calculations to reflect the amount
of capability reduction being applied to a particular bot. Doing so may be reasonable
since a bot with its capabilities reduced by data or processing reductions will require
fewer computational resources and therefore can cope with its schedule being reduced
as well. Ordinarily, this would be accomplished using the importance factor i, as a
low importance would trigger both capability and schedule reduction simultaneously.
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If importance and capability reduction were not so closely linked, a separate factor
indicating reduction would then be necessary. (This can occur, for example, when
there is a very large number of non player bots needing to be managed; in such a
case, even the capabilities of fairly important bots would need reduction despite their
importance in order to maintain game performance at an acceptable level.)

2.6.2 Implementation and Results with Performance
Optimization

As a proof of concept, a scheduler and dispatcher module was added to the third gen-
eration prototype discussed in Sect. 2.5.3 to allocate computational resources to bots.
This was based on a simple serial sort and search algorithm to determine the next bots
to run based on priorities as described in the previous section. Capability scaling or
reduction was implemented with multiple levels of reduction. A bot running with full
capabilities uses the complete goal-based utility-driven planning system described in
Sect.2.4.2.2. The first level of reduction uses rudimentary partial planning in which
planning is carried out over several update cycles, with actions selected from partial
plans in earlier update cycles while the current cycle continues to refine the plan. The
second level of reduction uses full appraisal, coping, and goal selection capabilities,
but then uses default plans and actions associated with goals selected, instead of car-
rying out a full planning/action selection stage. Finally, the third level of reduction
uses randomization to select a goal and select a plan and actions capable of achieving
this goal. While this is not the most realistic of approaches, it can still be appropriate
for non critical characters in the game.

To assess the operation and performance of this approach, detailed logs were
collected during a series of experiments. All experimentation was executed on an
Intel Core 2 Duo system with a clock speed of 2.0Ghz and 4.0GB of RAM. The 64-
bit variant of Windows Vista was the operating system. This configuration provided
more than enough power for the experimentation we conducted.

The prototype system was configured to use the psychosocial model described
in Sect.2.4.1, with bots having access to 4 roles, 5 goals, and 8 actions during
processing. While a typical game would have more possibilities open to its characters,
this configuration on its own was sufficient to demonstrate the effectiveness of the
system. Time in the system was simulated so that 4 bots could run each game tick,
there were 30 milliseconds between game ticks, and each action consumed one tick
for execution. While actions would ordinarily take longer and have varied lengths
in reality, this accelerated experiments and simplified analyses, as it was easier to
confirm that factors such as importance were being properly handled by the system.
Lastly, for simplicity and balancing, all weights used in calculating importance and
priority were set to 1.0, except during starvation experiments. It is possible that better
(or worse) results could be obtained through the fine-tuning of these weights.
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2.6.2.1 Initial Experiments

Prior to more rigorous experimentation, initial testing was conducted to assess the
basic operation of our prototype system. From this, we were able to verify:

e Equal fixed importance and priority resulted in an even distribution of resources
to bots and equal opportunity for execution.

e Increased importance and priority translated into an increase in resource allocations
to bots and a corresponding increase in execution time.

e Starvation of bots with low importance was effectively prevented by our approach
to scheduling, and would be a serious issue if these measures were disabled or not
provided in the first place.

e Bots with reduced capabilities required fewer resources to execute than bots with
full capabilities intact.

e The prototype system could handle several bots of varying importance well, adjust-
ing scheduling and capabilities accordingly without difficulty.

While these tests verified the correct operation of the prototype system, we still
needed to assess the improved performance and scalability enabled by our approach.
This is accomplished through experimentation outlined in the next section.

2.6.2.2 Stress Testing

To assess performance and scaling improvements, we used the prototype system
to manage hundreds of characters simultaneously. In these experiments, we exe-
cuted three scenarios with 100, 200, and 800 bots respectively. The bots used
psychosocial models as described in Sect.2.6.2, with traits initialized randomly.
Non-violent actions and interactions were used to ensure that the bot population was
not inadvertently thinned during experimentation. No human player was involved in
these experiments, as this could introduce unwanted variations and anomalies in the
results. Each scenario was itself run three times, once with all bots at full capabil-
ity, once with all bots at the second level of reduction (as described in the previous
section), and once with all bots at the third level of reduction. (In these experiments,
locality was not used as a factor, to ensure that all bots stayed at a fixed level of
reduction.)

Results from this experimentation are shown in Fig.2.17, measuring the time
to completion of 200 game ticks in seconds. With 100 bots executing, performance
under full capacity suffered greatly. There was a slight improvement under the second
reduction, but performance was still unacceptable. With the third reduction, perfor-
mance improvements were substantial. As the number of bots increased, only the
third reduction bots were able to complete. While their time to completion increased
in a roughly linear fashion, performance was still improved dramatically through
this reduction. (The linear scaling of third reduction bots is due to their simplicity.
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Fig. 2.17 Bot stress testing 200
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Bots with more capabilities, especially those that are more socially active and con-
scientious enough to factor others into their decision making processes, would not
enjoy this linear scaling.)

It is important to note that while full capacity and slightly reduced bots had
performance issues, the system would never be expected to support this many at a
time. Through dynamic adjustments to capabilities, only a few would run at these
capability levels at a time, depending on the game, with the others reduced further.
This experiment was to solely demonstrate performance improvements through our
approach.

From these results, we can see great improvements in the performance delivered
by our approach to scalable believable non player bots. We are able to deliver a
collection of bots that can adapt to various computational requirements through
proper scheduling and capability adjustment.

2.7 Concluding Remarks

This chapter has examined the creation of believable bots for video games through
the use of psychosocial behaviour. By using bots with personality, emotion, social
awareness and other psychosocial traits, we have shown how to create bots capa-
ble of creating engaging and immersive gameplay. Prototype implementations have
proven our concepts and demonstrated some of the possibilities achievable through
their use. Finally, we have discussed and tested various techniques for performance
optimization to ensure that believable bots will meet the real-time requirements and
resource constraints of modern video games.
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Chapter 3
Actor Bots

Maria Arinbjarnar and Daniel Kudenko

Abstract In many recent computer games there has been an increased use of
Non-Player Characters as quest givers, tradesmen, members of the general public
and as quest companions for the players. All these roles call for intelligent bots that
can give the player an engaging experience by adjusting and adapting to the players’
style of play. They need to behave as actors in a virtual improvisational theatre. They
need to perform in a manner that the player finds believable and engaging so that
the player becomes sufficiently immersed in the interactive drama and keeps coming
back for more. The bot’s intelligence needs to be both robust to respond to player
actions and sufficiently complex to handle character traits, emotions and complex
decision making that resembles that of a human player. A balance needs to be main-
tained between the bots’ believability and their entertainment value for the player,
as these two goals may be at odds in some situations.

3.1 Introduction

Modern technology offers us new and largely underutilized media in the form of
vast virtual realities rich with graphics and sound. Large numbers of people log
on every day to interact with others in online realities and some even run busi-
nesses selling virtual objects to other players. Additionally game worlds become
ever richer in graphics and sound and players can spend months both in single player
and online-mode; exploring, taking on quests and interacting with Non-Player Char-
acters (NPCs). There are mainly three computer game genres that are of interest here;
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First Person Shooters (FPSs), Adventure games also known as point and click games
and Role-Playing Games (RPGs).

FPSs games are centred on using a gun or any projectile weapon and with it killing
a large number of enemies that are bent on killing the player. The games are thus
very action based and the player needs good coordination and reflexes to master the
challenges of the games. There is usually a main story line that runs through the
game, and there are multiple levels that the player needs to complete to progress in
the game.

Adventure games are quite the opposite of FPSs in that there is very little action
or speed required to complete the game. This is why they are frequently called “point
and click” games because for the most part all the player does is to locate or combine
items with a click of the mouse or talk to NPCs in the game through drop down
dialogue boxes to progress the story. They are very puzzle oriented and the player
frequently needs to solve several puzzles to complete the game. These games tend
to be heavily story centred and are frequently based on a film or a novel.

Computer-Based Role-Playing Games (CB-RPGs) are a combination of FPS and
adventure games and Pen and Paper RPGs (PP-RPGs). In CB-RPGs the player takes
on a role in a rather rich virtual world and through a series of quests will save this
world from impending doom or resolve some really important in-game issue. The
player will gain experience through solving quests and killing monsters and increase
in power (level up) as the game progresses. These quests and levelling up combine
elements from FPSs and Adventure games. There is considerable action needed to
kill the monsters encountered and the player also needs to pick up objects and solve
puzzles. CB-RPGs have a rich story element; there is a main story that needs to be
played through to complete the game and multiple short stories in the quests that the
player takes on. In PP-RPGs a group of players are needed to play the game using
pens and papers to keep track of their character actions and experience gain. There
is also a need for a Game Master (GM) who tells the story of the game, plays the
NPCs and in general takes care of managing the game-play.

At the dawn of CB-RPGs, there where high hopes for the extension of PP-RPGs
into computer games. There were visions of vast worlds with endless possibilities
and rich interaction with NPCs, possibly meeting your favourite heroes from your
favourite fantasy series. The player would not be limited by the imagination and
storytelling skills of the GM or by how successfully a good group of players could
be brought together. The players could adopt any role they desired, shape the character
to their likings and play through a virtual reality, receiving a unique play experience
for each character that they play. Included in the unique play experience would be a
clear sense of a story and purpose for the characters actions just like a quality GM is
able to create in PP-RPGs.

The main motivation for this vision is that it can be very difficult to find a qualified
GM that offers sessions in the worlds and playing-style of an individual player’s
likings. It can also be very difficult to find a good group that fits the player’s playing-
style. Essentially what players are seeking in the CB-RPG is a RPG tailored to their
tastes, competence and play style.
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Current computer games fall short of providing a complete RPG experience for
a number of reasons, the most prominent being that the story-lines are pre-authored
and do little to accommodate an independent role-playing style. There are also pre-
authored stories for PP-RPGs but the GM is free to diverge from them when it suits
the game and GMs can also make their own stories either in advance or develop them
on the fly during game play. Frequently the CB-RPGs force the player to violate the
characteristic behaviours of the role in order to complete quests and progress in
the game’s main story. Additionally the NPCs’ responses are pre-authored making
them very repetitive. The results are rich game worlds that lack replayability due to
repetitive story-lines and limited NPC interactions.

This is where actor bots come in. Actor bots behave in a similar manner as improvi-
sational actors, acting out a drama and engaging the player in a dynamically changing
storyline. The actor bots have three primary goals; staying in character for believ-
ability, working with other actor bots in creating a structured drama, and interacting
with players in an engaging manner.

The chapter is centred around what part actor bots play in the transition of RPGs
from being pen and paper based to being computer based and so we start by giving
a comprehensive description of PP-RPGs, what the player expects and specifically
what player types there are. Understanding different player types is very important
to realise how actor bots can enhance player experience. In Sect.3.3 we discuss
how drama is playing an increasing role in current computer games and how the
Directed Emergent Drama engine (DED) is designed to facilitate the merge of drama
and games. We describe the DED engine and specifically the actor bots which are
the main part of the engine. In Sect.3.4 we discuss Bayesian Networks and how
they are the core of the actors’ knowledge base and decision mechanism. We also
discuss problems and limitations of Bayesian Networks and evaluate their perfor-
mance. In Sect.3.5 we review related work and in the last section we summarise
the chapter.

3.2 Players’ Expectations

To be able to understand the motivation for actor bots it is very important to realise
what many current CB-RPGs are trying to accomplish. They are trying to realise a
rich game world that allows for very free and vicarious game play akin to a good
PP-RPG. This is why understanding PP-RPGs is vital to understanding the aims of
actor bots.

PP-RPGs are played with a GM and players typically sitting around a table and
keeping track of the games progress using pen and paper, see Fig.3.1. Dungeons
& Dragons is the original form of the game that was introduced by Gary Gygax in
1974, published by TSR [43].

The GM is the narrator or storyteller of the game and will play the roles of any
NPC that the players encounter in the game, such as shopkeepers and quest-givers.
Additionally the GM will settle any dispute and has the last word when interpreting
rules.
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Fig. 3.1 The basic setup for a PP-RPG

Fig. 3.2 The many sided dices for PP-RPGs

The players create characters for the game and play a specific role in the game
such as a wizard or a fighter. Each character has a set of statistics that define both
physical make-up (e.g. strength, constitution) and mental abilities (e.g. intelligence,
wisdom). Each character will have a detailed inventory and keep a record of which
weapons and armour are equipped. The players keep track of this using pen and
paper during the game. The characters have an alignment towards good or evil and
chaotic or lawful.

The aim of the game is for the GM to create a rich and engaging adventurous
world where the players can vicariously experience adventures by playing the role
of their characters, taking on quests and exploring the secrets of the game world. The
only limitation of the PP-RPG is that of the players’ and the GM’s imagination [17].

There are usually both large and small quests that the players can take on in
addition to playing through a main plot that may possibly exist in the game-world.
They will need to fight monsters and solve puzzles in order to complete the quests.

They will be able to buy and sell items from merchants and rest in pubs along the
way. When deciding the physical and mental limitations of characters and monsters
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Fig. 3.3 A character sheet for PP-RPGs

during game play the GM and players are aided by many sided dices and character
sheets, as shown in Figs.3.2 and 3.3.

Initially the games where set in a medieval world with castles, dungeons, elfs,
goblins, wizards etc., i.e. a typical J. R. R. Tolkien type of a world. Since the dawn
of RPGs in 1974 they have been adapted to many genres including mysteries (Ether-
scope [13]), sci-fi (Star Trek [10]) and vampire-tales. RPGs can potentially be adapted
to any genre with a bit of imagination.
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Anyone who has played and enjoyed a good PP-RPG knows how rich the expe-
rience can be, to feel as if you are that character treading slowly down a wooden
path not knowing what monster can spring up in front of you or whether a group of
travellers that can be seen in the distance are friend or foe. This element of surprise
is in current CB-RPGs but only the first time you play it. While PP-RPGs can be
potentially played for years and the novelty of the experience is only limited by the
players’ imagination.

Players actions are limited by rules that attempt with considerable success to
emulate the natural physical constraints of the world. As Laurel [27] explains, it
“is difficult to imagine life, even a fantasy life, in the absence of any constraints at
all”, for example the time spent on travelling is not limiting a player’s freedom, it is
deepening the players vicarious experience.

“Computer games are inherently limited because they only give you a set number of options.
In a game like this (PP-RPG*), what we can do is limited only by our minds.” Sam Weiss,
as quoted in [42] * added by authors.

3.2.1 Player Types

It is important to understand the different player types to realise player expectations
and how actor bots can be of use. There are seven distinct player types that are
described below, six of them are defined by Laws in [28]. Although it would be
possible to designate other player types that grasp different aspects of the play-styles
of players, it has not been done in a formalised way and Laws player types are
describing the elements of play-styles that help us to identify what the Actor bots
need to accomplish. Obviously the actor bots need to be catering to the needs or
expectations of at least some of these player types or the exercise is futile. This is of
greater importance than the game genre because the player types are more generic
and applicable to all computer games. This does not mean that all computer games
cater to every player type, quite the contrary. Moreover an individual can enjoy
playing several different playing styles or a combination of two or more styles. It
still remains that these player types are distinct and easily recognised. The interested
reader can look at [48] for a more comprehensive discussion and user evaluation of
the importance of player modelling.

As described by Laws there are six core player types; Power Gamer, Butt-Kicker,
Tactician, Specialist, Method Actor, Storyteller and we add a seventh type that is
frequently forgotten, the Casual Gamer:

1. The Power Gamer, loves to level up and acquire strong artefacts, magic and
weapons. The current CB-RPGs cater well for this type of play it is mostly a
matter of giving rewards with respect of the difficulty of the opponents fought
and that is easy for a computer to calculate. This player is typically not very
interested in the story but will appreciate companion bots that help him fight and
to level up. If interacting with actor bots is embedded in the levelling up then
this type of player will take care to play with the actor bots in order to level up
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faster. When the Power Gamer has levelled up, the gamer will be searching for
a more involved game and frequently joins a guild and or helps other players to
level up. Clearly being able to participate in a deeper role appeals to this player
type as currently when the main story is over or he has reached the highest level
it is really game over for this player unless there is a good guild and other active
players on-line.

. The Butt-Kicker, tired after work or a stressful day, logs on as a strong character,
forinstance a fighter, and goes on a killing spree. Every First-Person Shooter (FPS)
is designed for this playing-style. Still actor bots can come in as helpers and give
a bit more depth to the game. That is what FPS games are heading towards. Most
of their players want more depth to the game and they now have rather involved
cut scenes that play out a kind of cinematic story for the player.

. The Tactician, knows the rules, these players will plot and carefully calculate
the movements of their characters, they like to be challenged. There are many
strategy games on the market for this playing-style. As with the power gamer
then this is mostly about calculations which computers are very good at. Many
tacticians love to be in alliances and fight together with heroic comrades. A good
alliance can be very hard to find.

. The Specialist, usually has a favourite role and alignment that is always played,
the player is constantly trying to improve on the role and really needs to be able to
stay in character. This has little support in current CB-RPGs, although the players
can pick roles and skills to advance. It needs more than that. A thief character
would rarely venture out of cities where there are many opportunities for his trade
in order to go on a goblin killing spree in a smelly dungeon. It does not really fit
the role of a thief. Similarly a paladin will hardly care to sneak around somebody’s
dwellings breaking into locked containers to discover some vital information for
the progression of a main story. Sadly this is repeatedly true for current computer
games. Players find that they are unable to stay in-role if they want to complete
the main story.

. The Method Actor, is similar to the specialist except for not concentrating on a
single role. The method actor tries to really enter the psyche of the character and
to play the character in as a convincing way as possible. This has no more support
than the specialist in current CB-RPGs. There is in fact no allowance for choosing
specific characteristic except for charisma, intelligence, wisdom and alignment.
There is no allowance for defining a caring, attentive cleric that becomes impulsive
when angry, is slow to anger and bears grudges for a long time. Although players
can of course imagine this when they play computer games then it does not have
any actual affect on the game play as it does in PP-RPGs.

. The Storyteller, this player enjoys a good story and will get quickly bored by
needing to spend a lot of time levelling up as is required in CB-RPGs.

. The Casual Gamer, this player is in for the ride and is frequently forgotten
because of being passive. It is difficult to say whether one game or another specif-
ically caters to their expectations. Still this is an important player type because
it is one of the fastest growing type. The Casual Gamer frequently becomes a
serious gamer when the player finds a good game. Moreover the Casual Gamer
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is an essential fill in on-line games to show large numbers and to advertise the
game by word of mouth. This is why a successful game should try to appeal to
Casual Gamers as well as the serious gamers described above. Quite obviously,
actor bots that engage players will help greatly in facilitating large numbers of
Casual Gamers.

“Games give you a chance to excel, and if you’re playing in good company you don’t even
mind if you lose because you had the enjoyment of the company during the course of the
game." Gary Gygax, as quoted in [43]

What is mostly lacking in current CB-RPGs is to offer this companionship and
the sense of a vicarious experienced based around the players personal play stile.
Specifically for the Specialist, Method Actor and Storyteller but also for the other
player types. This is where actor bots can play a crucial role in engaging the player
and involving the player in a drama that is tailored to the player type and the players
actions in the drama.

3.3 Drama and Games

If we compare the role of a GM to that of a CB-RPG we see that the CB-RPG is
not really offering the same RPG experience. A CB-RPG has a pre-made storyworld
which has only limited adaptability to players interactions. Many CB-RPG such as
Fallout 3 [30] and Neverwinter Nights [6] try to incorporate such adaptability into
their games.

Neverwinter Nights [6] uses alignment of the character to determine the available
paths through the game. Each player creates a character and determines the initial
alignment. The players get a list of options to use to interact with NPCs in the game;
some of these options are for good alignment and some for evil. When players choose
evil actions then their alignment is slightly shifted to evil and if they choose a good
action the alignment is shifted towards good. Quests that are accepted and completed
are also used to adjust players’ alignment. Good deeds adjust the players’ alignment
to good and evil deeds towards evil. The alignment affects the player’s progress in
the game by for instance hindering players playing druids in getting full access to
their powers and the druid community if the player has not been careful to keep
the character alignment as good. It will also affect what sub quests are available
especially when it comes to quests that are for the advancement of a specific role
and need a specific alignment. Still it does not change the main story or the main
story plot, the player will need to finish specific main quests in order to advance and
complete the main story. Nothing the player does will affect the pre-authored plots
of the game.

Fallout 3 [30] has brought this idea even further, players actions greatly affect the
characters reputation and opportunities. The availability of quests is directly linked
to players actions; how much they explore the world, what they say in conversation,
and what skills they pick when levelling up. Still the same can be said for Fallout
3 as with Neverwinter Nights: nothing the player does will change the pre-authored
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plots or the main storyline. The player is always playing along one branch of a multi-
linear story that essentially follows the same fundamental plot-points each time. This
means that players will not get a novel story experience when replaying the game,
which makes it very repetitive and lacking replayability.

Another issue with these games is that players save and reload the game in order
to get the plot development that they prefer. If they say something to an NPC that
has negative results, they can simply reload an earlier saving and try again. Equally
if they fail in a battle or a quest, they can simply reload an earlier save. This means
that not only is the game trying to adapt to their play style but the players are also
adjusting the outcome to their personal preference. This is a very natural behaviour
on behalf of the player and there is nothing wrong with it, but it needs to be accounted
for. Furthermore some players will systematically try every action and explore every
area and put their acquired information on the web where other players can benefit
from it if they choose.

This is not the case in PP-RPGs there is no save-reload function the story
emergence depends on player actions and the GMs skill in providing an engaging
and rich environment. The core difference is that PP-RBGs are interactive dramas
while CB-RPGs are incorporating a narrative into a game. The latter has a number
of problems that Juul relates well in [23]. Essentially you can’t have narration and
interactivity at the same time any more than you can have panorama and drama at
the same time. The two are a contradiction. To narrate means to recount [37], when
a player is interacting with a gameworld then it is at odds to try to tell the player a
story at the same time. On the other hand the player can easily participate in a drama
which at its core is a “play”.

“Pen-and-paper role-playing is live theatre and computer games are television.” Gary Gygax,
as quoted in [42]

As we have discussed, drama is clearly an integral part of RPGs despite the fact
that some player types do not pay much attention to it such as the “Butt-kicker”
and “Power gamer”. Perhaps surprisingly drama is also becoming more and more
integrated into First-Person Shooter (FPS) games.

FPS games are not very replayable in their basic single player form. The reason
for this is that once you have played through it then when you play it again there
are no surprises, no suspense. You know where the bosses are and how to deal
with them; there are no significant changes between each game play and no new
challenges. Multiplayer FPS are on the other hand highly replayable because then
the player is constantly up against a new challenge. In recent years single player
FPS games have evolved towards having the opponents, the Non-Player Characters
(NPCs), more intelligent to provide a greater challenge for the player. They will
simulate the normal behaviour of people in similar situations, including going to
sleep, eating and in general going about their daily lives. One of the most recent and
greatly popular games in these series is Assassin’s Creed II [49] where the player is
an assassin that is assigned a number of assassination jobs. In Assassin’s creed as in
many other recent FPS there is a much greater emphasis on the story and character
development than before. The player gets an in-depth character description of the
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assassin and why he is in this job. The story progresses gradually through the game
and is delivered in seamless cut scenes. The player is playing the protagonist and
as the story progresses the protagonist faces many moral dilemmas and challenging
revelations that dramatically change his perspectives and shape his character. This
is very typically of other recent games such as Fallout 3 [30] and Heavy Rain [9].
Heavy Rain carries this character development even further and allows the player
to make decisions on what the character does based on the characters emotions and
thoughts, forcing the player to make challenging moral decisions. There is a very
clear trend towards making the NPCs more intelligent and more autonomous in
order to give the player a more fulfilling game experience. A good example of this is
S.T.A.L.K.E.R. [50], there the NPCs actively simulate the behaviours of soldiers or
mercenaries that try their best to kill the player in heavily polluted Chernobyl. Their
behaviour is very believable and they provide challenging game play, they do not
simply continuously walk the same circle. In this respect there is a clear disparity
between the increased playability of FPS which has every potential of providing rich
replayability, as becomes clear when these games offer multiplayer mode, and the
still pre scripted unchanging storyline that the player is forced to follow. Creating
more human like opponents is the topic of Chaps. 6 and 7, we concern ourselves with
enriching the drama element.

The popularity of titles like Heavy Rain and Assassins creed clearly demonstrate
that there is a market for games that provide richer story worlds and character devel-
opment. This calls for an even greater emphasis on character development and drama
that is not so pre-scripted that it is counterproductive to replayability. There needs
to be a merge between drama and game-play. The drama should emerge around the
player, influenced by the player actions and still provide a structured story experi-
ence. One way to accomplish this is to make the NPCs even more autonomous so that
they can enact a drama for the player based on abstract goals rather than pre scripted
story-lines. The NPCs need to be believable in their performance; this means that
they should not violate the expectations of the audience. For example they need to
stay in character such that a calm, gentile character remains calm and gentile unless
extremely provoked etc. The NPC behaviour should be plausible in order to suspend
disbelief. Effectively the actor bots should demonstrate human-like behaviour which
calls for large knowledge bases and reasoning under uncertainty.

Bayesian Networks are specifically suitable for this task because they are causal
and they provide a means of calculating action utilities based on probabilities in a
highly efficient manner. Bayesian Networks are an effective way of incorporating
psychological elements such as traits and emotions which are very important for
believability [5, 7, 14, 19, 26, 47].

3.3.1 Directed Emergent Drama

In order for the drama to become an integral part of game-play and support it rather
than counter it we have designed an architecture called Directed Emergent Drama
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Director

Schemas

Fig. 3.4 The DED architecture [1]

(DED) [1, 3]. Asseen in Fig. 3.4 it consists of a director, schemas, actors and a player.
The player only ever interacts with schemas and actors and never the director. The
actors receive all their information from the player and from schemas, they do not
interact directly with the director.

Rather than having predefined options like current CB-RPGs do, DED engine
facilitates the player to act freely within the constraints of the virtual world. Actions
for interacting with the characters are supplied by the schemas and are the same as
those that the actors receive. These actions are multiple for each schema, players
should not feel forced or railroaded in any way.

For example in a mystery drama players will frequently find themselves in an
interrogation schema which provides all the core elements for the actors and players to
participate in the schema. This includes a knowledgebase for the actors to understand
what an interrogation is and what will be expected of their roles in that context.
Additionally the actors receive any action (physical and speech) that is appropriate
for that context, for instance asking about motive or means of the suspect. The actions
received are generic and the actors and players need to fill it with knowledge from
their own knowledge base. Generic action: Ask about motive may become: Was Fred
blackmailing you?

3.3.2 Director

The director overlooks the emergence of the drama and uses schemas to direct the
drama by giving the actors appropriate schemas to play out, in this way the director
is the GM in regards to directing the emergence of an engaging drama.

The drama can not move between acts until the objectives of the acts have been
adequately satisfied. As an example, If a drama goal for Act I is to introduce char-
acters, the drama will not move from Act I to Act II until characters’ key traits
have been exposed. If a character is to be intelligent, playful and curious then the
character needs to have played out actions that are intelligent for a value above a
given threshold .7, and the same for playfulness and curiosity.
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Fig. 3.5 Freytag’s Pyramid or “dramatic arc” [12]

Skilfully winning a chess game or making 3—4 correct estimates about, for
instance, the age of old furniture or showing good arithmetic skills would be
sufficient. The algorithm summarises the percentiles to see if it has reached the
threshold 7. The director’s role is to give the actors an opportunity to show their
characteristics by choosing schemas that would be a good fit.

The director uses known structures as an aid in picking a suitable schema to
develop an interesting drama. Freytag’s Pyramid or “dramatic arc”, [12], as shown
in Fig. 3.5 is very useful. This referred to as a ‘dramatic arc’ [27] in this chapter. The
dramatic arc outlines the rise and fall that can be found in an engaging narrative. The
story will start with an inciting incident, which aims to capture the audience interest
(a). Followed by a steadily climbing suspense, as the plot thickens, in order to further
captivate the audience (b). Until the story reaches its climax (c). Followed by the
resolution as the plot uncurls and the player learns the full truth (d) after which the
drama may reach closure (e).

The director is not planning every detailed move of the actors, but rather the
overall dramatic structure which makes his planning of acts and episodes a much
more tractable problem. As with PP-RPGs it is the players and Actor bots that drive
the story through their actions rather than the Director or GM.

3.3.3 Schemas

Each schema has a finite set of roles that are annotated as being essential or non-
essential. It is only necessary to fill the essential roles to successfully execute a
schema; the non-essential roles add variety and increase flexibility. Each role is
annotated with a finite set of characteristics that it supports. The characteristics also
have a numerical value attached to them, this represents to what degree the display
of this characteristic is supported by the role.

The director uses the set of characteristics to match the roles to actors, deploying
the schemas that best compliment the various characteristics of the
characters. The director is not in a good position to make decisions about direct
interactions with the player, because the director would need to be constantly aware
of everything that takes place—including the internal state of every character in the
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drama. This would quite rapidly escalate into an intractable computation problem
for the director.

3.3.4 Actors

Actors play characters in the drama, their main task is to decide on an appro-
priate action if any. There are three primary conditions for acting; response to
stimuli, response to internal process, response to a request to act made by other
actors.

3.3.4.1 Response to Stimuli

When an actor or a player acts, it will inform each of the actors that share the same
scene of the action taken. When an actor is informed of an action then a separate
internal thread first checks whether the action is directed at the actor and whether the
action is detailed in any of the drama-schemas that the actor is currently in. If neither
applies then the action is not relevant to the actor and the actor will not attempt a
response, the actor will add any gained knowledge from the action to its knowledge
base, (for instance information regarding the fulfilment of schema goals and info on
the current location of other actors).

If the action is relevant to this actor then the actor will start a separate thread that
evaluates an optimal response.

The algorithm is as follows:

For actor a; and actor a.

—ap Sends out a notification to all actors on the scene that it has
taken an action.

—aj Reads the notification and realises that it was a

question addressed to it.

—aj Computes a set of optimal responses to the question with respect
to its knowledge base, character,

situation, emotions and its current goals.

—aj adds the set of optimal responses to an array of

other applicable actions with added weight to indicate

priority.

—a| then evaluates what the set of optimal actions is

and picks one to execute.

As seen in the algorithm, the actor needs to first add his set of optimal responses to
an array containing other applicable actions because the actor may be preoccupied
with something else. For example the actor may be talking on the telephone and not
ready to answer.
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3.3.4.2 Response to Internal Process

The actor will also act due to an internal process that initiates an action. This is to
engage the player if the player has been inactive or if there are unfulfilled drama
goals that will progress the drama but the player has not initiated actions that would
lead to them. All actors have both drama related goals and character related goals.
The drama related goals are of the form of aiding the drama progress as expected.
For instance, actors have the goal of revealing relevant clues to the user. The actors
also have character related goals such as showing specific characteristics or hiding
their lack of alibi in order to portray a believable character.

3.3.4.3 Response to Request

During the unfolding of the drama each actor is responsible for both acting a con-
vincing role and to fulfilling drama-specific schema goals [2]. For instance, in an
interrogation where two characters John and David are present and David has a very
strong false alibi then the actor bot playing David can make a request of the actor
playing John that he has John reveal the flaw in the alibi as David would hardly sab-
otage his own cover directly. John might then say “How could you have caught the
08:15 train when I saw you at 08:20 in the garden”. This does not require advanced
logistics. The Bayesian networks facilitates this type of sentence generation so long
as it is domain specific and the Bayesian networks facilitates such domain specific
querying due to the fact that the BN is causally structured. The actor playing John
searches for any knowledge in the specific domain that will increase the utility of the
opportunity variable.
The algorithm is as follows:

Where David’s actor isaj; and John’s actor isap.

—aj recognises that he needs to reveal that his alibi

is faulty.

—a] recognises that he can’t reveal that directly to

the user in a believable way.

—a) sends a request toap in the form of drama-goal:

reveal opportunity of aj.

—ap queries his knowledge base for actions that will

satisfy the goal.

—ay adds any action that satisfies the goal in the

request to an array of possible actions with added

weight to indicate priority.

—ap then evaluates what the set of optimal actions is

and picks one to execute.

As seen in the algorithm, ap will not necessarily act on the request. ap will first
query its knowledge base for relevant actions and after adding them, with suitable
weights, to the set of other relevant actions, ap will pick an action from the whole set



3 Actor Bots 83

& Dark secret O Victim knows of dark secret

True 70% (] ™ True 49% [
False 30% | | False 51% | i

Fig. 3.6 A simple Bayesian net

of possible actions based on a,’s characteristics and other goals. This means that a;
may or may not aid the requesting actor depending on context and a,’s priorities. This
is necessary as it may not fit either a,’s knowledge base or a,’s current interaction
with the user to comply with a;’s request.

3.4 Bayesian Networks

Bayesian Networks (BNs) are very good to reason about uncertainty such as in human
behaviour because they provide the means to determine the probability of the various
possible causal outcomes. The variables in a BN can represent anything ranging from
system mechanics (e.g. whether there is fuel in a car or how fast the car can accelerate)
to the intricacies of human traits and emotions. BNs offer the possibility of mapping
the transiency of emotions and the resulting transient decisions that humans make.
There has been a growing interest within Psychology and Philosophy as well as in
Computer Science on using BNs to model human thinking [14, 26, 47]. We use
causality extensively in our daily lives from deciding how to best manage to get the
kids to school on time, to trouble shooting why the car will not start, and also when
deciding on actions when highly influenced by emotions like anger or fear.

There are obviously many other Al techniques that have been used to try to
emulate or simulate human like thinking, e.g. planning, search, neural networks etc.
No Al method, to date, has been entirely successful. In fact all of them still have a
long way to go to reach any sort of consistent believability for any length of time
with minimum of complexity in the agents’ environment. Since we are specifically
making believable actor bots for drama based computer games, we are not really
interested in fully emulating human like thinking but rather to give an appearance
of human like reasoning. We discuss other approaches to achieve similar results in
Sect.3.5.

A BN is a directed acyclic graph made up of variables and arrows between the
variables that indicate inference [22]. In Fig. 3.6 a simple Bayesian net is shown with
two variables {dark secret, victim knows of dark secret }. These variables are found
in the characters’ knowledge bases and the former indicates whether a character has
a dark secret or not and the latter indicates whether the victim knew of it, which
could indicate the possibility that the victim was blackmailing the character which is
amotive for murder. Each variable has two or more states that are mutually exclusive,
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Table 3.1 The definition of the victim knows of dark secret

Victim knows of dark secret Variable
Dark secret True False
True 0.7 0
False 0.3 1

O Dark secret ¢ Wictim knows of dark secret

True 100% [T ™fTrue 70% [

False 0% = False 30% l_ ] |

T

Fig. 3.7 Dark secret instantiated to true

in Fig. 3.6 both variables have the states { True, False}. The directed arrow indicates
a causality between dark secret and victim knows of dark secret. The victim cannot
know of any dark secret unless there is one.

The percentages shown in Fig.3.6 are inferred values from calculating the net-
work. There are underlying values that are defined in the network before calculating
it. First we look at the dark secret variable which has no parent variable. Its defined
values are simply {True = 0.7, False = 0.3}. The victim knows of dark secret vari-
able is slightly more complex because it has dark secret as a parent, each state of the
parent needs to be assigned a value, see Table 3.1

The percentage values that are assigned to each state are the inferred values from
the net. For example, the value of {True} of the victim knows of dark secret variable
will increase if the value of { True} of the dark secret variable increases. If dark secret
state {True} is set to equal one (instantiated) then the inferred values change as can
be seen in Fig.3.7.

3.4.1 The BN Architecture

The variables in the actor bots BNs represent knowledge items such as hair colour,
shoe size, relationship status, scenes and objects in the virtual world and the causal
connections between these. Each state of a variable can be used to make a speech
action. For example, in Fig. 3.8, the variable shoe size with states in the range 3645
can be used by the actor bot to say that Kenneth’s shoe size is 42. For example, the
actor bot has been given evidence about basic attributes such as shoe size. This means
that the actor bot has evidence for state 42 of the shoe size variable, see Fig.3.8.
The actor bot can use this to form the speech “Kenneth’s shoe size is 42” by
mapping the state of the variable to the corresponding authored sentence, e.g. “{actor
bot} shoe size is { value}” = Kenneth’s shoe size is 42. If the actor bot is not certain, as
in Fig. 3.8, the sentence can be Kenneth’s shoe size could be 42. We format sentences
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() Suspect ) Shoe size
Penny_Kell ... 5% Nr_37 0%
Lydia_Philipp 5% || Mr_38 0%
Kenneth_D ... 30%|[ll Mr_39 0%
Patrick_Ch ...30% [J|] Nr_40 0%
Snorri_Hag ... 30% ||} Mr_41 0%

hr a2100% @ |

Nr_43 0%

Nr_44 0%

Nr_45 0% =
O Sex (] Strength
male  90% [ ™ |Strong 552 L)
Female10% || Weak 34% |0 |

Fig. 3.8 A small example to demonstrate sentence creation

in this way by authoring them in XML and attaching tags that indicate what the input
and goal variable is. In this example the input variable is shoe size and the goal is
suspect.

The example in Fig.3.8 is just a small piece of the whole net. We use Object
Oriented BNs (OOBNs) [24] to create an actor bot’s network from a script file
containing descriptions of around 150 variables. These variables describe the bare
essentials of a mystery plot such as the motive, means, opportunity and character
features. From these variables a much larger network is created to represent the actor
bot’s beliefs of itself and of other actor bots in the drama. The actor bot also has
beliefs of what each of the other actor bot’s beliefs are of each other. The resulting
BN has over 3,000 variables.

3.4.2 Complexity

Three thousand variables is not considered to be a very big network to imple-
ment a virtual actor bot. We expect that an average actor bot in an interactive
drama could easily have a few hundreds of thousand variables. However, even this
small BN takes several seconds to update with basic BN reasoning algorithms,
which clearly is not sufficiently fast for real-time applications. Not only is it not
fast enough but it also leaves no room for all the other processes, such as graph-
ics and animation that are highly demanding on resources in any high graphics
computer game.
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Fig. 3.9 A small Bayesian net to explain relevance reasoning

3.4.3 Relevance Reasoning

Relevance Reasoning is a well-known technique for BNs, that uses d-separation
to determine which variables need to be updated to compute inference on one or
more target variables given evidence [29]. D-separation holds when two distinct
variables A and B in a network are not affected by each other receiving evidence.
In other words, A can be given evidence without it affecting the inference of B
and vice versa [22]. Relevance Reasoning identifies the variables that need to be
updated based on which variables receive evidence and which variables become
affected and are needed to correctly compute the inference of the target variables.
This method greatly speeds up the updating of the network in the general case.
The worst case is if all the variables in the network are affected by the evidence
and are needed to compute the target variable. This means that in the worst case it
is NP-hard.

For example if we look at the small BN in Fig. 3.9. If the input variable I is C and
the target variable T is L then only variables C, D, E, G, I and L need to be updated
to get correct values in L.

3.4.4 The Process

When an actor bot needs to decide on a speech action, the actor bot will take the
following steps:

1. Find applicable sentences
2. Evaluate each sentence
3. Choose an optimal sentence
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Fig. 3.10 A small example to demonstrate context

3.4.4.1 Applicable Sentences

First the actor bot finds a set of applicable sentences to evaluate, by querying the BN
for a set of sentences that satisfy the goal and are contextual to the input. The input
is any speech act that is causally connected to what was last said in the conversation.
For example in Fig. 3.10 then all the variables are contextual to the Motive variable.
If any of their states is given value, it will affect the belief of the Motive variable. For
exampleifthe Lost a fortune variable is instantiated to true, it will positively effect
the belief of the /s Swindled variable, increasing the probability that the suspect was
being swindled by the victim.

The actor bots first decides which actions are applicable. This the actor bot does
by means of relevance reasoning as described above. T (target) is the goal of the
actor bot and 7 (input) is for instance a speech action that the actor bot is evaluating
to realise a goal. The actor bot uses 7" and / to extract the corresponding object O.
O is extracted from a fully updated BN with the values that the variables in O had
when in the BN. Because the BN is fully updated then the values in each variable
are valid and up to date. The input values are then given as evidence to I and the
values are updated for all the variables in O. The values of T are then read and their
distance (difference between the intended values of the goal and the inferred values
of the goal variable) from the goal is stored. Doing this repeatedly for all the actions
that the actor bot is evaluating, results in a set of applicable actions. Using the net in
Fig.3.9 as an example, if the C variable is  and L is 7 then we extract (C, D, E, G,
I, L) as O. C then receives evidence and only the variables in O are updated. The
result is the values in the L variable.

For example, see Fig.3.10, if we want a sentence that says that motive is true
= 100 % and if we put evidence in the Lost a fortune variable, true = 100 %. The
sentence could be: “Kenneth could have a motive because he lost a fortune”. The
motive variable would then have true = 98 % which makes the difference between



88 M. Arinbjarnar and D. Kudenko

the target 100 % and the value 98 % be 2 which is stored with the possible sentence
in an array of applicable actions. We choose only those actions that reduce the gap
between the target value and the initial value.

3.4.4.2 Evaluate Sentences

When we have a set of applicable actions, that is actions that we have just extracted
because they contribute towards the goal as discussed above. It now remains to filter
the applicable actions for those actions that satisfy the character traits and mood.
This can be accomplished with several existing personality models. For instance
the personality model created by Ball and Breese for Microsoft [5]. The applicable
sentences should be qualified in some way by what type of personality they cater to
and how they will be influenced by emotion. We mark each possible action with a
range of traits and emotions that the action would be characteristic of. This means that
if the actor bot is angry then the actor bot will be more likely to choose actions that
indicate anger such as accusing someone. The actor bot’s traits such as intelligence
or arrogance will also make the actor bot more likely to choose a sentence that
demonstrates this. For instance an intelligent actor bot will explain why a suspect
has a motive.

Using BNs each sentence is evaluated and those that best match the characters
traits and emotions are entered into a set of optimal action. From the set of optimal
actions one action is chosen at random and executed.

3.4.5 Tests and Results

Tests have been run in three ways, first is a test of computation speed, e.g. are the
Bayesian algorithms sufficiently efficient to reach a decision within acceptable time
limits, see Sect.3.4.5.1. The second test is in the Second Life virtual reality, see
Sect. 3.4.5.2. The third test is a web based game, see Sect.3.4.5.3.

3.4.5.1 Computation

To test our method we generated a Bayesian network from a script that encompasses
an actor bot’s belief about itself, its belief about other actor bots and its beliefs about
other actor bots’ beliefs about other actor bots. This network contains 3348 variables,
one decision variable and one value variable, 3,638 arcs, 10,606 states and 58,610
parameters.

The tests were run on a laptop with Windows XP, Intel(R) Core(TM)2 Duo CPU
2.59GHz, 3.00GB RAM.

We tested two set-ups, one without Relevance Reasoning and one with Relevance
Reasoning, see Table3.2. When there is no Relevance reasoning applied it took the
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Table 3.2 Results

Queries (%) Without RR With RR
in seconds in seconds

50 10-30s <1

30 30s-3min <1

20 >3 min <1

actor bot on average 10-30s to decide on an action and more than 20 % of the
decisions took over 3 min.

When we use relevance reasoning it never takes more than a second for the actor
bot to complete the whole process and decide on a sentence.

3.4.5.2 Second Life

We need to take into account that the actor bots need to be animated in a virtual
reality which needs a lot of resources and thus the Al computation may not take up
all the time and resources available. We tested our implementation in the Second
Life virtual reality [25] to see if the actor bots could perform at an acceptable speed
when taking into account all the overhead of the virtual reality and animation that
comes with it.

Second Life needs 25-33 % of the CPU time just for running the virtual reality
display and no interaction is taking place. This means that the Al algorithm has
reduced resources to manage the computations in.

The actor bots’ responses should be a fluent reaction to user interaction. This
means that response by the Al algorithms should not be so slow that the user becomes
impatient and stops paying attention to the game.

In our implementation we needed to use a 5 s buffer to slow the actor bots down
so that the user could keep up with what the actor bots were saying. Video clips
showing a few of the test runs and explaining what is taking place can be found
at http://youtu.be/Hy VuHDSO I ML http://youtu.be/dfFo8 BNUap0, http://youtu.be/
pfxz5RbmnFE.

3.4.5.3 Web Game

To test whether the output of the engine are coherent sentences that can be used
in drama based game we created a web demo prototype mystery game. As the
game starts the player is told that a murder has been committed and he enters the
murder scene where he can examine the body and determine the cause of death.
Each initiated game has a randomly generated cause of death and the BN is used
to generate clues on the body to be found by the user that are logically consistent
with the cause of death. For example there will be marks around the neck if the
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Cause of Death:

Kitchen
Motive:
- Mr Harold Crackenthorpe's body is lying in the middle
Examine: - of the room.
Body:
neck
face Actions
hands 3 Examine the hands - You find
nothing of significance
2 Examine the face - The face is a bit
Rooms:

blue in color
1 Examine the neck - Yvou find
nothing of significance

Fig. 3.11 Screen shot of examining the body in the web game, note that what can be examined is
also tailored by the BN depending on cause of death

victim was strangled and there may be strange odour if the victim was poisoned etc.,
see Fig.3.11.

The player can then explore other rooms and interrogate suspects on their possible
motives and attempt to determine which motive, if any, each suspect has. An example
dialogue with two suspects shows how they are clearly different personalities, see
excerpt below and in Fig.3.12

Dialogue (Miss Jane Marple and Mr Bryan Eastley):

. Miss Jane Marple - Did you lose a fortune?

. Mr Bryan Eastley - what. Why? I have all my money

. Miss Jane Marple - Did you have a reason to kill Harold?
. Mr Bryan Eastley - Me? no..no reason!

W N =

Dialogue (Miss Jane Marple and Mr Cedric Crackenthorpe):

. Miss Jane Marple - Did you lose a fortune?

. Mr Cedric Crackenthorpe - No, I have all my money

. Miss Jane Marple - Did you have a reason to kill Harold?
. Mr Cedric Crackenthorpe - 1 assure you, I’'m no murderer!

W N =

The game clearly demonstrated that the actor bots could act in character,
e.g. show individual character traits and respond in a coherent manner to the questions
asked by the player. More than 90 % of those who have played the game identify dif-
ferent character traits between the actor bots and find that the actors respond as they
would expect murder mystery suspects in general to respond. The game is accessible
online at http://www.weenrich.com.

The game is still quite simple but will be extended in the next few months to allow
for more thorough testing with more detailed user evaluations.
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Cause of death:

Motive:
Rooms:
Speak:
Ask Cedric

Were you having an
affair with Harold?

Did you lose a
fortune?

Did you have a
reason to kill
Harold?

Are you in debt?

Did Harold threaten
to expose you as
blackmailer?

Are you Harold's
heir?
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Study

Present are:

it

Bryan Cedric  Elspeth

Talk to: Cedric

Talk about:Alfred

Bryan  Elspeth Emma

Lial
Did you know & (=
Harold's secret? Mo, I have all my money
Was Harold
ey 3
ekt L L el Did you lose a fortune?
Did Harold threaten
to expose you as a I.i
swindler? Me? no..no reason!
Are you rich?
Did Harold know & Did you have a reason to kill
your secret? Harold?
Did you want a -
revenge? a
what.. why? I have all my !
Do you have a money (8]

carvab?

Fig. 3.12 A screen shot of a dialogue with suspects in the web game

3.4.6 Complications

The worst case scenario is that in order to update the target variables we need
to update the whole network which is NP-hard. We reduce the chance of this by
always having only a single target variable. Each target variable that is used in
a query will need a certain portion of the BN to be updated given the input, the
greater the number of target variables obviously the greater portion of the net-
work needs to be updated and in the worst case the whole network would need
to be updated. Instead of querying for many target variables simultaneously we
query the net for each target variable and its inputs which allows us to reduce
the size of the BN that needs to be updated. It is much more efficient to run
multiple fast queries than a single large query that needs to update a large part
of the BN.
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Another complication is that if the output of the extracted subnet is needed in the
big BN then the whole BN needs to be updated which means that our solution is
not applicable for all instances, we still have not solved the problem of efficiently
updating the whole network which will be necessary to some extent when the actor
bots gain new information. Still the problem that we are looking at is to make the
actor bot decide on a speech act and for this the actor bot does not need to update the
whole BN.

3.5 Related Work

Impressive work in this area has been carried out at Southern California’s Institute
for Creative Technologies (ICT) and it is very well discussed in Chap. 4.

The most prominent and successful effort to take on complex social interactions
is Facade [34]. Facade is an interactive drama where the player is asked to mitigate
in a marital dispute between the players’ friends. Short action sequences called beats
control the sequence of events and these beats are explicitly pre-authored, with all
actions within the beat being fully defined, and the actions of all roles being assigned
to allow for multi-actor bot coordination [33]. Higher level goals for the characters
are in these beats but the characters do retain autonomy in achievement of base-level
goals and in performing actions such as facial expressions or personality moves [33].
The Fagade characters are thus not fully autonomous bots, they are not acting as such
but rather following directions from the drama manager and giving their actions a
bit of personal character for believability.

FAtiMA (FearNot! affective mind architecture) is a character based emergent
drama system [4, 38]. The drama emerges around character actions. The test base
is FearNot! which is an anti bullying educational game to guide children in how
to cope with bullying situations. The character agents are autonomous in interact-
ing with the user by following a set of emotional reaction rules. These emotional
reaction rules have pre and post condition and have appraisal values such as: desir-
ability, desirability-for-other, and praiseworthiness [4, 21]. Using STRIPS-based
partial-order continuous planner the characters evaluate the probability of success
and importance of actions. Actions that are expected to generate the strongest emo-
tional reaction are chosen.

FearNot! is the only system that has had proper user testing by an empirical study
on 345 children, 172 male (49.9 %) and 173 female (50.1 %) between the ages of 8
and 11 [18]. The results showed that the children were able to empathise with the
characters.

The Interactive Drama Architecture (IDA) [31] uses a director and a set char-
acters that enact a fully structured story that is authored by a human author. The
director in IDA gives direct commands to the characters, and the characters are
semi-autonomous. They will act while they have no instructions from the director,
for example drinking. They receive explicit directions from the director that have
priority, for example ‘perform dialogue #131 with John in the library and then run
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away to another room’ [32]. This is very different from DED. In DED the agents do
not get such explicit directions and they can decide to not comply with suggestions
from the director by simply not choosing actions in schemas because they are not
optimal for the drama development.

The story consists of plot points in a partially ordered graph using STRIPS with
pre- and post-conditions. There is some variation in ordering of plot points, such
as where a certain scene can take place. Still the main story is fixed and the user is
modelled to enable the drama manager to subtly guide them through the storyworld
using actions such as; deniers, causers, creations, shifters, hints.

Similar to this is the Mimesis [41, 51, 52] system which was created as part of
the work of the Liquid Narrative Group. In Mimesis an attempt is made to give the
user the illusion of complete freedom. The system evaluates each user actions and
decides whether the user’s action can be “accommodated” or must be “intervened”
with. If the action can be accommodated a new plan needs to be constructed to
achieve the story’s goal. If accommodation is not possible the system must intervene
with actions similar to IDA. Rather than pre-planning the DED system uses the BNs
to evaluate in response to user action how the situation can best be developed further
into a structured drama experience. This means that there is no call for these director
actions because no plan is violated.

The BARDS system uses a Heuristic Search Planner (HSP) with RTA* to plan
for emotional development in the characters, rather than for actions [39, 40]. The
group use an ontology created by Gustave Flaubert as the basis for the planner.
Flaubert’s novel, Madame Bovary [11], provides the test scenario. The user using
natural language makes comments which may cause characters to react emotionally
and this will influence the story, for instance madam Bovary may feel guilt when
she is flirting with her friend and is reminded of her children. The effect will vary
depending on the characters’ feelings and situation. This is a novel approach in that
the user is the audience that can influence how the story unfolds. Similar to watching
a movie and when the heroine is about to enter a murder infested room the audience
can say: “No stop you will be killed!” and the heroine can choose to obey or not
depending on her feelings. They have shown that planning can be used for this type
of emotional evaluation sufficiently efficient to run dramas spanning a few minutes.
The architecture is in all main areas significantly different from DED.

The virtual storyteller [44, 45] is a story telling system that creates stories from
character agents interactions with an emphasize on emergent improvisational theatre.
The stories are told by a narrative agent. There is no interaction between the character
agents and the player; the player can only interact with the story teller.

Actor bots are specifically designed for RPGs. This is contrary to other related
research for video games which aims to make bots for FPS, adventure games and
strategy games because they do not involve complex interactions between player and
NPCs [46].

The aims for Icarus [8], an automated FPS combat player, are the basic components
that are needed for bots in games such as FPS if they are to be believable human. These
include a hierarchical organization of knowledge with multiple levels of abstraction
that provides a rich, human-like vocabulary and strategies. The bots use goal-directed
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and reactive behaviours and should support incremental learning and be able to use
it later on in a believable fashion. Finally they should have the sufficient knowledge
base to support complex reasoning. Icarus has a complex memory structure to support
human like decision making based on well established cognitive theories. It does not
accommodate emotion or characteristics though and its main goal is not interaction
with the user in form of acting out an engaging drama like the actor bots.

This is the case with other similar bots for FPS and adventure games. Their aims
are to play against the player rather than to be a companion or entertainment for the
player as in Chaps.7 and 8.

Imitating or learning from human players, as in Chap.6 and 12, has seen some
success in action based games such as in 3D boxing simulation game [35] and in FPS
[16, 20, 53]. In the 3D boxing case based imitation showed a clustering of behaviour
around that which the human player performed. There was a clear difference in the
play of a bot imitating an experienced or weak player [16]. Use a Bayesian based
probability function in a goal oriented bot. The bot imitates that actions of a human
player and forms goal oriented strategies based on its observations [20]. Use pre-set
probability distribution tables that the bot utilises with a Bayesian function. The bot
can then learn new behaviours and playing styles by imitating other players. Finally
[53] use actor bot modelling to learn good combat strategies for RPGs. All of these
are successful in imitating combat actions of human players but do not contribute
towards a more complex interactions as those handled by the actor bots.

3.6 Summary and Future Work

We have seen that current computer games are very good at computing character
statistics and there are many quality games for power gamers and tacticians. Cur-
rently the game market has not been able to meet the demands of method actors and
specialist or players that simply want a good flexible story. The reason is that current
games tend to railroad players, forcing them to follow pre-authored stories.

It is the lack of a truly vicarious adventure that the Directed Emergent Drama
(DED) engine aims to fill by facilitating the emergence of a structured drama from
player and actors’ interactions. In this chapter we shared how the DED engine facil-
itates similar experiences as provided by Pen and Paper Role-Playing Games, due to
parallels in the fundamental approach to interactive drama.

Increasing basic role-playing concepts in Computer Based Role-Playing Games
is very likely to increase player satisfaction by appealing to a larger audience and by
increasing the degree of engagement and immersion. This remains to be tested with
empirical user studies.

In this chapter, we presented real-time applicable algorithms based on relevance
reasoning that are both efficient and scalable. Using Bayesian Networks (BNs) is a
viable choice to represent the knowledge base and the characteristics of an intelligent
agent. Since these agents are likely to need vast BNs, it is necessary for them to be able
to decide on an action without updating a BN with possibly hundreds of thousands
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of variables. This we do by extracting the relevant subnet from the main BN and only
updating the values in the subnet. Using d-separation and context we greatly reduce
the size of the network that needs to be updated to compute inference of a target
variable each time, effectively removing the exponential growth of BNs. Care needs
to be taken to preserve d-separation where needed and to realise that the result needs
to be propagated to the network when its influence on BN as a whole is needed.

We still have not worked out a way to update the main BN with information
gained by the agent. This is a prominent problem that needs to be looked at. There
are some possible solutions including hierarchical BNs and updating the BN in
stages in separate threads using d-separation or clustering to divide it into ordered
subnets that can be updated independently and the resulting values propagated to the
neighbouring subnets.

In order to fully demonstrate scalability, the system needs to be applied to a larger
domain. In particular, more content should be added so that the resulting BNs are
both larger and more interconnected. Additionally adding greater complexity in the
form of more traits and emotions will be good to test the bot’s decision making. We
expect that for a reasonably large drama an actor bot could have a knowledge base
consisting of tens or hundreds of thousands of variables and it clearly remains to be
solved how such a large BN would be authored by a non-programmer.

As future work it will be interesting to include psychosocial behaviours and deeper
personality and emotional reaction such as described in Chap.2. The framework
defined there would go very well with a Bayesian Network.

Additionally it would be constructive to explore how Recursive Modelling Method
(RMM), as described in [15], can aid in giving the agents a more complete theory
of mind without needing to go into full game theory and the subsequent search for
Nash Equilibrium [36].

The engine is equally able to operate on physical actions as on speech actions and
in our future experiments we will add this.
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Chapter 4

Embodied Conversational Agent Avatars

in Virtual Worlds: Making Today’s Immersive
Environments More Responsive to Participants

Jacquelyn Ford Morie, Eric Chance, Kip Haynes
and Dinesh Rajpurohit

Abstract Intelligent agents in the form of avatars in networked virtual worlds (VW5s)
are a new form of embodied conversational agent (ECA). They are still a topic of
active research, but promise soon to rival the sophistication of virtual human agents
developed on stand-alone platforms over the last decade. Such agents in today’s VWs
grew out of two lines of historical research: Virtual Reality and Artificial Intelligence.
Their merger forms the basis for today’s persistent 3D worlds occupied by intelligent
characters serving a wide range of purposes. We believe ECA avatars will help
to enable VWs to achieve a higher level of meaningful interaction by providing
increased engagement and responsiveness within environments where people will
interact with and even develop relationships with them.

4.1 Introduction

Embodied conversational agents (ECAs) refer to intelligent programs that are deliv-
ered through an embodied persona, typically a two- or three-dimensional graphic
entity that has the ability to converse via text or speech with a human interactor,
either on the web or via standalone code running on a computer [6]. Among Artifi-
cially Intelligent (AI)-driven entities, ECAs not only have conversational interactions
with humans, they are often able to remember information about those interactions
from session to session [2]. They incorporate techniques from Natural Language
Processing and include a corpus of knowledge that can cover a single topic or span
multiple ones [3, 11]. Some ECAs, often called Virtual Humans (VH), can include
specialized reasoning and even emotions [12, 23]. The newest form of ECAs are those
deployed within persistent virtual worlds, where they are embodied as 3D avatars,
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the same representations used by human participants. Since these virtual world Al
entities share the same constraints and stylistic designs of avatar embodiment and
interaction as the users of the virtual world, we have elected to call them embodied
conversational agent avatars (ECAAs). Unlike their more well-known ECA coun-
terparts, ECAAs must be able to adapt to an environment that changes over time,
and recognize a wide range of users embodied by different forms of avatars. They
must remain persistent in a world that is theoretically never turned off, yet be able to
restart automatically should that world reboot for some reason.

Virtual human research has progressed rapidly over the last 15 years [1, 14,
30, 32, 33]. Yet, Embodied Conversational Agent Avatars are still in their infancy,
with the first ones being implemented only around four years ago [15]. As the
articles in this book show, making better and more functional bots is a promi-
nent research topic. This chapter focuses primarily on intelligent agent avatars in
virtual worlds, and especially the work being done at the University of Southern
California’s Institute for Creative Technologies (ICT), which has a large research
effort in both VHs and ECAAs. ECAAs can be considered sophisticated conver-
sational bots that look like other inhabitants of the world and interact meaning-
fully with humans within that space. Because of this, they can contribute to more
robust scenarios in virtual worlds, covering a wide range of topics, from training to
health.

Today’s agent avatars in virtual worlds are the result of a merger of 3D virtual
reality environments with interactive artificially intelligent agents. These two tech-
nologies started as separate lines of research, and in the last decade have come
together to mutual advantage.

Virtual reality (VR) technology provides digitally fabricated spaces where we
can experience that which we cannot in real life, whether we are barred from it
though distance, temporal displacement or its imaginary nature. VR relies on build-
ing, through the use of computer graphics and specialized viewing systems, complete
environments that our disembodied selves can traverse as if we were really, truly there
[25]. The task of early VR researchers was to find ways to convince humans of the
believability of these digital spaces built only with computer graphics tools, and no
physical materials. Much of the research focused on how to bring the viewer inside
that intangible world. Researchers designed displays that shut out signals from actual
physical reality and replaced these with malleable and controllable computer graph-
ics [13]. Zeros and ones became digital sirens that fooled our minds by providing
experiences that stimulated our neural circuits in ways very similar to actual reality.
Unlike actual reality, however, it was a boundless expandable frontier, limited only
by the creator’s imagination.

The other area of research was artificial intelligence (AI), which focused on mak-
ing machines truly intelligent. Rather than creating spaces we could inhabit, the
early Al community sought to capture the internal mechanisms of human thinking
processes within the confines of a computer system [28]. The overarching concept
here was to understand how the brain worked, and to then make a machine appear
smart in a way that mimicked basic human intelligence. One trajectory of this research
was to develop programs that could exhibit intelligence and interact with humans
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in a conversational manner. Early efforts concentrated on text-based queries and
responses, with a human asking a question and the machine answering as if it was
a perceptive, thinking entity. Weizenbaum’s early program, Eliza, very nearly did
the trick—more than one person was convinced his interactions were with a real
person rather than a computer program [39]. But it was a thin disguise and these
early so-called “chat bots” began to evolve into more sophisticated systems through
dedicated hard work and ongoing advances.

Each of these technologies—VR and Al—struck a chord with the general pub-
lic, which began to believe that computers could do almost anything conceivable.
Escape the real world? Download your brain into a computer? No problem! This
led to unrealistic expectations and researchers simply could not keep pace with the
hype generated by public excitement fed by the overactive imagination of the press,
science fiction books and even film. A period of disillusionment set in [26]. However,
researchers entering the second decade of the 21st Century have moved beyond these
issues and are forging ahead on the paths early visionaries trod only in their dreams.

Going beyond Eliza’s model of a disembodied conversation with computer pro-
grams masquerading as a Rogerian psychotherapist, a key group of people realized
that conversing with a visible character would enhance the interaction between human
and machine [8]. In the 1990s, these intelligent virtual characters began to take on
graphical forms that could visually depict human-like actions and responses during
conversational interactions. Unlike the more sophisticated depictions of computer-
generated humans that were part of movies (for example, the film Final Fantasy
in 2001) where each frame of a character’s existence took hours to create, these
Al virtual humans had to run in real time to support their interactive nature. This
task was difficult given the capabilities of the computers of that time. Therefore,
real time depictions were necessarily less about realism and more about behavioural
believability.

Computer games were also quickly advancing during this time, and game mak-
ers adopted techniques from many domains, including VR and Al. As a real time
interactive medium driven by a new generation of demanding players, these games
pushed the envelope of realtime graphics while also incorporating some basic forms
of intelligence into their systems. Most of these Al resources were allocated to the
behaviours of non-player characters, including rudimentary player interaction and
simple pathing algorithms [31]. However, a few AI characters had “starring” roles.
The SIMS, for example, while not a goal-driven game, stands out as a prime example
of characters acting with complex human-like behaviours via scripted rule-based Al,
decision trees and neural networks [22]. These characters were given basic intelli-
gence, beliefs and goals commensurate with the needs of the game system. People
developed strong associations with these virtual “humans” [4].

Another example of a game Al in a “starring” role is “The Creature” from the
2001 strategy game Black and White (developed by Lionhead Studios). It was widely
acknowledged as the best example of character game Al for its time. With intelligence
designed by Richard Evans, The Creature was programmed to do your godly bidding
as your representative on a planet. The Creature learned from the way you interacted
with, rewarded and punished it. It used an Al architecture called BDI, which provided
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much of the same functionality used in the SIMS. Black and White became an
immensely popular game, due in part to its sophisticated character AI [9].

By the first decade of the 21st Century, VR was supplanted by games in the
popular imagination because these were much easier to access and did not need
any specialized display equipment. Some games used multiple players in connected,
persistent, and easily accessible graphic worlds, such as World of Warcraft and Final
Fantasy, and were therefore known as networked games. Parallel to these, open-ended
virtual worlds emerged, which depended more on social interactions than quests or
game mechanics. Though the first implementations happened a decade earlier virtual
worlds have become popular recently, with hundreds of existing worlds and millions
of users (see current statistics from the marketing firm KZero Worldswide at http://
www.kzero.co.uk/universe.php). Unlike VR environments, which are typically set up
in a laboratory or clinician’s office where one must be physically present, these virtual
spaces need no special equipment to experience, and can be accessed from anywhere,
on any standard computer connected to the Internet. These worlds are always running,
and therefore they grow, change, and evolve as people use them, with the participants
themselves often customizing the world for their own purposes. Placing ECAAs
within them involves special challenges such as keeping them running in a persistent
world and giving them functionality to interact with a wide and constantly changing
variety of users.

4.2 Advancing Intelligent Virtual Human Research

4.2.1 Chatterbots

As noted previously, the earliest virtual agents were non-graphical conversational
characters comprising computer programs that could typically “understand” text
typed by a human. The program achieved this by matching key words to a database
of responses. Such interactions were often limited in scope and lacked the richness
of normal in-person communication. The common term given these autonomous
software programs was chatterbots, chat bots or “bots” for short [24].

4.2.2 Embodied Conversational Agents

The next advancement was to depict these interactive agents in some visual form.
These “embodied conversational agents,” or ECAs, did more than make the agent a
person—they set the stage for understanding that more complex requirements were
needed to support the believability of an embodied agent. For example, a personality
of sorts could be achieved by writing clever interactive dialog, but the visual depic-
tions also needed to reflect this in some way. Each stage of development revealed a
new understanding of the cues we take for granted in face-to-face communication.
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Much more work was needed in combining Al and character depictions to make a
visual agent appear convincing.

Researcher Justine Cassell describes ECAs as “multimodal interfaces” that imple-
ment as many of the usual elements humans use for communication as possible. These
can include speech, gestures and bodily movements, facial animation, and more com-
plex aspects such as subtle body language and responses with embedded emotional
overtones [7].

Research in ECAs started in earnest in the late 1990s. Several investigators and
institutions took the lead in advancing the state of the art. In addition to Dr. Cassell
and her colleagues (then at MIT) advanced work was being done by Joe Bates’s team
at Carnegie Mellon University, and at the Information Sciences Institute (ISI), part of
the University of Southern California. The work at ISI brought the virtual character
Steve to life, which served as a pedagogical agent who could interactively teach you
about the operation of a ship’s control panel (see Fig.4.1).

Steve was aware of whether or not you were paying attention to his training, and
would urge you back on task via a synthesized voice. Steve was one of the early
forms of a pedagogical agent that actually possessed a 3D animated body (albeit
without legs!) and this opened up new avenues of engagement with pupils using
virtual training environments [14].

4.2.3 Modeling Human Communication

The global research question was this: How many of the aspects of face-to-face
human interaction can be simulated via ECAs, and what disciplines might inform

Fig. 4.1 Steve in the machine room of the ship
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the implementation of these affordances? Dr. Cassell advocated the study of human
communication as a preliminary, necessary step to creating believable intelligent
embodied agents. She identified the following basic functional requirements:

e The ability to recognize and respond to verbal and non-verbal input.

e The ability to generate verbal and non-verbal output.

e The ability to deal with conversational functions such as turn taking, feedback,
and repair mechanisms.

e The ability to give signals that indicate the state of the conversation, as well as to
contribute new propositions to the discourse [5].

In the 2001 AAAI Symposium, ISI researcher Jeff Rickel described the development
of autonomous agents that can take on a variety of human roles as “a daunting task”
that demanded integration of several core technologies, some in place and some
requiring development. All, however, were focused on creating a common represen-
tation and exposition of task knowledge [30]. In 2000, several members of the virtual
human research group at ISI moved to the newly formed USC Institute for Creative
Technologies (ICT), which was tasked with building better and more immersive sim-
ulations for military training. A key aspect of this effort, the group realized, was to
populate the 3D training environments with believable characters playing various
roles to enhance their immersive and compelling aspects. This focus expanded upon
the Steve project already developed at ISI, and enabled new collaborative areas of
investigation, taking the research into increasingly advanced levels of sophistication.

4.2.4 Multidisciplinary Approach

From its inception, the ICT built virtual humans as a multidisciplinary endeavour, and
therefore the characters not only began to interact more naturally with their real world
counterparts, they did so within more complex virtual environments. According to
the head of the virtual human research team, Dr. William Swartout, the goal was to
create “virtual humans that support rich interactions with people [to] pave the way
toward a new generation of interactive systems for entertainment and experiential
learning” [14].

This required integrating several core technologies as building blocks that worked
together to form a more multifaceted complex agent. No mere chat bots, the research
centred around creating agents that were visual, gestural, aware of their surround-
ings, and even able to exhibit emotions that could be changed on the fly. Over a
decade of research and development at the ICT resulted in smart pedagogical agents
that could help people develop skills in task analysis, negotiation, decision-making,
and complex leadership skills. They were given sophisticated appraisal systems and
embedded goals. They featured complex emotional modeling and could get angry, or
refuse to go along with your plans. They integrated task representation and reasoning
along with natural language dialogue. They appeared as convincing visual represen-
tations, with realistic behaviours including subtle movements like body language,
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idle behaviours, facial expressions, gaze models and the like. These virtual humans
knew about their environment and the other persons within it (both real and virtual).
They were programmed with the basic rules of face-to-face spoken dialogue. They
could show nonverbal behaviours that people exhibit when they have established
rapport. They could understand both text and spoken word, and even deal with off-
topic remarks. In short, these virtual intelligent agents combined a broader range of
capabilities than any other work being done at that time [14, 20, 34] (see Fig.4.2).

ICT’s virtual human architecture includes a number of components listed below
that support the agents’ intelligent behaviours [21]. The simplest question-answer
agents use the first three components; more complex agents can use all the compo-
nents listed.

e Speech Recognition: parses the trainee’s speech and produces a string of text as
output.

e Natural Language Understanding: analyzes the word string produced by speech
recognition and forms an internal semantic representation.

e Non-verbal Behaviour Generation: takes the response output string and applies a
set of rules to select gestures, postures and gazes for the virtual characters.

e Intelligent Agent: reasons about plans and generates actions. Simple question and
answer agents use the NPC Editor, whereas complex agents are created using other
cognitive architectures. The agents contain task models, a dialogue manager and
a model of emotions.

e SmartBody: an in-house animation control system that uses Behavioural Markup
Language to perform advanced control over the characters in the virtual envi-
ronment by synchronizing speech output with gestures and other non-verbal
behaviour [37].

Fig. 4.2 Typical ICT virtual human agents from 2007
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Fig. 4.3 The SimCoach
character, Bill Ford, from
2010

e Real Time Graphics: a range of commercially available game engines are used for
building the custom environments and as the foundation for real time rendering. As
of this writing, Gamebryo and Unity are the most widely used engines at the ICT.

ICT’s newest virtual human project, SimCoach, provides three versions of a web-
based intelligent coach to encourage people in need of help to take a first, anonymous
step towards finding that help. It will assist veterans in locating medical advice from
a variety of online and staffed resources. Three coach figures have been designed to
appeal to military personnel: a retired Vietnam veteran (Fig.4.3), a female aviator
and an active duty soldier. Special attention is being given to the facial expressions
and non-verbal body movements to provide a high level of behavioural believability.
The SimCoach can answer typed queries in real time, while the movements are
procedurally triggered via SmartBody markups to the dialog. As the first ICT virtual
human to be deployed via the Internet, SimCoach takes interactive ECAs to the next
level [17].

4.3 Convergence: Virtual Agent Avatars in Real-Time Virtual
Worlds

As discussed above, the most advanced virtual humans or intelligent agent appli-
cations have been achieved in custom-built environments designed for a specific
purpose, providing a bounded framework to contain the extent of knowledge and
interaction the character must provide. This is true even for the SimCoach. However,
when the environment is more open, the domain more permeable, or the world in
which the agent exists subject to ongoing change, it becomes more difficult to create
intelligent characters that believably populate those spaces. This is the challenge
faced when operating ECAAs within virtual worlds.
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4.3.1 Challenges of Virtual Worlds

Networked, persistent VWs are not perfect. A person can enter a virtual space one
time and find a group of interesting people interacting, chatting and doing things
together. Another time, the space might be devoid of people, leaving one to wonder
what to do. Some spaces themselves can be confusing with little clues regarding
the purpose of their construction. Having to self-discover what to do in a space can
lead to frustration. The task of discerning how to interact with the virtual world’s
affordances, control one’s avatar, and navigate the space is often overwhelming to
a first time user. The luckiest initiates learn from their friends, who take them “in
hand” and see that they are mentored through all the basics. The unlucky ones may
join the ranks of a rather large drop-out statistic. In 2007 Linden Lab, the company
responsible for Second Life (SL), one of the most popular VWs today, reported that
their drop out rate for new users—those who logged in once but never again—was a
rather shocking 90 % [35].

4.3.2 ECAAs as Solutions

Adding ECAAs to virtual worlds seems like one obvious solution to these issues
because they have the same embodiment and interaction potential as real users. Such
agents can serve as helpers, information resources, orientation aids and virtual tour
guides. In addition, ECA As may be employed indefinitely to maintain spaces created
for a specific purpose, whereas employing live support staff for the same task may
be untenable. This approach makes a great deal of sense given the world-wide base
of VW users and the expansive nature of their spaces.

ECAAs can serve educational purposes as well. In fact, any of the purposes for
which virtual humans or intelligent agents have been created can be duplicated within
the virtual world with embodied agent avatars. However, in 2007, worlds like Second
Life made surprisingly little use of any form of agents, or their simpler cousins,
chat bots. They were not part of the offerings of Linden Lab—the company that
created Second Life—whose focus was on building a platform that encouraged user-
generated content such as buildings, clothes, furniture and the like—merchandise
that could be used primarily for commerce.

The first SL avatar-based bots were used to model clothing in virtual shops. One
was instructed not to talk to those models; they were just there to show how the
clothes would look on a 3D figure. So they were useful, but not intelligent and
certainly not conversational. Other practical uses for bots were to monitor visitors
within a space, using the built in aspects of an avatar to gather information and the
like. Less sanctioned uses included using them to increase the visitor traffic count
and make your area appear to be more popular than it actually was [36].
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4.3.3 Using Virtual Worlds as ECAA Research Platforms

The ICT recognized a great opportunity for expanding its expertise in creating virtual
humans to the virtual world domain. VW space seemed like an ideal platform for
importing some or all of ICT’s virtual human technology. Not only would the virtual
world provide the underlying graphics and physics engine for little or low cost (until
now we had used game platforms such as Gamebryo and Unreal Tournament), avatar
agents could be designed with much less overhead (no building the 3D characters or
having to animate them), allowing more focus on their intelligence and conversational
attributes.

The virtual world, especially Second Life, also offered intrinsic benefits of greater
availability, affordability (and free to users), an in-world scripting language for data
gathering and other peripherals, persistent usage, and not having to bring participants
into a research lab for interaction. It also provided a rather large pool of virtual world
residents who could potentially interact with agents we might deploy. Even though
reports of its demise have been rumoured, SL continues to be a very stable platform
with tens of thousands of users at any given time [29].

With these thoughts in mind, in 2008 we set about adapting some of the tech-
nology behind ICT’s virtual humans to create ECAAs within Second Life. This was
made possible, in part, by leveraging an open source software library then known as
libsecondlife (now called libOpenMetaverse). This software enables communication
with the servers that control the virtual world of Second Life.

We had already built a large Iraqi Village in SL for a previous project, but the
village seemed quite empty and dull when no one was around. We chose this location
for a proof of concept exercise and filled it with simple avatar-based bots acting as
villagers, who went about their daily activities in a scripted fashion. For example, a
mother and her son would shop at the various stores in the market place, conversing
with several bot shopkeepers (see Fig.4.4). An old man would walk through his

Fig. 4.4 Village bots going about their daily business
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village, have tea served to him by a waitress bot, and then go to the mosque to pray.
Child bots played in the schoolyard, and the shopkeepers even visited with each
other. These were not interactive or intelligent agent avatars, just avatars scripted to
perform as actors, but they did give the village a liveliness that was not often found
in a Second Life environment.

4.3.4 ECAAs for Instruction and Training

In late 2008 a new project at the ICT was funded to build a virtual healing centre
for U.S. Military veterans in Second Life, on a space called Chicoma Island. This
space, consisting of four “sims” (a.k.a. simulators, or standardized large regions of
virtual space in SL), would offer in-world activities that could help reduce stress,
build resilience, and serve as a supplement to standard medical care. One of the
activities added to the virtual space was a labyrinth, as these are often associated with
contemplation and relaxation. We realized that people might not know how to walk a
labyrinth, so the first agent avatar we created was a simple scripted character that sat
near its entrance, and could be summoned to provide very brief non-denominational
instructions (see Fig.4.5). This character was a small step up from the village bot
actors, in that it did interact, but only when summoned.

‘We moved on to a more elaborate implementation for our next Second Life agent.
To prevent the widely acknowledged confusion that can occur when a human-driven
avatar comes to a new place, we implemented a guide for our area. As soon as a
new visitor was detected, this guide, an agent avatar named “Info Clarity,” would

Fig. 4.5 The Labyrinth guide on Chicoma Island



110 J. F. Morie et al.

appear near the visitor and welcome them to Chicoma Island via a text chat message.
Info could answer any questions typed to him about the purpose of the island and
what one could do there. The agent avatar could also take the visitor on a walking
tour of the space or teleport them to specific destinations when requested. The chal-
lenge of building this navigational agent helped answer many questions regarding
ECAA:s.

The first question we needed to answer was if the ICT framework for ECAs could
be connected to avatar representations in Second Life. We were able to solve this
problem by implementing the connection to the NPC Editor (a statistical classifier
that could parse the text and match it to appropriate answers) using OpenMetaverse, a
set of reverse-engineered protocols allowing a bot to mimic the interaction of a client
program with the SL server. In other words, our ECAA appeared to be an avatar like
any human-driven avatar, logging into the sim and accessing all the standard avatar
features as well as the Al capabilities we were providing. Soon we had a guide agent
whose domain included all parts of Chicoma Island.

Other questions were answered as the bot stayed logged in and interacted with
users in the world. We determined that the bot could stay running and stable for an
extended period of time, it could handle more than one person asking questions, and
it could respond to people who were not in proximity to it by communicating over
Instant Messaging, rather than local chat. When touring a person around the four
sims of the island (each being served by a separate CPU), we solved the problem
of handling the disruptions and navigational discontinuities caused by crossing sim
boundaries. We analyzed conversational logs between ECAA guides and visitors,
and improved the range of topics and questions that could be addressed. As was our
standard practice, we also added responses to off-topic questions designed to bring
the visitor back on track.

Shortly after we started this project, our work came to the attention of a training
arm of the DoD. They were building areas within two virtual worlds, and wanted
to populate them with intelligent agents for various purposes. This project—Virtual
Intelligent Guides for Online Realms, or VIGOR—resulted in a number of interesting
instances of agent avatar technology in virtual world space.

The first ECAA we created for VIGOR was to play the role of a knowledgeable
African diplomat in a virtual information centre in Active Worlds. Active Worlds
was a much older VW platform, with fewer tools available to access the internal
workings of the system, but we produced a fairly simple conversational agent for
our sponsors that could answer a range of questions about his African country (see
Fig.4.6).

We were also tasked with creating a guide for a public Army-oriented space they
were setting up in Second Life. Building on the ideas present in the Chicoma Island
guide, we created a sophisticated navigational and informational agent to tour people
around the Army space, answer their questions and give them Army-themed virtual
gifts. This guide went beyond the island guide in several ways. Its navigational
functions included being able to guide groups, and know when people were keeping
up with him or not. It could not only answer questions, it could handle both local
and messaged chat inquiries and even correct for spelling mistakes. If this guide
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Fig. 4.6 Sudanese official in active worlds

ECAA did not know the answer to a specific question, it could send a message or an
email to a live person who could send back an answer, which the bot would dutifully
relay [19].

The next task was to implement an embodied agent avatar that could tell peo-
ple how to make a parachute jump in the virtual Army world. What made this
request challenging was the specification to make him a “crusty old sergeant” who
would bark out orders and get annoyed if you weren’t doing things fast enough.
We had only made agents in SL that used text chat, and typing is not an efficient
way to convey “crustiness.” Therefore we decided to give this one a recorded voice,
with which he could speak to the participants. Standing at the entrance to a rustic
jump shack, he would greet visitors saying: “So you wanna jump off my mountain,
troop?” He’d then say: “Well ya better get on one of those parachutes back there,
before someone puts you in a body bag!” motioning to a shelf of parachutes in the
jump shack. The visitor could type certain responses. For instance, if he or she said
“No” to the jumpmaster’s original question, then the jumpmaster agent would sim-
ply wait for the next visitor. If the person took too long to get their chute on, he’d
offer the exact steps to do it, and yell at you impatiently if you still took your time
(see Fig.4.7).

The jumpmaster agent underscored some of the challenges that Al researchers
discovered when their characters became more human-like, and these challenges
were exacerbated within the Second Life platform. While we had successfully created
a jumpmaster that yelled at you, SL did not offer tools that allowed us to make facial
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Fig. 4.7 The Jumpmaster bot in Second Life

expressions to visually support the behaviour indicated by the vocal track. Second
Life does offer a rudimentary lip-synching for when avatars are using a microphone
and voice functions in the world, but it is not very sophisticated. It works moderately
well for ordinary conversation, but not for voices that are highly modulated, as in
singing or yelling. However, it is possible to access approximately a dozen key frames
of default facial expressions through the native scripting language, LSL. With no way
to access any control points on the agent avatar’s face, we instead used a script to
rapidly trigger and stop these available key frames in custom sequences to produce
the illusion that the intelligent virtual agent is speaking the phrases being heard. It
was moderately successful, and an interesting surprise to those Second Life citizens
who encountered our less than polite jumpmaster [10].

The next challenge for the VIGOR Project was to develop an agent that could
give what is called a “staff ride,” which is typically a visit to a battleground or
location of interest with someone relaying the events that took place on various parts
of the terrain. Other environmental conditions such as weather can also be used as
part of the analysis of the events that transpired. Staff rides are valuable training
mechanisms, and today are most often conveyed through PowerPoint presentations
in a classroom rather than by a visit to an actual site of interest [31]. Our staff ride
guide was to tell the story of an incident during the Iraqi war at a checkpoint along
the road to the Baghdad Airport. In this situation a car taking an Italian journalist
to the airport failed to stop at a temporary checkpoint, and was fired upon, resulting
in casualties. The geography of that area was built in Active Worlds, and an ECAA
was developed with knowledge of the event. The tour started in an information
centre where the initial details of the incident were conveyed to a group of human-
driven avatars. The virtual staff ride guide then led the group to that checkpoint area,
showing the terrain from several vantage points such as from an overpass and from
the soldiers’ location. Unlike staff rides where some of the details of the area might
have changed, the Active Worlds environment could maintain the location of key
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items that were there during the original incident, such as the temporary barriers
and even the journalist’s car, for better understanding of how they played into the
events.

The training, guide and informational ECAAs we created in Second Life were
fairly successful, and served as excellent proofs of concept. Back on Chicoma Island
we decided to make an intelligent agent avatar that was a more prominent part
of the activities we were building. The Warriors’ Journey Story Tower was one
such activity, where a veteran could go to see and hear a story about a classic
warrior figure from history such as the Cheyenne Dog Soldier, or a Samurai War-
rior. The stories, shown through a series of narrated panels along the spiral path
of a tower structure, were designed to highlight guiding principles common to all
soldiers, such as defending one’s homeland, fighting with honour, protecting your
comrades and returning from injury. We realized that four narrated image panels
could only begin to tell the full story of these heroes, and that a conversational
agent in the form of the warrior whose story was being told would be an ideal
means to provide context, history and additional personal information about the
character.

After seeing and hearing the story along the spiral path, a visitor to the tower
reaches the topmost room, where the embodied conversational agent (whose avatar
is designed to appear historically accurate) is situated, surrounded by a backdrop that
represents where and when he lived. This ECAA finishes the story with additional
narration, and gestures towards elements of the space around him as he does so.
When he is done, text appears on the screen telling the visitor they can now talk to
the warrior and ask him anything they want to know about his time, his life and the
battles he has fought. The character has about 300 responses covering questions that
could be asked about these areas of interest, as well as responses that address off
topic comments. As veterans visit the Story Tower experience, we use the logs of
their conversations to add to the warrior’s knowledge base. At the present time, a
visitor can choose from two classic Warrior’s Journeys, each with their own set of
background narrative and conversational responses [27].

This activity uses the power of narrative to help reinforce a more positive attitude
and a connection to the long history of soldiers dedicated to protecting their people.
We are taking the next step with this work and making it possible for a veteran
who has experienced these stories to author not only their own story but also their
own story-telling agent for the Story Tower. Authoring a conversational agent with
full embodiment and a knowledge base is not a simple task: there is no Virtual
Human Toolkit available to help one through the process (although this is an active
area of research at the ICT). This effort is just starting and promises to be a major
advancement for ECAAs in Second Life.

The implementations discussed thus far are all individual examples of agent
avatars that converse one-on-one with a human being. As part of another task in
VIGOR, we wanted to see if we could make an entire scenario dependent on the
interactions of many agents, including a virtual teammate that collaborates on all
tasks and investigations. We chose to use the Iraqi Village described earlier as a
stage for a checkpoint situation that would involve military personnel and a range
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of villagers, including children and a pregnant woman. While this was a proof of
concept project for us, and not designed as an actual training exercise, it still included
aspects a soldier might encounter during a checkpoint duty. These included having
to stop, detain and search a person if they looked or acted suspicious, having to
interrogate villagers when looking for a suspect, and dealing with cultural issues,
like having to search a pregnant woman. A soldier ECAA acts as your partner at
the checkpoint. A group of villagers are coming down the road and it is your job to
make sure the people going in the village actually belong or have legitimate busi-
ness there. There are two main scenarios: The first is where the crowd creates a
diversion that enables a child to sneak past the gate with either medical supplies
for his grandfather or bomb-making materials (the scenarios randomly selects one
situation).

The second scenario involves a woman who appears to be wearing bulgy cloth-
ing and says she is going to visit an aunt in the village. These scenarios have
randomized story outcomes, such as the woman either being secretly pregnant or
simply trying to smuggle contraband. These divergent outcomes require that many
of the characters be able to adjust their knowledge base to account for the sce-
nario at hand. A scripted Heads Up Display (HUD) provides the actions and tools
needed to maintain the checkpoint: the ability to stop an avatar, wand them, detain
them and search their belongings (see Fig.4.8). This HUD works for both the user
and his virtual teammate. Each scenario may also require more information to be
gained by walking through the village and asking questions of the local inhabi-
tants. Here there are street vendors, shoppers, teachers and children who, as ECAAs,
can offer information if asked. All these agents can be questioned (or pursued if
they decide to flee) either by the user or the virtual teammate, who is also an
ECAA [18].

Fig. 4.8 Some of the many bots that are part of the checkpoint exercise in Second Life
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4.4 Creating Meaning with ECAAs

While we have done extensive work in creating useful ECA As in virtual worlds, there
is much more to be done. For example these intelligent characters need to be able
to communicate better, especially in the area of gestures, behaviours, and natural
body movements. However, this is also true even for the human-driven avatars in
virtual worlds. Current communication methods, as provided by the makers of virtual
worlds, require a person to choose gestures or animations from a limited list, which
is far from intuitive. One needs to consider which gesture might match what one
wishes to convey, and then actually trigger the gesture to have it played in the world.
All this takes planning and time [38].

ECAAs also would be much more useful if they could understand a person’s
voice, as this has become a preferred means of communication over texting in most
virtual worlds. While ICT’s traditional virtual humans understand and respond to
voice, implementing this functionality in a virtual world remains a challenge. In most
virtual worlds people communicate via a voice over IP solution using a variety of
consumer microphones, and this is not adequate to properly train a voice recognition
system. Using voice would also require more sophisticated control of an avatar’s
facial movements. However, much of the complexity that exists in ICT’s advanced
virtual human models is not available in the VW avatars that form the basis of the
ECAAs. Ultimately, we would like to integrate these virtual world agents with our
more advanced virtual human tools, such as SmartBody, the ICT behavioural markup
system in development that is integrated with the intelligence of the virtual human
system to procedurally generate appropriate movements synchronized with spoken
audio and other control channels [37].

While we have now made several ECAAs that serve a variety of purposes, the
main goal driving our research is to have these agents help provide meaning for
one’s interactions in the virtual world. When we first began working on the veterans’
healing centre we consulted with an existing Second Life veterans’ group that had
set up its own space where its members could feel comfortable and welcome. They
had built a hospitality centre with resources ranging from GI Bill information to
legal aid, a chapel, separate buildings for each of the services, a nightclub and more.
The focal point of the space, however, was a recreation of the Tomb of the Unknown
Soldier, a highly meaningful symbolic memorial for them. When we first approached
them, they were rather wary, and reticent to share information or join our activities.
However, as they began to learn more about our work, especially the intelligent
agent avatars we had created, one of the members came to us with a request: could
we make the ceremonial honour guard for the virtual Tomb of the Unknown Soldier?
It had bothered them that their tomb stood unguarded, unlike its physical counterpart
at Arlington Cemetery that is watched over 24 h a day, seven days a week. We, of
course, said we would do this thinking that, since the guard does not actually have to
talk to anyone, it would be easy. The challenge, however, was to make sure the honour
guard conformed in its actions to the precise ritualistic patrol the guard maintains
during his watch. This walk, 21 steps with specific turnings and time specifications,
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was a very slow procedure, in accordance with the solemnity of its purpose. It was not
simple to make a walk that proscribed and slow in Second Life because it offers only
two fixed speeds of movement. We devised a method that would animate an invisible
object along the walkway very slowly, and then attached the Honour Guard bot to
that while overriding his default animations and replacing them with customized
ones that could be synchronized with the movement of the object. In this way, the
actions were precise and at the correct pace.

One big challenge was to ensure that the tomb guard agent stayed online all the
time, which was more difficult than we thought it would be because the persistence of
the virtual world is sometimes volatile. The overall world is indeed constantly on and
available, but it happens that a particular sim, or island, may suddenly go offline for
an unspecified amount of time or be restarted periodically by Linden Lab to install
updates. An island’s owner might also decide to intermittently reboot the sim to
improve interaction and reduce lag, a common problem. We set up scripts to monitor
the agent’s status, and to relog it into the world if its sim went offline. However, if it
tried to log in before that sim came back online, it would be automatically routed to
some nearby sim. The monitor would then indicate it was back online, but we would
soon hear from the veterans group that it was not in the right place [16].

The creation of the Honour Guard for the veterans gained a trusting relationship
for us with the group. It also serves as an excellent example of why such agents should
be encouraged in Second Life. While some people might find ways to use agents
or bots in objectionable ways, the potential of these agents for positive interaction
outweighs arguments for their exclusion.

4.5 Conclusion

We foresee a very active future for ECAAs deployed in virtual worlds. While they are
not yet as sophisticated as many of their virtual human counterparts in the research
arena, they can still enrich virtual spaces, serve as much needed guides and docents,
teach valuable lessons, provide symbolic presences, and fill a myriad of uses—only
some of which have yet to be imagined. The mercurial architectures of persistent,
networked virtual worlds must be continually assessed to both determine what these
agents can potentially achieve, and to plan for spaces that can support their newest
uses. The advancement of virtual world ECAAs will only be achieved through dili-
gent study and exploration of these worlds because it is the limitations of current
virtual worlds that restrict the agents’ abilities to exhibit intelligence, emotions, and
learning capacity similar to that of the more mature virtual human technologies.
Virtual worlds are here to stay, and will be an increasingly active part of how we
interact with one another in the future. We encourage more work in this field and
look forward to the many changes such efforts will bring.
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Chapter 5
Human-Like Combat Behaviour
via Multiobjective Neuroevolution

Jacob Schrum, Igor V. Karpov and Risto Miikkulainen

Abstract Although evolution has proven to be a powerful search method for
discovering effective behaviour for sequential decision-making problems, it seems
unlikely that evolving for raw performance could result in behaviour that is distinctly
human-like. This chapter demonstrates how human-like behaviour can be evolved by
restricting a bot’s actions in a way consistent with human limitations and predilec-
tions. This approach evolves good behaviour, but assures that it is consistent with
how humans behave. The approach is demonstrated in the UT"2 bot for the commer-
cial first-person shooter videogame Unreal Tournament 2004. UT"2’s human-like
qualities allowed it to take second place in BotPrize 2010, a competition to develop
human-like bots for Unreal Tournament 2004. This chapter analyzes UT"2, explains
how it achieved its current level of humanness, and discusses insights gained from
the competition results that should lead to improved human-like bot performance in
future competitions and in videogames in general.

5.1 Introduction

Simulated evolution has proven to be a powerful policy-search method for solving
challenging reinforcement learning problems [5, 10, 16, 18, 21, 26]. However, evo-
Iutionary methods are also notorious for taking advantage of any trick available to
achieve high fitness: any loopholes present in the domain simulation software are
sure to be exploited. A similar problem arises in the context of evolving human-like
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behaviour for videogames. Because humans are skilled at videogames, it is reason-
able to evolve bots for performance in order to get human-like behaviour. However,
evolution may exploit domain tricks for the sake of performance, which results in
bots behaving in a non-human-like manner.

However, if the senses and actions available to the bot are constrained such that
they both simulate the restrictions humans deal with, and make common human
actions easy to carry out, then it is possible to achieve human-like behaviour by
evolving for good performance, even when good performance is defined in terms
of multiple conflicting objectives. This maxim is demonstrated by the UT"2 bot,
which placed second in BotPrize 2010, a competition to develop human-like bots
for the commercial First-Person Shooter (FPS) videogame Unreal Tournament 2004
(UT2004).

This chapter describes the UT™2 bot, with emphasis on its combat behaviour, the
policy for which was determined by a neural network whose weights and topology
were evolved using Evolutionary Multiobjective Optimization (EMO). The UT™2 bot
is further discussed in Chap. 6 of this book, which describes how UT"2 makes use
of human trace data to navigate when pathfinding fails. The two techniques are
complimentary, and can be used separately or together, as was done in UT"2.

Understanding how UT"2 exhibits human-like behaviour requires an understand-
ing of the role of bots in the FPS genre (Sect.5.2). The particulars of UT2004 and
BotPrize are discussed in Sects.5.2.1 and 5.2.2 respectively. Given this context,
UT"™2 can be discussed in detail (Sect.5.3) with emphasis on its combat behaviour
(Sect.5.3.2). The combat behaviour was learned using neuroevolution and evolu-
tionary multiobjective optimization, which are discussed in Sects.5.4.1 and 5.4.2
respectively. How these methods were used to produce the final combat behaviour
for UT"2 is discussed in Sect. 5.4.3. After fully describing the bot, it is evaluated in
Sect.5.5. This evaluation leads to discussion and ideas for future work in Sect. 5.6.
Then Sect.5.7 concludes the chapter.

5.2 Bots in First-Person Shooters

FPS games display the game world to the player through the first-person perspective
of the agent controlled in the game. Early games pitted players against simplistic
computer controlled opponents. Since the available weapons, ammo, health, and
general capabilities of players differed so much from that of the computer opponents,
it mattered little if the enemies behaved in a human-like manner.

However, FPS games eventually began incorporating multiplayer modes that
allowed players to compete against other humans over a network connection. A
free-for-all competition between several human competitors is called a Deathmatch.
In this style of play, all players are on equal footing with regards to weapons, health
and abilities. From the advent of human multiplayer combat, it was only a small step
to FPS games entirely based around the concept of multiplayer-style play.
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5.2.1 Unreal Tournament 2004

The original Unreal Tournament (1999) was the first FPS to fully embrace the
multiplayer style of gameplay. Although the game had a single-player mode, this
mode consisted exclusively of a series of matches against bots played with the exact
same rules used in multiplayer mode against humans. Thus arose the need for con-
vincingly human bots in FPS games.

UT2004 is the second sequel to the original Unreal Tournament, and continues
the trend of focusing on multiplayer-style play against humans. In addition to Death-
match mode, all Unreal Tournament games feature several additional types of team
play, such as Team Deathmatch and Capture the Flag, but since these modes of play
are not yet part of BotPrize, they will not be discussed further in this chapter.

In a Deathmatch, players spawn at random spawn points with only the most basic
weapons. They then run around the level, accruing more powerful weapons and other
useful items in order to help them kill each other in combat. An event where one
player kills another is called a frag, and is worth one point. After dying, players
immediately respawn at a new, randomly chosen spawn point with full health, but
only rudimentary weapons, as at the start of the match. If a player kills himself or
herself, for example by jumping in a pit or by firing a rocket at a nearby wall, the
penalty is the loss of one point, which can result in a negative score. The goal of a
Deathmatch is to either get the most points within a preset time limit, or be the first
to attain a preset number of points.

Because this chapter deals primarily with bot combat behaviour, the specific
weapons available in UT2004 will be reviewed in detail. Each weapon has both
primary and alternate firing modes which are often very different from each other.
Sometimes the alternate firing mode does not fire at all, but instead activates some
special ability of the weapon. Several weapons also have a charging attack, which
requires holding down the fire button to charge up a projectile whose properties
depend on how long the weapon is charged before being released. Each weapon is
explained in detail so that later descriptions (Sect.5.3.2.3) of how the bot handles
each weapon will be understood:

e Shield Gun: A last resort weapon whose ammo recharges automatically. Players
spawn with this weapon.

— Primary: Charges weapon until the player is close enough to touch an opponent,
at which point the weapon automatically discharges to deal an amount of damage
proportional (within bounds) to how long the weapon was charged.

— Alternate: Creates a defensive shield in front of the player that deflects projectiles
while the fire button is held.

e Assault Rifle: A weak but rapid firing gun that all players spawn with.

— Primary: Automatic fire that is rapid but weak.
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— Alternate: Charges a grenade that is launched in an arc on release. The grenade
bounces off of level geometry but explodes on impact with players. Powerful,
but difficult to aim.

e Shock Rifle: Weapon with both a fast, focused attack and a slower attack that
explodes to affect a large area on impact.

— Primary: Immediately hits target in the crosshairs and knocks players back on
impact, which can disorient them. However, the delay between subsequent shots
is significant.

— Alternate: Fires a large, slow moving orb that explodes on impact. There is
also a special combo attack that creates a larger, more powerful explosion if the
primary fire mode is used to shoot the orb out of the air. Bots can only perform
this “shock combo” by chance because they cannot determine the locations of
their own projectiles.

e Bio-Rifle: Weapon whose projectiles fire in an arc and linger on the ground, where
they explode on impact with any player that comes into contact with them. Note
that the bots in BotPrize have no way of seeing these potential traps.

— Primary: Rapidly fires small explosive green blobs.

— Alternate: Charges the weapon in preparation for firing a large blob that deals an
amount of damage proportional (within bounds) to the duration of the charge.
If the shot misses, then the large blob explodes into a batch of small blobs upon
hitting the ground.

e Minigun: A rapid fire machine gun.

— Primary: High rate of fire, but slightly inaccurate, and therefore best suited to
close quarters combat.

— Alternate: Slower rate of fire, but is more accurate and fires shots that deal more
damage.

e Flak Cannon: Versatile weapon whose primary firing mode is effective at close
range and whose alternate firing mode works well at medium range.

— Primary: Several small shards of flak are launched in a wide spread, each doing
little damage, but dealing a great deal of damage together.

— Alternate: Launches a flak grenade in an arc. Damaging flak is spread in all
directions on impact.

e Rocket Launcher: Fires slow but powerful explosive projectiles.

— Primary: Immediately fires a single rocket.

— Alternate: Charges up to three rockets to be fired simultaneously. When released,
however many rockets are currently loaded will be fired. The default firing
pattern is a wide spread that becomes wider as the rockets get farther away.
However, pressing the primary fire button while still charging causes the rockets
to shoot in a tighter, forward moving spiral.
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e Sniper Rifle: Very accurate and powerful, but slow firing weapon.

— Primary: Fires a single shot that instantly hits whatever is in the crosshairs.

— Alternate: For humans, alternate fire activates the sniper scope. Holding down
the alternate fire button zooms in to allow the player a better view of what is
in the distance at the cost of not being able to see nearby surroundings. While
zoomed in, the player can use primary fire to shoot. However, bots are unable
to use this feature because they do not see the world the way humans do.

e Lightning Gun: Functionally the same as the Sniper Rifle, except that the bolt of
lightning fired by this gun can be seen by humans, making it easier to trace an
attack back to its source. Bots cannot see these lightning bolts.

— Primary: Fires a single bolt of lightning that instantly hits its target.
— Alternate: Switches to a sniper scope, as with the Sniper Rifle.

This list shows that UT2004 provides viable weapons for any combat situation.
Certain weapons are only useful within certain ranges, though when under attack
players may be forced to improvise with the weapons and ammo currently available
to them. Given a choice of what weapon to use in combat, there are several salient
features that can be used to choose an appropriate weapon. Perhaps more importantly,
these features dictate how the weapon is used once it has been chosen.

e Rate of Fire: Rapid firing weapons work best in hectic, mid-range combat scenarios
when players are actively dodging, whereas slow-firing weapons tend to be better
at longer range, in which case the shooter can take time to make each shot. The
latter statement is especially true of the sniping weapons.

e Projectile Speed: Some weapon shots instantly hit any target in the crosshairs,
while others take time to reach their destinations. Humans using weapons with
slower projectiles tend to compensate for the slowness by anticipating where their
opponents will be in the next few seconds.

e Firing Trajectory: The alternate firing modes of both the Flak Cannon and the
Assault Rifle launch projectiles in curved arcs that tend towards the ground. Both
firing modes of the Bio-Rifle also fire in an arc. When using these weapons, players
must account for gravity, which usually means aiming higher than one would aim
with a straight firing weapon.

e Splash Damage: Weapons with an explosive component deal “splash” damage.
Splash damage is particularly useful against players that dodge well, and are there-
fore hard to hit, since near misses will also damage them. However, splash damage
weapons are also dangerous since they can damage the shooter as well. For this
reason, splash damage weapons are not preferred in close quarters combat. When
fired, it makes sense to aim at an opponent’s feet, since the explosion from hitting
the ground may damage the opponent even when the shot misses.

These weapon features are all relevant in defining the combat behaviour of UT"2.
However, UT"2 was designed not only to perform well in UT2004, but in the modified
version used in the 2010 BotPrize competition, which is described next.
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5.2.2 BotPrize 2010

The original 2008 BotPrize competition [12] was billed as a “Turing Test for Bots”
in which, as in a traditional Turing Test [23], each judge attempted to distinguish
between a computer controlled bot and a human confederate in a three-player match.
Many changes to this scheme were introduced in the 2010 competition [13]. The most
important is the inclusion of a judging gun, which replaces a weapon not mentioned
in Sect.5.2.1: the Link Gun. All human players and bots spawn with the judging
gun, which has infinite ammo. Both the primary and alternate fire modes of the gun
look and sound the same to all observers, but these two modes are different in that
one is meant to be fired at bots and the other is meant to be fired at humans. If a
bot is shot using the primary firing mode, then the bot instantly dies and the shooter
gains 10 points. Similarly, if a human-controlled agent is shot using the alternate
firing mode, then the human-controlled agent instantly dies and the shooter gains 10
points. In contrast, if either firing mode is used against an agent that is the opposite
of the intended type, then the shooter instantly dies, and loses 10 points. In any case,
a player is allowed to judge any other player only once; subsequent attempts to judge
the same player will have no effect.

The judging gun not only changes how judging is done, but completely changes
the game from a pure Deathmatch to a judging game. Since the bots are being tested
in this new judging game, they also have access to the judging gun, which adds the
challenge of deciding if and when a bot should use the judging gun. Unfortunately,
humans can now benefit from pretending to be bots. Such “distortion effects” are
discussed in Chap. 9.

Because all players have the judging gun, there is no longer a division between
human judges and human confederates. Furthermore, matches are no longer limited
to three players. Several bots and a roughly equal number of humans play simul-
taneously. All human players are judges, but they are ultimately competing for the
highest score. Of course, judging correctly is a good way to get a high score, since
correct judgments are worth 10 points each.

Other than the judging gun, all weapons function as usual, except that all damage
dealt is only 40 % of normal, in order to give humans ample chance to observe oppo-
nents before one of them dies. The levels used were three publicly available maps
designed by members of the UT2004 community: DM-DG-Colosseumn (Colos-
seum), DM-TIceHenge (IceHenge), and DM-GoatswoodPlay (Goatswood). Each
match lasted 15 min between the five competing bots, one to two native UT2004 bots,
and six to seven humans. There were a total of 12 matches conducted during three
separate one-hour sessions.

All of this information, along with the maps and the game modification which
implemented the competition rules, were available to the entrants before the compe-
tition. UT™2 was designed to compete within the parameters of this competition.
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5.3 The UT"2 Bot

The UT"2 bot was developed at the University of Texas at Austin for use in the game
Unreal Tournament 2004, hence the exponent of 2 after UT in the name. Specifically,
the bot was designed for BotPrize 2010 using Pogamut 3 [9], a platform for writing
Java code to control UT2004 bots via a customized version of the Gamebots message
protocol [1]. This section outlines the overall architecture of the UT"2 bot, and then
focuses on the bot’s battle controller.

5.3.1 Architecture

The architecture controlling UT2 is a behaviour-based approach similar to both the
POSH interface [4], which is integrated into Pogamut 3, and behaviour trees [14],
which were introduced in the commercial videogame Halo 2. The bot has a list of
behaviour modules, each with its own triggers. On every time step the bot iterates
through the list, checking triggers for each module until one of them evaluates to
true. The module associated with the chosen trigger takes control of the bot for the
current time step. Each module can potentially have its own set of internal triggers
that further subdivide the range of available behavioural modes.

The specific bot architecture is shown in Fig.5.1. The highest priority action is
getting UNSTUCK. Several triggers detect if the bot is stuck, but if any of them fire,
it means the bot’s ability to navigate has failed, and emergency action is needed to
return to a state where the bot can function as normal. UT"2’s method for getting
unstuck is based on human trace data, and is explained in full detail in Chap. 6.

The next highest priority action is picking up weapons that have been dropped
by killed opponents (PICKUP DROPPED WEAPON). Whenever an opponent dies,
the weapon the opponent was using, along with whatever ammo it had, becomes
available for pickup for a short time before disappearing. Humans tend to pick up
these weapons immediately when they are dropped provided they are close enough,
so it was decided that a human-like bot should do the same.

The next highest priority module is GET IMPORTANT ITEM. Some items are
highly desirable, either in absolute terms or in certain contexts, and should be pursued
even if it means running away from combat. One such item is the Keg o’ Health,
which gives a player 100 health points, exceeding the normal limit of 100. The Double
Damage powerup is always desirable as well. It makes a player’s weapons deal twice
the normal amount of damage for a period of 30s. Items that are circumstantially
important are health items when the bot is low on health, and weapons/ammo when
the bot can only use the basic starting weapons. The GET IMPORTANT ITEM module
makes the bot focus on and pursue any important item that is visible and close enough
to obtain in a relatively short amount of time.

The next module is the JUDGE module, which uses the battle controller, the
primary focus of this chapter. The bot remembers all opponents that it has judged so
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TRAVERSE LOCATIONS
GOTO LOCATION

STAND STILL

Fig. 5.1 Agent architecture for the UT"2 bot. The left column shows the behaviour modules in
priority order from fop to bottom. The middle column shows the individual controllers used by
each module. Notice that the battle controller is used by both the JUDGE and BATTLE modules.
The right column shows the individual actions available to each controller. This architecture can
also be thought of as a POSH plan or a two-level behaviour tree. This behaviour-based architec-
ture modularized bot behaviours, making the overall behaviour easier to understand, and making
programming and troubleshooting easier

that it will not attempt to judge anyone twice. The bot’s decision to judge is based
on how much interaction it has had with a given opponent, and how much time is
remaining in the match. Judging is more likely if the bot has interacted a lot with an
opponent, and if there is little time remaining in the match. Once the decision to judge
has been made, the actual decision is based on knowledge of previous judgments and
an assumption (only approximately true) that the number of bots in a match equals
the number of humans. Whenever the bot judges an opponent, it knows the identity
of the opponent after the judgment, regardless of the outcome. This knowledge is
used to determine the probability that any remaining player is a human or a bot,
which is in turn used to make a random but informed decision about how to judge an
opponent. As for how the bot behaves while making its judgment, this is determined
by the battle controller, which is described below in Sect.5.3.2.

The JUDGE module is high in the priority list because every player has infinite
ammo for the judging gun, which makes its use a viable option at all times. However,
if the bot chooses not to judge, but has no other ranged weapons available, it will
resort to the USE SHIELD GUN module. Proper Shield Gun usage separates the
good players from the experts, but typical players avoid using it because the ranged
weapons are so much easier to use in comparison. Most players only resort to the



5 Human-Like Combat Behaviour via Multiobjective Neuroevolution 127

Shield Gun when there is no other option. Because the Shield Gun is so different
from the other weapons in the game, it has its own scripted controller.

Without ranged weapons, a player is more vulnerable. Human players will typ-
ically seek out better weapons rather than risk fighting with just the Shield Gun.
Therefore, the controller’s design is based on the idea that a human’s primary con-
cern when using the Shield Gun is getting a better weapon. The bot is programmed
to approach the nearest relevant item while facing the nearest opponent and using the
shield mode of the gun to defend itself. Relevant items consist of ammo for weapons
that the bot has, and weapons that the bot does not have (picking up a previously
possessed weapon provides no extra ammo for that weapon). However, the bot only
pursues such a relevant item if it is closer than the nearest enemy. If the enemy is
very close, then the bot will rush in with the attack mode of the Shield Gun. If the
enemy is closer than a relevant item, but not close enough to do a Shield Gun rush,
then the bot will simply try to put as much distance between itself and the opponent
as possible while using the shield mode to defend itself.

The Shield Gun is only used if ranged weapons are unavailable. For ranged
weapons, the BATTLE module takes over. The bot avoids combat if its health is
very low, or if it is very far away from visible opponents, but otherwise it equips
whatever available weapon is best for the given circumstances and uses the battle
controller to drive its behaviour, as described in Sect.5.3.2.

A static lookup table indexed by distance from the opponent determines the best
weapon in each situation. Distance from the opponent is partitioned into close (less
than 100 UT units), medium (100-2000 UT units) and long range (greater than 2000
UT units). In general, sniping weapons and splash damage weapons are favoured at
long range. At medium range, the Flak Cannon is favoured, followed by rapid fire
weapons and splash damage weapons. At close range, splash damage weapons and
sniping weapons have lowest priority, and rapid fire weapons are favoured. This table
was tuned based on experience in UT2004, as well as trial and error.

If the bot is otherwise ready for battle, but sees no enemy, it checks its memory of
where it last saw an opponent, and uses the CHASE ENEMY module. The bot runs
to the last location that it remembers seeing an enemy in hopes of reacquiring its
target and reengaging in combat, though it will break off the chase for any opponent
that it sees. If the bot reaches the last known location of an enemy and still sees no
opponents, it gives up the search. The bot also gives up the search after too long a
period passes without encountering an enemy.

Given nothing better to do, the bot will simply head towards the nearest desirable
item (GET ITEM), where desirability is based on current equipment and vital statis-
tics. Basically, the bot will pursue weapons it does not have, ammo for weapons it
does have, and health and armour if it has less than the full allowance.

Note that although the battle controller is primarily responsible for all combat
actions, the bot is still capable of firing at opponents while using any of the non-
combat-oriented modules above. In particular, the bot does not stop shooting if it
needs to get unstuck, and it will fire on enemies it sees while attempting to pick up
an important item. This sort of behaviour is common among human players, and was
deemed an essential component of a human-like bot.
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Still, the majority of UT™2’s combat behaviour can be attributed to the battle
controller. Furthermore, most interactions between the bot and other players occurs
during combat, so the bot’s capacity to appear human depends very much on the
battle controller, which is described next.

5.3.2 Battle Controller

The battle controller is used by the combat and judging modules. It controls the
bot using an artificial neural network. Artificial neural networks mimic some of
the information processing capabilities of organic brains, but at their most basic
level they can be thought of as universal function approximators between RY and
RM for arbitrary integers N and M [11]. Some network architectures also have
an internal recurrent state which influences network output [11], thus making the
network behaviour a function of all previous inputs rather than just the current input.

This section describes the input sensors of the battle controller’s neural network,
which is evolved (Sect.5.4.1), followed by a discussion of the network’s outputs,
including how these outputs are interpreted and filtered to produce behaviour that is
both effective and human-like.

5.3.2.1 Network Inputs

The network used by UT"2 processes inputs based on the bot’s sensors every time
step the battle controller is in use. The network produces several outputs for each
set of inputs, and the outputs are used to produce an action for UT"2. The numerical
inputs to UT"2’s neural network are:

e Ten Pie Slice Enemy Sensors: These sensors are identical to those used by van
Hoorn et al. [25] to evolve combat behaviour for a UT2004 bot. From an overhead
perspective, the space around the bot is divided into slices, with the slices near the
front of the bot narrower (and therefore more precise) than the slices near the rear
of the bot (Fig.5.2). For each sensor, the value of the input is higher if an enemy
sensed within that slice is closer. Given multiple enemies in one slice, the distance
of the closest enemy defines the sensor value.

e Twenty-two Ray-Tracing Level Geometry Sensors: Gamebots provides a way to
define periodically updated ray traces, each of which senses the distance to the
first piece of level geometry that the ray trace intersects. The bot is surrounded by
twelve such ray traces which are parallel to level ground. These twelve sensors are
identical to the wall sensors used in [25]. However, because BotPrize levels have
complicated 3D geometry, additional ray traces were added which radiated out
at 45° angles both above and below the bot to sense unusual ground and ceiling
geometry. There were six ceiling traces and four ground traces. Traces at each
level were spread evenly around the bot (Fig.5.3). However, it was discovered
after the competition that the BotPrize version of Gamebots actually disabled all
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Fig. 5.2 Pie Slice Enemy Sensors. There are more slices of smaller size near the front (right) so the
bot can better distinguish locations in front of it. The dots represent enemies, and filled portions of
the pie slices show the relative activations for opponents at different distances. Activation increases
as opponents get nearer, which is why the opponent in the upper left causes the corresponding pie
slice to be filled less than the slice for the nearer opponent on the lower right side of the figure.
Adapted from [25]

Fig. 5.3 Ray-Tracing Level Geometry Sensors. Gamebots has a debugging option for viewing ray
traces on a bot. The figure shows all 22 ray trace sensors around the bot, with the contrast heightened
to improve visibility. Some of the rays aiming upward are brighter because they are not colliding
with any level geometry. These sensors provide the bot with information about the structure of its
immediate environment, which helps it reason about how best to dodge enemy attacks. Though
disabled in BotPrize 2010, these sensors should help the bot be more aware of its surroundings in
future competitions

ray traces, meaning all these network sensors returned a value of 0. This problem
is being fixed for future competitions, which will give future versions of the bot
better awareness of their surroundings.

e One Crosshair Sensor: There is an additional ray trace projecting straight in front
of the bot which can sense agents. If this ray trace hits an agent, then this sensor
is 1.0; it is 0.0 otherwise. As with the ray traces for level geometry, this sensor



130 J. Schrum et al.

only returned a value of 0 during the competition because the BotPrize version of

Gamebots did not support ray traces.

One Damage Sensor: 1.0 if the bot is currently being damaged, 0.0 otherwise.

One Movement Sensor: 1.0 if the bot is currently moving, 0.0 otherwise.

One Shooting Sensor: 1.0 if the bot is currently shooting, 0.0 otherwise.

One Damage Inflicting Sensor: 1.0 if the bot is currently inflicting damage, 0.0

otherwise.

e One Ledge Sensor: 1.0 if the bot is on a ledge, 0.0 otherwise (potentially helps the
bot avoid falling off of cliffs).

e One Enemy Shooting Sensor: 1.0 if the currently targeted enemy is shooting, 0.0
otherwise. UT"2 usually targets whichever enemy is closest, but if another enemy
is damaging the bot, then the threatening enemy will be targeted. Also, if the bot
has already invested time damaging a particular enemy, it continues targeting that
enemy unless it gets very far away, while another enemy gets much closer.

e Eight Current Weapon Sensors: For two of these sensors, 1.0/0.0 values represent
yes/no answers to the following questions: Is it a sniping weapon? Does either
fire mode deal splash damage? The remaining sensors report the rates of fire of
both firing modes, the start-up times for firing with both modes, and the damage
dealt by both modes. However, it was discovered after evolving the bot that the
values Pogamut 3 returns for the damage of some weapons is incorrectly set to
zero. Furthermore, alternate fire damage values for the Rocket Launcher and the
Bio-Rifle are equal to the primary damage values, which does not indicate the
high damage potential that these modes actually have. However, evolution seems
to have been robust enough to account for these deficiencies.

e Six Nearest Item Sensors: 1.0/0.0 values represent yes/no answers regarding prop-
erties of the closest item to the bot: Is it visible? Is it health? Is it armour? Is it a
shield? Is it a weapon? Is it a Double Damage powerup?

e Four Nearest Health Item Sensors: Scaled relative distances to the nearest health
giving item along the x, y and z axes, as well as the scaled direct distance.

Though some of the inputs used by UT"2 were based on sensors used in other
work, some sensors were provided simply because there was a chance they would be
useful. Though this particular set of inputs proved sufficient to generate good combat
behaviour for the 2010 competition, the task of trying to find an ideal set of inputs
with which to evolve is future work.

5.3.2.2 Network Outputs

The outputs of the network were chosen to assure that in battle the bot would choose
among actions similar to those commonly used by humans. When evolving neural
networks (as described below in Sect.5.4.1) to control agents, it is common for
both the inputs and the outputs to be ego-centric (cf. [20, 25]). The inputs listed
above are ego-centric, but the outputs are defined both in terms of the UT"2 bot and
the opponent that it is currently targeting. This approach works because the battle
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ltem

Bot

‘ Enemy

Fig. 5.4 Opponent-relative movement actions. During combat the bot has six available movement
actions depicted by the arrows in the figure (STAND STILL is not shown). These actions are defined
with respect to the opponent the bot is currently targeting. Forcing the bot to always focus on an
opponent makes it seem interested in the opponent, and therefore more human-like

controller is only used when there is an opponent to fight, and it makes sense because
human opponents pay attention to the opponents they face. Focusing on opponents
is both good strategy and typical human behaviour.

Specifically, the network has eight outputs: five compete to define the type of
opponent-relative movement action taken by the bot, and three determine whether
the bot shoots, which firing mode to use, and whether or not to jump. The five avail-
able movement actions are ADVANCE towards opponent, RETREAT from opponent,
STRAFE left around opponent, STRAFE right around opponent, GOTO ITEM which
is nearest, and STAND STILL (Fig.5.4). The GOTO ITEM action is the only non-
opponent-relative movement action. The movement action performed by the bot is
the action whose network output has the highest activation.

While executing all actions, the bot looks at the targeted opponent. It is important
that the bot seems interested in the human opponents it fights. The bot can also fire
its weapon at the targeted opponent during any movement action. If the shooting
output of the network is in the upper half of the output range, the bot shoots. The
mode of fire depends on whether the fire mode output is in the lower, for primary
fire, or upper, for alternate fire, half of the range. If the jumping output is in the upper
half of the range, then the bot jumps while performing its movement action.

This scheme is enough to evolve effective combat behaviour in UT2004, but
because the objective is to evolve human-like behaviour, some additional restrictions
are required to filter and adjust certain actions.

5.3.2.3 Action Filtering

In terms of movement, the bot will not move towards items that are not desirable
(as defined with respect to the GET ITEM module from Sect. 5.3.1). Also, when using
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a sniping weapon or the dangerously explosive Rocket Launcher, the bot will not
ADVANCE towards enemies to which it is already close enough. In these cases, the
action with the next highest activation is considered until a suitable action is found.
The bot is also not allowed to jump if it is performing the STAND STILL action, since
jumping in place generally looks very bot-like.

In terms of weapon usage, one of the clearest signs that an opponent is a bot is
superhuman accuracy, particularly with single-shot, instant-hit weapons. Therefore,
to make the accuracy of the bot more human-like when using such weapons, the bot
is actually commanded to fire at a point equal to the location of the target plus some
random noise. The maximum potential magnitude of the noise depends on both the
distance between the bot and the opponent, and the relative velocities of the two
agents. To account for a human’s difficulty in aiming at targets that are far away,
greater distances between the bot and the opponent result in greater random noise
potential. To account for human difficulty in hitting moving targets, the magnitude of
the noise added along the x, y and z directions is also proportional to the differences
in velocity between the bot and the opponent along each of these axes. Therefore, if
both the bot and the opponent are moving in the same direction at the same speed,
then they are both standing still relative to each other, and no noise is added. However,
such perfect synchronicity is unlikely, and in most cases the faster either agent moves,
particularly when moving in different directions, the greater the noise will be and
the harder it will be to aim with an instant-hit weapon.

The standard setup also needs to be more human-like regarding how automatic
weapons are used. Humans generally fire these weapons in continuous bursts as
long as they can keep roughly on target. Because one network needs to handle
proper control of all weapon types, automatic weapon use can become choppy and
intermittent, which only makes sense with single-shot weapons. Therefore, when-
ever the bot initiates fire with an automatic weapon, it will remain firing as long
as its target is available, regardless of whether the network commands it to shoot
or not.

Weapons that need to be charged are similar to automatic weapons in that the
network controller is likely to release the fire button while charging. The fix for the
problem is similar, except that releasing the charge needs to happen while still facing
the opponent. In order to make the bot effectively use charged weapons, a random
check is used for as long as the bot is charging the weapon: for every time step after
starting to charge a weapon, the chance of releasing the charge and firing is 25 %.
Because the triple rocket attack of the Rocket Launcher takes longer to charge, and
is a very useful attack, this percentage is reduced to 15 % for this weapon.

Other important features of the Rocket Launcher are that its projectiles are explo-
sive, and take extra time to reach their target. The secondary fire of the Shock Rifle
shares these features. Humans adjust to the slowness by firing at locations where
they believe their target will be by the time the projectile hits. Therefore, when using
the Rocket Launcher or the alternate fire of the Shock Rifle, UT"2 adjusts its target
along the direction of enemy movement with a small amount of random noise whose
maximum magnitude along each axis is proportional to the corresponding compo-
nents of the target’s velocity along each axis. In other words, the bot will always aim
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slightly ahead of its target along the target’s direction of movement. Additionally, in
order to take advantage of splash damage from explosions that hit the ground near
opponents, the bot will further adjust its target down by a small amount whenever
its current position is higher than that of the opponent.

Weapons that lob projectiles in an arc are also problematic. Gamebots uses a
one-size-fits-all firing command that does not work well for lobbing projectiles. The
behaviour of the default fire command is neither human-like nor particularly accurate.
The default behaviour often results in projectiles lobbed over the heads of opponents.
To compensate for this problem, the target for all lobbing projectiles is adjusted to
be a point slightly in front of the opponent along the line between the bot and the
opponent. Random noise is used to determine exactly how much to adjust the aim.

Finally, weapons primarily intended for close to middle range are prevented from
firing when the bot is too far away from its target. The decisions over which weapons
to restrict and to what ranges were made with the help of volunteer human players.

Some of these modifications could effectively be added to the bot after the con-
trolling network is evolved, but one of the main ideas of this chapter is that having
these constraints and filters in place before evolution takes place requires evolution to
find policies that perform well within the context of these constraints. For example,
reducing the accuracy of the Sniper Rifle when moving at high speeds makes the bot
more likely to evolve to stand still when using it, which is what humans do.

However, creating a network for the battle controller requires a method for evolv-
ing neural networks, which is the topic of the next section.

5.4 Evolution

Evolutionary Algorithms (EAs) are inspired by Darwin’s Theory of Evolution by
Natural Selection [6]. Though there are many different types of EAs, they are all
population-based search methods. They depend on mutation operators to modify
existing solution representations in order to search the space of available solutions.
Selection is applied to favour the better solutions for inclusion in the next generation.

Many EAs also involve some form of crossover, which takes two existing solutions
and recombines them to form a new solution, sharing traits of each parent. Though
crossover is generally considered to be advantageous, there is some evidence [8]
that crossover is unnecessary in evolutionary search, and in some circumstances
detrimental, since the crossover operation often creates individuals that are highly
dissimilar from either parent despite being derived from both of them. Simple muta-
tion, on the other hand, always results in an individual that is a slight variation from
its “parent” genotype. In fact, the Evolution Strategy (ES) paradigm relies exclu-
sively on mutation [2]. Based on these arguments and preliminary work evolving
with and without crossover, the decision was made to not use crossover in the evolu-
tion of UT™2. Further details about what methods were used to evolve UT"2’s combat
behaviour are given next.
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5.4.1 Neuroevolution

Neuroevolution is the application of an EA to artificial neural networks. UT™2’s
combat behaviour was learned via constructive neuroevolution, meaning that the
networks start with minimal structure and only become more complex as a result
of mutations across several generations. The initial population of networks consists
of individuals with no hidden layers, i.e. only input and output nodes. Furthermore,
these networks are sparsely connected in a style similar to Feature Selective Neuro-
Evolution of Augmenting Topologies (FS-NEAT [27]). Initializing the networks in
this way allows them to easily ignore any inputs that are not, or at least not yet,
useful. Given the large number of inputs available to UT"2, it is important to be able
to ignore certain inputs early in evolution, when establishing a baseline policy is
more important than refining the policy.

Three mutation operators were used to change network behaviour. The weight
mutation perturbs the weights of existing network connections, the link mutation
adds new (potentially recurrent) connections between existing nodes, and the node
mutation splices new nodes along existing connections. Recurrent connections trans-
mit signals that are not processed by the network until the following time step, which
makes them particularly useful in partially observable domains. In the context of
reinforcement learning problems [22], such as UT2004, an environment is partially
observable if the current observed state cannot be distinguished from other observed
states without memory of past states. Recurrent connections help in these situations
because they encode and transmit memory of past states. These mutation operators
are similar to those used in NEAT [21].

This section explained the representation that was used to evolve policies for
UT"™2. The next section explains the algorithm controlling how the space of policies
was searched.

5.4.2 Evolutionary Multiobjective Optimization

In multiobjective optimization, two or more conflicting objectives are optimized
simultaneously. A multiobjective approach is important for domains like UT2004,
which involve many conflicting objectives: kill opponents, conserve ammo, avoid
damage, etc. Important concepts in dealing with multiple objectives are Pareto dom-
inance and optimality. The following definitions assume a maximization problem.
Objectives that are to be minimized can simply have their values multiplied by —1.

Definition 5.1 (Pareto Dominance) Vector v = (vi,...,v,) dominates u =
(u1, ..., uy) if and only if the following conditions hold:

1. Vie{l,...,n}:v;i >u;,and

2. dief{l,...,n}:vi > u;.

The expression v > u denotes that v dominates u.
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Definition 5.2 (Pareto Optimality) A set of points &7 C .% is Pareto optimal if and
only if it contains all points such that Vx € .o7: =3y € .# such thaty > x. The points
in <7 are non-dominated, and make up the non-dominated Pareto front of .%.

The above definitions indicate that one solution is better than (i.e. dominates)
another solution if it is strictly better in at least one objective and no worse in the
others. The best solutions are not dominated by any other solutions, and make up
the Pareto front of the search space. Therefore, solving a multiobjective optimization
problem involves approximating the Pareto front as best as possible, which is exactly
what EMO methods do. In particular, the EMO method used in this work is the Non-
Dominated Sorting Genetic Algorithm IT (NSGA-II [7]).

NSGA-II uses a (u + A) selection strategy. In this paradigm, a parent population
of size p is evaluated, and then used to produce a child population of size A. Selection
is performed on the combined parent and child population to give rise to a new parent
population of size . NSGA-II uses u = A.

NSGA-II sorts the population into non-dominated layers in terms of each individ-
ual’s fitness scores. For a given population, the first non-dominated layer is simply
the Pareto front of that population (usually not the same as the true Pareto front of
the search space). If this first layer is removed, then the second layer is the Pareto
front of the remaining population. By removing layers and recalculating the Pareto
front, the whole population can be sorted. Individuals in layers dominated by fewer
other layers are considered more desirable by evolution.

Elitist selection favours these individuals for inclusion in the next parent gener-
ation. However, a cutoff is often reached such that the non-dominated layer under
consideration holds more individuals than there are remaining slots in the next par-
ent population. These slots are filled by selecting individuals from the current layer
based on a metric called crowding distance.

The crowding distance for a point p in objective space is the average distance
between all pairs of points on either side of p along each objective. Points having
an objective score that is the maximum or minimum for the particular objective are
considered to have a crowding distance of infinity. For other points, the crowding
distance tends to be bigger the more isolated the point is. NSGA-II favours solutions
with high crowding distance during selection, because the more isolated points in
objective space are filling a niche in the trade-off surface with less competition.

By combining the notions of non-dominance and crowding distance, a total order-
ing of the population arises by which individuals in different layers are sorted based
on the dominance criteria, and individuals in the same layer are sorted based on
crowding distance. The resulting comparison operator for this total ordering is also
used by NSGA-II: the way that a new child population is derived from a parent
population is via binary tournament selection based on this comparison operator.

Applying NSGA-II to a problem results in a population containing a close approx-
imation to the true Pareto front (an approximation set) with individuals spread out
evenly across the trade-off surface between objectives. The details of how this process
was carried out in UT2004, as well as an explanation of how one network was selected
from the resulting Pareto front, are covered in the next section.
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5.4.3 Evolution of UT"2

How can the above techniques be used to generate a network for UT™2’s battle
controller? In order to evolve bots for UT2004, fitness objectives need to be designed
to favour good behaviour, opponents against which the bots can evolve need to
be chosen, and maps within which the Deathmatches will occur are needed. After
evolving a population in this manner, the results of evolution need to be examined in
order to pick an appropriate network to serve as the brain for UT™2’s battle controller.

5.4.3.1 Fitness Objectives

Some of the objectives used to evolve UT"2 were the same as those used in [25]
(Damage Dealt, Accuracy, Damage Received), though additional objectives were
added to discourage collisions with level geometry and other agents, since such
collisions are characteristic of bot-like behaviour.

e Damage Dealt: This objective measures both kills and damage dealt by the bot. It
is possible to kill an opponent without being responsible for depleting all of its hit
points, but the kill is still attributed to whoever delivered the final hit. Therefore,
for each of the bot’s kills, this fitness measure rewards it with an extra 100 fitness,
since 100 is the starting health of all agents. Additionally, the bot keeps track of
how much damage it has dealt so far to each opponent. These amounts are reset to
zero when the corresponding opponent dies. At the end of the match, whichever
value is highest is added to the fitness score. Thus this fitness measure rewards
kills, as well as additional damage that comes short of a successful kill.

e Accuracy: This objective measures the accuracy of the bot in hitting opponents. In
Sect.5.3.2.3 some restrictions on UT™2’s accuracy were described. These restric-
tions can be overcome if the bot chooses to stand still or otherwise move such
that it can aim better. The exact measure used is the number of hits divided by
the amount of ammo used. This measure works well for most weapons, but it has
become clear since the competition that it does not make sense for some weapons.
For example, each shard fired by the Flak Cannon registers as a separate hit, and
the secondary fire of some weapons consumes more than one unit of ammunition
even though they may only register a single hit when successful.

e Damage Received: This objective needs to be minimized. Each time the bot dies,
it counts as 100 damage received. However many hit points fewer than 100 the bot
has at the end of a match are added to this amount.

e Level Collisions: A level collision registers whenever the bot bumps into some
aspect of level geometry, usually a wall. Because these collisions look awkward,
and can lead to the bot getting stuck, the goal of looking human requires the bot
to minimize collisions of this type.

e Agent Collisions: Bumping into other agents in the world can also look awkward
and should be avoided, so this is another objective to be minimized.
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Though each of the above objectives measures an aspect of performance that
is important in a skilled bot, it is not necessarily the case that this is the best set
to evolve with in order to discover quality Deathmatch behaviour. In particular, it
would probably have been better to evolve with fewer objectives, since NSGA-II's
performance is known to degrade with increased numbers of objectives. In future
work, it would make sense to combine the collision objectives into a single objective,
or perhaps simply drop them both. The accuracy objective is also problematic, as
described above, and will need to be fixed before use in future competitions.

One meta-objective was also used in order to help evolution effectively explore the
range of possible behaviours. Behavioural diversity [17, 18] was used to encourage
different types of behaviours to assure that evolution did not get stuck in local optima.
The objective is a generalized form of behavioural diversity [18] that uses a different
set of randomized input vectors per generation to generate a behaviour vector for each
individual in the population. A behaviour vector is the concatenation of all output
vectors derived from processing each of the randomized input vectors through an
individual’s neural network. The behavioural diversity objective is to maximize the
average distance of an individual’s behaviour vector in Euclidean space from all other
behaviour vectors in the population, thus favouring diverse network/agent behaviour.

5.4.3.2 Agents

Given these objectives, decisions still need to be made regarding the scenario in
which the bot will evolve. Because BotPrize involves competing simultaneously
against multiple opponents, it was decided that the bot should evolve in a similar
scenario. Evolving against native UT2004 bots would have been ideal, but because
Pogamut 3 was fairly new at the time UT"2 was being developed, an easy way to do
this was not yet available (support has since been added). Therefore, the opponents
for the evolving bots were instances of the Hunter bot, a simple but effective scripted
bot that is provided with the Pogamut 3 platform. Specifically, during evolution one
bot participated in a Deathmatch against five Hunter bots per evaluation.

In order to evolve a battle controller that would eventually be used by UT"2 in the
competition, a slightly modified version of UT™2’s architecture was used. The archi-
tecture presented earlier (Sect.5.3.1) was changed in two ways. First, the JUDGE
module was disabled (the Hunters could not judge either), since in a scenario
consisting entirely of bots there is no sense in judging. Secondly, the HUMAN
TRACE CONTROLLER of the UNSTUCK module was replaced with a simple
hand-coded controller for getting unstuck. This SimpleUnstuckController
tries to move away from any obstacle that it collides with, and resorts to one
of several random movement actions if it is stuck for some other reason. The
SimpleUnstuckController was used because during evolution the version
based on human traces was not yet fully developed. Both the SimpleUnstuck
Controller and the HUMAN TRACE CONTROLLER, which was actually used
by UT"2 in the competition, are described in full detail in Chap. 6.
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5.4.3.3 Maps/Levels

When evolving UT"2’s battle controller, the exact level used and the length of eval-
uation depended on the current generation. The sequence of levels used was meant
to increase in size and challenge, so that early generations would have a chance
to learn basic behaviours before having to deal with more complicated situations.
Evaluations in earlier levels were shorter than in later levels, both because more
time is required to find enemies in larger levels, and because it is not worthwhile to
evaluate networks for a long time in early generations, since much time would likely
be wasted on bad solutions. The exact level/duration sequence was DM-Training
Day/100s, DM-Corrugation/200s, DM-DG-Colosseum/300s, DM-Goats
woodPlay/400s, and then DM-IceHenge/500s.

Though this sequence served well for the purpose of evolving combat behaviour,
competition experience has indicated that a better sequence is likely possible. For
example, although Goatswood and IceHenge have challenging water hazards, Colos-
seum is difficult for the bot to deal with because it is easy to get lost and stuck in
the columns. Furthermore, lessons learned by bots in earlier levels may have been
forgotten in order to better specialize in later levels. Though the cost in evaluation
time would be high, in future work it might be better to have bots face Deathmatches
in multiple levels per evaluation.

Twenty generations were spent on DM-TrainingDay, and ten generations on
each subsequent level, for a total of 60 generations. This is a very small number of
generations, and better performance could likely have been achieved given more time.
However, evaluation time is a major bottleneck in UT2004, so a lesser number of
generations was used. For the same reason, the population size was only 20, which
due to NSGA-II’s (i + A) selection strategy meant that each generation involved
selection upon a population of size 40. This number is fairly small for evolutionary
computation, but good results were obtained despite this practical restriction.

5.4.3.4 Results of Evolution

Figure 5.5 compares values of the hypervolume indicator [29] for both the starting
and final parent populations in each of the levels of BotPrize. The hypervolume
indicator measures the hypervolume of the region dominated by all points in a given
approximation to a Pareto front. The hypervolume indicator is special in that it is
a Pareto-compliant metric [28], meaning that an approximation set that completely
dominates another approximation set is guaranteed to have a higher hypervolume.
Other Pareto-compliant metrics are the multiplicative (181) and additive (IE1 )
unary epsilon indicators [15]. Both indicators are defined with respect to a reference
set R. The multiplicative indicator 161 measures how much each objective for each
solution in a set would have to be multiplied (divided for minimization) by such that
each solution in R would be dominated by or equal to a point in the resulting set.
The additive indicator /!, measures how much would have to be added (subtracted
for minimization) to each objective in each solution such that each point in R would
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Hypervolume of Starting Generation vs. Final Generation
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Fig. 5.5 Hypervolume of first generation versus final generation. This figure shows the gains made
by evolution in each of the three levels used in BotPrize. In order to get accurate scores, each of
the 20 members of both the start and final parent generations was evaluated in each level for 500s
against five Hunter bots ten times each. The objective scores for each individual were the averages
of scores attained in each objective across the ten trials. Pareto fronts of the resulting scores were
calculated, and the scores for each objective were normalized according to the maximum magnitude
scores for each objective in the given map (hypervolumes between maps are not comparable). These
normalized fronts were used to calculate hypervolume. In each level, the hypervolume in the final
generation is greater than in the start generation, showing that the population evolved to dominate
a larger region of objective space across generations

be dominated by or equal to a point in the modified set. For both indicators, smaller
values are better because they indicate that a smaller adjustment is needed to dominate
the reference set.

The scores from the start and end generations were compared using these unary
epsilon indicators with a separate reference set for each level defined as the super
Pareto front (Pareto front of several Pareto fronts) of the fronts from the start and
end generations, as suggested in [15]. The results are shown in Fig.5.6.

The evolved population has better hypervolume and epsilon values, but it is actu-
ally not the case that the approximation sets from the final generation are strictly
better than those from the starting generation, although the sets from the final gener-
ation do tend to contain points that completely dominate points in the first generation
sets. The lack of complete domination is likely caused by use of such small popula-
tions and so many objectives, which in combination make it hard for the population
to cover all trade-offs.

5.4.3.5 Network Selection

There are still many trade-offs to consider, however, and one network had to be
selected from all those available to compete in BotPrize 2010. In order to get a bot
that performed well, the population was first filtered based on the highest Deathmatch
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Fig. 5.6 Epsilon indicator values of starting generation versus final generation. The normalized
Pareto fronts used to compute the hypervolumes for the first and final generations in each level were
used to compute unary epsilon indicator values with respect to reference sets, which were the super
Pareto fronts of the two approximation sets under consideration in each level. With the exception
of the 1. values for Colosseum, all epsilon values indicate that the solutions in the final generation
are better than those in the first generation. a Multiplicative indicator / 51 ; b additive indicator / 81 +

scores across all levels, in a manner similar to [25]. This process resulted in a set of
three high-scoring networks. Each of these three networks attained a high score by
being aggressive, which was considered a human trait. These bots also tended to die
more as a result of their aggressiveness (more on this in Sect.5.5.1).

The final decision of which network to use in BotPrize was made by the authors
along with the help of two human volunteers. In Deathmatches between four humans
(two of which were involved in programming the bot), the three candidate bots,
and one native UT2004 bot, the humanness ratings (number of human judgements
divided by total judgements) across multiple matches were used to single out the
most human-like bot of the available candidates. This bot became UT"2 in the 2010
BotPrize competition.

5.5 Evaluation

Having fully described how UT"2 was developed, it is now time to evaluate UT"2 to
see how well it performs in UT2004. UT"2’s performance is analyzed both in terms
of its ability to achieve high fitness scores, and in terms of how human-like the judges
in BotPrize 2010 considered it to be.

5.5.1 Evaluation of Objective Scores

The ultimate goal of UT"2 is to look as human-like as possible, but the route to
accomplishing this goal was evolving for good objective performance. This section
deals with the quality of UT"2’s performance with respect to the objectives used in
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Fig. 5.7 Each figure compares the average performance of the evolved network from the competi-
tion bot to that of the bot using random action selection in the battle controller. Performance in each
of the three levels used in BotPrize 2010 is shown. Bot performance is measured in competition
with five Hunter bots in 500 s matches. Averages are across 30 trials, and 95 % confidence intervals
are shown. For each score and level, ¢-tests were done to compare the evolved network to random
action selection. When the difference is significant, the resulting ¢ and p values for the test are shown
above the bars. Though the evolved network is not significantly better than a random controller in
some objectives, its performance in these objectives can be attributed to focusing on high-scoring
networks when the evolved network was chosen from those available on the trade-off surface. a
Average deathmatch score; b average damage dealt; ¢ average accuracy; d average damage received;
e average level collisions; f average agent collisions

evolution as well as Deathmatch score, which played an important role in deciding
which network from the Pareto front to use in the competition.

Figure 5.7 compares the performance of UT"2 using the evolved network chosen

for BotPrize 2010 with the same bot using a randomized action selector for the
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battle controller. Specifically, randomized vectors are treated like output vectors
from a network in order to determine combat behaviour. In these evaluations, both
versions of the bot had access to the complete human-trace-based UNSTUCK module
(Chap. 6) used in the final competition. Evaluations were performed for 500 s in each
competition level against five Hunter bots.

The results show that purposely picking a network based on Deathmatch score
and aggressiveness has resulted in an ability to deal significantly more damage, and
therefore get significantly better scores, than a random battle controller. Accuracy
was generally better too, though only significantly so in Colosseum.

However, favouring aggressive, score-increasing behaviour has resulted in signif-
icantly more damage received in all levels. This result highlights the importance of
a multiobjective approach in helping to find the best trade-off between objectives.
It makes sense that aggressively pursuing enemies and actively engaging in combat
will result in both more frags earned, as well as more deaths experienced.

In terms of collisions with level geometry, differences between the evolved net-
work and the random bot were inconsistent across levels. In general, this behaviour
seems more level-dependent than bot-dependent: level collisions are more common
in Goatswood than in IceHenge and more common in Colosseum than in either of
the other levels. Since the design of the bot depended primarily on ray traces to
detect surrounding obstacles, and these ray traces were unavailable in the competi-
tion (Sect. 5.3.2.1), it is not surprising that collision behaviour does not seem strongly
affected by evolution. Though battle style clearly affects collision frequency, this
objective did not play as important a role in final network selection as the others did;
this decision may have been a mistake (Sect.5.5.2).

In terms of collisions with enemy agents, the evolved network is worse than the
random controller. Once again, this behaviour is a result of favouring aggressive
combat behaviour. Many collisions occur because the bot is chasing the opponent.
An aggressive player is more likely to be near its opponents, and therefore also likely
to bump into them more often. Furthermore, these results are based on battle against
Hunter bots, which mindlessly rush at their opponents in a way unlike humans. The
behaviour of the Hunter bots made agent collisions even more likely. Since in all
cases the actual number of collisions is fairly small (averages below 13), it was
assumed that the number of collisions would drop to an insignificant level when
fighting human opponents.

Given the priorities across objectives, the evolved network has succeeded in per-
forming well in the Deathmatch domain. To what degree this good empirical perfor-
mance translated into human-like performance in the competition is discussed next.

5.5.2 Evaluation of Human-Like Performance

The results from BotPrize 2010 are in Table 5.1. UT"2 placed second among entrants,
though the humanness rating of the native UT2004 bots is also shown (native bots
have the advantage of being written in UT2004’s UnrealScript, which has some
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Table 5.1 BotPrize 2010 Results (UT"2 highlighted)

Bot Humanness (%)
Native UT2004 bot 35.3982
Conscious-Robots 31.8182
UT"2 27.2727
ICE-2010 23.3333
Discordia 17.7778
w00t 9.3023

Humanness equals the number of human judgments divided by the total judgments, all multiplied
by 100. UT"2 beat three entries to get second place

advantages over Gamebots in terms of sensing, latency and action execution). The
lowest humanness rating for a human was 35.4839 %.

UT"2 did not win, but it did beat three other entrees, losing only to Conscious-
Robots. No competitor has yet won the grand prize, requiring a humanness rating
of at least 50 %. In fact, of the seven human judges, only two had humanness ratings
over 50 %. However, this result could be in part due to the fact that the new judg-
ing format actually encourages humans to act like bots in order to trick opponents
into losing points for bad judgments. This strategy is one of the distortion effects
mentioned in Chap.9.

In any case, the humans were still clearly more human than the bots, although
compared to previous competitions the gap is narrowing. Based on the many demo
files made during the competition, some analysis of bot behaviours related to specific
judgments is possible. Demos and logs of the competition are available online.! Each
one allows a viewer to see exactly what any given judge saw during specific matches
of the competition.

Most actions taken by UT"2 seem fairly human, or are at least difficult to dis-
tinguish from human actions. This statement is based on the fact that most humans
interacted with UT"2 on several distinct occasions before making any sort of judg-
ment. However, such extensive interactions make it hard to discern what aspect of the
bot’s behaviour influenced the judgment. Despite this difficulty, certain behaviours
were noticed that judges tended to associate, though not always correctly, with either
bots or humans.

Most judges assumed it was human to stand still for long periods with snip-
ing weapons while being oblivious to nearby surroundings. Although UT"2 would
sometimes stand still to get a better shot when firing, these pauses were usually
brief moments between dodging actions. This behaviour is one case where UT™2’s
behaviour was more effective in combat, but less human-like. However, lack of this
behaviour did not seem to cause UT"2 to be judged as a bot; it simply meant that
UT™2 missed some chances to be judged as human.

One problematic behaviour exhibited by UT"2 is actually a bug that is not con-
sistent with the description of the battle controller in Sect.5.3.2. In order to appear

! http://www.botprize.org/2010.html
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Table 5.2 Number of judgments of each type against UT"2 and the resulting humanness, divided
by map

Map Human Bot Humanness (%)
Colosseum 2 6 25.00
Goatswood 2 9 18.18
IceHenge 5 9 35.71

The bot was least human in Goatswood, which is unfortunate because five sessions were played in
Goatswood, whereas four were played in IceHenge and three in Colosseum

attentive, the bot is supposed to look at the targeted opponent during all combat
actions. However, this was actually not the case for the GOTO ITEM action: the bot
would look at, and sometimes even shoot in the direction of, the item towards which
it was moving instead of the opponent it was fighting. This bug caused UT"2 to be
judged as a bot on several occasions.

Other issues seem to be more level specific. Table5.2 breaks down judgments
against UT"2 by level, and shows that the bot fared best in IceHenge and worst in
Goatswood. The effect of the level on the humanness rating of the bot is closely tied
to its ability to navigate within that level. Judgements of UT"2 that seem to have been
based on its navigational abilities are discussed in Chap. 6.

The current level also affected the bot’s combat behaviour. UT™2 likely fared
well in IceHenge because most areas are wide open with few obstacles. Also,
the fact that the last ten generations of evolution were spent in IceHenge proba-
bly made the bot’s behaviour better tailored to this level than others. In contrast
to IceHenge, Goatswood is mostly comprised of narrow corridors and has several
waist-high obstacles over which the players must jump. A few of the bot judgments
that UT™2 received in Goatswood seem to be the result of the bot unnecessarily
colliding with walls, however briefly, in the midst of dodging during combat. The
judges presumably expected humans to be more aware of their surroundings so as
to avoid such contact. These judgments indicate that the Level Collisions objec-
tive should have been considered more important when deciding which network
to use in BotPrize.

Humans also expected other humans to be aware of the judging aspect of the
competition. Some judges would purposely miss with the judging gun in combat
to see if they could elicit human reactions from their opponents. It is impossible to
know what individual judges expected in these situations, but completely ignoring
the judging gun and attacking as normal seems to have been considered bot-like.
UT"2 was labelled a bot at least once for such behaviour.

Humans also expected humans to use the judging gun. There are some occasions
where UT"2 killed a human with a correct judgment, and was in turn immediately
judged as a human by the judge the next time the two met. There are other occasions
where the exact reason UT"2 was judged as a human was unclear due to the large
number of interactions preceding the judgment, but in most cases where a judge saw
UT"2 several times before judging it as human, at least one of the things the judge
witnessed was UT"2 using the judging gun.
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However, despite the role that judging behaviour may have played in earning
human judgments for UT"2, it is not necessarily true that judging behaviour is vital
to the competition. Neither the winner, Conscious-Robots (Chap.7), nor the
more human native UT2004 bot did any judging at all. It seems that bots can get
away with not judging and still look human due to the fact that most interactions are
brief and spaced out across the match. In other words, there are many chances to use
the judging gun out of sight of any given opponent, so no human would necessarily
expect to see every opponent use the judging gun.

Other judgments against UT"2 are harder to interpret. Sometimes a judge saw
UT"2 many times in a match, and eventually judged the bot as a human near the very
end. Such judgments likely indicate that over the course of several interactions the
bot did nothing overtly bot-like, and the most sensible course of action given little
remaining time was to judge the bot as human.

In a few cases, UT"2 was quickly judged based on very little interaction. It is not
clear from the demo replays what criteria the judges were using in these cases. It
is possible in some cases that judges are able to discern the identity of an opponent
simply by subtle movement patterns within mere seconds, but it is also possible that
some judgments are the result of errors, such as mistaken identity or weapon misfire.
Throughout all of the demo files there are many instances of snap judgments, both
correct and incorrect.

Still, regardless of the reason behind such judgments, they must be accounted
for in order to succeed at BotPrize. Ideas on how to do this, as well as some
general ideas about how a bot can appear more human, are the topic of the next
section.

5.6 Discussion and Future Work

Most of UT"2’s behaviour seems to be passably human. Many judges were unable
to come to a conclusion about the bot’s humanness, even after three or more interac-
tions. However, UT™2 would look more human if it both performed certain actions
that most humans are certain a human would do, and if it avoided the few very bot-like
actions that crept into its behaviour.

Fixing the bug caused by the GOTO ITEM action is simple. The availability of
working ray-traces in future competitions should also help the bot avoid bumping
into obstacles as often. There are also ideas for improving navigation with the use of
human traces, discussed in Chap. 6. With regards to how the combat behaviour was
evolved, there is room for improvement.

Obvious steps to improve the performance of the bot would be to evolve with a
larger population for more generations, but there are also ways in which the basic
evolutionary setup can be improved. These improvements are discussed below.
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5.6.1 Opponent Interactions

One issue regards the opponents against which bots evolve. For practical reasons,
these opponents are themselves bots. The Hunter bot was used to evolve UT™2,
though the native bots would probably make better opponents. However, it would
likely be even better to evolve against many different types of bots. The justification
for this approach is that each of the BotPrize participants had a different play style
and skill level. An evolved bot should be accustomed to the possibility that different
opponents behave differently, and more importantly, a bot evolved against varied
opponents is more likely to learn behaviours to deal with different types of players.
In retrospect, evolving against the Hunter only may have resulted in the evolution of a
one-size-fits-all behaviour that is mostly effective, but perhaps too predictable and/or
bot-like. Humans are very good at adapting and improvising. Having learned how
to respond to a wide array of opponent strategies should at least give the impression
that the bot is improvising.

An important concept when considering how agents interact is “attention’:
humans pay attention to the agents they interact with, and generally continue to do so
until some note-worthy event shifts that attention. The opponent-relative movement
commands of UT"2 assure that it pays attention to whichever opponent it is fighting,
but when multiple opponents are present, UT™2 picks one of them to pay attention to
according to a scripted routine (see under “Enemy Shooting Sensor” in Sect. 5.3.2.1).
It might be more human-like to use a cognitive approach to this attention problem
as done by the winning bot Conscious-Robots (Chap.7).

Linked to the issue of interaction is the idea of mimicry. Mimicry is important
because it establishes an agent’s ability to comprehend what another agent is doing,
and utilize that knowledge for its own gain. Mimicry can involve copying what an
opponent is doing at the moment, or it can mean that agents mirror each other’s
behaviour, such that one is always countering the other to maintain equilibrium. An
example of the first type would be jumping or dodging in a similar manner to an
opponent. An example of the second type would be maintaining distance during
combat, such that the bot moves forward when its opponent moves backward and
vice versa. In either case, such behaviour would make a bot look more human when
fighting a human judge, since the bot would be acting the way the human judge acts.

One potential way to make such mimicry evolvable is to have opponent-relative
input sensors in addition to opponent-relative actions. Rather than simple awareness
of where an opponent is, the bot could sense whether the opponent was advancing,
retreating, strafing, jumping, etc. If the bot can sense when an opponent is performing
an action that it can also perform, learning to act the same way via a neural network
would be quite easy. Of course, such behaviour would only be favoured by evolution
if it also improved fitness, but given that humans favour such strategies it is believed
that mimicking behaviour will indeed lead to increased fitness.

Mimicry could be more directly encouraged by evolution if some measure of
mimicry were used as a fitness function. However, rewarding mimicry directly could
result in evolved bots that behave in non-human ways when interacting with human
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judges that behave stupidly as a ruse to gauge humanness, or with other bots, which
are of course bot-like.

5.6.2 Scope of Evolved Policy

A limitation on how UT"2’s behaviour was evolved is that only the battle controller
was evolving within a bot that had many other components. While this approach
assured that its combat behaviour would make sense in the context of its other behav-
iours, the approach is perhaps too inefficient. It may be better to evolve the combat
behaviour separately, at least initially, within a specialized combat scenario where
the majority of the bot’s other modules are disabled. For example, the bot could be
given infinite ammo in a small level, thus making navigation and weapon collection
irrelevant, and freeing evolution to focus on how the bot behaves in combat.

Such an evolved battle controller could be integrated with other evolved subcon-
trollers to build up a hierarchical controller as was done by van Hoorn et al. [25],
whose approach was directly based on that of Togelius [24]. The method used in these
works involves evolving the components of a subsumption architecture [3] within
several separate subtasks leading up to the full task. Learning good behaviour for
many small tasks in an incremental way is easier for most machine learning methods,
but requires a knowledgeable human to construct the training and control hierarchies
that define the agent’s final behaviour.

Though such approaches may make learning easier, for any evolved subcompo-
nent, one must keep in mind that evolution will favour increased fitness, potentially
at the cost of human behaviour. In order for an evolved controller to act like a human,
it must be both constrained as humans are and allowed to easily carry out actions that
are common and easy for humans to carry out. However, the work of determining
the proper constraints is task specific, and requires some knowledge both of how
humans perform in the task, and of how a bot is likely to cheat at the task.

5.6.3 Weapon Usage

Evolving the battle controller in isolation would make it easier to control what
weapons the bot has. It would then be possible to evolve a specialized controller
for each weapon, or at least each class of weapons. Humans expect other humans to
have varied behaviour across weapons. Sniping weapons are an obvious example.
Although UT"2 knew some information about its current weapon, this information
may not have been enough to serve as a basis for different combat styles, especially
since some of the information was faulty (Sect.5.3.2.1). Simply having separate
controllers for each weapon would assure the bot’s behaviour matched the weapon.
However, such an approach would take even more time to evolve, and would be
brittle with respect to new weapons, even if they were similar to existing ones.
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An alternative option is to evolve multi-modal networks [19]. The networks have
distinct output modes for different situations, which seems well-suited to having
different behaviours for different types of weapons.

Knowing which weapon to use in a given situation is also an important aspect
of gameplay in UT2004. In past BotPrize competitions, the University of Texas at
Austin’s entry (named U Texas) learned weapon preferences automatically [12].
The bot would learn estimates of the expected damage and accuracy of each weapon
in each of the three ranges used by UT"2’s static weapon lookup rules.

The original intent was to integrate weapon preference learning into UT"2, but
this learning method was afflicted with the same problems that make the Accuracy
objective (Sect.5.4.3) problematic. Basically, the Gamebots protocol registers each
source of damage separately, which makes gauging the accuracy of weapons that fire
multiple projectiles at once difficult. Furthermore, accuracy is not as important for
weapons that have higher rates of fire. Because of these difficulties, it was decided
that UT"2 would use static weapon preferences instead. However, including weapon
preference learning is still a good idea, which future versions of UT™2 will likely
include, once a way to work around the limitations of Gamebots is found.

5.7 Conclusion

Evolving neural networks to provide the combat behaviour for the UT™2 bot in
UT2004 helped it earn second place in the 2010 BotPrize competition. The key to
evolving human-like behaviour, despite evolving for raw performance, is to restrict
the actions available to the bot to common human actions, and to filter the overall bot
behaviour such that the bot is restricted in ways that humans are. Evolving the bot
to perform well in the context of human limitations naturally results in human-like
performance. The UT"2 bot focused on the most obvious of such limitations, but
much more is possible. By further tailoring bot actuators and sensors in this manner
it should be possible to evolve more human-like bots for UT2004 and other domains
in the future.
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Chapter 6
Believable Bot Navigation via Playback
of Human Traces

Igor V. Karpov, Jacob Schrum and Risto Miikkulainen

Abstract Imitation is a powerful and pervasive primitive underlying examples of
intelligent behaviour in nature. Can we use it as a tool to help build artificial agents
that behave like humans do? This question is studied in the context of the BotPrize
competition, a Turing-like test where computer game bots compete by attempting to
fool human judges into thinking they are just another human player. One problem
faced by such bots is that of human-like navigation within the virtual world. This
chapter describes the Human Trace Controller, a component of the UT"2 bot which
took second place in the BotPrize 2010 competition. The controller uses a database of
recorded human games in order to quickly retrieve and play back relevant segments
of human navigation behaviour. Empirical evidence suggests that the method of
direct imitation allows the bot to effectively solve several navigation problems while
moving in a human-like fashion.

6.1 Introduction

Building robots that act human requires solutions to many challenging problems,
ranging from engineering to vision and natural language understanding. Imitation is
a powerful and pervasive primitive in animals and humans, with recently discovered
neurophysiological correlates [1]. Children observing adult behaviour are able to
mimic and reuse it rationally even before they can talk [2]. As robotics platforms
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continue to develop, it is becoming increasingly possible to use similar techniques
in human-robot interaction [3].

How can we use imitation when building agents with the explicit goal of human-
like behaviour in mind? We study this question in the setting of the BotPrize 2010
competition, which explicitly rewards agents for exhibiting believable human-like
behaviour [4].

One problem faced by such bots is that of human-like navigation within the virtual
world. Due to problems in level design and the interface used by the bots when acting
in the environment, bots can get stuck on level geometry or fail to appear human when
following the built in navigation graph.

As a way to address such challenges, this chapter introduces the Human Trace
Controller (HTC) , a component of the UT"2 bot inspired by the idea of direct imita-
tion of human behaviour. The controller draws upon a previously collected database
of recorded human games, which is indexed and stored for efficient retrieval. The
controller works by quickly retrieving relevant traces of human behaviour, translat-
ing them into the action space of the bot, and executing the resulting actions. This
approach proves to be an effective way to recover from navigation artefacts in a
human-like fashion.

This chapter is organized as follows. Related work is discussed in Sect.6.2.
The necessary background including a description of the BotPrize competition and
domain used in it is discussed in Sect. 6.3. The main focus of this chapter, the Human
Trace Controller, is described in detail in Sect.6.4. Section 6.5 presents the results
of qualitative and comparative evaluations of the controller. Sections 6.6 and 6.7
discuss future work and conclusions.

6.2 Related Work

An active and growing body work uses games as a domain to study Artificial Intel-
ligence [5-8].

The use of human player data recorded from games in order to create realistic
game characters is a promising direction of research because it can be applied both
to games and to the wider field of autonomous agent behaviour. This approach is
closely related to the concept of Imitation Learning or Learning from Demonstration,
especially when expanded to generalize to unseen data [9—-11].

Imitation of human traces has previously been used to synthesize and detect
movement primitives in games [12], however this approach has not been evaluated
in the framework of a human-like bot competition. The use of trajectory libraries
was introduced for developing autonomous agent control policies and for transfer
learning [13, 14]. Hladky et al., developed predictive models of player behaviour
learned from large databases of human gameplay and used them for multi-agent
opponent modeling [15]. Human game data is also collected in an attempt to design
non-player characters capable of using natural language [16]. Imitation learning using
supervised models of human drivers was used in order to train agent drivers in the
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TORCS racing simulator [17]. In robotics, imitation learning approaches have been
shown effective as well, for example in task learning and programming robosoccer
players in simulation [18]. Statistical analysis of player trajectories was used in order
to detect game bots in the Quake first person shooter game [19]. Sukthankar et al. use
similar techniques in order to assign teams and recognize team player behaviour in
multiagent settings [20]. Most recently, a competitor team, ICE, is using an interface
for creating custom recordings of human behaviour in the BotPrize competition [21].

While human behaviour traces and learning from demonstration techniques are
finding increasing use in both games and robotics applications, the BotPrize com-
petition offers a unique opportunity to test such methods in creating human-like
behaviour directly. The challenge of combining imitation and demonstration meth-
ods with other types of policy design methods remains to be met.

6.3 Background

This section describes the domain of Unreal Tournament, the BotPrize Competition,
and some of the challenges to developing human-like game bot behaviour posed by
the software interface used when developing the bot.

6.3.1 Unreal Tournament 2004

Unreal Tournament 2004 is a commercial sequel in a series of first person shooter
computer games developed by Epic Games and Digital Extremes [22]. After it was
published in 2004, the game received Multiplayer Game of the Year awards from
IGN, Gamespy and Computer Gaming World.

The Unreal 2004 game engine consists of a server which runs the game simulation
including 3D collision detection, physics, player score, statistics, inventories and
events. Importantly, the Unreal 2004 game engine includes an embedded scripting
system that uses Unreal Script, an interpreted programming language that provides
an API to the game engine. This scripting interface is used by higher-level wrappers
such as GameBots2004 and Pogamut to allow external programs to control bot
players and receive information about their state [23, 24]. Unreal Script also allows
the recording of detailed game traces from games played by humans and bots.

Players connect to the server using Unreal Tournament clients (either locally or
via a network using TCP and UDP protocols). Clients provide 3D graphics and audio
rendering of the view of the Unreal level from the perspective of the player, and allow
the player to control their character via keyboard and mouse commands. Commands
are customizable, but basic keyboard controls include movement forward, back,
left and right, jumping up, crouching, and selecting a weapon from the player’s
inventory, while the mouse allows the player to turn, aim, and fire primary and
secondary weapons. Each player has some amount of health and armour and an
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array of weapons from one of the predefined weapon types as well as some amount
of ammunition for each.

Multiplayer games can include up to sixteen players per game simultaneously.
These players can include both humans and bots. Normally players can choose from
a number of native bots within Unreal—these are implemented as internal subrou-
tines within the engine and can have a different skill level depending on a numerical
parameter. Both bots and human players can choose from a wide variety of avatars or
skins which represent them during the game. These are all humanoid in appearance
and roughly similar in size—the engine uses the same underlying character anima-
tions during movement, using custom animations only in special situations such as
taunts.

The goal of the normal Death Match mode is to be the first to eliminate a prede-
termined number of opponents by hitting them with weapon fire and reducing their
health and armour to zero. Players who are killed quickly re-spawn at one of several
predefined spawn locations on the level map. Games can optionally have a time limit,
at the end of which the player with the highest number of frags (kills) wins.

6.3.2 The BotPrize 2010 Competition

The BotPrize competition aims to create a Turing-like interactive test for bot behav-
iour [4, 25]. During the 2010 competition, five teams competed during the course
of three one-hour rounds consisting of three 20-minute games each. Each game
took place on one of the three large levels pre-selected by the competition organizer
(and known to the participants beforehand). These levels (Goatswood, IceHenge and
Colosseum), were created by the Unreal Tournament player community after the
release of the original game and are large relative to the character avatar and avatar
motion speed, allowing a large number of participants to interact frequently but with-
out too much interference from other players. The levels also contain complex 3D
geometry and visual and physical obstacles such as trees, walls, columns, fences,
bridges and water. Equal number of bot participants, human judges and native bots
participate in each game. All the participants are anonymized by using a random
in-game name and a random in-game skin. The rules of the game are modified from
a regular death match as follows:

e One of the default weapons in the player arsenal is a “Judging gun” that allows
players (both humans and bots) to record on-the-fly decisions about whether or
not they think their opponent is a human.

e Damage by normal weapons is reduced to 40 % to allow players more time to
interact.

Hitting a player with the primary fire of the judging gun for the first time designates
the player as a human. Hitting a player with the secondary fire of the judging gun for
the first time designates the player as a bot. If the designation is correct (the player
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correctly guesses whether the opponent is a human) the player gets 10 frags and the
opponent is instantly killed. If the designation is incorrect (the player fails to guess
whether the opponent is a human) the player gets —10 frags and dies instantly. The
judgement can only be made once per opponent—judging the same opponent twice
has no effect.

The goal of the human players is to get the highest score—thus it is in their interest
to guess whether or not their opponents are bots correctly. The goal of the bot players
is to appear human, thus ideally their policy should be indistinguishable from what
is expected from a human player in a given situation.

Additional details about the competition are available in previous publications by
the organizer, Philip Hingston [4, 25], and in Chap. 5 of this book.

6.3.3 The GameBots2004 and Pogamut Interfaces

The GameBots2004 interface allows a program to control a bot within Unreal
Tournament using a network socket connection [23]. Synchronous and asynchronous
messages are exchanged between the agent and the GameBot s2 004 BotConnection
running on the Unreal Tournament server, allowing the agent to receive updates about
the game and the bot state and to send commands controlling its motion and its actions.

The Pogamut framework is a Java library that uses GameBots2004 to pro-
vide the developer with a convenient API for accessing game and agent state and
writing custom behaviours for Unreal Tournament 2004 bots [24]. In particular, the
framework takes care of the details of updating agent’s memory (state) information,
wraps GameBot s2 004 messaging protocol in a Java API, and provides a class hier-
archy for representing useful data structures for building bot behaviour, including
navigation graphs, inventory items, sensors, actions, and so on.

6.3.4 Navigation in Unreal Tournament 2004

The interfaces to the Unreal Tournament game engine support two main styles of
navigation for bots. In one of these, the bot specifies the location (or locations)
in its immediate vicinity where it wishes to move, and the game engine executes
this motion, calculating the appropriate animations and adjusting the bot’s location
according to reachability and physical constrains. In the second mode of navigation,
a navigation graph provided by the creators of the level maps can be used in order
plan longer-term routes that take the bot from one location on the level to another.

In general, a navigation graph for a level consists of a relatively small (on the order
of several hundred) number of named vertices, or navpoints, distributed throughout
the level and connected by a network of reachability edges (Fig.6.1). If two adjacent
navpoints are connected by an edge, the engine should be able to successfully move
the avatar between them.
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Fig. 6.1 A side-by-side comparison of the two-dimensional projections of the navigation graph
(a) used by native Unreal bots and of three-dimensional view of the position and event samples of
human behaviour (b) used by the Human Trace Controller and on one of the competition levels. a
Navigation graph for Colosseum. b Human traces for Colosseum

Bots can use standard A* pathfinding such as the Floyd-Warshall method [26]
to get from one location on the map to another. A* and Floyd-Warshall are pre-
packaged in the Pogamut framework, and they work well, but they are different (and
seemingly not quite as good as) what is built into UT2004 and used by the native
bots. Part of the reason for this difference may be that path following sometimes
involves well-timed jumps. The navigation and jumping capability is dramatically
improved in the Pogamut 3.1 release, however, the BotPrize 2010 and the evaluations
presented in this chapter were done using the competition version.

Even with the best of interfaces, error-free navigation is not usually available for
domains with high complexity. This is certainly the case with mobile robot navigation
where sensor and motor errors, physical slips and other inaccuracies can combine
to both stochastic and systemic errors over time. Even in simulated environments
such as Unreal Tournament, the well-timed execution of new destination commands
along the path could be adversely affected by the additional network latency or
computational overhead of the interfaces.

Because navigation primitives used by the bot are not error-free, it often gets
“stuck”, where the actions that it chooses to execute as part of the path following
(or combat) behaviour do not cause any progress because an obstacle is in the way.
This can be caused by navigation command execution errors, by collisions with
other players, by imprecisions in the navigation graph, or by simulated physics inter-
actions with weapon fire. Humans do not play in this manner, and judges often
exploit this behaviour to make negative decisions . The UT"2 bot uses the Human
Trace Controller (HTC) in order to quickly detect and recover from such navigation
problems.
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6.4 The Human Trace Controller

The UT"2 bot is implemented using a method similar to behaviour trees. The overall
architecture of the bot is described in detail in Chap. 5. In the BotPrize 2010 compe-
tition, the bot uses the HTC in order to improve its navigation behaviour: when the
bot gets stuck while moving along a path or during combat (Sect. 6.4.3), it executes
actions selected by the controller.

The HTC uses a database of previously recorded human games to execute naviga-
tion behaviour similar to that of human players. This section describes how the data
is recorded (Sect.6.4.1) and indexed (Sect.6.4.2) to select what actions to execute
(Sect.6.4.4).

6.4.1 Recording Human Games

Player volunteers were selected from graduate and undergraduate students at UT
Austin. All players had considerable previous experience with video games in general
and first person shooter games in particular. Familiarity with the Unreal Tournament
2004 game varied between the players.

An early version of the competition mod that allowed the judging gun to be used
was instrumented with the ability to log each player’s pose and event information into
a text file, as follows. The standard BotPrize mod was decompiled into its original
UnrealScript using the standard tools that come with the Unreal Tournament 2004.
The script was then modified to write out a detailed log of the events and commands
used by the players into a text file. The text file was then processed in order to extract
traces of human behaviour, and these traces were stored in a SQLite database [27].
The frequency of the samples in the human database thus roughly coincided with
the average logic cycle of the Pogamut/GameBots configuration, around ten times a
second.

Two types of data points were recorded in the database for each human player:
pose data and event data. The player’s pose includes the current position, orien-
tation, velocity and acceleration of the player. This data was recorded every logic
cycle, or around ten times a second. The player’s events were recorded as they hap-
pened together with their time stamp, and included actions taken by the player or
various kinds of interactions with other players or the environment. Example event
types include picking up inventory items, switching weapons, firing weapons, taking
damage, jumping, falling of edges, and so on. Taken together, all the pose and event
samples for a particular player in a particular game form a sequence, and are stored
in such a way as to allow the controller to recover both preceding and succeeding
event and pose samples from any given pose or event.

Games were conducted on the three levels selected for the competition (Fig.6.1).
Knowledge of the levels in this competition allowed the possibility of using a method
that does not generalize to previously unseen levels.
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Three types of games were recorded: standard games, judging games, and syn-
thetic coverage games. Standard games were recorded in order to capture what human
players do when playing a standard first person shooter death match variant of Unreal
Tournament 2004. The judging games were recorded in order to overcome the poten-
tial differences in behaviour that manifest themselves when human players are also
judging. Finally, because the competition levels were relatively large and because
some problematic parts of the maps were visited infrequently by human players in the
other data sets, synthetic data sets were collected where human players intentionally
spent time navigating around areas with low data coverage.

In the first type of recorded games, two human volunteers were separated so that
they could not see or hear each other outside of the game. They were joined by an
equal number of native Unreal bot players. The rules were standard death match rules
(first player to get 15 frags wins) and the human data was recorded and used as part
of the database of human behaviour.

In the second type of recorded game, two human volunteers unfamiliar with the
details of the bot were separated in two different rooms such that they could not see or
hear each other outside the game. One of the authors (alternating) and two instances
of an early version of the bot constituted the other participants of the games. The
volunteers were asked to be vocal about what their thought process is and how their
judgements were made. Recorded human traces of all participants in these games
were stored in the database and used as part of the dataset for the Human Trace
Controller.

In the third type of game recording, the authors participated in games designed
specifically to fill in the areas of the dataset where the performance of the Human
Trace Controller was found to be weaker due to lack of human data. These games
involved alternating normal combat with movement localized to areas of the map
where most of the stuck events were seen during testing, such as under the bridge in
Goatswood or among the columns in the Colosseum.

The results presented in this chapter were obtained using a relatively modest num-
ber of human traces (Table 6.1), however, even for this dataset an efficient storage
scheme had to be developed to support timely retrieval and playback. The next section
discusses three data indexing schemes that were used over the course of develop-
ment with properties that make it possible to scale this method to much larger data
sets.

Table 6.1 Size of the recorded human game dataset used in the competition

Level Unique players Events Pose samples
Colosseum 6 4,318 40,474
GoatswoodPlay 7 6,085 40,961
IceHenge 4 8,927 29,736
Total 17 19,330 1,11,171

The total dataset represents about ten hours of play time
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6.4.2 Indexing Databases of Human Behaviour

In order to be able to quickly retrieve the relevant human traces, an efficient indexing
scheme of the data is needed. In particular, it is necessary to quickly find all segments
of the recorded games database that pass within the vicinity of the bot’s current loca-
tion. Throughout the course of development of the UT"2 bot, several such schemes
were tested. Two of the most effective indexing schemes are described below.

6.4.2.1 Octree Based Indexing

An octree is a data structure routinely used in computer graphics and vision to index
spatial information [28]. It is constructed by finding the geometric middle of a set
of points, and subdividing the points into eight subsets defined by the three axis-
aligned hyperplanes passing through the point. The process continues recursively
until a termination condition, such as depth, smallest leaf dimension, or smallest
number of points per leaf, is reached.

In order to index the pose data in the database of human game traces, an octree
was constructed over the set of all points with the termination condition defined to
be the first of (a) reaching the smallest leaf radius (set to twice the average distance
moved per logic cycle), or (b) reaching the minimum number of points allowed in a
leaf (set to 20).

Each point in the pose database was then labeled with an octree leaf. Given
the bot’s location, it is possible to traverse the octree index structure and find the
smallest octree node that encloses it, and quickly retrieve the set of points within this
octree node. Only part of the octree is stored in memory, while the rest is backed
by SQL queries which dynamically retrieve the points needed. The Java/SQLite
implementation allows the entire database to be stored in memory if it is small or to
scale to other storage if it exceeds available memory.

6.4.2.2 Navigation Graph Based Indexing

As described in Sect. 6.3.4, levels in Unreal Tournament and many other similar
games come with navigation graphs, which connect a number of named vertices
distributed throughout the level with reachability edges.

It turns out that the nodes of the navigation graph can be used as labels for the
points in the trace database, allowing the controller to quickly retrieve those points
which are closest to a particular node. While this indexing process does take some
time, it can be done efficiently by forming a KD-tree [29] over the navigation graph
and iterating over the points in the database, performing a nearest neighbour search
over the (relatively few) vertices in the navigation graph.

Once the nearest navpoints to the bot’s location is found, the database yields the set
of points in the pose database that are closest to the navpoint (belong to the navpoint’s
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Voronoi cell [30, 31]). Like the octree implementation above, the database-backed
data structure can scale to a very large number of points because the tradeoff between
memory and speed is adjustable.

Both of these schemes yield a subset of the pose database which is considered
during playback (Sect. 6.4.4), however, the navigation graph scheme relies more on
the availability of good level meta-data, while the octree-based indexing relies more
on the quality of the human games database.

6.4.3 Detecting When the Bot is Stuck

Several different heuristics were employed in order to quickly determine when the
bot is stuck. These were formulated after observing the behaviour of several earlier
versions of the bot and characterizing the times when it was stuck.

e SAME_NAV—the bot keeps track of the number of logic cycles it finds itself next
to the same navigation point as the previous cycle. The SAME_NAV condition is
triggered when this number increases past a threshold.

e STILL—the bot keeps track of the number of logic cycles it finds itself within
a short distance of the previous position. The STILL condition is triggered when
this number increases past a threshold.

e COLLIDING—the Unreal Tournament game engine and the GameBots2004
API report when the bot is colliding with level geometry, and this information is
incorporated into the bot’s senses by the Pogamut framework. The COLLIDING
condition is set to true whenever the corresponding sense is true.

o BUMPING—the Unreal Tournament game engine and the GameBots2004 API
report when the bot is bumping into movable objects such as other players and this
information is incorporated into the bot’s senses by the Pogamut framework. The
BUMPING condition is set to true whenever the corresponding sense is true.

e OFF_GRID—this condition is triggered when the bot finds its distance from the
nearest navpoint reach a threshold.

If one of these conditions is set to true, the bot is considered stuck and the Human
Trace Controller is executed as the controller for that logic cycle.

6.4.4 Retrieval and Playback of Human Behaviour Traces

When the bot finds itself stuck, if calls upon the Human Trace Controller in order to
get unstuck. The controller keeps track of when it was last called, and either follows
a previous path or creates a new one.

Several conditions have to be met in order for the bot to follow an existing path.
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These are:

e The path was started recently enough.

e The bot has not strayed from the selected path. The “current” point along the path
is within a set distance of the bot’s current position.

e The path is not interrupted or terminated by recorded events such as falls, death,
or large gaps between sampled positions.

If one or more of these conditions is not met, the Human Trace Controller attempts
to start a new path. Otherwise, it continues along the previously started one.

The bot selects a set of relevant points from the pose database using one of the
indexing techniques described in Sect.6.4.2. Once the points are selected, one of
them is picked as the starting point. Two methods for doing so that were tested
during the development of the UT"2 bot—the random point selection and the nearest
point selection. Based on the results of these tests, the competition version of the
bot picks the nearest point unless this point is picked twice in a row, in which case a
random point is selected.

Selecting a point from the subset specifies the sequence the agent will follow. The
agent can then estimate the parameters of the movement action by using an estimate
of the logic cycle length and the time stamps of the pose records.

In order to continue along the path, the agent uses the time passed since the starting
point was selected in order to pick the next point from the database. The time delay
between the pose samples along the stored paths in the database and the logic frames
executed by the agent are both variable and different from each other. In order to
address this problem, the agent interpolates between two database points in order
to get an estimate for where on the path it should move to. The controller keeps an
estimate (arithmetic mean) of the logic frame cycle length from its experience in
order to do so.

Executing the planned motions outside of the navigation mesh poses its own
challenges. If a point is not specified far enough in advance as the target of motion,
the bot will appear to stall after every logic cycle. If a point too far ahead is specified,
however, the bot will appear to change directions suddenly. The navigation interface
provided by the GameBots API includes several different kinds of location-based
movement primitives. Because the logic frame rate can be variable and latency can
influence when an action actually reaches the engine and begins to execute, the
MoveAlong primitive is used. This primitive takes two positions, p1 and p3, in
order to make the movement appear smooth in the face of unpredictable latency. In
effect, the MoveAlong action schedules the motion to py and then to p2, making
the assumption that the next MoveAlong command will arrive when the agent is
somewhere between p; and p;. If the actions are interpolated carefully as part of a
continuous path such as a trace of a human game, the resulting path appears smooth
and purposeful.

The recorded and indexed human data, the firing conditions, and the retrieval and
playback of the human trajectories together constitute the entirety of the Human
Trace Controller component of the UT™2 bot. The next section discusses how this
component was evaluated.
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6.5 Results and Discussion

The performance of the human trace module was evaluated in several ways. First,
it was used in the competition version of the UT"2 bot, which placed second out of
five competing systems in the BotPrize 2010 competition (Sect.6.5.1). The results
of this evaluation were limited to high-level performance metrics based on human
judgements and to qualitative insights extracted after the competitions based on video
recordings of agent performance. The second type of evaluation was performed after
the competition and was aimed at empirically comparing how the different variants
of the unstuck controller contributed to the bot’s ability to get unstuck and to the
overall performance (Sect.6.5.2).

6.5.1 BotPrize 2010 Competition Results

A summary of the overall bot humanness rating results is given in Table 6.2. In
addition to these results, the detailed records of the judgements as well as game
demo files from the games were made available after the competition.' This section
summarizes the qualitative evaluation of the Human Trace Controller part of the bot
based on these records.

The game records are provided in the Unreal demo format, which allows playback
of the entire game from the perspective of a free camera (spectator mode) or from the
perspective of any human player (follow mode). Several qualitative observations can
be made based on reviewing these records. These observations are described below.

6.5.1.1 Data Sparseness

One problem that the bot frequently encountered on one of the levels, Colosseum,
was getting stuck in the narrow hallways radiating outward from the centre of the
level. Because the navigation graph does not extend into these areas, the bot will
often bump into a wall if it tries to run to a node or an item after finding itself there.

Table 6.2 BotPrize 2010

. . Bot Humanness

results, including the average

humanness rating of the Native UT2004 Bot 35.3982
native bots. The humanness Conscious-Robots 31.8182
rating is the percentage of UT™2 27.2727
judgements of the bot (by ICE-2010 23.3333
humans) that identified it as a Discordia 17.7778
human player w00t 9.3023

! http://www.botprize.org/2010.html
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The Human Trace Controller can solve this problem, but only when a record exists
for the particular area where the bot is stuck. Observations of the competition records
from the UT"2 bot confirm this, because the first version of the bot’s database used
on the Colosseum level resulted in the bot being often stuck in the columns area,
and this situation improved dramatically with the addition of traces specifically in
the problem areas.

Howeyver, as noted below, one future direction for the controller is to use machine
learning techniques in conjunction with egocentric sensors to generalize between
environments that look similar. The hallways are a great example of where such an
approach would be particularly useful.

6.5.1.2 Correspondence Problem

One fundamental problem faced by all designers of human-like behaviour is the
correspondence problem, or the difference between the actions and observations
available to humans and those available to artificial agents [11]. This problem
can include differences in decision frequency, the kind and amount of information
expressed in the sensors, differences in body morphology or capability and so on.

This problem sometimes leads to the bot’s inability to reproduce a human reaction
either because its observations are insufficient or because its actions are limiting.

For example, in the BotPrize competition, the human players control the bot via
keystrokes and mouse movements that are processed by the game engine at a very high
frequency. They receive information about the environment from a two-dimensional
rendering of the three-dimensional world, which includes rich information such as
texture, colour, shadow, effects of explosions, sounds, and so on. Further, they can
rely on the powerful ability of the human mind to interpret and synthesize these
events into higher-level stimuli, using highly parallel and complex “wet-ware”, the
workings of which we are only beginning to understand.

Bots, in contrast, send commands controlling their player about ten times a second,
and the command repertoire does not include direct equivalents to keystroke and
mouse based control of a human player. The observations of a bot include a lot of
information about the environment that the human is not given immediately (such as
reachability grids, navigation graphs, exact locations of items and event notifications)
but also exclude important features, such as an effective way to react to sound, the
ability to see the nature and extent of different environments such as lava or water,
and an effective ability to deal with level geometry.

As a concrete example of this problem, in the Goatswood level, the bot would
sometimes get stuck next to short obstacles in its path, and trying to follow a human
trace would not lead to a successful navigation because in order to do so the bot would
have needed to send a (well timed) jump command in addition to a MoveAlong
action. Humans, in contrast, were able to “push through” such obstacles because
such small jumps are built in to the pawn behaviour.



164 1. V. Karpov et al.
6.5.1.3 Environmental Features

Another class of problems has to do with special features of the environment. For
example, both the Goatswood and the IceHenge level contain areas with water flowing
through them. These special areas change the way the bot responds to commands,
making movement slower in some directions and faster in others. This in turn causes
human path execution to fail, because the bot tries to execute the same actions in two
very different environments, as it does not operate in the same action space as the
human did.

Because the water hazards are particularly difficult for the human trace controller
to navigate, during the competition the UT™2 bot used a specially designed Water
Controller when it was stuck in water areas. The controller uses a gofo primitive
along with additional hand-crafted navigation nodes in order to get out of the water
as quickly and smoothly as possible. Additionally, proximity to important items
located on the side of the water hazard in IceHenge can cause the bot to go to that
location instead.

While this partial solution improved the performance of the bot on levels with
water hazards, it does not result in a particularly human-like behaviour. For example,
people occasionally used water as cover to sneak up on opponents or to escape
pursuit.

Taken together, these observations provide important insights into the kinds
of problems that need to be addressed when designing human-like behaviour. In
Sect. 6.6, we discuss some future work that may help address these issues.

6.5.2 Comparative Evaluation

In order to evaluate the contribution of the Human Trace Controller to the overall
UT"2 bot, comparisons were made between three versions of the bot, where the
only difference was the controller used to get the bot unstuck. The following three
controllers were used in the comparison:

e The Null Controller simply ignores the stuck condition and continues to whatever
action would fire in the bot otherwise.

e The Scripted Unstuck Controller is a scripted controller designed to get the bot
unstuck during evolution (Sect. 6.5.2.1).

e The Human Trace Controller as used during the BotPrize 2010 competition.

In all three versions the overall bot is modified from the competition version by
removing level-specific special cases and the WaterController in order to make
sure that only one controller is used to get unstuck during the comparison.



6 Believable Bot Navigation via Playback of Human Traces 165
6.5.2.1 The Scripted Unstuck Controller Baseline

The Scripted Unstuck Controller is a scripted controller designed to get the bot
unstuck reliably and quickly. Because it is relatively simple and does not rely on
changing external human databases, the Scripted Unstuck Controller was used when-
ever the bot got stuck while evolving the battle controller for the UT"2 bot (see
Chap. 5). It also provides a strong benchmark for comparisons with the performance
of the Human Trace Controller.

In our experiments, the controller picks one of the following actions depending
on the current state of the bot:

e If the bot is currently at location x; and detected a collision at X3, the controller
requests a move of 5 - (X2 — X1).

e Ifthe bot is currently at location x; and detects a bump at location x3, the controller
requests a move of 5 - (X2 — X1).

e Otherwise,

— with probability 0.5, the controller performs a DodgeShotAction, which
results in a single jump in a random direction.

— with probability 0.25, the controller requests the bot to run forward continuously
until another command is selected.

— with probability 0.25, the controller requests the bot to go to the nearest item.

6.5.2.2 Comparison Results

The results of these comparisons for the three levels are given in Figs. 6.2, 6.3 and 6.4.
The three bars represent UT"2 bot using no unstuck controller (NONE), the Human
Retrace Controller (HTC), and the scripted controller (SCRIPTED). Each bar is an
average of thirty runs, where each run represents ten minutes of game time in a game
with two Hunter bots and the modified UT"2 bot. Standard error is indicated by the
error bar.

Overall, both the Scripted Unstuck Controller and the human trace controller
perform similarly in terms of the number of cycles stuck. However, the Human
Trace Controller still has two advantages: it generates qualitatively smoother paths
when executed in isolation with random restarts, and the average length of a
stuck segment for the Human Trace Controller is shorter than that of the scripted
controller. Because the evaluations are very noisy, further evaluations are needed
in order to determine statistical significance of these findings. However, the need
for an unstuck controller is significant in that both controllers outperform the Null
Controller.


http://dx.doi.org/10.1007/978-3-642-32323-2_5

166 1. V. Karpov et al.

Collisions on Colosseum
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Fig. 6.2 Number of logic cycles stuck by condition on the Colosseum level. Averages of thirty
ten-minute runs and standard error are shown
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Fig. 6.3 Number of logic cycles stuck by condition on the Goatswood level. Averages of thirty
ten-minute runs and standard error are shown

6.5.2.3 Post-competition Improvements

After the 2010 BotPrize competition, the UT"2 bot was modified to improve several
aspects of using human traces. First, the scripted unstuck controller was integrated
with the Human Trace Controller to allow the scripted controller to take over when
traces are unavailable or failing to replay correctly. Second, the HTC was also used
by an additional top-level UT"2 controller that allowed the bot to explore the level
in a human-like fashion in the absence of any other goals. Third, the database was
filtered to include only smooth segments, not interrupted by jumps or other artefacts.
Finally, HTC playback was modified to ensure that positive path progress was made
by keeping an estimate of bot speed and selecting points along the path by distance
traveled according to this estimate.

The results of these comparisons are shown in Fig.6.5. The amount of time the
bot spends stuck decreases both when using Human Traces to get unstuck and when
using them to explore the environment. Additionally, the human trace replay used
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Collisions on IceHenge
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Fig. 6.4 Number of logic cycles stuck by condition on the IceHenge level. Averages of thirty
ten-minute runs and standard error are shown

Stuck Trigger Frequency by Condition  m ¢ojjision
Off-grid
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M Under elevator
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Number of Logic Cycles Spent Stuck

Fig. 6.5 A comparison of several versions of the 2011 version of the UT"2 bot. Average unstuck
counts are shown when the bot is using no human traces (No traces), only to get unstuck (Unstuck),
only to explore the level (Explore), or both to get unstuck and to explore (Both). Average over 10
runs with standard error bars are shown for the Osiris2 level

for exploration allows the bot to avoid traveling along the navigation graph and looks
smooth and human-like when observing.

6.6 Discussion and Future Work

The Human Trace Controller presented in this chapter is a simple way to utilize
recorded human behaviour to improve parts of the agent’s navigation policy. How-
ever, the technique is much more generally applicable and can be extended to further
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improve the navigation system, to generalize to previously unseen environments, and
to support higher-level decision making such as opponent modeling.

One further area where human trace data can be useful is to improve other compo-
nents of the navigation subsystem. Because the levels for Unreal Tournament 2004
are designed by hand, some areas of the levels are missing navpoints or edges in
places where they would be quite useful to bots. In such places, it is possible to
use the human data to induce a more complete version of the navpoint graph. Such a
graph could then be used without modification by graph navigation and path planning
modules.

The Human Trace Controller as described in this chapter suffers from one major
weakness—it does not generalize to new environments (or even to unseen parts of
existing environments). Enabling the bot to generalize to previously unseen environ-
ments would require (1) recasting of the problem in an egocentric state space and
(2) selecting an appropriate machine learning technique to support better generaliza-
tion. Some work has already been done towards achieving (1)-the combat module
of the UT"2 bot uses a set of ego-centric and opponent-centric sensors and actions
which could be reused when building a human player model. In order to achieve
(2), the indexing techniques described in Sect.6.4.2 can be naturally replaced with
an instance-based machine learning algorithm such as a decision tree or a nearest-
neighbour algorithm. This instance-based method can be compared and contrasted
with other machine learning methods capable of compressing the data such as neural
networks or probabilistic techniques. Whatever solution is used, one property that
would be useful to retain from the current implementation is the ability to select what
parts of what kinds of environments should be added to the database for maximum
gain in the model’s accuracy.

In order to address the correspondence problem, or the difference between the
human and the bot’s observation and action spaces, and to support the use of machine
learning for effective generalization based on previously seen human behaviour,
a translation scheme between human and bot observations and actions needs to
be developed. This could be done automatically by learning the bot actions and
parameters that most accurately recreate small sections of human behaviour, and
using those actions as primitives when replaying new traces or outputs of a learned
human behaviour model.

In addition to using a model of human behaviour to mimic it as part of the agent’s
policy, it is possible to use this information in other ways. For example, it may
be possible to use the human behaviour database to design a “humanness fitness
function” for evolving human-like control policies. Such a function can be used
for example as part of the multi-objective neuroevolution technique discussed in
Chap. 5 to compare the behaviour generated by a candidate bot with that available in
the human database. As another promising future use of human trace data, the bot
can use its model of human behaviour to predict and reacquire a human opponent it
is chasing if it loses track of him or her. Such behaviour can be seen as purposeful
and cognitively complex, and thus very human.
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6.7 Conclusion

The Human Trace Controller component of the UT"2 bot takes a step towards build-
ing human-like behaviour in a complex virtual environment by directly replaying
segments of recorded human behaviour.

Evaluation of the resulting controller as part of the BotPrize competition and via
comparative experiments suggests that the replay of human traces is an effective way
to address the navigation problems faced by the UT"2 bot. Additionally, human traces
can be used for exploration of the level in the absence of other goals. The resulting
behaviour appears smooth and human-like on observation, while also allowing the
bot to navigate the environment with a minimal number of failures.

Finally, the work demonstrates the feasibility of using large databases of human
behaviour to support online decision making. The approach can scale and improve
with experience gained naturally from domain experts; it is applicable to the explicit
goal of building human-like behaviour; and it supports imitation, a primitive that is
ubiquitous in examples of intelligent behaviour in nature.
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Chapter 7
A Machine Consciousness Approach
to the Design of Human-Like Bots

Raiil Arrabales, Jorge Muiioz, Agapito Ledezma, German Gutierrez
and Araceli Sanchis

Abstract This chapter introduces Machine Consciousness as a new research field
applied to the development of human-like behaviour of non-player characters (NPCs)
in video games. Key aspects, advantages, and challenges of this young research area
are discussed using the cognitive architecture CERA-CRANIUM as an illustrative
example of an autonomous control system inspired by cognitive theories of human
consciousness. Additionally, other cognitive architectures used in video games are
also analyzed. The bot codenamed CC-Bot2, winner of the 2K BotPrize 2010
competition and based on the CERA-CRANIUM cognitive architecture, is also
described in this chapter. Specifically, the particular way in which CC-Bot2 processes
the sensory-motor information and generates sequences of adaptive human-like
actions is discussed. We also analyze the main differences between CC-Bot2 and
other bots, focusing on the key features that allowed CC-Bot2 to win first place in
the competition. Finally, we conclude by describing the main lines of work for future
CC-Bot implementations and pointing out major conclusions about the application
of Machine Consciousness to the design of believable bots.
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7.1 Machine Consciousness and Believability in Game Bots

Machine Consciousness is a young and noticeably multidisciplinary field of research
that aims at understanding, simulating and even replicating human consciousness
in machines [12]. From the broad range of approaches currently being explored
in this area, here we will focus on the specific research lines centred on the use of
artificial cognitive architectures, i.e. control systems modeled after theories of human
cognition.

The development of believable video game bots, truly indistinguishable from
human players, remains an open problem both for science and for the game industry.
Taking a Cognitive Machine Consciousness approach to address this problem implies
the use of existing psychological models of human cognition as the main inspiration
for the design of more engaging characters. While typical Artificial Intelligence (AI)
techniques are usually inspired by partial aspects of cognition, such as planning or
learning, the Machine Consciousness approach that we propose aims at effectively
integrating key cognitive functions into a single autonomous control architecture.

Classical game character implementations, like Pac-Man ghosts or Space Invaders
alien spacecraft, used simple scripted behaviour. However, as high-end video games
have evolved into more complex virtual environments, they require the generation
of much more realistic behaviours in their NPCs. Pre-programmed behaviours are
valid to some extent in certain scenarios, but in realistic games consumers expect
to find artificial opponents or collaborators behaving like humans. However, players
usually consider disappointing the behaviour of artificial characters [25].

The generation of behaviour in humans involves several interrelated cognitive
mechanisms, such as attention, emotions, agent modeling, set shifting, learning, etc.
Artificial cognitive architectures like CERA-CRANIUM aim at integrating all these
aspects together into effective and adaptive control systems. However, the design
of such architectures is not straightforward. We argue that the Cognitive Machine
Consciousness approach might contribute to tackle complexity and provide a useful
framework for the design of more appealing video game bots. This hypothesis is being
put to test with the CC-Bot implementation series based on the CERA-CRANIUM
architecture. The current implementation of CERA-CRANIUM is designed to incor-
porate all the cognitive functions mentioned above; however, at this stage only the
attention mechanism has been completely implemented. Although the architecture
is in an early stage of development, latest experiments have given good results at
generating human-like behaviours. Recently, CC-Bot2 implementation won the first
place in the third edition of the 2K BotPrize competition.

The 2K BotPrize competition is an adaptation of the Turing Test for first person
shooter video games [16]. Specifically, the game used in this contest is UT2004
[10] (Unreal Tournament 2004), a first person shooter set in a fictional future with
futuristic weapons. The objective of the game is to kill as many opponents as possible
without being killed by the other players. Bots connect to the game server by means
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of an application library named Pogamut 3 [13], which uses the interface GameBots
2004 for UT2004.

As illustrated by BotPrize competition results current artificial characters can be
intelligent in some sense, but they cannot match the behaviour produced by a human
player. To date, playing with other humans is generally more realistic and engaging
than playing with the most advanced bots.

In this work we put forward the hypothesis that using cognitive architectures
inspired by models of consciousness might be an effective approach to deal with
the complexity of this problem. Additionally, we argue that the field of Machine
Consciousness research can also benefit from the experimentation with such archi-
tectures in the domain of video games.

In the remainder of this chapter we focus on the use of cognitive architectures for
the design of computer game bots. Firstly, we analyze the cognition in virtual agents,
specifically game bots, and how the cognitive architectures can be used to control the
virtual agents. Then, we briefly review related work, discussing the main features
of relevant examples of cognitive architectures used in different games. The next
section describes the design of our bot CC-Bot2, including a thorough explanation
of the main mechanisms implemented so far in the CERA-CRANIUM cognitive
architecture. Finally, we analyze the operation of CC-Bot2 during the third edition
of the 2K BotPrize competition and draw some conclusions from our experience in
this domain.

7.2 Cognition in Video Games

Cognition is usually associated with some key aspects observed in biological organ-
isms, like embodiment and situatedness. Similarly, physical embodiment and real
world situatedness have also been nominated as key factors in the production of
consciousness. Consequently, computer game bots expected to replicate or simulate
human cognition should also cover these features. This possibility has been ques-
tioned because bots do not have real physical bodies, nor do they interact with a
physical world [27]. In contrast, we argue that software agents, like NPCs, can also
be embodied and situated. This position has also been advocated by other authors in
relation with software agents designed after cognitive models of consciousness [11].

Embodiment means to have a body equipped with sensors and actuators that enable
structural coupling with the surrounding of the agent. Therefore, a video game agent
is embodied in that sense (or “virtually embodied” [14]), as it retrieves exteroceptive
and proprioceptive sensing data through its software sensors, and can also perform
actions using its software actuators (Fig.7.1).

Situatedness refers to the causal interaction with the world. In the case of a com-
puter game bot, interaction with the simulated world affects the game environment,
which in turns affects the agent. Furthermore, as human players can interact with

! http://gamebots.sourceforge.net/
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Fig. 7.1 Video game bot generic control architecture. The higher level of control (Behaviour
Controller) can enclose a cognitive control architecture that takes the processed sensory data as
input and continuously generates a selection of basic behaviours

the bot, even the real world is causally affected by bot decisions (analogously, bot
sensory input is causally affected by the actions performed by the human player in
the real world).

In short, designing intelligent control systems for video game bots is essen-
tially equivalent to the task of designing intelligent control systems for physical
autonomous robots. In this chapter, we focus specifically on multiplayer online games
like FPSs. Common features of these games are a virtual world where the action takes
place, local and remote access through computer networks, and the possibility to play
either with or against other humans and/or bots.

Although the design of the cognitive architectures for a physical robot and for a
computer bot are in essence the same process, there exist important differences:

e Robots, unlike bots, possess a physical body.
e Robots, unlike bots, interact directly with the physical world.
e Robots, unlike bots, usually have to deal with much more noise and uncertainty.

We see these features as benefits rather than problems for the application of the
Cognitive Machine Consciousness approach in the domain of video games. In fact,
the typical characteristics of computer games and other virtual environments are
ideal for focusing on high level control, avoiding the usual problems of physical
machinery. This research approach has also been adopted from the point of view
of Artificial General Intelligence (AGI) in simulated environments like Second Life
[14, 15].

We think that one of the main reasons why current Al-based bots are not able to
perform as humans is because their control systems do not have enough “cognitive
power”. In other words, they are not successful at integrating the whole set of cog-
nitive skills that are usually found in humans (see Chap. 8 for a comprehensive list
of cognitive skills).

In general, what is missing is an effective combination of cognitive capabilities
like attention, learning, or Theory of Mind (the ability to attribute mental states to
oneself and others [30]). While limited computational models of these skills could be
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individually implemented using existing Al techniques, the integration of all these
functional components calls for the design of a flexible cognitive architecture.

Before going into more details about cognitive architectures it is important to
analyze what is the typical software architecture of video game bots and where
exactly the cognitive skills components should be located. Most implementations
of Al bots are based on techniques like Finite State Machines (FSMs), Artificial
Neural Networks, Bayesian Programming, Behaviour Trees, etc. Additionally, dif-
ferent software architectures are used as a means to integrate several major com-
ponents: character animation, low-level movement, teamwork coordination, combat
skills, and action selection [29].

In this work we focus on the high level control of bots, setting aside aspects
related with low-level control issues. Examples of the latter include character’s body
animation, inverse kinematics, and the actual execution of basic actions like jump-
ing or firing. Usually, a high level layer, where the goals of the bot are defined, is
implemented on top of other control subsystems (Fig. 7.1 depicts a general bot archi-
tecture). The generic higher control layer represents the top level of control. The final
behaviour of the bot is determined by the Behaviour Controller. While the Movement
Module determines how the bot can move effectively from one point to another, the
Behaviour Controller is in charge of deciding where to move. As a general rule,
higher levels send abstract commands to lower levels, which are responsible for the
concrete sequence of actions.

As bots are designed to achieve mission specific goals, a repertory of pre-
programmed behaviours can be defined (see Basic Behaviours module in Fig.7.1).
In this case, it is the responsibility of higher control levels (the Behaviour Controller
in this case) to decide what basic behaviour to activate at any given time. A number
of approaches have been proposed about the design of Behaviour Controllers. When
approaches inspired by psychological models are adopted, this higher control layer
contains the cognitive functions and is usually referred to as the cognitive control
layer.

In the context of this work, when we refer to the cognitive architecture that controls
the bot, we mean a system embedded in the general control architecture acting as
Behaviour Controller. Therefore, two levels of architectures can be distinguished: the
general bot control architecture (as sketched in Fig.7.1), and the cognitive control
architecture (the main topic of the remainder of this chapter), which is enclosed
within the higher layer of the former.

State of the art multiplayer video games provide a rich environment where both
humans and artificial bots can interact. In addition, unlike real world tasks using
physical agents, video games provide an environment where physical sensory-motor
noise and uncertainty do not represent an extra challenge. Consequently, these games
have become a suitable and convenient platform for the research in artificial cogni-
tive systems. Although the issue of reproducing human-like behaviour in synthetic
characters has been approached by many authors (see Sect. 7.3), most of the research
efforts neglect cognitive models of consciousness as a possible source of inspiration
for new developments.
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We believe the reason why consciousness has been largely ignored is the poor
understanding of this phenomenon within the field of classical Al (in contrast to
Strong Al or Artificial General Intelligence). The growing interest in the scientific
study of consciousness during the last two decades has motivated new research lines
in artificial cognitive systems. Specifically, the emergence of the Machine Conscious-
ness research community and associated computational models and implementations
(see [8, 17] for instance) calls for the application of these new models to the domain
of computer games.

7.3 Related Work

A number of significant cognitive architectures have been developed over the last
decades [28], but they have not been extensively used in video games. Most of them
were created to be used in autonomous agents, like physical robots, and also in soft-
ware agents, but the application in the domain of game bots has not been mainstream.
It is only during the last years that the idea of testing cognitive architectures in video
games has become more popular. Games have become very complex, reaching great
accuracy in the simulation of real worlds. Additionally, as discussed in the former
section, they provide the researchers with some advantages in respect to physical
robots.

There exist several cognitive architectures based on different theories of the mind
(a brief summary of some of them can be found in [22] and [28]). However, few
of them have been used in video games. Some remarkable examples are: Soar [19],
ACT-R [1] and Icarus [21]. Interestingly, none of them is a cognitive architecture
based on a model of consciousness such as the one presented in this chapter (CERA-
CRANIUM).

7.3.1 Soar

The Soar architecture was first developed in 1983, and the first publication was
in 1987 [18]. It is a goal oriented architecture where a set of rules represents
the long term knowledge. These rules, called operators, determine the decisions
the architecture takes. They are selected and applied based on the current state of the
environment and goals of the agent. They can be simple operators which modify the
internal state of the agent or execute actions that affect the environment, or they can
be more complex operators that describe abstract activities. These complex operators
are composed of other operators, indeed when a complex operator is selected and
executed it is decomposed in its simpler operators, and these are also decomposed
recursively until only simple operators remain, which the agent is able to execute.
The basic cycle of execution in Soar is composed of three stages. First, the archi-
tecture proposes operators based on the contents of the working memory, that is, all
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the operators with their pre-conditions satisfied are selected. Second, the selected
operators are evaluated and the best one is selected. Finally, this selected operator
is executed, its rules are fired changing the working memory and the commands to
the motor system are sent. Sometimes the knowledge to select an operator in the
second step is insufficient. When this happens the architecture creates a new goal
in the working memory that will be taken into account in the next cycle to select
the next operator. This process can lead to a cycle where a goal is decomposed into
sub-goals. The goals are removed from the working memory when the sensors of the
agent report that the goal is resolved or when the goal that generates the subgoal is
resolved. From the functional point of view, this working memory mechanism could
be seen as equivalent to that of CERA-CRANIUM architecture.

While current implementation of CERA-CRANIUM lacks any complex learning
mechanisms, Soar includes two learning mechanisms: reinforcement learning and
chunking. Reinforcement learning is used to adjust numerical values of the operators
that affect how they are evaluated before selecting and executing one. Chunking
is the way the architecture learns new production rules. These new rules contain
the process through the resolution of a subgoal, leading to one or more unexpected
results.

One application of the Soar architectures in games was the Quakebot [20]. It was
designed to be a human-like expert player for the game Quake II in the deathmatch
game mode. The bot does not have complete access to the game state, but it has the
same sensory information as a human player. Quake is a FPS video game older than
UT2004 but with a very similar gameplay.

Another application of Soar in a game was a bot for SORTS [31], an open source
RTS (Real Time Strategy) game. The RTS games differs from the FPS shooter games
in that they generate more perceptual information and they need more abstract rep-
resentations of the environment in order to make human-like decisions. Because
of this, SORTS includes some FSMs to control some basic behaviours and a per-
ceptual system in charge of filtering all the perceptual information. The perceptual
system includes two human abilities: grouping and attention. The former is able to
see and treat similar close objects as a unitary whole. The latter is used to filter all the
perceptual information that is not related to a specific place of the map. In CERA-
CRANIUM we have implemented similar functionalities using contexts as flexible
tools for grouping, and an attention mechanism based on the activation of contexts.

Soar has not only been used to control bots in games, but has also been used as the
engine of a story-based game [24] called Haunt II. In the game Soar was in charge
of creating the plot for the interactive story, creating the artificial characters needed
and communicating the events of the story to those characters. The human player
moves through the game while Soar constructs a story based on a pre-written script.
In that case, instead of creating human-like bots with Soar, the architecture is used
to create the challenges and conflicts that match with the plot and keeps a coherent
story experience.
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7.3.2 ACT-R

ACT-R is a revision of the ACT architecture, which was first developed in 1973 [26].
The architecture was created with the objective of modeling human behaviour. In
contrast to the layered design of CERA-CRANIUM, ACT-R is divided into modules,
each one in charge of processing a different type of information as visual stimuli,
motor skills, reasoning, etc. Each module has a buffer that contains the short term
memory in form of declarative structures, named “chunks”. The modules can operate
in parallel and they use the buffers to pass information from one module to another.

Like in Soar, ACT-R is also a goal-oriented architecture and it has a produc-
tion system. On each cycle the architecture determines which productions match the
chunks in the short-term memory, and determines the expected profit of the produc-
tion rule based on the activation of its chunks, executing the rules with higher profit.
Unlike Soar, the latest versions of ACT-R are less goal-focused. They allow the pro-
duction system to match to any source of information instead of only the current
goals in the short-term memory. The sources of information can be the data in the
declarative memory, the objects in the focus of attention of the perceptual modules
and the internal state of the action modules.

Learning occurs in ACT-R similarly as in Soar. A mechanism of reinforcement
learning is used to modify the base activation of the production rules, increased when
they are used and decreased otherwise. Another mechanism in ACT-R is used to learn
new production rules by analyzing the dependencies of fired rules and combining
them into a new production rule.

ACT-R has several applications in autonomous agents like robots and some board
games to model human behaviour, but we are only aware of one application in a real-
time videogame [7]. The architecture has been used to model synthetic opponents in
a customization of the Unreal Tournament game. The objective of this work was not
to create an amusing game but to create realistic bots to model soldiers for military
operations on urban terrain. The game is in fact a simulation with two teams of two
soldiers each where the attackers have to clear a building while the defenders have
to avoid this action. Both teams have different behaviours, the attackers only employ
military strategies while the defenders use a more diversified set of behaviours.

7.3.3 Icarus

Icarus is a more recent architecture, it was first developed in 1991 [23]. It is composed
by two types of hierarchical knowledge sets: concepts and skills. The former are
related with the state of the environment and the agent. The sensors of the agent
generate the perceptual information. Then the system checks out whether the percepts
match or not with the primitive concepts, and when they match the concepts are added
to the short-term memory as beliefs. The beliefs are checked out again in order to
match more complex concepts and the process is repeated until there are no more
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matches. The latter knowledge set, the skills, describes how the goals are decomposed
into a set of ordered subgoals, and how these subgoals are also decomposed in other
subgoals or basic actions.

The Icarus architecture is goal-oriented. In an execution cycle, after the archi-
tecture finishes checking the perceptual information, a goal is selected from the
intentions of the agent and the best skill which satisfies that goal is fired. Then the
goal is decomposed into subgoals and atomic actions, which are finally executed to
interact with the environment. When the selected skill leads to a dead path where a
relevant top goal cannot be satisfied the problem solving module is activated. This
module goes backward in the actions and tries to satisfy the goals and subgoals with
other skills. When the problem solving finds a solution it is stored as a new skill.
This is how the learning process is performed in this architecture.

A bot for the videogame Urban Combat, a FPS game, was developed using Icarus
cognitive architecture [9]. In that work the authors focus their interests in creating a
bot able to find and defuse Improvised Explosive Devices (IED) at various locations
in a map. The bot showed an interesting human-like behaviour in order to search and
find objects in maps, first by exploring unknown maps and using later that information
to reach the objectives faster.

In the following section we describe CERA-CRANIUM architecture, which sig-
nificantly differs from the cognitive architectures reviewed above. While these typ-
ical cognitive architectures could be regarded as goal-oriented production systems,
CERA-CRANIUM s better described as a blackboard-based system where behaviour
emerges out of the dynamics of collaboration and competition of multiple specialized
processors.

7.4 CC-Bot2 Design

The bot developed by Conscious-Robots team for the 2K BotPrize 2010> contest,
also known as CC-Bot2, is based on the CERA-CRANIUM cognitive architecture
[2, 3]. CERA-CRANIUM is inspired by a computational model of consciousness
and it is intended to control different autonomous agents, like physical robots or
virtual characters. The main inspiration of the current version of CERA-CRANIUM
is the Global Workspace Theory (GWT) [4, 5].

7.4.1 The Global Workspace Theory

A workspace is a kind of shared short-term memory space where different specialized
processors can collaborate and compete with each other dynamically (see Fig.7.2).
According to the GWT, alarge number of unconscious specialized processors provide

2 http://botprize.org/
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data to a global workspace in which coherent information patterns are selected. Baars
describes this workspace as a “theater”, where the spotlight represents the focus of
conscious attention [4]. In this model, all possible conscious contents are located
in the scene (or working memory). The information obtained under the spotlight is
distributed globally throughout the theater to all processors (the “audience”). This
is the mechanism by which conscious experience activates unconscious contexts.
Behind scenes, contextual processors shape the events taking place in the spotlight
and help to interpret future conscious events. Recent evidence obtained using brain
imaging techniques seems to support that real neuronal processes associated with
consciousness follow similar mechanisms [6].

7.4.2 CERA-CRANIUM Cognitive Architecture

While classical control architectures focus exclusively on selecting which should
be the next action to be executed (given current and past sensory information),
CERA-CRANIUM includes an additional key process: it integrates a set of cog-
nitive mechanisms in order to determine which should be the specific content of
conscious perception. The agent will use this information to select the next action to
be executed. In short, the generation of behaviour in CERA-CRANIUM is based on
a competitive selection process that establishes, at any given time, a limited set of
percepts considered the conscious content of the agent.

The architecture CERA-CRANIUM consists of two main components: CERA
and CRANIUM. The former is a control architecture of four layers and the latter is
a platform able to run and manage a large amount of parallel specialized processors.
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7.4.2.1 CERA

CERA is a four layers cognitive architecture which uses CRANIUM as a tool to run
and manage the specialized processors which process the information (see Fig.7.3).
As in other control architectures, the top layers manage more abstract meaning while
low layers are closer to the simulated sensors and effectors of the bot. Current CERA
implementation layers are: sensory-motor services layer, physical layer, mission-
specific layer, and core layer.

The lowest layer of this architecture is the sensory-motor services layer. This layer
is an interface between the architecture and the sensors and actuators of the bot.
Basically, this layer includes the required services to retrieve sensory data readings
and to send motor commands to the actuators. In the case of CC-Bot2, this layer is
an adaptation of the Pogamut 3 functions to the CERA-CRANIUM architecture.

The next layer is the physical layer, which encloses the low-level representations
of the sensory data and effectors commands. Typically, this layer includes processors
that create more abstract representations out of the sensory information and proces-
sors that decompose high-level commands into atomic actions, which can be sent
directly to the sensory-motor services layer.

A mission-specific layer produces and manages elaborated sensory-motor content
related to agent’s assigned missions. The information from the physical layer is com-
bined into more meaningful contents related to the goals of the agent and processed
to execute the corresponding mission behaviours.

The top layer is the core layer, where the mechanisms associated with the cognitive
functions are regulated. The cognitive control modules enclosed in this layer are in
charge of regulating the way the lower layers work, that is, how the processors interact
with each other and what it is the most relevant content to be processed at any given
time. In particular, CC-Bot2 included in this layer only an attentional mechanism,
that prioritizes those contents closer to the current active sensory-motor context of
the bot.
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7.4.2.2 CRANIUM

CRANIUM is an implementation of a global workspace. On one hand, CRANIUM
is in charge of managing and dispatching the execution of specialized proces-
sors; on the other hand, it has a shared short-term memory space—the CRANIUM
workspace—where the processors can interchange information. Each of the proces-
sors is designed to perform a specific function on certain types of data (some examples
of these will be shown in Sect.7.4.3, where CC-Bot2 is described).

CRANIUM includes a mechanism to select which processors are assigned more
priority for execution. Although in principle all processors are treated as equals and
all of them are supposed to run asynchronously and concurrently, limitations on
computational resources have to be taken into account. Consequently, there is an
implicit competition for activation amongst all the processors. The level of priority
attained by a processor does not only affect its available execution time, but the
specific information it might generate and submit to the workspace. This mechanism
can be seen as a winner-takes-all algorithm, where the most activated signals are
the ones most likely processed. From this point of view, CRANIUM is a particular
implementation of a “pandemonium”, where daemons—or specialized processors—
compete with each other for activation. The activation of each processor is calculated
based on a heuristic estimation of how much it can contribute to the global solution
currently sought in the workspace. The concrete parameters used for this estimation
are established by the CERA core layer. As a general rule, CRANIUM workspace
operation is constantly modulated by commands sent from the CERA core layer.

The architecture CERA-CRANIUM is not composed of one CRANIUM work-
space but two. There is one in the physical layer and other one located in the mis-
sion layer (see Fig.7.3). Both workspaces are connected with each other through
CERA sensory-motor information flows and share selected contents generated by
the processors, specifically those with the highest activation level. So the outcome
of the workspaces can be seen as a filter where only the signals that contribute more
to the global solution pass from one layer to the other.

The workspace in the physical layer contains all the processors in charge of
processing all data coming from the sensor services and also all processors which
decompose the actions into basic commands, atomic actions, for the effectors. The
workspace located in the mission layer is populated with higher-level specialized
processors, which process the most activated information generated in the physical
layer and the signals produced in the workspace itself. All this processed informa-
tion generated by the specialized processors are integrated into data packages called
single percepts, complex percepts, and mission percepts, depending on the sort of
information they contain. The single percepts are those which include atomic infor-
mation, usually sensory signals, while complex percepts include more elaborated
and multimodal information. Finally, mission percepts contain information related
with goals (and they are only produced in the mission layer).

There are two flows of information in CERA-CRANIUM. One is the bottom-
up flow, where the information from the sensors, the percepts, are processed and
combined in order to obtain abstract representations of the environment and the
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state of the agent. The bottom-up flow can be referred as to the perception flow
(see Fig.7.4). The top-down information flow is concerned with the generation of
adaptive behaviours oriented to achieve the agent’s goals. Complex behaviours are
decomposed into simpler actions and, then, in atomic commands that can be sent
to the sensory-motor layer (see Fig.7.5). The top-down flow could be considered,
to some extent, to be equivalent to behaviour trees, in the sense that behaviours are
associated to given contexts or scopes. However, the way CERA-CRANIUM selects
the next action is quite different, as it depends on the level of activation of the action.
As mentioned above, this activation is set by a heuristic function that estimates the
contribution to the global solution, which in CC-Bot means how close the action is
related to the current active sensory-motor context of the agent. A sensory-motor
context defines a specific region in the multi-dimensional sensory-motor space, i.e.
specific values within the range of the possible parameters for each sensory and motor
modality. If the sensory input was limited to a three-dimensional space, a sensory
context could be defined by specifying three parameters (X, y, and z). However, in
the case of CC-Bot additional sensory dimensions, like relative time, are considered.

CERA S-M CERA Physical Layer CERA M-S Layer

d i i CERA
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Fig. 7.4 CERA-CRANIUM bottom-up flow: perception. The sensor services generate the single
percepts with the state of the world. These percepts are processed by the physical layer and combined
in order to generate more complex percepts. The percepts with the most activation flow to the mission
layer and are used to create the mission percepts. No percepts flow from the mission to the physical
layer
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Fig.7.5 CERA-CRANIUM top-down flow: behaviour generation. The mission layer generates the
mission behaviours with the perceptual information. The decision of which behaviours are selected
to be executed is modulated by the core layer. These mission behaviours are decomposed into
simple behaviours and the ones with the greater activation flow to the physical layer. Physical layer
decomposes simple behaviours into single actions and these ones are executed by the motor services
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7.4.3 CC-Bot2 Processors

As a detailed description of all processors implemented in CC-Bot2 cannot be
included in this chapter due to space limitations, we will describe some illustrative
specialized processors. Specifically, we describe the processors related with shoot-
ing and moving behaviours. Table 7.1 shows the shooting processors, including the
name of the processor, the CERA layer where it is included, and a brief description
of its processing task.

The perceptual information required to shoot an enemy flows through the proces-
sors in the same order they are shown in Table 7.1. CRANIUM does not impose
a specific order in the execution of processors. However, the particular processing
chain described here is the result of the restrictions on data types consumed and pro-
duced by each processor. The first three processors are set in the physical layer and
they are in charge of creating a more abstract perception about the enemies. Then,
there are two processors in the mission layer that decide whom to shoot and whom
not to. The last two processors are the ones that send the proper commands to the
actuators in order to shoot a particular player.

The first two processors are in charge of managing the information about the
players in the field of view of the bot. The processor PlayerNoveltyDetector processes
the information provided by the sensors regarding new player appearances in the field
of view. It also updates this information while the player is still in the field of view.
PlayerDisappearDetector signals when a player completely disappears from the field
of view, it uses a timer for each player, and when no notification about a particular
player arrives for some time it triggers the creation of a new percept informing of
the disappearance of that player.

The AttackDetector is a processor that creates a new percept when the health of
the player is decreasing and it is caused by enemy fire. It is like a self-state sensor that
informs the other processors when the player is being damaged. This information

Table 7.1 Processors involved in the generation of the shooting behaviour

Name Layer Description

PlayerNoveltyDetector Physical Detects when a new enemy appears in the field of view

PlayerDisappearDetector Physical Detects when an enemy disappears from the field of
view

AttackDetector Physical Detects when the bot is being damaged

EnemyDetector Mission Detects all the possible enemies that are shooting the
agent when it is being damaged

SelectEnemyToShoot Mission Selects an enemy amongst all players within the field
of view to shoot to

ShootEnemy Physical Selects the point to shoot to in order to hit the selected
enemy

ShootTo Physical Fires the corresponding actions to aim and shoot to a

given point
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is used along with the percepts shared by PlayerNoveltyDetector and PlayerDis-
appearDetector processors in the physical workspace, and by the EnemyDetector
processor in the mission layer workspace. It reads the percepts from the workspace
and generates a new percept indicating the probability that a specific player is shoot-
ing to the bot. Therefore, if nobody is within the field of view of the bot, the processor
will create a percept indicating that someone is shooting the bot, but it does not know
who that player is or where it is located. If there is an enemy in the bot’s field of
view and it is looking at the bot and shooting, then it is likely shooting at bot and a
percept is created notifying that belief. Indeed, a percept indicating that a player is
shooting at the bot is created per each enemy that is looking to the bot and shooting at
the same time. Additionally, when no one is looking at the bot, but there are players
firing their weapons they are also considered because they could have shot the bot
some time ago.

Using all the percepts from the processors explained above, the SelectEnemy-
ToShoot processor decides which enemy to attack. If there is an enemy shooting to
the bot, it will be the first option, but if no one is shooting, then the closer player
will be chosen. This processor is located in the mission layer and when an enemy is
selected an action indicating to shoot that enemy is sent to the workspace. This action
is in turn interpreted by the ShootEnemy processor in the physical layer. Using the
information about the movement of the enemy and the current weapon the proces-
sor calculates the point where it has to aim to hit the enemy. This information is
used to create a new action representing where the bot has to shoot. This action is
decomposed into atomic actions by the ShootTo processor. First the processor sends
a command to the effectors to aim at the target point, and when it is looking at that
point it sends a command to fire the weapon. It also sends a command to stop shooting
when it is not looking to the right point to shoot. In order to increase the believability
of the bot we included imperfect accuracy when aiming. Instead of selecting the
exact point where the target is, we add some noise in the angle of vision. Adding this
noise the bot get good accuracy in closer targets but not so good for targets located
far away, increasing the error proportionally to the distance to the target point.

The latter is a simple example of how the bot shoots an enemy. The shooting
behaviour has been explained like a sequence of events that takes place within the
architecture, but it is important to notice that all these events run in parallel. It is
also important to remark that a given type of percept can be generated by more than
one processor. In fact, two percepts of the same type but containing contradictory
information can be generated in the same workspace, and both can be processed.
The final behaviour shown by the bot depends on the activation level of all of these
percepts and the actions generated. The most activated percepts and actions are the
ones that are selected to pass from one layer to the next one, and the ones that are
selected to be executed by the bot. The activation value of the percepts and actions
is set by the cognitive functions of the bot. In the case of CC-Bot, the only cognitive
function fully implemented was the attention mechanism. It modifies the behaviour
of the bot depending on the current active sensory-motor context and also selects the
next active context based on acquired sensory information.
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In the case that a player starts shooting the bot, initially it will respond to the attack
with the shooting action and by setting the current active sensory-motor context to
the relative location of the enemy. If a new opponent appears later on, also shooting
at the bot, the corresponding specialized processor will generate two actions, one
to shoot each one of the enemies that are attacking. As the bot cannot shoot both
bots at the same time, it will shoot the bot where the current context is set because
the related percepts and actions would have a higher activation value. In the case
that the first enemy stops shooting and the other keeps attacking, CC-Bot could keep
shooting the first enemy while the context is set closer to that enemy. In other control
architectures the normal response to such stimulus would be different, having the
bot to start shooting the second bot immediately. Although, CC-Bot’s response to
the attack is not logical, it is a typical response by humans. When our attention is
focused on a point, we tend to miss information about the rest of the environment (at
least during a transient period of time).

The shooting behaviour and movement behaviour are probably the most impor-
tant behaviours in order to make the bot behave human-like. Table 7.2 shows some
processors related with the movement behaviours, all of them belong to the physical
layer.

The movement behaviour is split in different simple behaviours, some of them
with more priority than others. The most low level priority behaviour is the Random-
Navigation processor. This processor make the bot wander in the map following the
navigation points. The RandomNavigation knows which one is the current naviga-
tion point, then selects the next possible navigation points and selects one among
the next visible navigations points. If no one is visible then other navigation point
is selected. Once the next target point is selected the processor triggers a move-
ment action towards that point. It also triggers a low-priority action of looking at the
next navigation point. Some noise is added to the target point in order to make the
movement more real. When the bot is close to the target point, the RandomNaviga-
tion processor generates a percept reporting it and the RandomNavigation processor
selects the next point. The way the next point is selected had to be tweaked, the
graphs of some maps include cycles without an exit. In order to avoid getting stuck
in these cycles the processor detects when the bot has revisited some navigations

Table 7.2 Some of the processors involved in the generation of the movement behaviour

Name Layer Description

NotMoving Physical Detects when the bot is not moving during some time

StuckDetector Physical Detects when the bot is stuck in a given place

RandomMove Physical Moves randomly trying to unstuck the bot

RandomNavigation Physical Random movement among the navigation points.
A wander behaviour

MoveCloserPosition Physical Fires a percept when the bot is close to a target position

RandomJumpGenerator Physical Performs a jump action randomly

AttackingMovement Physical Realizes arandom movement when is in attacking mode
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points for a while and starts to select other navigation points of the graph. This
random navigation movement along the navigation points is only triggered when the
NoMoving processor detects that the bot is still at a given spot.

In order to avoid obstacles when moving, we developed an obstacle detector based
on raycasting. When an obstacle was detected in the direction of the movement
another processor generates a jump action to avoid it. Unfortunately the raycasting
did not work properly in the first stage of the 2K BotPrize and we had to deactivate
it. Instead of this behaviour we used the RandomJumpGenerator processor in order
to avoid persistent obstacles. This processor decided to randomly generate a jump
action. This helped the bot to get unstuck and we think it might also have added some
believability to the bot by jumping sometimes when it was not really needed.

The AttackingMovement processor is a specific movement behaviour that is issued
when the bot is attacking an enemy or being attacked. This processor has higher
priority than the RandomNavigation processor, therefore when both are active only
the actions generated by AttackingMovement are executed. The processor performs
very simple evasive movements executed during half a second.

Sometimes the movement behaviours lead the bot to get stuck, usually where
the map does not have enough navigation points. In these cases the StuckDetector
processor detects this condition and the RandomMove processor starts generating
random movements until the bot gets out of the area where it was stuck. This is the
highest priority movement behaviour given that it does not make sense to perform
any other movement when the bot is stuck.

Apart from the processors described above, a total of 31 processors were imple-
mented in CC-Bot2. Most of them were related with the movement of the bot and the
shooting behaviour. These are the behaviours we identified as the most important to
create a believable bot. Therefore, our efforts were focused in creating a human-like
movement around the map using the map navigation points provided by the game,
and a realistic shooting behaviour that selected the most appropriate enemy to shoot
with an imperfect aim.

7.4.4 CC-Bot2 in the 2010 BotPrize Competition

The 2010 version of the 2K BotPrize included a total of five finalist teams from
different countries around the world that competed against each other to design the
most human-like bot (see Chaps. 1, 5, 6 for more information about other bots). The
competition took part in three different days, in each session the bot competed against
other humans and bots in four different maps on a deathmatch game, making a total
of 12 rounds of 15 min each. The human players were able to judge the rest of the
competitors as humans or bots, but only once per map. Detailed rules for the 2010
BotPrize competition are discussed in Chaps. 5 and 6. The results of the humanness
ratio of the bots are shown in Fig.7.6.

CC-Bot2 achieved the best results with a 31.81 % of humanness. This result was
obtained based on 44 votes of the judges. This fact gives more reliability to the
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Fig. 7.6 2K BotPrize 2010 results. The graphic shows the percentage of humanness for each bot

humanness results of CC-Bot2. A discussion of why judges found CC-Bot more
human can be found in Chap. 8.

7.5 Conclusions

In this chapter we have discussed a specific example—CERA-CRANIUM—of the
application of the Machine Consciousness approach to the design of believable bots.
Although the implementation of CERA-CRANIUM is in a very early stage, in which
only the attention mechanism is fully implemented, the results obtained so far are
promising and encourage us to keep on working in the same direction. In the follow-
ing, we review the main advantages and disadvantages of using such an approach
and we outline the main research lines that we plan to follow in the future.

7.5.1 Advantages and Disadvantages of Using Machine
Consciousness Techniques for Video Games

Machine Consciousness seems to be a new promising approach in order to design
believable bots, not only in games but also in the realm of robotics. A cognitive
architecture, like CERA-CRANIUM, could provide the necessary mechanisms to
develop cognitive features like attention or emotions, which we argue to be necessary
in order to create complex human-like behaviours. Depending on the point of view,
this can be seen as a previous stage before progressing onto the creation of human-
like robots, but from the standpoint of the video games industry we have to adopt
the technology with caution. When we are creating human-like behaviours with
a cognitive architecture which implements some cognitive features, the activation
of the programmed behaviours in the architecture starts to be more unpredictable,
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and more dependable on the cognitive skills implemented instead of the behaviours
programmed. Externally, the unpredictability could be seen like a hallmark of human-
like behaviour, but for game developers, who are not sure how the bot will behave
in unknown circumstances, this could be a problem if it behaves oddly and causes a
failure in the game. On the other hand, a human-like agent could solve unpredicted
situations where another agent would fail.

The attention cognitive skill is a powerful mechanism to filter and discard irrel-
evant information. Instead of spending time processing information which is not
relevant for the current context of the agent, this information is discarded at some
point and it never becomes part of the conscious content of the agent. For a video
game, the attention capability reduces the required CPU load. Indeed, if there is an
overload in the CPU at some point due to other tasks, the attention mechanism would
discard more information and keep only the most relevant for the agent. In contrast to
the current algorithms designed to create behaviours that tend to process all available
information they are programmed to, the proposed attention mechanism is flexible
enough to deal with special cases not considered in the development, thus preventing
delays in the response of the agent and guaranteeing a good game experience.

Although attention was the only major cognitive skill used by CC-Bot2, other
cognitive functions like the episodic memory or a model of emotions could increase
the believability of the bot (see Chap.8). The episodic memory is not only useful
to remember what the agent was doing and resume the actions it was previously
performing, but it is also useful to recall past experiences and learn not repeat the
same mistakes when something similar happens again. In fact, it should be combined
with learning skills in order to improve the behaviour of the agent.

A model of emotions can be considered another cognitive function that could
increase the believability of a bot. Although all the agents in a game could be
programmed in the same way with the same behaviours and other cognitive skills, the
emotion model can be used to modulate the activation of behaviours in the agent and
to make it behave differently. For example, a bot could fear being damaged and show
a behaviour more likely to hide from other players, while another bot could have
more courage and try to attack opponents all the time. In both cases, the behaviours
would be the same but it would be the emotional model which decides what specific
behaviours are more often used. These sorts of mechanisms could be considered the
root for the design of models of personality.

The main disadvantage of the application of Machine Consciousness to video
games is the complexity involved both in the design and implementations and
the unpredictable behaviours that can emerge out of these techniques. The behav-
iours generated using cognitive architectures inspired by consciousness are not a
programmed sequence of actions where the programmer can predict what is going
to happen. The way that the final behaviour emerges from the programmed actions
depends on the cognitive functions and how they modulate the activation signal of the
actions. This increases the complexity associated to the understanding of the behav-
iour of the bot. Debugging this code can be very confusing for AI game developers
without a background on Machine Consciousness.
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Regarding performance, current CC-Bot2 code seems to scale fairly good in an
experimental environment, where a dedicated server has been used to effectively
control up to 10 bots simultaneously. However, a production environment would
likely require a much more efficient code.

7.5.2 Final Discussion and Future Work

Although CC-Bot2 is a prototype to test the possibilities of Machine Consciousness
in the field of video games, the results in the 2K BotPrize 2010 show that such
an approach can achieve as good results as other Al techniques in the domain of
human-like NPC behaviour for FPS videogames. The advantage, and main differ-
ence, of Machine Consciousness in comparison with other techniques is that it is
an emerging research field which is expected to grow and progress during the next
years. In relation to this, we have proposed a specific roadmap based on ConsScale
(Chap. 8), a framework inspired by consciousness and conceived to measure the level
of cognitive development of an agent.

Future versions of CC-Bot2 are planned to integrate more cognitive functions
such as a model of emotions, a mechanism for episodic memory, advanced planning,
better explicit reasoning, reinforcement learning, etc. Given the great effort required
to implement all these features, we plan to follow the roadmap proposed in ConsScale
in order to prioritize the design and implementation of those functionalities that are
considered the basis of a cognitive system.
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Chapter 8

ConsScale FPS: Cognitive Integration
for Improved Believability in Computer
Game Bots

Raiil Arrabales, Agapito Ledezma and Araceli Sanchis

Abstract ConsScale is a framework for the characterization and measurement
of the level of cognitive development in artificial agents. The scale is inspired
by an evolutionary perspective of the development of consciousness in biological
organisms. In this context, consciousness is considered as an evolutionary advan-
tage that provides the individual with a highly adaptive super-function, i.e. effective
synergistic integration of a number of cognitive functions. ConsScale FPS is a spe-
cific instantiation of the scale aimed at describing the hierarchical structure of the
cognitive skills required by a bot in the domain of a first-person shooter (FPS) video
game. Using ConsScale FPS as reference framework, this work proposes specific
strategies for the design of more believable bots. The concept of cognitive depen-
dency is introduced and cognitive abilities implemented in state of the art bots are
analyzed from the point of view of effective cognitive integration. Finally, in light
of the cognitive development of current bots, particular improvements are suggested
towards the design of more human-like bots.

8.1 Introduction

ConsScale is a comprehensive framework for measuring, comparing, and character-
izing the level of cognitive development of artificial agents [6]. The scale is inspired
by the development of consciousness in biological creatures and can be used both to
analyze the cognitive development of an existing agent and also to guide the design
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process of new artificial agents [4]. This chapter is mostly concerned with the latter
issue, approaching the design question from the perspective of believable computer
game characters.

In the context of this work a cognitive agent (or a cognitive computer game bot) is
an artificial system designed to operate based on a set of typically human processes
such as perception, attention or learning. As defined by Neisser [11],

Cognition refers to all processes by which the sensory input is transformed, reduced, elab-
orated, stored, recovered, and used. It is concerned with these processes even when they
operate in the absence of relevant stimulation, as in images and hallucinations.

The problem of believability can be seen from two perspectives: on one hand,
believability has to be assessed by an observer; on the other hand, game bots have
to be designed in such a way they appear believable to humans. Obviously, the
design process has to be driven by the feedback about believability provided by the
observer. However, it is not straightforward to obtain the required feedback and to
effectively use it to improve the design of bots. Taking initially a very simplistic
approach, believability could be considered as a binary property, i.e. a bot could
be simply considered either believable or not believable. This is actually consistent
with the framework proposed by Turing six decades ago [12], and it is indeed a
compelling approach when it comes to empirically proving that an artificial agent
flawlessly generates human-like behaviour. Consequently, adapting the Turing Test
to the domain of video games, as in the BotPrize contest [9], seems to be a perfectly
valid approach to detect human-like bots. In other words, testing protocols based on
the Turing Test are good if the goal is to detect human-like bots. However, they are
not that appropriate tools at development time, when successive versions of bots are
expected to be more and more believable as their design is being improved.

The root problem of the Turing Test is that it is based on a binary output: the
agent is either indistinguishable from a human or not. This is an important drawback
from the point of view of the Artificial Intelligence engineer. A much more specific
feedback is required in order to effectively guide computer bots design towards more
human-like behaviour. Even in adapted versions of the test, such as the BotPrize,
the humanness ratio is obtained from the combination of binary decisions made by
human judges. The task assigned to the judges is to tell humans and bots apart, but
they are not asked to rate the level of humanness of bots. One of the reasons why
believability is not typically assessed using a non-binary measurement is the lack of
suitable reference frameworks. ConsScale has been designed to address this issue in
the broader domain of artificial agents. We argue that ConsScale can be used as a
human-like behaviour scale because it evaluates the presence of behaviours correlated
with higher cognitive functions present in human beings. Furthermore, ConsScale
provides a comprehensive ordered list of levels associated to the cognitive devel-
opment of consciousness. Lower levels represent basic and primitive behaviours,
while higher levels correspond to more sophisticated and human-like behaviours.
This framework permits a practical evaluation of the cognitive power of an agent,
considering the existing cognitive gap between full human-like behaviour and its
current behavioural pattern.
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In the following we describe the ConsScale generic framework and ConsScale
FPS, an instantiation of ConsScale to the specific domain of first-person shooter
video game bots, and we review the associated assessment tools. A number of
state of the art FPS bots that participated in the BotPrize 2010 contest are evalu-
ated using ConsScale FPS, and the results are confronted with judge’s assessments.
Additionally, human observers’ evaluation process is analyzed from the point of
view of ConsScale and the believability criteria they use are compared with those
of ConsScale. Finally, relevant conclusions are discussed and next steps for the
design of more believable bots are suggested, proposing a specific roadmap based
on ConsScale FPS.

8.2 ConsScale

The design of believable bots is a complex problem that calls for the planning of
a detailed roadmap. Generating human-like complex behaviour is not the kind of
task that can be addressed using a single technique and fully solved at the first
attempt. Having a framework for the evaluation and characterization of the cog-
nitive capabilities of an artificial agent is a key aspect for a successful approach.
ConsScale is a pragmatic tool intended to define such a framework. This scale
evaluates the functional aspects of an artificial agent using architectural and
behavioural criteria. The main goal of the application of ConsScale is to char-
acterize how cognitive functions are integrated and how inter-function synergies
contribute to the generation of conscious-like behaviours. Using ConsScale the cog-
nitive power of an artificial agent is characterized using a hierarchical list of levels
of cognitive development.

8.2.1 ConsScale Levels of Cognitive Development

Although ConsScale levels are defined using both architectural and functional cri-
teria, in this chapter we will focus primarily on the functional or cognitive capa-
bilities. Architectural criteria are covered in detail elsewhere [6]. From the total
13 levels defined in ConsScale (from level —1 to level 11, including level 0),
here we will cover only the most common 9 levels. Table8.1 summarizes the
cognitive skills (CS) required in these levels. Note that agents can qualify as
level n only if all lower levels are also satisfied. In other words, higher levels
subsume lower ones.

From the point of view of behaviour each level defines a set of generic cog-
nitive skills that must be satisfied. Therefore, in order to apply the scale to the
problem of bot believability, these CS need to be grounded to behavioural tests
that can be evaluated during game play. This instantiation process is described
below.



R. Arrabales et al.

196

(panunuod)

snje)s-J[os Jurpnjout sjdeorad pojeidoiur jJo moy e yuasaidar o3 A[Iqy
(uonezITeIouaS SUOSSO[ pauIed]) SUrUIed] J0ensqQy

rwWAYDS Apoq jo dew pajepdn pue as1oaid e pjoy o3 LIqy
(sSur[eay) wistueSIO Ul SUONOWD JO 10912 dy) Jo uonejuasaidoy
£poq s,Juage ur $109JJ0 asned SUONOWwa punoISyoey

(suonow punoISYorq) JUSWSSISSE SNILIS-J[9S

Surueaw papuNoIS YIIM JUAUOD [BIUAUL PAIOJ[AS AJeIoUIT 0) AN[Iqy
s[eos aAnoe Jre Surepisuod Ayjiqedes Suruuerd paoueapy
(Surure] TeuoTIOUI?) FUTUIEI] JUSWDIOJUTAI SNOWOUOINY

sTeoS o[dnnur Jo JuaWAAIYIE 2} Ul doueuIoyrad ayy Jo uoneneaq
sreos ordnnur jo Suryeeg

syse} o[dnnur usamIaq Y)I0j pue yoeq dA0W 0} AIIqY

sydaorad jo suonejuasardar aanordog

suornoe Tenuanbas u jxau Jo uonenored :Ajiqedes Suruued orseg
[203 O[T UIS © JO JUSWIARIYIL ) UI dourwIojIad ) Jo uonenyeAq
adeosa 10 Surmor[oy a1 s1951e) oy1oads pIemo) InolAryaq PO
SJUAD JO $199[qO PaJO9[as JO UOTJEN[BAD-IY “SUTUILd] JOII PUE [BLI],
KIOWwaw Ul paJojs 9q 0} SPIU JeyMm JO UOTI[IS

SIUQAD 10 $309[q0 P3a9[as Jo (aanedau 1o aanisod) uonenfeaqg
uoneULIOful AIOWAU JUBAJ[SI JO UOTIOAS

UOTIBULIOJUT JOJOUI JUBAJ[QI JO UOTIOA[OS

UONBULIOJUT AIOSUDS JUBAJ[AI JO UOIOI[S

sasuodsar aanydepe parpoquuia 10j Sursuas aandesoridoid jo a8esn
sasuodsar aanoear aandepe mou jo uonisinboe snowouoiny
(,soxapal,) sasuodsal 9ANIRAI POXI]

19969
199D
¥9¢)H
€999
1T99H
1'9¢H
19509
HEYY9)
Ra%Y9)
€509
HAYY9)
HEYYS)
H2Zv9)
Ha{Ve)
(€769
Ha{ve)
HE{ve)
1L'€g )
19°€g)
HE7ve)
gD
€€
1TEgH
HEYve)
HE7ve)

(jpuonowd) 9

(2411n22x2) ¢

(jpuonuayv)

(2andvpr) ¢
(2a11002.4) T

(11§ D) sIys 2anuso)

(owreu [2A9]) 17

01=C [9A9] 9jpogsu0)  1°8 AIqeL



197

8 ConsScale FPS

(0°€ UOISIOA 2]p2gs10)) Jo uontuyap ay) 1od sy,

A3o[ouyo9) pue 2IMNd OUBAPE PuE UONEZI[IAID © dO[oAdp 03 9[qe a1k sdnoin) :
1597, Sunngp, oy ssed 01 A[IQV :
soniqedes onsmSur paoueApy “110dal [EGIOA JBINIIY :

Spaau s Juagde 03 JuawuoIAud ) jdepe pue Kjipow 03 AN[IQY

m[no e dojeadp 03 9[qe are sdnoin

(JuQuod Tejuaw Jo J10daI 9JeINdoe) SIS UONBITUNWUIOD PIOUBAPY
(so1391e1)S UBI[[QABIYIRIA] MU JO SUTUIRI[) SUTUIRI[ [BIDOS

uruund pue JuIA] oYI] SAI3ILIIS URI[[IARIYIR]A dO[9Adp 01 AN[IqY

SIOYIO JO [OPOW A} 0} PAIE[I JUSIUOD [EIUSW (1M POYILIUD ST AToSetur Jouu|
S[00) Mau aewW 0} AN[IqY

(suerd areme A[reroos yiim Suruued) Suruuerd [eroog

[eoS uowrwos e Jo Jmsind 9y} UT SIOYIO YIIM JLIOqE[[0d 0} ANIqY
jredIoyunod e jo uonejur Aq SuruIed|

SOA[s 2A103[qns Sk SI19Y)0 [opowt 03 ANIQY

(s3doorad Jo moy Jouur SnONUNU09) JULIUOD [eyudw Jodal-Jjos pue jussaider 0y AyIqy
a3esn [00) Jo Jurured|

Suruuerd ur sajeIs Areursew Jo asn)

suerd oy ur 1030® Ue se Jjos oy Jurpnjout Juruueld souLAPY

Aypiqeded uontu3ooaI-J[os

S3UI[o9) pUE J[9S U2AM]I2q UONE[AI ) JO uonejuasaidoy

UonoE PUE J[OS U0dMIoq UOTE[I ) Jo uonejuasardoy

uondoorad pue J[os U9aMIq UONIB[AI A} JO UonBIusAIdoy

€0IgH
ToIgH
1'0lgH
$6g0
65D
el
o5
165D
989D
8¢
'8¢
€8¢
T8¢
11'8¢9)
”w,h,w,U
L'Lg D
9'Lg D
”m,h,w,w
Ra7ve)
€Lg D
Tl D
'LgH

(2y1-upuimy) 01

(p1005) 6

(onyipduiz) 8

(sno125u02-f1as) |

«(/1D) SIS eanmuso)

(oweu [9A9) 7

(ponunuoo) 1°g JIqEL



198 R. Arrabales et al.

8.2.2 Characterizing the Global Degree of Cognitive
Development of an Agent

Using the proposed list of cognitive skills (see Table 8.1), an artificial agent can be
analyzed to determine which functions from the list are implemented. However, a
practical characterization of the global cognitive power of the agent calls for the
combination of the results obtained for each level. ConsScale provides two related
integrative tools in order to represent, at a glance, the degree of cognitive development
of an agent. One is a quantitative score, the CQS, the ConsScale Quantitative Score
[4], and the other is based on a graphical cognitive profile representation, the GCP,
Graphical Cognitive Profile [2].

8.2.2.1 ConsScale Quantitative Score

The CQS is an assessment tool intended to provide a numerical value as an indication
of the degree of cognitive development of an agent. The CQS can be calculated in
three steps:

L; (degree of compliance of level i) provides a measure of the compliance with
level i (ranging from 0.0 to 1.0). This measure uses an exponential curve to repre-
sent the existing synergy between cognitive functions located at the same level (see
Eq.8.1).

(nesf+(I—J))3 (8.1)

103 otherwise

L= [ 0 if nesfis O

The parameter ncsf (number of cognitive skills fulfilled) is the number of cognitive
skills (CS;, ;) that the agent entirely fulfils. J is the maximum number of cognitive
skills considered for any level, and J; is the total number of cognitive skills defined
for level i.

CLS (Cumulative Level Score) combines all L; measures into one single aggre-
gated value. This score follows a logarithmic progression which prevents the final
score to be distorted by the combined effect of large scores in higher levels and poor
scores in lower levels (see Eq. 8.2).

2
) (8.2)

Finally, the CQS provides a single value, ranging from 0 to 1000, which indicates
the synergy produced by the integration of cognitive skills across all levels. CQS is
designed as an exponential curve (see Eq.8.3) favoring those agents that follow the
developmental path implicit in ConsScale level ordering (see Fig.8.1).

o
CLS:Z(_ ’1
.
=2
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Fig. 8.1 Possible CQS values as a function of CLS. X-axis represents the CLS value and Y-axis
represents the resulting CQS

eCLSS /K 4 g4
CcoS = 0 (8.3)

K and a are constants (0.97062765 and —1 respectively) specifically defined to
normalize the score between 0 and 1000, i.e. the minimum score 0 corresponds to
ConsScale levels —1, 0, and 1; and the maximum level of cognitive development is
represented by a CQS of 1000 (ConsScale level 11).

Using the former equations the value of CQS could be estimated for a particular
agent by analyzing the potential presence of cognitive skills.! However, for an accu-
rate evaluation the scale has to be instantiated to a particular problem domain, and
the cognitive skills need to be translated into specific behavioural profiles.

8.2.2.2 ConsScale Cognitive Profiling

Although it is useful to have a single quantitative score, like the CQS, for a quick
global evaluation, there is an associated drawback: CQS does not convey much infor-
mation about the specific cognitive strengths and weaknesses of an agent. Bearing
this issue in mind, we have proposed the complementary use of a graphical repre-
sentation of the ConsScale cognitive profile of an agent.

L; scores have to be considered in order to represent the cognitive profile of an
agent (see Eq.8.1). Both CLS and CQS are one-dimensional parameters, which are

' A CQS calculator is available online at http://www.consscale.com.
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calculated as a function of the vector of L; values corresponding to all ConsScale
levels. The information about the degree of development of each level resides in
these L; parameters. Therefore, the proposed cognitive profile representation is based
on these values that directly describe the achievement of an agent in terms of the
definition of each ConsScale level.

Given that the first three levels of ConsScale (level —1 or disembodied, level O or
isolated, and level 1 or decontrolled) are just used as theoretical references that do not
usually exist in practice, they have been excluded from the graphical representation
of cognitive profiles.

Regarding the specific form of the graphical representations, several types of
charts can be used.> Although we have used radar charts in former works [2], in
this chapter we will use horizontal bar charts, as they provide an ideal layout for the
effective comparison of different profiles (see Fig.8.2 for basic descriptions of the
proposed graphical representation).

Current artificial cognitive architectures usually have good scores only in the
lower section of the charts [5]. Considering the challenge of generating human-
like behaviour, we think that cognitive profiles of believable agents should have
good L; scores in the whole bottom half of the cognitive profile chart. Never-
theless, robust believable agents would require complying with all levels up to
9 or 10 (at least in the context they are tested) in order to be completely indis-
tinguishable from humans. In the following, we focus on the specific problem
domain of FPS game bots and discuss in detail the required cognitive profiles
for believability.

L1 L1
Lo L10
L9 L9
Le Le
L7 L7
L6 L6
LS LS
L4 L4
L3 L3
L2 L2
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1

Fig. 8.2 The figure shows three horizontal bar charts representing different ConsScale cognitive
profiles. Each bar represents the degree of accomplishment in one ConsScale level. Bars corre-
sponding to lower levels are located in the bottom and higher levels are represented in the fop of
the chart. Possible values of each L; bar range from 0.0 (no CS; ; is fulfilled) to 1.0 (all CS; ;
are fulfilled). The chart in the left represents an empty ConsScale profile, where all L; are 0. The
corresponding system also has a CQS of 0. The chart in the middle represents a level 3 (adaptive)
agent. Although this agent shows features from higher levels it can only be considered as level 3.
However, its CQS (3.08) is higher than that of a pure level 3 agent (which is 2.22). The chart in the
right represents a level 11 (super-conscious) agent. In this case, as all levels have an assigned L;
value of 1, the corresponding CQS value is 1000 (the maximum CQS value)

2 The online application available at http://www.consscale.com allows the user to select and generate
a number of different chart types.
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8.2.3 Cognitive Functions Hierarchy and Integration

There appear to be a contradiction between ConsScale CQS measure and the way
human observers assess believability. In fact, there also seems to be an inconsistency
between the concept of human-like behaviour in ConsScale (a level 10 agent) and
the idea of humanness of BotPrize judges (see Fig.8.8). CQS reaches large values
only when cognitive functions are implemented on top of completely fulfilled lev-
els. Analogously, an agent can only be rated as level 10 if all lower levels are also
completely fulfilled. The main idea behind this approach is that there exists a func-
tional dependency between some cognitive functions. Therefore, ConsScale aims at
representing these dependencies and establishing a hierarchical model that can be
used both for assessing cognitive development and for guiding the design of more
human-like agents.

The concept of cognitive dependency is the basis of the order established in
ConsScale levels [5]. Actually, the set of all cognitive skills can be considered a
partially ordered set (poset) in which the skills from one level depend on other
skills from the immediate lower level (see Fig. 8.3). For instance, C S7 4 depends on
C S6.4. In other words, self-recognition capability (C S7 4) requires the ability to hold
a precise and updated map of body schema (C Sg 4). These cognitive dependencies
are of especial application in real world physical agents, where lower sensorimotor
skills have to be acquired in order to effectively cope with more complex cognitive
tasks. However, in the domain of video games, such dependencies might be less
significant in some cases, as higher cognitive skills do not really depend on real
world sensorimotor interactions. Nevertheless, we think these dependencies are still
present and must be taken into account from the perspective of the bot designer. An
interesting example in this context is Theory of Mind (the ability to reason about
other’s beliefs, desires and intentions). According to ConsScale an agent is able to
fully develop the Theory of Mind cognitive skill if and only it is able to reason about
itself in the first place. Therefore, the “I know you know” cognitively depends on the
“I know”.

From the point of view of the human observer who assesses the degree of
humanness of a bot, dependencies might not be overtly perceived, as discussed
above. But that does not mean that they are not present. We believe that they
should be taken into account at design/development time because that is the appro-
priate way to design and implement the cognitive skills human observers are
expecting to see.

8.3 ConsScale FPS

The generic definition of the levels of cognitive development included in ConsScale is
virtually applicable to any kind of agent. However, an instantiation process is required
in order to practically assess the cognitive profile of a particular implementation. The
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Fig. 8.3 Hasse diagram of the poset that represents cognitive dependencies between all cognitive
skills defined in ConsScale

list of cognitive skills included in Table 8.1 refers to generic abilities, which means
that they cannot be directly used for accurate assessment. A so-called ConsScale
instantiation process has to be performed with the aim of effectively evaluating the
presence of the cognitive skills considered in each level. In the remainder of this
chapter we present the ConsScale instantiation for FPS game bots and use it as the
basis for the discussion about believability.

8.3.1 The Domain of FPS Game Bots

The target domain of FPS bots has to be defined in terms of a problem-specific
ontology in such a way that generic cognitive skills from each ConsScale level can
be translated into testable behaviour patterns. This ontology is based on two main
components: objects and actions. Objects or percepts are what the sensors of the
agent can acquire from the (virtual) world or their own (simulated) body. Actions or
verbs are what the agent effectors can do.
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Fig. 8.4 Screen capture of Unreal Tournament 2004 deathmatch game during the 2K BotPrize
2010 competition

The agents considered in this context are bots designed to compete against each
other in a FPS deathmatch game (see Fig. 8.4). The main goal of the game is to kill
as many other players as possible during a given period of time. In such a scenario
the following objects are considered: players, obstacles, weapons, ammo, and health
packs. Analogously, the following actions are taken into account: move, jump, run,
turn, damage, fire, and sending chat messages.

The application of the former ontology allows the redefinition of the ConsScale
cognitive skills, adapting them to the domain of FPS bots. Using the translated
FPS-specific cognitive skills, specific behavioural patterns (BP) can be specified
(see Table 8.2). These patterns are observable and enable us to actually evaluate the
presence of the corresponding cognitive skills in the game bot.

8.3.2 Using ConsScale FPS

Having this ordered list of behavioural patterns, bots can be systematically evaluated.
Evaluation is to be carried out primarily by observation. Nevertheless, ConsScale also
considers the internal inspection of the architecture of the bot in order to make sure
that no pre-programmed routines are used to fool the scale [6].

Behavioural patterns from highest levels are difficult to identify and test in
relatively simple environments like a FPS game. However, as these high level
skills are not expected to be demonstrated in such an environment this issue
should not affect the believability assessment. Specifically, levels 9, 10, and 11
would require extremely complex environments, like the real world, in order to
be satisfactorily tested. Therefore, we can conclude that a FPS believable bot
does not really need to achieve level 9. In other words, a bots is expected to
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be more believable as its cognitive development level is higher from the point
of view of ConsScale, but it does not need to reach levels 9 or 10 for optimal
believability.

Another issue related with the assessment of believability using ConsScale is the
existence of a dynamic level of cognitive development in bots. As learning processes
take place over time, the same bot can be expected to show different developmental
stages over time, i.e. different ConsScale cognitive profiles over time. Taking this
into account, ConsScale can also be used to assess the learning progression of a bot
towards human-like cognitive capabilities.

8.4 Believability and the Degree of Cognitive Development

In this section we explore the possible correlations between the degree of cognitive
development of a bot—as defined in ConsScale FPS—and the level of believability
assessed by a human observer. Our initial working hypothesis is that high degrees of
cognitive development should correlate with high ratios of believability. The main
point here is that believability is usually assessed by a human observer, who is not
explicitly checking for the behavioural patterns defined in ConsScale FPS. Neverthe-
less, we argue that humans naturally perform a covert recognition of these patterns,
thus identifying human-like behaviour when they perceive the kind of behaviours
described in ConsScale.

In order to shed some light on the former hypothesis we have used the main
results from the third edition of the 2K BotPrize competition,? held in August
2010 in Copenhagen, at the IEEE Conference on Computational Intelligence and
Games. First of all, we have analyzed the cognitive profiles of the best three entries
in this competition, and we have compared their degree of cognitive development—
according to ConsScale FPS—with their degree of humanness—according to the
human judges. Additionally, we have tried to understand the assessment process
carried out by judges during the competition with the aim to discover what specific
skills they were hoping to find in a human-like bot. Finally, we have compared the
collected data with the current definition of ConsScale FPS, looking for important
skills that might be missing, or skills already considered in the scale but hardly
appreciated by judges.

8.4.1 Cognitive Profile of State of the Art FPS Bots

We have analyzed a small but significant sample of three FPS bots using the
ConsScale FPS framework. As mentioned above, the selected bots are the best three
entries from the BotPrize 2010 competition: ICE-2010 (third place), UT"2 (second
place—see Chap. 6), and CC-Bot2 (first place—see Chap. 7).

3 http://botprize.org/
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ICE-2010 bot is based on ICE-2009 and ICE-UT@RITS [10] (second place
in BotPrize 2009 and BotPrize 2008 respectively). This bot uses NeuroEvolution
of Augmenting Topologies (NEAT) for selecting weapons and implementing two
different attack modes. Training of NEAT was performed using fuzzified input fea-
tures obtained from human play logs.

The UT"™2 bot is endowed with a battle controller based on multiobjective neu-
roevolution (using genetic algorithms to evolve neural network controllers). It also
uses human trace data to replay short relative paths when it needs to get unstuck (see
Chaps. 5 and 6).

CC-Bot2 is based on the CERA-CRANIUM cognitive architecture [3]. It imple-
ments several basic cognitive functions, like an attention mechanism and a shared
short term memory system that permits the generation of percepts and simple behav-
iours (see Chap.7).

Figure 8.5 shows the ConsScale cognitive profile of these three bots. All the
bots are classified as level 2 agents (reactive) because none of them completely
fulfil level 3. The CQS value for the three bots is very low, slightly over 0.18,
which is the CQS of a pure reactive agent; and rather far from 2.22, the CQS
of a pure level 3 agent (adaptive). ICE-2010 has the higher CQS (0.26) because
it has the highest degree of achievement in level 3. However, it does worse in
immediately higher levels. The reason why its CQS is slightly higher is because
the ConsScale quantitative measure rewards those agents that follow the roadmap
proposed by the scale, i.e. fulfilling lower levels in the first place, so higher func-
tions can benefit more from inter-function synergies (see Sect.8.2.3). Looking at
the three cognitive profiles (see Fig.8.5) it is clear that UT"2 and CC-Bot2 are bet-
ter than ICE-2010 at levels 4, 5, and 6. This would explain the BotPrize results if
judges focused more on the behavioural patterns associated with these particular
levels (see Sect. 8.4.2).

Looking at the comparison of the three cognitive profiles, it is also interesting to
note that all bots have very similar profiles (nearly identical in the case of UT"2 and
CC-Bot2). This is also consistent with BotPrize results, where the humanness ratio
of these bots differed by an average of 5.6 %.

In order to analyze in detail the possible correlations between ConsScale eval-
uation and BotPrize judging we have to look at the L; scores. Although the CQS

L L L1 L
L10 L10 L10 L10
Lo Lo L9 L9
L8 L8 e L8
L7 L7 L7 I%;
1y | L6 Ty | L6
Ls L5 s L5
L4 L4 L+ L4
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Discordia (CQS = 0.00) ICE-2010 (CQS = 0.26) UT”2 (CQS =10.22) CC-Bot2 (CQS =10.22)

Fig. 8.5 ConsScale FPS cognitive profile of the best four entries of the 2K BotPrize Competition
2010
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Fig. 8.6 Joint representation of the degree of fulfilment of ConsScale levels 3 (L3), 4 (La), 5 (Ls),
and 6 (Lg) and the ratio of humanness in the BotPrize competition of bots ICE-2010, UT"2 , and
CC-Bot2

represents an integrative and unified measure, its exponential nature (see Fig.8.1)
would distort the correlation analysis. Taking into account that in this case significant
L; scores are between levels 3 and 6, we have focused on these particular levels (see
Fig.8.6).

When comparing the degree of fulfilment of ConsScale levels 3—6 and the BotPrize
results, it seems to be some correlation between perception of humanness and the
appearance of behavioural patterns associated to these levels. Although ICE-2010
bot outperforms the others in level 3, its results in higher levels are poorer. In fact,
apart from the direct correlation that can be observed for levels 4, 5 and 6, according
to the overall figures, humanness positively correlates with average fulfilment of
all ConsScale levels. In order to obtain a clearer view, Fig. 8.7 shows the average
fulfilment of the bots at levels 3—6 jointly with their humanness ratio. Nothing specific
can be said about higher levels because the bots being studied barely fulfil any
cognitive skill above level 6.

In general, from the point of view of ConsScale, there is a lot of work to
do in order to develop cognitively advanced bots. Specifically, we think the typ-
ical expectations of human players are located within levels 3—6. Nevertheless,
the specific expectations to be taken into account in assessment tasks like the
BotPrize competition are those of the competition judges. This point is discussed in
the next section.
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Fig. 8.7 Joint representation of the average degree of fulfilment of ConsScale levels 3—6 and the
ratio of humanness in the BotPrize competition of bots ICE-2010, UT"2 , and CC-Bot2

8.4.2 Recognition of Human-Like Behaviour

When judges are asked regarding the list of behavioural profiles described in
ConsScale FPS, they generally think they are interesting and appropriate, but difficult
to judge in most of the cases. In the particular case of the BotPrize 2010 competition,
it is hard to judge most of the subtler points at the same time that the human player
(and also judge) needs to be running around and shooting while trying to avoid being
shot.

In order to understand what specific skills judges might be looking at, we have
asked them to identify the behavioural patterns from the ConsScale FPS list that they
took into account during the assessing task. Figure 8.8 shows an integrated cognitive

L1
L10

FEE&&UBE

0 02 04 06 0.8

Fig. 8.8 This ConsScale cognitive profile represents all cognitive skills considered by at least one
judge in the BotPrize 2010 competition
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profile that combines the feedback obtained from a sample of BotPrize competition
judges.

As represented in Fig.8.8, human judges do not recognize humanness as a
ConsScale level 10 agent. In fact, their requirements for human-like behaviour are
much lower. Interestingly, although they consider some level 10 skills, they seem to
focus on levels 4, 5, and 6. This explains why UT"2 and CC-Bot2 bots obtained the
best results of the competition (see Fig.8.5).

8.5 Conclusions

Believability assessment is completely based on judgments from human observers.
Therefore, obtaining information about how exactly they perceive humanness is
very important for the design of believable bots. However, human-like behaviours
recognition is usually a covert and complex mental process, which can be difficult
to discover and translate into directly usable rules. In this context, having a tool
like ConsScale FPS might be helpful in two different ways: on one hand, the list of
cognitive skills and associated behavioural patterns described in ConsScale can help
the human observer to point out what aspects are more important for believability; on
the other hand, the cognitive hierarchy established in ConsScale can be considered
a roadmap for the design of human-like bots.

Using ConsScale as reference framework, we argue that the idea of cognitive inte-
gration, based on the definition of cognitive dependencies, is the key to the successful
design of more human-like bots. There is no point in directly trying to simulate high
cognitive abilities if we do not identify their lower cognitive requirements in the first
place.

The analysis carried out in this chapter clearly indicates that much more work still
needs to be done in the domain of believability. From the point of view of ConsScale,
progressing on to the development of level 3 and level 4 bots seems to be the right
way forward.

Additionally, ConsScale might be instantiated and adapted to other game genres,
like role playing or life simulation games, where believability could be assessed in
a different way.

Finally, typical human error-making is an interesting issue, which has not been yet
addressed in ConsScale, and seems to be an important aspect for believability. Finding
the typically human balance between perfect accuracy and too poor performance
during game play is also an open problem.
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Chapter 9
Assessing Believability

Julian Togelius, Georgios N. Yannakakis, Sergey Karakovskiy
and Noor Shaker

Abstract We discuss what it means for a non-player character (NPC) to be
believable or human-like, and how we can accurately assess believability. We argue
that participatory observation, where the human assessing believability takes part
in the game, is prone to distortion effects. For many games, a fairer (or at least
complementary) assessment might be made by an external observer that does not
participate in the game, through comparing and ranking the performance of human
and non-human agents playing a game. This assessment philosophy was embodied
in the Turing Test track of the recent Mario AI Championship, where non-expert
bystanders evaluated the human-likeness of several agents and humans playing a
version of Super Mario Bros. We analyze the results of this competition. Finally,
we discuss the possibilities for forming models of believability and of maximizing
believability through adjusting game content rather than NPC control logic.

9.1 Introduction

What exactly is believability in a game, what is it good for and how can it be achieved?
These are complex but important questions that we will not claim to be able to
fully answer. However, in this chapter we will address all these questions from the
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perspective of believability assessment, i.e. how we can accurately judge the believ-
ability of a game character. As believability is a fundamentally phenomenological
construct, we believe an assessment-based perspective to be appropriate for shedding
light on the nature of believability.

In the following, we analyze believability in the context of games, and reason
about the complexity of assessing believability and the concerns behind different
approaches. We argue that in many cases, believability is better assessed from a
third-person perspective rather than a first-person perspective, i.e. where the asses-
sor is not a participant in the game. As an example of third-person believability
assessment, we report the results of the Mario Al Turing Test, which was carried
out during the Asia Games Show (in collaboration with the IEEE Games Innova-
tion Conference) using uninformed observers as assessors. The discussion about
assessing believability is then used to inform a further discussion about how to
achieve believability; we propose a solution based on modelling and optimization,
analogous to an approach that has been used successfully to maximize player expe-
rience. Throughout the chapter we will illustrate the concepts we discuss through
how they apply to Super Mario Bros, Nintendo’s seminal platform game from 1985.

9.2 What Is Believability?

As far as we can tell, there is no generally agreed or precise definition of believ-
ability. Instead, we have a family of related meanings denoted by the same word,
somewhat similar to the situation for the word “intelligence”. In trying to identify
these meanings, we can start with the obvious linguistic fact that believability means
that something can be believed by someone. As we are talking about believability
in the rather restricted domain of computer game bots or characters, we can add
that something about the character can be believed by someone. We might constrain
ourselves further by adding the “is real” or “is plausible” to the equation, so that we
get “someone believes that some character or bot is real”. This leaves us with two
broad classes of examples:

e Character believability: Someone believes that the character/bot itself is real, i.e.
an actual living being (or actual autonomous robot etc.)

e Player believability: Someone believes that the player controlling the character/bot
is real, i.e. that a human is playing as that character instead of the character being
computer-controlled.

Character believability implies a very high degree of realism; characters can
be “realistic” in certain respects (such as textures, movement patterns and dia-
logue) without having any notable character believability. Viewed this way, character
believability currently seems to be reserved for big-budget non-interactive movies
(e.g. Hollywood productions such as Lord of the Rings where certain entirely
computer-generated characters look as real as if they had been human actors in a
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costume). Hardly any games, or interactive media of any sort, can reasonably aspire
to character believability within this technical generation. On the way towards true
character believability lurks the well-known problem of the uncanny valley, much
discussed in humanoid robotics research: almost, but not completely, believable char-
acters tend to be “creepy” [1] and elicit negative emotions in humans. A number of
studies has investigated and, in part, confirmed the uncanny valley theory in virtual
characters within games [2, 3] while a large volume of work has focused on the
impact of virtual character detail on players’ self-reported presence [4] or observers’
impressions of character facial images [5]. We do not know whether the uncanny
valley phenomenon exists for player believability as well, and there have to our
knowledge not been any thorough investigations of this, but some arguments have
been made that the phenomenon does indeed exist [6]. The discussion in the rest of
the paper will chiefly apply to player believability rather than character believability.

Player believability presupposes that the observer knows that the character on the
screen is not real — that it is just a graphical representation of digital processes inside
a computer. (This is certainly the case in Super Mario Bros.) Importantly, this means
that most aspects of animation and graphics rendering are unimportant for player
believability. However, the observer believes that a human has an ongoing input to
and (at least partial) control over these processes, and that the human’s control is
interactive in the sense that the human is aware of what the character is doing in the
game.

There are many games and bots that are not designed to be believable, neither in
the sense of character believability nor player believability. To begin with, there are
game genres completely devoid of NPCs (e.g. puzzle games). There are also games
where characters are intended to be predictable and “robotic” in their actions, for
example many shooting gallery games and platform games. For example, in Super
Mario Bros the most common NPC creatures move with constant speed along a
platform and reverse direction or simply fall down when reaching the end of the
platform. In other games, there is little chance for the player to assess believability
because each NPC is typically only encountered for a few seconds, and then in the
middle of a rather chaotic situation; this is the case for the single-player campaign
of many FPS games. In general, the game design has considerable influence on the
believability of NPCs: either the design showcases the bot and its Al or the game is
designed so that the bot’s stupidity (or non human-likeness) is absorbed.

Even when the player has a fair chance to observe an NPC for some time and assess
its believability, it is clear that player believability is harder to achieve in some games
than others. One important factor for the difficulty of achieving player believability
is the amount and type of information required from the player (human or algorithm)
to effectively play the game. As an example of the importance of the amount of
information, chess only requires a few bits of information transferred from the player
every turn to select which piece to move to which position (a low-bandwidth channel
in the vocabulary of information theory) whereas a first-person shooter such as Unreal
Tournament requires the player to continuously move the mouse with one hand and
tap keys on the keyboard with the other, often performing several actions per second.
The much higher communication bandwidth between player and game goes some
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way to explain the relative difficulty of creating believable bots for FPS games. In
terms of control bandwidth, Super Mario Bros has more in common with the typical
FPS than with a board game; although relatively few actions are available to the
player at each moment, a player during normal gameplay presses more than one key
a second.

As an example of the influence of the type of information required, creating a
believable bot for a complex strategy game such as Civilization is hard, although
there are moderately successful attempts; however, creating a believable bot for a
digital version of the strategy game Diplomacy is orders of magnitude harder, even
though the action space of the latter game is smaller [7]. The key difference here is
that text-based (or verbal) communication between players is crucial in Diplomacy,
whereas it is often not even possible in Civilization. In terms of the type of informa-
tion supplied by the player, Super Mario Bros should be relatively easy to achieve
character believability in: the player controls the character through a combination of
five discrete button presses (left, right, down, A, B). No text input nor continuous
input is possible.

Another important question is “believable for whom”? In general, an experienced
player will have a much easier time distinguishing between a human-controlled and
a computer-controlled character. This is due both to the experienced player having
better knowledge about the rules and possible actions in this particular game, or
in games in general, and to the experienced player having a larger (though often
implicit) knowledge of the patterns of actions exhibited by the artificial intelligence
routines found in the game at hand, or in games in general.

It is clear that non-player characters with player believability can bring major
advantages for a game. Many games become much more engaging for players who
believe that they are playing against fellow human players. Several authors have
argued that the appearance of human intelligence and overall human-likeness that
adds value to a computer controlled character and overall, increases the quality of
gameplay [8, 9]. There seems to be multiple reasons for why games against humans
become more engaging, including the belief that humans are less predictable than
computers, that the player through gameplay is capable of inflicting real joy or
disappointment in other humans, and the sense of having company in what one does.

Believability—similar to emotions such as frustration and cognitive processes
such as attention—is an artificial construct with fuzzy boundaries. These properties
make the assessment and computational modelling of believability far from triv-
ial. Before discussing the complex nature of detecting and assessing believability
in Sect.9.3 we will briefly analyze the relationship between player emotions and
believability.

9.2.1 Believability, Player Emotions and Cognition

Game believability is a critical subcomponent of player experience. It can be linked to
a stream of player emotions, which may be active simultaneously, usually triggered
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by events occurring during gameplay but also related to cognitive and behavioural
process during gameplay. Games incorporating believable elements, such as bot
behaviour, can elicit particular emotional responses to a player which in turn may
affect the player’s attention level and gaze patterns, reflect on the player’s facial
expression and even cause bodily alterations (i.e. the player’s physiology).

Research in game artificial intelligence is based on several empirical assumptions
about believability, human cognition, human-machine interaction, player satisfaction
and fun. The primary hypothesis of most studies in the literature is that the generation
of believable, human-like opponents [10] leads to increased player enjoyment. While
there are indications to support such a hypothesis (e.g. the vast number of multi-
player on-line games played) and research endeavours to investigate the relationship
between believability of non-player characters (NPCs) and satisfaction of the player
[11], there has been no clear evidence that human-like NPC behaviours generate
more appealing games.

We need to make clear that we do not necessarily assess player satisfaction or
other emotional states by assessing believability; the relationship between the two
is complicated, and while it would be interesting and important to clarify it, this is
beyond the scope of the current paper.

9.3 Assessing Believability

Believability of character behaviour may be viewed as part of player experience.
Player experience [12] in general can be measured via reporting (subjective); via
monitoring a player’s physiological responses [ 13, 14], tracking a player’s body, head
and facial motion [15] during play (objective); or via logging gameplay statistical
data that embed behavioural responses of player experience (gameplay-based) [16].
On the same basis, one could attempt to adopt any of the three above-mentioned
approaches (or even combinations of those) to capture believability within games.

In this paper we focus on the subjective approach for assessing believability and
we question whether a player can reliably assess believability his/herself and, in part,
question existent player testing schemes.

9.3.1 Subjective Assessment

The most direct way to assess believability is to ask the players themselves about
their experience when they face or presented with opponents that need to be assessed
[17]. Subjective believability assessment can be based on either players’ free response
during play or on forced data retrieved through questionnaires.

Naturally, free-response answers may contain richer information about one’s
believability notion but are hard to analyze appropriately. An experiment designer
may decide to annotate the derived text or verbal response into specific critical words
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or phrases which can then be mapped to believability. However, doing so requires
strong assumptions about the validity and the importance of the text/speech clus-
ters identified, and make it hard to automate the assessment. On the other hand,
forcing game experiment subjects to report believability through a questionnaire,
constraining them into specific questionnaire items, yields data that can be easily
used for analysis.

Subjective assessment may yield very accurate models of self-reported believ-
ability; however, there are quite a few limitations embedded in this approach. First,
there is usually significant experimental noise in the responses of subjects; this may
be caused by subject learning effects (the subject might find it easier to spot bots
after having seen a few) and self-deception. Second, self-reports can be intrusive if
questionnaire items are presented during the gameplay sessions [18, 19]. Third, they
are sensitive to subjects’ memory limitations if players are asked to express their
experience after a lengthy game session (post-experience effect).

Numerous studies have shown that self-reports can guide machine learning algo-
rithms for successfully capturing aspects of player experience in prey/predator [20],
physical interactive [21], platform [16, 22] and racing [23] games. We argue that sim-
ilar approaches can be used for the efficient capture of believability within games.

9.3.2 When to Ask?

While efficient methods for minimizing learning effects and self-deception effects
have been proposed [24], there is no universally accepted time window within which
subjects should be asked to express the level of believability of an NPC. Such a
time window should result in a self-reporting process that is both as unobtrusive as
possible and suffering from minimal post-experience effects.

Reporting on paper or on a digital questionnaire sheet is the most popular
approach to subjective assessment for player experience, either interrupting the
subject during gameplay or at the end of a game session. It is straightforward to
extend this method to believability assessment. However, a recent attempt on believ-
ability assessment, the 2k BotPrize [25] has focused on making the assessment
process part of the game itself. In that study, subjects played a first-person shooter
game and were equipped with a special weapon that could be used to distinguish
between an Al bot and a human opponent. As a pioneering approach to assess-
ing believability, the BotPrize has received considerable attention, and rightly so.
While not directly a subjective approach for believability assessment the innova-
tion of that study is that an in-game element (and not an external questionnaire)
defines the platform for the assessment of opponent believability during play. Such
an approach initially appears to minimize report intrusiveness. Moreover the ideal
interaction time window is set by the player his/herself—the window depends on
the interaction time a player spends with particular opponents—bypassing that key
protocol design decision.
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We argue that in a game setting—such as the FPS scenario of [25]—the believ-
ability of opponents cannot be detached from player experience. Thus, assessment
during play may turn out to be highly intrusive for both player experience and the
assessment of players, while gameplay statistics collected this way may contain
experimental artefacts that are difficult to detect and correct for.

Results obtained from the 2010 2k BotPrize during the 2010 IEEE CIG conference
corroborate our hypothesis. In particular, it was apparent that some players focused
on the task of believability assessment while others focused more on gameplay.
Believability assessment done this way introduces a new game mechanic that may
appeal to some players. The result was that a human player was characterized as the
least human player (even less human than all AI opponents) in the game since he
had adopted a strategy seeking to excel to that game mechanic. Some judges raised
complaints that the experiment was neither a game (the game was way too intrusive to
elicit genuine gameplay experience) nor a proper experimental protocol (since some
judges aimed to excel in appearing less believable), but rather a hybrid between
the two. Our hypothesis is that during-play believability assessment entails protocol
design flaws that do not allow for a reliable evaluation of gameplay believability.
Thus, when designing the Turing Test track of the Mario AT Championship (our own
attempt at believability assessment) we chose to deviate from the approach taken in
the BotPrize and use a protocol where judges were asked questions only after a level
had been played.

9.3.3 How to Ask?

Forced questionnaires could vary from simple tick boxes to multiple choice items.
Both the questions and the answers provided could vary from single words to
sentences; even though, generally, short and clear question-and-answer items are
preferred since lengthy questionnaire items may challenge short-term memory and
cognitive load of the subject. Again taking our cue from methods for assessing player
experience, one could identify three types of forced questionnaires for believability
assessment:

1. Boolean: subjects have a single boolean answer choice (e.g. is this believable?,
or, is this a human playing 7). While this question type is direct and clear, it does
not provide with rich information for further analysis.

2. Ranking: subjects are asked to answer questionnaire items given in a rank-
ing/scaling form (e.g. how believable was that?). For the use of similar ques-
tionnaires in player experience assessment, see [14, 18, 19].

3. Preference: subjects are asked to compare the believability level of two or more
sessions of the game (e.g. which one was more believable ?). For the use of similar
questionnaires in player experience assessment, see [23, 24, 26].

There is no single universally accepted approach for questionnaire type even
though preliminary results in various user studies suggest that there is an inconsistency
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between the three questionnaire types when used for assessing player experience.
The main disadvantage of ranking questionnaires is that they do not control for the
subjective notion of believability across subjects. On the other hand, pairwise pref-
erence and boolean questions can minimize subjects’ subjective notions of scaling,
allow a fair comparison between the answers of different subjects and, thereby, may
assist towards a more accurate and subjective capture of believability. For simplicity,
we opted for boolean questions in the Mario AI Championship. Being the first time
we ran the competition and unfamiliarity with the venue, we decided that boolean
questions minimized the risks of technical and/or linguistic glitches.

9.3.4 First Person Versus Third Person

Subjective assessment may consider both first person reports (self-reports) but also
reports expressed indirectly by experts or external observers. Analogies of this rela-
tionship can be found in the comparison between self-expressed experience and anno-
tated experience in affective computing studies [12]. While self-expressed experience
comes with several limitations such as self-deception, increased gameplay cognitive
and short-term memory load, annotated data (if in large sample sizes) can effectively
encapsulate notions of player experience.

In first person assessment, the player is part of gameplay and the same gameplay
is the elicitor of his/her player experience. As the player is engaged in playing and
forms a vital component of the game-player interaction he/she thereby influences
the degree of believability that emerges from that relationship. Thus, believability,
gameplay and player experience are interconnected components of the interactive
experience which are hard to separate from each other.

In third person assessment, on the other hand, the player does not play the game
his/herself as she is the observer of the playing experience and the gameplay. While
one could claim that an observer is not engaged in the true experience of gameplay
believability (rather in a quasi-experience [27]) she is able to concentrate more on
the assessment of believability via a higher cognitive focus on the task. Because of
the aforementioned limitations of the first person approach our research hypothesis
is that third person assessment may lead to more accurate believability assessment.
We therefore chose to use third-person assessment in the Mario AI Championship.

It should be added that first-person believability assessment is only possible for
games played by at least two players simultaneously. First-person assessment is not
possible for a platform game such as Super Mario Bros, at least in the standard
version where only a single player character plays at any time, nor for a puzzle game
such as Tetris or many casual mobile games such as Angry Birds. Games for which
first-person assessment is possible include FPS games such Unreal Tournament, used
in the BotPrize, but also a large variety of strategy games, both real-time (RTS) and
turn-based and sports games like racing games, not to mention classic non/digital
board games like Chess. Third-person assessment, on the other hand, is possible for
all game genres.
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As an anecdotal example of the perils of first-person assessment, consider the
famous 1997 chess match between reigning world champion Garry Kasparov and
the Deep Blue hardware/software. After losing the match, Kasparov complained
that the program was playing in a suspiciously human-like manner [28]. It is very
likely that the subject could have been affected by one of the many limitations of
self-expressed first-person believability assessment, such as self-deception.

9.3.5 Time Required for Assessment

What is the optimal (or minimal) time interval for a user to identify believability?
Players in a game have differing perceptual capabilities and cognitive responses. One
has to take into account such experimental effects when designing a protocol for
assessing believability and to control for them. One way to eliminate the time factor
as an artefact from any data collected is to design game sessions that would generate
equivalent interaction times with the bot which is under believability assessment.
Then players can be asked to express their believability preferences over different
game interaction sessions of similar time windows.

The time required to assess believability is also clearly dependent on the game
genre. For example, FPS game bots are hard to assess since they often only
appear on screen for a few seconds, and therefore their interaction time with
the player is often insufficient [25]. On the other end of the spectrum, oppo-
nents in RTS games are observed and interacted with for time windows of sev-
eral minutes or tens of minutes. Believability is not only dependent on the game
genre but also on the surrounding content of the bot; an experiment protocol
designer needs to cater to this and control for the game content that is present.
That in turn will have an influence in the time required to assess believability
appropriately.

In the Mario AI Championship, we chose to let the judges observe the game
for a duration of 20-30s, corresponding to the time needed to complete (or fail to
complete) a short level, and in the authors’ opinion enough to get an idea of the
playing style of the player.

9.3.6 The Representation of Believability

Believability is a conceptual construct in a similar way to any other user, cogni-
tive or affective state with unclear boundaries [29]. Given the fuzzy boundaries of
believability and the subjective nature of its notion the representation of it is of key
importance: should believability be represented within questionnaires as a state or
as a continuous value?
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Itis even possible that believability is best represented as more than one continuous
value. For instance, the emotional dimensions of arousal and valence [30, 31] are
used very often to represent emotional states with unclear boundaries in affective
computing studies; believability could be represented in a similar fashion.

9.4 The Mario AI Championship: Turing Test Track

The Turing Test track of the Mario Al Championship was held during the Asia Games
Show 2010! in conjunction with the 2010 IEEE Games Innovation Conference.
This section presents the competitors, the competition setup and the
results obtained.

9.4.1 The Competitors

Five bots and one human player competed in the Turing Test track. The five bots were
chosen from among the competitors in the Gameplay track of the competition (thus
built to play the game as well as possible rather than in a human-like fashion) and
the organizers’ own experiments. The chosen bots were of varying sophistication,
playing strength, and in particular exhibited different playing styles:

e Robin Baumgarten’s A* Agent: This agent is based on an A* search algorithm in
state space and simulates the future trajectory of both itself and enemy NPCs for
each considered actions. This agent runs through the levels, almost continuously
jumping and shooting fireballs. Detailed information about this agent can be found
in [32].

e Slawomir Bojarski’s and Clare Bates Congdon’s REALM Agent: A rule-based
evolutionary computation agent that evolves rule sets based on abstract vocab-
ulary of conditions and actions with an A* component to determine specific
keystrokes for each high level action [33]. This agent exhibits a more human-
like behaviour than the other agents by starting to jump before reaching the edge
of a gap, attacking and avoiding enemies, grasping power-ups and moving in
both directions.

e Forward Agent: A very simple heuristic agent that constantly runs left and jumps
when it senses that it is in front of a gap or obstacle.

e Forward Jumping Agent: An even simpler agent, that constantly jumps while
running left.

! http://www.asiagameshow.com/
2 http://ice-gic.ieee-cesoc.org/2010/
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Fig. 9.1 Image from the Mario Al: Turing Test track competition held during the Asia Game
Show, 2010

e Erek Speed’s Agent: Rule-based controller, evolved with a GA. Maps the whole
observation space (22 x 22) onto the action space, resulting in a genome of more
than 100 Mb.

e Human player: Along with the five agents, an extra recording from a human player
who was not involved in programming any of the bots or the organization of the
competition (Nikolay Sohryakov) was used. This human had a skill in the high
intermediate range, and a non-exploratory playing style.

9.4.2 Competition Organization

Prior to the competition event, videos were recorded of the five Al contestants and
the human player playing a short level of the competition version of Super Mario
Bros. The videos of gameplay were presented to the audience of the Asia Games
Show in a random order and the audience voted on whether the player was a human
or an algorithm after each video was completed. Each of the 60 observers was asked
to vote whether the Mario they just saw playing was controlled by a computer or
a human. The “Not decided” option was also available. Each agent was shown at
least twice, and the orderings between the agents were varied so as to prevent order
effects. A photograph of the competition presenter and the general competition setup
is presented in Fig.9.1.
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Table 9.1 Turing Test Track competition results

Super Mario Bros Player Computer Human Not decided
Human player 32 22 6
REALM Bot (evolved ruleset) 30 17 13
Erek Speed (GA) 41 9 10
Robin Baumgarten (A*) 46 6 8
Forward Agent 48 6 6
Forward Jumping Agent 54 0 6

9.4.3 Competition Results

Table 9.1 presents the final results of the Realm competition. 60 persons attended the
competition session and voted. The REALM bot was the winner of the competition
since it managed to convince 17 of the observers that it was a human. The
REALM bot is the bot that comes closest to the 22 “Human” vote baseline of
the human player with only 5 votes away while Erek Speed’s bot also did rather
well gathering 9 human votes. It is worth noting that the human player got more
“computer” votes than the REALM bot (32 and 30, respectively) since the REALM
bot left 13 spectators undecided—7 more than the undecided observers for the
human player.

The competition results illustrate the difficulty of assessing believability even in
a game such as Super Mario Bros, with low control bandwidth, simple graphics and
easy overview of the play area. While the human player got the most of the human
votes those were only 22 out of 60. Given this preliminary experimental protocol it
appears that the 3rd person assessment approach is appropriate since believability
can be successfully assessed; however, results also show the subjective nature of
believability and the complexity that arises when one attempts to assess it.

The majority of experiment observers classified the human player as an
Al-controlled bot and, a few observers indicated that the A* bot and the forward
agent are controlled by humans. While the forward jumping Mario agent does not
appear to be believable, the forward moving agent and the A* bot can still mislead
a few observers. So, how did this happen? The core mechanics of platform games
promote simple forward moving behaviour combined with jumps when necessary;
such a playing behaviour is often followed by average players of this game genre.
However, a human player with relatively high skills has been used in this experiment,
and this might be a possible explanation for mistaking it for an Al-controlled bot.
On the other hand, the A* bot near-optimal performance resembles the behaviour
of very few highly skilled platform game players. Agents mimicking any of those
playing behaviours can apparently mislead a few observers and be assessed as believ-
able. On the contrary, the forward jumping agent does not convince any observer
of its human nature since such gameplay is rarely met in humans playing Super
Mario Bros.
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9.5 From Assessing to Modelling to Optimizing Believability

Once we have established a reliable measure of believability, we could use super-
vised learning techniques to create a model from game configuration to believability.
This process would be completely analogous to previous work on computational
modelling of player experience [12, 34]: a number of game configurations are
presented to a set of users, the users judge their believability, and based on this
data set (with believability assessments as target values) a model is inferred that pre-
dicts believability based on game configuration. The model could use any of several
function representations, for example a multilayer perceptron or a decision tree, and
be trained with e.g. neuroevolutionary preference modelling (in case of assessments
being expressed as preferences) or more standard supervised learning algorithms
(in case of scalar assessments). After this model is obtained, optimization algo-
rithms can be used to tune the game so as to maximize predicted believability. In
previous work, player experience has been optimized for Super Mario Bros through
creating a model from in-game player behaviour and level design parameters to
predicted player affective states (such as fun and frustration), and new levels there-
after evolved that maximized predicted player experience [16, 35].

A key design question then becomes how to meaningfully parameterize the game
configuration, so that the parameters have bearing on believability and create a
tractable search space for the optimization algorithm. The obvious candidate would
be the control logic for the character that is to be made believable. In Super Mario Bros
itself this would be the main character, Mario. A number of good Mario controllers
have been developed and submitted the Gameplay track of the Mario Al Champi-
onship, including Robin Baumgarten’s A*-based controller that won the 2009 edition
of the competition, and Slawomir Bojarski’s and Clare Bates Congdon’s evolutionary
rule-based agent that won the 2010 edition, and also won the Turing Test track of the
championship as described above. Both of these have several parameters that could
conceivably be optimized for believability (and other modifiers could be introduced,
such as a probability of “stopping to think” for a while every now and then), given
that a good evaluation function was available.

However, it might be worth considering investigating other alternatives as well. In
his classic book The Sciences of the Artificial, Herbert Simon describes the complex
path of an ant walking on the beach, noting that the ant itself to our best evidence
has a very simple “control system”, before asking whether the apparent complexity
of the ant’s path is due to the ant itself or the topology and distribution of objects
on the beach [36]. Analogously, we may ask to what extent believable behaviour in
an algorithm-controlled game agent comes about from the controller and to what
extent it is a product of the environment. It seems entirely probable that optimizing
the environment for believability, in conjunction with a sufficiently generic NPC
controller, could be every bit as effective as optimizing the NPC controller itself. In
Super Mario Bros, this could be done through optimizing the design parameters of
the levels. It is conceivable that the best effects are reached through combining NPC
controller and level design optimization.
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9.6 Conclusion

This chapter has discussed a number of aspects of believability from the perspective of
believability assessment. We have outlined a number of important choices to consider
when assessing believability, and briefly discussed their pros and cons. Throughout
the chapter, we have used the platform game Super Mario Bros as a running example,
and discussed what it would mean for a Mario player to be believable, and how
believability could be achieved and assessed in this context. We reported the design
and results of the Turing Test track of the 2010 Mario AI Championship, which
attempted to measure believability in this game, taking a number of design choices
that differ markedly from the perhaps most well-known attempt at assessing bot
believability, the 2k BotPrize. It is clear that there is much research left to do about
how believability can be assessed, modelled and optimized, and its relation to other
aspects of player experience. We intend to contribute to this discussion through
running further iterations of the Mario Al Championship, improving the competition
design using lessons we have learned from last year’s competition.

Acknowledgments Thanks to all the participants of the Mario Al Championship: Turing Test track
held in the IEEE GIC conference in Hong Kong, December 2010, sponsored by IDSIA in Lugano.
This research was supported in part by the European Union FP7 ICT project SIREN (project number
258453) and by the Danish Research Agency project AGameComlin (project number 274-09-0083).

References
1. Masahiro, M.: Bukimi no tani (the uncanny valley). Energy 7(4), 33-35 (1970)
2. Schneider, E.: Mapping out the uncanny valley: a multidisciplinary approach. In: ACM

SIGGRAPH 2008 posters. SIGGRAPH ’08, New York, NY, USA, ACM (2008) 33:1-33:1
3. Schneider, E., Wang, Y., Yang, S.: Exploring the uncanny valley with Japanese video game
characters. In: Proceedings of the DIGRA Conference, pp. 546-549 (2007)
4. Vinayagamoorthy, V., Brogni, A., Gillies, M., Slater, M., Steed, A.: An investigation of presence
response across variations in visual realism. In: Proceedings of the 7th International Conference
on Presence (2004)
5. Seyama,J., Nagayama, R.S.: The uncanny valley: effect of realism on the impression of artificial
human faces. Presence 16(4), 337-351 (2007)
6. Hayward, D.: Uncanny Al: artificial intelligence in the uncanny valley. Gamasutra N/A (2007)
7. Kemmerling, M., Ackermann, N., Beume, N., Preuss, M., Uellenbeck, S., Walz, W.: Is human-
like and well playing contradictory for diplomacy bots? In: Proceedings of the IEEE Symposium
on Computational Intelligence and Games, pp. 209-216 (2009)
Champandard, A.J.: AI Game Development. New Riders Publishing, Indianapolis (2004)
Bateman, C., Boon, R.: 21st Century Game Design. Charles River Media, California (2005)
Freed, M., Bear, T., Goldman, H., Hyatt, G., Reber, P., Sylvan, A., Tauber, J.: Towards more
human-like computer opponents. In: Working Notes of the AAAI Spring Symposium on Arti-
ficial Intelligence and Interactive Entertainment, pp. 22-26 (2000)
11. Taatgen, N.A., van Oploo, M., Braaksma, J., Niemantsverdriet, J.: How to construct a believable
opponent using cognitive modeling in the game of Set. In: Proceedings of the Fifth International
Conference on Cognitive Modeling, pp. 201-206 (2003)

S 0o ®



9 Assessing Believability 229

12.

13.

14.

15.

16.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.
28.

29.

30.

31.

32.

33.

34.

Yannakakis, G.N., Togelius, J.: Experience-driven procedural content generation. IEEE Trans.
Affect. Comput. 2(3), 147-161 (2011)

Yannakakis, G.N., Hallam, J., Lund, H.H.: Entertainment capture through heart rate activity
in physical interactive playgrounds. User Model. User-Adap. Inter. Special Issue: Affective
Modeling and Adaptation 18(1-2), 207-243 (2008)

Mandryk, R.L., Inkpen, K.M., Calvert, T.W.: Using psychophysiological techniques to measure
user experience with entertainment technologies. Behav. Inf. Technol. (Special Issue on User
Experience) 25(2), 141-158 (2006)

Asteriadis, S., Karpouzis, K., Kollias, S.D.: A neuro-fuzzy approach to user attention recogni-
tion. In: Proceedings of ICANN, pp. 927-936. Springer (2008)

Pedersen, C., Togelius, J., Yannakakis, G.N.: Modeling player experience for content creation.
IEEE Trans. Comput. Intell. Al Games 2(1), 54-67 (2010)

. Hingston, P.: A Turing Test for computer game bots. IEEE Trans. Comput. Intell. Al in Games

1(3), 169-186 (2009)

Drachen, A., Nacke, L., Yannakakis, G.N., Pedersen, A.L.: Correlation between heart rate,
electrodermal activity and player experience in First-Person Shooter games. In: In press for
SIGGRAPH 2010, ACM-SIGGRAPH Publishers (2010)

Pagulayan, R.J., Keeker, K., Wixon, D., Romero, R.L., Fuller, T.: User-centered design in
games. In: Jacko, J.A., Sears, A. (eds.) The HCI Handbook, Lawrence Erlbaum Associates,
Mahwah (2003)

Yannakakis, G.N., Hallam, J.: Towards capturing and enhancing entertainment in computer
games. In: Proceedings of the 4th Hellenic Conference on Artificial Intelligence, Heraklion
2006. Lecture Notes in Artificial Intelligence, vol. 3955, pp. 432-442. Springer (2006)
Yannakakis, G.N., Hallam, J.: Real-time game adaptation for optimizing player satisfaction.
IEEE Trans. Comput. Intell. Al in Games 1(2), 121-133 (2009)

Pedersen, C., Togelius, J., Yannakakis, G.N.: Modeling player experience in Super Mario
Bros. In: Proceedings of the IEEE Symposium on Computational Intelligence and Games,
pp. 132-139. Milan, Italy, IEEE (2009)

Tognetti, S., Garbarino, M., Bonarini, A., Matteucci, M.: Modeling enjoyment preference
from physiological responses in a car racing game. In: Proceedings of the IEEE Conference
on Computational Intelligence and Games, pp. 321-328. Copenhagen, Denmark (2010)
Yannakakis, G.N.: Preference learning for affective modeling. In: Proceedings of the Interna-
tional Conference on Affective Computing and Intelligent Interaction, pp. 126—-131. Amster-
dam, The Netherlands, IEEE (2009)

Hingston, P.: A new design for a Turing Test for bots. In: Proceedings of the: IEEE Conference
on Computational Intelligence and Games, pp. 345-350. Copenhagen, Denmark, IEEE (2010)
Yannakakis, G.N., Hallam, J.: Towards optimizing entertainment in computer games. Appl.
Artif. Intell. 21, 933-971 (2007)

Walton, K.L.: Mimesis as make-believe. Harvard University Press, Cambridge (1990)
Kasparov, G.: The chess master and the computer. The New York Review of Books, New York
(2010)

Calvo, R.A., Mello, S.D.: Affect detection: an interdisciplinary reveiw of models, methods and
their applications. IEEE Trans. Affect. Comput. 1(1), 18-37 (2010)

Feldman, L.: Valence focus and arousal focus: Individual differences in the structure of affective
experience. J. Pers. Soc. Psychol. 69, 53-166 (1995)

Russell, J.A.: Core affect and the psychological construction of emotion. Psychol. Rev. 110,
145-172 (2003)

Togelius, J., Karakovskiy, S., Baumgarten, R.: The 2009 Mario Al competition. In: Evolutionary
Computation (CEC), 2010 IEEE Congress on, pp. 1-8. IEEE (2010)

Bojarski, S., Congdon, C.B.: REALM: a rule-based evolutionary computation agent that learns
to play Mario. In: Proceedings of the IEEE Symposium on Computational Intelligence and
Games, pp. 83-90. Copenhagen, Denmark, IEEE (2010)

Yannakakis, G.N.: How to model and augment player satisfaction: a review. In: Proceedings
of the 1st Workshop on Child, Computer and Interaction, Chania, Crete, ACM Press (2008)



230 J. Togelius et al.

35. Shaker, N., Yannakakis, G.N., Togelius, J.: Towards automatic personalized content generation
for platform games. In: Proceedings of Artificial Intelligence and Interactive Digital Entertain-
ment (AIIDE’10), pp. 63-68. Palo Alto, CA, AAAI Press (2010)

36. Simon, H.: The Sciences of the Artificial. MIT Press, Cambridge (1969)



Chapter 10
Creating a Personality System for RTS Bots

Jacek Mandziuk and Przemystaw Szalaj

Abstract Bots in Real Time Strategy games often play according to predefined
scripts, which usually makes their behaviour repetitive and predictable. In this
chapter, we discuss a notion of personality for an RTS bot and how it can be used to
control a bot’s behaviour. We introduce a personality system that allows us to easily
create different personalities and we discuss how different components of the system
can be identified and defined. The process of personality creation is based on several
traits, which describe a general bot’s characteristics. It allows us to create a wide
variety of consistent personalities with the desired level of randomness, and, at the
same time, to precisely control a bot’s behaviour by enforcing or preventing certain
strategies and techniques.

10.1 Introduction

Real Time Strategy (RTS) is a very popular genre of computer games, which is based
on constructing buildings and creating an army that will be led to defeat the opponent.
The games mostly take place in a 2D environment consisting of different area types
and containing resources, such as gold, crystals, wood or food. Players try to take
control over the resources, which are used to build new units and facilities. Moreover,
in the majority of games some inventions and upgrades have been introduced, which
affect features of game objects, for example by increasing their battle efficiency or
creating items that have been unavailable before. Some of the most popular RTS
games are Starcraft [1] and the Age of Empires series [2].
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Most games offer both single player mode, in which a player competes against
computer rivals—bots—and a multiplayer mode, which is a contest among peo-
ple only. Since LAN networks and the Internet became popular, multiplayer games
gained in popularity. Nowadays, most people prefer multiplayer mode, using single-
player mode only in case of a lack of human players available or for practice before
entering multiplayer games [16]. Such a situation is caused mostly by the poor per-
formance of bots” Al (Artificial Intelligence). While improvement of Al techniques
and growth of computational power of computers allowed us to build Al systems
capable of defeating human champions in most classical games, we are still unable
to build a competitive Al for RTS games [10]. Worth noticing is the fact that as
long as classical games are a kind of a test bed for Al, where the aim from the very
beginning has been the optimal game, in the work on strategy games there is a visible
division of goals between commercial ones, which have to increase the entertain-
ment value of bots, and scientific, which treat RT'S games as an extension of classical
games, trying to find ways ensuring finding the optimal solutions [9]. Livingstone
in [13] points out that we do not need bots playing in the optimal way, but acting
believably; we should, however, distinguish here developing Al techniques to create
more intelligent bots from using the RTS games’ environment to improve and test
Al methods. In the first case, the aim is to make intelligent bots for games, in the
second—development of advanced Al methods, able to manifest intelligent behav-
iour in complex environments. Using RTS games as a test bed is justified by the fact
that they offer high complexity, but at the same time it is still possible to describe
all their elements in terms of their statistics and dependencies. Moreover, they can
be treated as simplified representations of real problems. Al methods formed on the
basis of RTS games can later be used in real life problems, for example for military
purposes [9].

One of the issues common to many Al approaches to RTS games is believability.
Game developers are interested in creating credible bots since they increase entertain-
ing value of the game, Al researchers—because believability is an inherent quality of
intelligent agents. Even if we decide that it is not optimality, but credibility, that con-
stitutes our aim, creating acceptable bots is still very difficult. Analyzing the world of
the game—because of the number of elements existing in it and the relations holding
between them—is too difficult at the moment to allow for creating bots that would
behave in an intelligent way [10]. In effect, bots act according to predefined strate-
gies or scripts defining their behaviour. One of the drawbacks of such an approach
is the necessity of describing a considerable number of rules that would be relevant
in as many situations as possible. Another problematic issue, which is much worse
from the player’s point of view, is the repetitive nature of bot’s behaviour. If a bot
will make use only of a limited number of actions and will react in the same way in
given situations the player will sooner or later learn to foresee bot’s moves and, as a
result, the game will become much less interesting. In addition, the player will also
eventually find weak points in the opponent’s strategy, which will cause his interest
in the game to decrease even more.

The main aim of this chapter is to suggest a system for a bot’s personality. Its
main task is to maximize the entertaining value of a game by means of providing
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mechanisms that ensure high unpredictability of the game and matching the level of
bot’s skills with those of the player. The system provides a method for controlling
bot’s behaviour, thus enabling us to enforce certain actions or forbid them, which
can be convenient for a user for instance while practicing different strategies or
techniques. In addition, the structure of the system makes it possible to use it as a
tool for game creation, for example to balance various statistics and parameters of
the game engine.

We should explicitly point out that the proposed system is not an alternative for
a bot’s Al system, but rather its supplement. It can be used to determine when a
given action (e.g. attacking the opponent or establishing the resource base) should
be performed, and to determine a general way the action should be executed—for
example, to characterize how strong an army should be used in an attack or what
kind of fortifications should be built in the newly created base. Nevertheless, the
exact way of performing these tasks, for example a choice of a base to attack, the
tactic used in a battle or the arrangement of fortifications should be controlled by
Al modules. This seems to be a sensible approach—aggressive players tend to lead
to battles more often than passive ones, brave players could attack armies that are
stronger than their own—but when it comes to the battle, it is more a matter of a
tactics than personality (assuming that the players play rationally).

10.2 Believability in RTS Games

In this section we will discuss the notion of believability in the context of RTS bots
and try to list relevant—from the player’s perspective—features that a credible bot
should possess. We will also describe different types of players as well as techniques
used by them and discuss differences between bots’ and humans’ ways of playing
RTS games.

10.2.1 Rock-Scissor-Paper Rule

The complexity of strategy games renders a lot of possible strategies for a player to
choose from. For the game to be interesting they should be carefully balanced and
for every strategy some counter-strategies should exist. Such a requirement assures
that winning the game is not only a matter of a well-executed strategy, but also
requires skillful adaptation to the opponent actions. Such balancing, by analogy with
the child’s game is often called the rock-scissor-paper rule.

This rule is applied not only at the strategic level. Another form of its imple-
mentation is the differences between types of units. In most games, units can be
divided into different formations, such as infantry, cavalry, ranged units or ships. Each
formation has its pros and cons, but none of them is efficient enough against all the
others. For example, ranged units, such as archers, are effective against the infantry,
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but they are also vulnerable to the cavalry. Cavalry is generally efficient versus most
of the units, but there are some infantry units, like pikemen, against whom cavalry
is very weak. In some games units are also split into two categories: light and heavy
ones, with their relative efficiency adjusted more precisely (usually with military
and historic accuracy). What is more, some units may have special abilities or skills,
which should also be properly balanced.

10.2.2 Player Types

People playing computer games differ greatly, ranging from those who play very
rarely to professional players, who spend many hours each day playing the same
game. Naturally, they differ not only in skills possessed or attitude to playing games,
but also in their expectations. For the needs of this chapter, we will define three types
of players:

e Amateurs are players that play rather rarely and poorly. They may be somewhat
familiar with the concept of RTS games, but are not used to the given game and
are still learning about different types of objects (i.e. units or inventions) and their
usage.

e Regular players have some experience with games and understand RTS games
mechanics. They are able to formulate and execute simple strategies and tactics
and to adjust them to their opponent’s actions. They possess some knowledge
about the given game, which allows them to efficiently develop their base, raise
armies and lead them into a fight.

e Expertspossess excellent, deep knowledge of the game. They had great knowledge
of game world objects and are familiar with their statistics. They know vast majority
of the strategies that can be used in the game. Experts are very familiar with
the game’s user interface and keyboard shortcuts, which enables them to execute
actions very quickly.

Of course, these categories are game-specific, and an expert player in one game
could play on a regular or even an amateur level in another.

10.2.3 Advanced Techniques

One of the advantages of experts over regular players is their extensive knowledge
about the game. For example, regular players usually act according to some general
strategies, which are not very detailed, as they just describe an overall direction of
development and actions. Experts, on the other hand, develop a set of very precise
and detailed strategies. A typical example of such strategies are build orders. A build
order precisely describes the order in which units and buildings should be created
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at the beginning of a game. The order is chosen specifically to achieve the required
level of development as soon as possible, which sometimes yields huge advantage.
Different build orders serve different goals so the optimal build order that is suitable
for all strategies does not exist. By observing initial actions of his opponent an
experienced player can infer his next moves quite precisely, which allows him to
react accordingly in advance.

Similar rules apply on the tactical level. For example, experts have learned to
exploit small differences between different units (like their speed or attack range) to
formulate very effective tactics. Sometimes they are only generally outlined, but it
happens that they are very precise. In order to better illustrate the level of details that
is sometimes achieved we will shortly mention two such techniques, called the Patrol
Method and the Chinese Triangle [5]. These techniques comes from StarCraft and
describes a method of controlling a group of Mutalisks in a fight against Scourges.
The first one describes the situation when a player who controls Mutalisks tries to
gain distance of one and a half Mutalisk from the opponent’s Scourges and then
issues a Patrol order as a target choosing (by clicking) the area right in front of
his Mutalisks group. Because of game latency, before the order reaches the game
engine, the Mutalisks move to the previously marked place and while performing
the Patrol order they turn around and engage the opponent’s units. At this very
moment, the player should give a Move order aiming at an distant area behind the
Mutalisks, which will cause them to turn back again and fly away. This procedure
can be repeated several times, until enemy units are destroyed. The Chinese Triangle
technique is similar, however it requires not two, but four clicks at right angles to the
units participating in the skirmish.

These examples perfectly show how precise some techniques are. Distances and
angles used are adjusted so that Mutalisks are able to attack an enemy and to retreat
to a safe distance without taking any losses. Of course, a proper execution of this
technique requires high manual skills and precision. In fact, in some games the speed
of the interaction is so important that it is measured and used as an approximation of
player’s skills. For example, in StarCraft the speed of a player is usually expressed
as the Actions Per Minute (or APM for short) coefficient. Typical APM ranges from
50 for casual players to about 300 for the experts [3, 4].

Another category of advanced techniques are those taking advantage of the game
engine flaws or exploiting its features in a manner unintended by the game developers.
A perfect example of this technique is stacking [6]. It exploits the mechanism of
formation holding included in StarCraft: if units in a selected group are close enough
to each other, they will act as a whole while they move—keeping initial distances
and relations among them; in the other case, when units are scattered over the map,
they will gather around the destination point, partly overlapping and stacking on each
other (hence the name of technique) [7]. Stacking allows one to maneuver groups of
units very precisely (which is required by techniques like the Chinese Triangle) and
makes it harder, or even impossible for the opponent to pick the weakest unit in a
group as a target to attack. The trick to exploit this mechanism is to add an additional
unit to a selected group, usually very distant and slow or immobilized, just for the
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engine to treat the group as scattered, and, as a result, to have units continuously
stacked.

The last example of an advanced technique is remarkably different from the previ-
ous ones. This technique, used, among others, in the Age of Empires series, relies on
building palisades and walls around the resource locations that are close to the oppo-
nent’s base. This is a way to force him to gather resources away from his main base,
which makes his resource bases more vulnerable to attacks, or to time-consuming
razing of fortifications with units not suited for this (as siege weapons are not avail-
able in the early stages of the game). It may be surprising to qualify such a technique
as advanced, when, in opposition to the previous ones, it does not require special
manual skills or good knowledge of the game. This classification was made on the
basis of unnaturalness of particular techniques. While common players usually use
objects in the game according to their primary functions (with walls used to defend
bases or to block strategic passages), the experts try to gain advantage over their
opponent and achieve certain goals with any means possible.

The above examples show that the difference between experts and common players
in RTS games lies not only in mastering certain skills, but also—and in some cases
mainly—in a better use of techniques specific for a given game.

10.2.4 Difficulty Levels

For a game to be satisfying for players with different skills mechanisms of diffi-
culty adjustment are required. A classic solution is to introduce several difficulty
levels. Two approaches can be distinguished here. The simpler one, most commonly
used, does not affect bot’s behaviour, and only modifies its certain characteristics
(e.g. resource gathering speed or attack efficiency of units). Though this approach
generally fulfils its purpose and appropriately lowers or raises game’s difficulty, it is
not perfect. As shown earlier, the experts’ style of play is highly specialized and dif-
fers considerably from the regular player’s style; the difference is not only quantitative
but also qualitative. In other words—a believable bot playing on the expert’s level
should use techniques and strategies used by experts. This point of view is realized
by the second approach, where the bot’s behaviour is modified e.g. by introducing
new strategies and techniques or by improving reasoning mechanisms. This way, the
bot not only imitates experts better, but also generally becomes more effective.

Adapting to beginner’s level can be achieved similarly, but it is not so interesting,
as beginner players have less expectations from bots, and furthermore, that kind of
adaptation is usually much easier to achieve. It is usually enough to put a cap limit
on the number of units and buildings controlled by the bot, so it can develop only to
some extent, or limit the frequency and strength of its attacks, leaving the initiative
to the player.

Setting a fixed number of difficulty levels may lead to a situation where a given
level is too easy for the player, while the next one is too difficult. To avoid such a
situation more levels can be created thus making differences between them smaller.
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Alternatively, the difficulty level can be specified as a continuous parameter, allowing
more precise fitting to the (human) player’s skills and, in perspective, bringing him
more satisfaction from playing.

In the last years some research was done on the automatic adaptation of the bot’s
level of play to the player’s skills. By in-game adjustment of the level of challenge the
game presents we can assure that the game is neither too easy nor too difficult for the
player, which makes it more entertaining. Those methods are of limited use in RTS
games, as level of interaction in those games is rather low in comparison to other,
more action-oriented genres, like FPS (First Person Shooter) games [14]. Most of
the actions executed by the players (i.e. building an army, researching technologies)
are hidden from each other thanks to the fog of war, and only their effects are
visible (directly, like being attacked by an army, or indirectly, like the opponent’s
unit becoming more effective than ours) only later in the game.

10.2.5 Believability

Let us try to describe a bot’s believability more precisely. Naturally, it would be
perfect if a bot was able to imitate a human to the extent where the player could not
tell whether he is playing against the bot or the human player. In most RTS games,
however, it is very easy to identify a bot. The first hints are very low reaction time
and high playing speed, in which bots have an intrinsic advantage over humans. Of
course, the decision whether a given speed is achievable by a human is subjective
and depends greatly on a player—it will vary considerably for a normal player with
APM 50 and for an expert with APM of 300, but even experts are not able to precisely
control dozens of units fighting in a few different battles simultaneously. Another
symptom betraying a bot is the specificity of his high-level strategic actions. The
main factors here are the repeatability of actions and the lack of adaptation to the
opponent’s strategy and the situation on the map. Another sign is an absence of
reaction for unsuspected events. For example, big units sometimes get stuck between
buildings or trees when moving between two points. Such errors concern both human
and computer players, as pathfinding algorithms are usually identical for all players,
but a human player will eventually spot and fix them (e.g. by choosing a different
path), while bots often fail to notice the problem.

On the other hand, considering the fact that the main purpose of a bot is to
provide an entertainment for players, a perfect imitation of the human game-style
may not be necessary. Of course, if a bot were playing so well (in terms of action
believability, not effectiveness) that it would be taken for a human, it would probably
meet its entertaining purpose in a high degree (at least for players with comparable
skills), but perhaps it could be enough for bots to play in a way that the player could
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enjoy, even knowing that his opponent is a bot. With a reference to the Turing Test!,
creating a conversational bot which could successfully deceive a human would be
a huge achievement in artificial intelligence, but it would be a great success even
if it could just converse sensibly. Adding limitations like causing a conversational
bot to refuse to perform complicated mathematical calculations (in case of RTS bots
this could correspond to, for example, limiting the speed of giving orders) increases
imitation level, and accordingly the chances to deceive a human player, however, it
does not introduce any new quality to the bot’s behaviour.

These intuitive conclusions are largely confirmed by a study made by Sweetser
et al. [16]. They questionnaired a number of gamers to determine the importance of
different aspects of games (of various genres). Their study yields several interesting
conclusions. Firstly, there is a reasonable number of gamers that prefer to play with
bots rather than with other humans. They do so mostly for convenience (bots are
always available, they do not argue about matches settings etc.) and training (they
feel that they are not good enough to play with other human players). Secondly, those
who prefer playing with humans gave three main reasons for their preferences—
opponents’ intelligence, social interaction and behaviour realism (in the order of
importance). Realistic behaviours were significantly less important for study subjects
than the remaining two factors. As it is very unlikely that we will be able to reproduce
the social interaction within a group of friends using bots, the results of the study
suggest that we should concentrate more on creating intelligent bots than on assuring
realistic behaviours.

10.2.6 Summary

In this section we have shortly discussed various issues related to RTS games:

e Balancing of strategies and units,
¢ Difficulty levels,
e Advanced players techniques, including:

— precise use of game objects statistics and game engine features,

— taking advantage of game engine flaws or its features in a manner unintended
by its creators,

— use of game objects in a manner unintended by its creators.

While appropriate balancing and introduction of difficulty levels help to raise
the entertaining value of the game, adaptation of advanced techniques influences
mostly believability. We will address these issues again later, when describing the
personality system, and we will try to show how it can help to deal with them.

! For an in-depth discussion of Turing Test variants and the meaning of intelligence in computer
games see [12, 13].



10 Creating a Personality System for RTS Bots 239

10.3 Personality System

Before we start describing the structure of the system, we will briefly mention goals
that we had in mind while constructing it. It should make the construction of the
system as well as some of the solutions we have adapted more justified and easier to
understand.

Our main goal was to create a system able to imitate players possessing different
skills and representing different game-styles, which would potentially increase the
entertaining value of a bot. The general idea was to make it possible to modify
general features of the bot (which can play more or less aggressively, pay more or
less attention to economic and technological development, etc.) as well as to control
particular behaviours, for example the strength of fortifications to be built or time
when the first attack is launched. Naturally, diversity of actions should be balanced
with their effectiveness. We do not want a bot’s actions to be just random—carrying
out a reasonable strategy requires at least minimal coordination and consistency of
actions. Lowering difficulty level is not the only problem of over-randomizing—if a
bot’s actions are hardly justified from the strategic point of view, then its credibility
suffers.

Another requirement was the possibility to create personalities corresponding to
specified difficulty level.

Even though the system is of general purpose, it should be adequately adjusted to
a chosen game. Differences between RTS games are often significant, so we decided
not to base on any particular game while describing the system. Instead, we present
typical examples for RTS games scenarios and on these examples we show how the
possible adjustment may look, and also how it is possible to make the system more
detailed if needed. It allows one to adjust the system appropriately and to achieve a
desired level of complexity.

While designing the system, we took into consideration that the players do not
perceive a bot’s decision making mechanism, they may only observe their results
(for example, they may notice a bot’s army moving towards one of their bases, but
they do not know why a bot had chosen this particular base and how the size of army
was determined). Creating a highly advanced bot’s behavioural system would be
most certainly very time consuming and it might be unrewarding if it did not make
noticeable difference compared to a simpler system. On the other hand, even if the
player did not notice the difference in a bot’s individual actions after the introduction
of the new system, it might result in a difficulty level increase; firstly, because the
sum of many little advantages (unnoticeable individually) might, eventually, become
significant, secondly—because the meaning of some very carefully thought actions
could be unclear to the player at first. The conclusion is that the balance between
simplicity of the system and its capabilities should be kept.
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10.3.1 Introduction to the System

Analysing a typical course of a game, certain actions such as building fortifications,
establishing resource bases, researching technologies or attacking the opponents
bases can be distinguished. These actions (common to majority of RTS games) will
be called tasks. To each such task a policy a set of parameters that describe the desired
manner of executing it is assigned. For example, the policy concerning attacks on
the opponents bases can contain two parameters the first defining when an attack
should be launched and the second describing a required strength of the army. In
simplification, a complete set of policies (one for each task) describes the entirety of
bots behaviours, and so such a set will be called a bots personality. From a technical
point of view, a personality is just an object with a specific internal structure set of
different parameters grouped into policies.

In short, the system has to generate a personality which can be then transferred to
the Al bot modules, which can use it in their decision-making process. Obviously, it
is not the task of the system to generate just random personality, we want them to be
reasonable and believable, while picking policies’ parameters at random may lead
to a weak play and unnatural random-like behaviour.

Firstly, we will focus on policies and their parameters, describing how to choose
them and how they can be utilised by AI modules and to what extent they can control
bot behaviour. Afterwards we will describe the process of personality generation.

10.3.2 Profile

Some parameters that we can use in policies are so general that they could appear in
more than one policy. For example, for tasks such as attacking opponent’s base or
attacking groups of opponent’s units it would be worthwhile to determine a courage
parameter—a minimal ratio of our’s and our opponent’s units strength required to
execute an attack (the lower the ratio, the braver the attacks would be). Defining this
parameter for each task individually has an obvious advantage—increasing styles of
play diversity by imitating personal players’ preferences (in this example, a player
can prefer battles with siege weapons and readily lead to them, while another player
would avoid them, waiting for the opponent to come out to an open field). On the other
hand, our system is bound to allow easy creation of different types of players—an
easy and intuitive way to do so is to allow one to set a bot’s courage or aggressiveness
levels, which would affect the bot’s overall behaviour. From this point of view sharing
those parameters seems to be reasonable.

Thus, a special policy—a profile—is introduced. The profile can be perceived as
the character of the bot. Its aim is to briefly describe features of a bot referring to
its global behaviour, as opposed to particular (local) tasks. The influence of these
features does not have to be decisive nor have they to be apparent in particular actions,
they should however project on the overall behaviour of a bot (up to some point). The
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profile may contain rather specific attributes, which do not fall into any of policies,
like preferences for unit types, as well as general ones, like aforementioned bravery.
Al modules should take into consideration values from both policies and profile
when making their decisions. This way it is possible to control a bot’s behaviour
both globally, by changing parameters in a profile, and locally, by changing the right
policy.

Examples of the features that can belong to a profile include:

e courage—has been previously described as the minimum ratio of strength of our
army to the strength of the opponent’s army that allows a bot to launch an attack.

e cowardice—can be described similarly to courage—as a ratio of armies strength
at which our army would run away from the battlefield.

e expansiveness—can be described as a tendency of a bot to step into his enemy
territory accompanying building new objects or settling resource bases. With a
low level of expansiveness, a bot will play cautiously and will limit his activity
to the areas controlled by themselves. On the contrary, with high expansiveness a
bot will be playing aggressively and will invade territory of an enemy if it will be
lucrative (attractive locations may include rich resources locations or strategically
important regions).

e quantity/quality ratio—describes a tendency of a bot to create a massive armies,
as opposed to smaller but more effective ones (e.g. by technological development
or by choosing more expensive, upgraded equivalents of the primary units).

Other important features worth mentioning are preferences for unit types.
According to Sect. 10.2.1, the army created by the player should consist of various
formations. However, the proportion between them is not strictly defined. Individual
preferences of the player have crucial importance here and decide about the real
power of each formation (e.g. by efficient use of a formation’s properties). To simu-
late such preferences, we can define desirable proportion of formations in the profile.
Then, when building a new unit, we can count the current ratios of the formations and
compare them with the desirable ones. Thus, we can choose the best fitted formation.
Thanks to that, we can ensure that armies created by a bot will be more reasonable
when it comes to the strength of each formation. By randomizing these parameters
at the beginning of each game, we can provide variability among subsequent games.
This goes beyond purely visual meaning (as a bot’s armies will consist of different
units) since it also has an impact on the difficulty level. If the armies created by bots
were always the same, the player would easily find the optimal counter-army (for
example if a bot was always building lots of cavalry, the player would anticipate that
they would need a lot of phalanx or pikemen). Our solution largely eliminates this
problem.

These preferences may also affect developed technologies and created objects.
Obviously, it is reasonable to invest more in technologies related to strongly preferred
units. Similarly, it would be wise to possess more buildings that are able to train the
preferred units, so that the time of unit production is minimized (usually, a building
may train only one unit at a time, so a small number of buildings can hinder production
speed).
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We can go one step further and notice that players often have their own pref-
erences for some units. We can model them similarly to formations—all we need
to do is define the preference ratio for each unit type. If differences between units
are not significant (with respect to their statistics), such a change may have only
visual importance—generally, the bigger the differences between units, the greater
the importance of the preferences. Additionally, some units can possess unique skills
or statistics modifiers that depend on their target (like a pikemen against a cavalry).
In this situation, the choice of an appropriate counter-army can be difficult as the
relations between units can be complex.

Profile parameters could be also modified during the game which may give some
interesting results. For example, changing the expansiveness of a bot from high to
low may lead to a situation in which a bot starts to play aggressively, conquers a
few strategically important objects on the enemy territory with a few aggressive,
risky moves and then calms down trying to maintain advantage gained—which is
strategically well-justified. As a result, we can easily exceed the simple expansive-
passive scheme and making it harder for the player to predict a bot’s moves.

An example of a situation, where such changes may be of high importance
is adjusting formations preferences. The result of randomizing the preferences at
the beginning of the game is that the player will not know the composition of the
bot’s army in advance. However, without changing them during the game the player
will quickly learn it simply by observing the bot’s armies. Introducing randomized
changes partly alleviates this problem. We can go one step further, and adjust those
preferences based on the analysis of the player’s armies. This can be achieved by
reversing the proportion of formations (for example, if the player has more archers,
a bot should build more cavalry—see Sect. 10.2.1) or by more sophisticated mecha-
nisms, such as self-organizing maps that were used in [8] to find an optimal counter-
army given a set of the opponent’s units as an input.

10.3.3 Policies

As the choice of policies and their parameters is game dependent, we will now discuss
them in greater details, showing how they and their parameters can be chosen.

In many RTS games one of the most important things in the early stage of the
game is setting up an effective economy that will provide the player with resources
required for further development. This is why the beginnings of such games usually
resemble each other: for a time only workers capable of gathering resources are
being created and only after obtaining a number of them the player moves on to
building other units, constructing buildings etc. In the following analysis we will call
such actions the initial development of economy or simply the initial development.
Usually the player does not stop creating workers after the initial development stage,
but rather keeps on producing them until a desired number is attained, or sometimes
even throughout the game. Simplifying the issue a bit, the creation of workers can
be described with the help of three parameters: the number of workers necessary
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for completing the initial development, the desired number of workers (the number
of workers at attaining which the player stops producing them) and the parameter
describing the right time for producing a worker. This last parameter can be defined
as an amount of game time that has to elapse between two subsequent worker creation
processes.

Another feature common to most RTS games is attacking enemy bases. Generally
speaking, describing such a task requires setting the time when an attack should be
launched and the strength of the army required to do it. It should also be remem-
bered that the first attack should differentiate from the following ones. In the case
of the first attack, defining the temporal parameter can be done in a couple of ways.
We can simply describe the moment of an attack by relating it to a chosen event,
e.g. completing the initial development, building a given construction (for example
stables, so that cavalry can join the army) or a hostile attack (we hand the initiative
over to the enemy and wait for a chance for a counter strike). If we decide to treat
the beginning of a given game as the starting point, the moment of an attack can
also be stated in absolute values, e.g. we always attack when n minutes have elapsed
since the beginning of the game. Another option is to define a condition on which
the attack is launched, e.g. the number of units or fortifications we have (to avoid
leaving our base defenceless). Defining the required strength of the army does not
allow for so many possibilities—it is only possible to define a required number of
units or their joint strength.

The above definition may lead to various problems. It may well happen, for
example, that the condition for launching an attack has been fulfilled when we are
still at the initial development stage (e.g. when the condition was defined as a given
amount of time since the beginning of the game and the initial number of workers is
big), and we have neither military units nor buildings at our disposal. What follows is
a clash between policies—following one of them (attacking the enemy) violates the
other (building workers), according to which we should be still producing workers.
Solving such conflicts lies outside the scope of our system.

The parameters used in the above examples are quite diversified with respect to
their structure—some of them are just numbers (e.g. a number of workers), others
are more complex and consist of several values, e.g. temporal parameters that consist
of two values: an amount of time, expressed in game ticks or seconds, and a label
of the referenced event. What is more, policy parameters can be assigned values of
different types—be it a single number, a set of objects or a condition. All of them
will be treated (and referred to) as conditions in our system.

The conditions we have discussed so far involve mainly checking a given game
feature, e.g. the time that has elapsed since a given event or calculating and summing
up the strength of battle units, with a notable exception of the being attacked by
the enemy condition, which requires some abstraction—mainly the notion of being
attacked and recognition of such an event. When applied with care, those simple
conditions should suffice to create a satisfying degree of unpredictability, but we
would also like the bot’s actions to “look intelligent”. In such a case, it is desirable
to introduce more complicated conditions that rely on the bot’s AI mechanisms.
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To describe what is meant by that, we shall examine the case of constructing
fortifications adjacent to a newly built resource base, with the assumption that we
defend every base with a previously chosen, fixed set of fortifications. It may well turn
out (especially, if we decide to start building our bases early in the game) that in the
initial stage of the game, when our economic development is of crucial importance,
we are spending too much time and resources on building fortifications that are too
powerful in relation to the strength of units that are at our enemy’s disposal at that
stage of the game. A partial solution to this problem can be to set out intervals
at which subsequent elements of fortifications should be built, which will help to
distribute the overall cost more evenly. This solution, however, will not work out
in the later stages of the game, when resource bases become vitally important and
it is usually necessary to build the fortifications as soon as possible to forestall the
enemy’s attacks aimed at recapturing the bases. What is more, a given base may be
located in a place the access to which is only possible from the bot’s main base, which
makes the construction of fortifications quite useless (unless there is a possibility of
attacking the place from the air or from the sea). What follows, is that a bot should
be able to estimate the importance of a given base as well as the probability of its
having been attacked by the enemy, which is dependent not only on its importance,
but also on other factors, like base location or terrain configuration. The enemy’s
way of playing should be also taken into account—if they continuously attack our
resource bases we should build our fortifications as soon as possible.

In the light of the arguments presented above, it stands to reason that a relevant
decision-making process should be based on an advanced reasoning rather than on
fixed rules. As it was shown in the previous example, such reasoning may be applied
to the stage of the game and its development (e.g. the distribution of areas controlled
by players), the analysis of the game map (places vulnerable to attacks, amount and
distribution of resources) or even the enemy’s behaviour. It should be noted here,
however, that the aim of our system is neither to carry out nor to characterize such
reasoning. It is also unjustifiable to define policies by means of detailed parameters
describing the features mentioned. For example, a policy for building fortifications
should not be described by means of specifying a relation holding between the
strength of the fortifications and the game phase or the strength of the enemy forces.
Parameters that are general in nature should be used instead; hence they should
be—if possible—normalized. Such a system should remain functional not only after
changes in the features influencing the bot’s reasoning (e.g. a drastic change in the
units’ statistics or the way of calculating the overall strength of the army), but also
after a complete replacement of bot’s Al. Obviously, it is not always possible to do
that, e.g. if we decide to take a given stage of the game as a condition it would make
no sense to normalize it to, say, the interval [0, 1].

Defining all the parameters as conditions, while redundant at first sight, may
provide us with a whole range of possibilities of modifying and improving a bot’s
behaviour. To exemplify this, let us have a look at the policy of creating workers,
which has a predefined maximal number of workers. Instead of defining this para-
meter as a given number, we can define it as a relation between the number of our
workers and the workers of the enemy. Such a relation can be described by means



10 Creating a Personality System for RTS Bots 245

of a coefficient (e.g. we want the number of our workers to be a k% of the enemy
workers number), constant (e.g. we want to have kK more workers than the enemy) or
even a more complex function, dependent on, e.g. the game phase, the state of the
world, the level of difficulty or personality features.

Another example of a complex condition may be making this parameter dependent
on the actual need for resources. If our economy is in a good shape and we are gaining
resources faster than we can spend them, building new workers may be unnecessary
at the moment. However, such an approach requires a more detailed analysis—
taking into account future spending, so that we can prepare for a possibly increasing
demand for resources in the future. Even though the complexity of such an analysis
may make its implementation quite unprofitable, despite its obvious efficacy, the
presented system assures the possibility to use arbitrarily complex conditions.

To achieve greater control over the bot’s behaviour it is convenient to combine
different conditions. For example, we can define two or more conditions and specify
that all of them must be fulfilled to execute an action, making the condition stronger,
or that it is enough if one of them is fulfilled, making it weaker. By nesting such
compound conditions we can describe conditions as logical sentences with variables
being single conditions. The use of such conditions allows us to create a bot whose
behaviour is based on different factors and is therefore more flexible. One example
of such use would be to define—as above—the maximal number of workers for a
bot to be a function of the number of his opponent’s workers, but to introduce also
an upper limit for this number. Another example would be to specify that we should
launch an attack only when our main base is fortified and our army is stronger than
the opponent’s army. This way we can define behaviours that are more natural and
reasonable.

We mentioned above two policies concerning attacking the enemy: one of them
concerning the first attack, the other—subsequent attacks. Such a division may prove
insufficient in case of more complex games. Simply, the policies could describe two
aspects: the moment when an attack should be launched and the required strength of
the army. But if the enemy’s base is well-defended then—unless we have a decisive
advantage or we are able to prepare a landing operation avoiding the defence lines—
our army should be strengthened by siege engines. And while it may be hoped that
a certain strategy of creating an army will ensure the presence of siege engines in
virtually any army, it may be better—for the sake of credibility—to make sure that
this actually takes place (it may happen, for example, that our army will be created
out of the previously defeated army remnants that did not include siege engines). In
order to do that we should define not only the minimum strength of ordinary units,
but also set a fixed number or desired strength of siege engines.

If we decide, however, to introduce this parameter to a policy describing the way
of attacking, we can encounter a situation in which siege engines will be present
in all our attacks, even those against targets consisting solely of enemy units. This
would have a very undesirable effect of reducing the credibility (of the game), but
also will lower a bot’s efficacy, since siege engines are usually much slower than
other units and vulnerable to damage (so we are only putting them at unnecessary
risk). In addition, adding a requirement concerning the presence of siege engines in
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an army prolongs its creation: siege engines usually require a special building to be
built and some technologies to be invented. All this renders quick attacks impossible.
It is then sensible to introduce a new policy, defining the way of attacking fortified
places. In the process of planning such an operation a bot’s Al should decide if this
policy should be put into effect, for example on the basis of data gathered by scouts.

In the case of more complex games with water/air units it may happen that the
mere fact of having the required number of units is not enough—and that we need to
transport them to an isolated place, say, an island or an area protected by mountains.
In such a case, we need transporting units (be they air or water)—and, as they are
usually easily damaged, we should assume the existence of some units to protect
them as well. As a result, there appears a need for one more policy—this time for
carrying out desant operations.

We can keep on adding new policies to deal with increasingly detailed situations.
It is difficult to define an immutable stopping point at which we should terminate our
quest for precision—it depends to a large extent on the game itself, but also on how
detailed the bot’s Al is. If we have a ready-made Al at our disposal and we know that
it distinguishes a category of e.g. attacks against fortified positions, then the policies
we create may aim at complementing the already existing system. Otherwise, we
have to rely on our intuition or expert knowledge, or create the system incrementally,
i.e. initially build a simple system and enrich it along with the needs.

Some tasks may require breaking down into smaller subtasks, even if the subtasks
would remain unchanged in terms of their structure. For example, building fortifica-
tions for the main base and resource bases are identical if one takes into account the
actions that have to be undertaken (building a given number of buildings of a given
type, such as defence towers or fortresses on a given area). But from the point of view
of the bot’s behaviour designer these actions are different. First of all, the reason for
creating the buildings is different in both situations—the fortifications of the main
base should be much stronger as they are protecting our most vital technological
and military facilities, so their main purpose is to withstand even heavy attacks of
the enemy. Secondly, the starting conditions are not the same. While the resource
base fortification usually starts immediately when its construction is completed, the
process of fortifying the main base usually starts much later, since at the beginning of
the game the player’s economy is simply too weak to provide the resources necessary
for building expensive fortifications. It may also happen that building fortifications
requires an advanced technology which is unavailable at the beginning of the game.

10.3.4 Personality Creation

The above discussion should suffice to conduct the analysis of the game and to
preliminarily distinguish tasks and their parameters that would fit into our needs
best. Now we will focus on generating a personality.

As mentioned previously, one of the system’s objectives is to provide a player with
adetailed control over the bot’s behaviour. Depending on the player’s experience with
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the game he may perceive certain behaviours of the bot to be unnatural or undesirable.
For example, frequent and strong attacks can be interesting for advanced players,
however they can easily daunt amateur players, who are unable to prepare for them.
Of course it also acts in the opposite direction—behaviours typical for amateurs (e.g.
slow and static development) are not demanding enough for experts. Hence, there
exists the need to adjust a bot’s behaviours to the player’s skills. This control is
established by setting parameters included in two objects:

e Traits—parameters describing the bot’s general attitude. Examples of these
parameters are significance attached to economic, military and technological
development, building defences, quick base development or aggressiveness. Addi-
tionally, we can place here values that we intend to use in a profile. As it will be
shown, it is also worthwhile to add a difficulty level parameter here (which is not
related to a bot’s attitude),

e Bot settings—settings describing the bot that are not a part of traits because of
their nature, as they concern more specific actions, like flags defining whether a bot
can employ particular techniques such as the Chinese Triangle or more complex
strategies that the bot can follow.

The general idea for creation of a personality is to consider each policy separately
and describe its parameters in terms of values they can take. Specifically, we would
like to define policies’ parameters values as a functions of traits, so that modifying
traits would modify also personality. For example, we can describe a time elapsed
condition with a type of the event and a function returning a number of ticks. We will
call such descriptions metaconditions. As it was described earlier, some policies’
parameters can be described with conditions of different types. Thus, to each para-
meter we can assign a set of metaconditions—we will call it a parameter description.
A set of parameter descriptions for each policy parameter will be called a metapolicy.
To better illustrate these new concepts they are presented in Fig. 10.1. An example of
the metapolicy is presented in Fig. 10.2. Now, given a metapolicy we can easily create
a corresponding policy. We simply choose one metacondition from each parameter
description and create a condition from it—resulting conditions will constitute a new
policy. This is repeated for all policy-metapolicy pairs. Including a difficulty level to
the traits allows us to adjust personality to the player’s skills more precisely.

Considering policies separately has one serious drawback, which we will present
on an example of typical RTS strategy called rushing. The idea of the strategy is to
attack the opponent very early, when he does not have any (or hardly any) defensive
structures or military units to defend itself. It is inadequate to characterize rushing
by simply specifying that (for example) the first attack should be launched as soon as
the initial development has been completed, as it is not known in advance when it is
going to happen (and it may be late in the game). Thus, the initial stage duration needs
to be restricted as well. All in all, apart from the first enemy attack metapolicy, the
workers metapolicy has to be explicitly specified to ensure that the initial develop-
ment phase will be relatively short. Additionally, some policies may have an impact
on the chosen strategy, even though they are not visibly related. For example, when
rushing, the main goal is to build a required number of units as quickly as possible,
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Fig. 10.1 A relation between a policy and a corresponding metapolicy. For each policy’s parameter
there is a corresponding parameter description. Parameter descriptions consist of a number of
metaconditions

Metapolicy - Attack Enemy (First)
AttackCondition
TimeElapsed Palicy - Attack Enemy (First)
Event: INITIAL_DEVELOPMENT_FINISHED AttackCondition
Ticks: h{T) CompoundCondition
CompoundCondition Type: AND
Type: AND Cond1:
Cond1: MilitaryUnitsStrength
MilitaryUnitsStrength Value: 8.3
Value: f{T) -- Cond2:
Cond2: |:|[/ TimeElapsed
TimeElapsed Event: BASE_ATTACKED
Event: BASE_ATTACKED Ticks: 240
) Ticks: g(T) RequiredStrength
RequiredStrength MilitaryUnitsRelativeStrength
MilitaryUnitsStrength Value: 1.13
Value: i(T)
MilitaryUnitsRelativeStrength
Value: j(T)

Fig.10.2 Anexample of a metapolicy and policy generated from it. In the former, AttackCondition
and RequiredStrength are parameter conditions and TimeElapsed, CompoundCondition, Military
UnitsStrength and MilitaryUnitsRelativeStrength are metaconditions. f, g, h, i and j are functions
taking 7' (traits) as an input

and so researching any technologies is not only unnecessary, but it also interferes with
this goal, as it requires resources which are essential for building units. What is then
needed is coordination of several metapolicies. Even though, when metapolicies are
properly defined it may be possible to create a rushing bot by setting traits accurately,
it is uncomfortable and unsatisfactory since it limits our possibility to control traits.
To allow for such coordination metapolicy sets were introduced. These are sets of a
certain number of metapolicies which function as a whole. Their application to the
bot creation process is very simple: knowing a metapolicy set that is to be used, all
that needs to be done is to check—while iterating over metapolicies—whether for a
current metapolicy there exists a metapolicy of the same type defined in the metapol-
icy set—if yes, it is employed to generate a policy, if not—a “default” metapolicy is
used instead.

Such sets may be used in two ways—firstly, we may allow players to turn
corresponding strategies on/off through the corresponding option in the bot settings.
It would make it easy to allow player to choose a specific strategy, so that he can
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Fig. 10.3 Scheme of a personality creation process

practise his play against it, and, at the same time, he would be able to disable strate-
gies that he is uncomfortable with. Secondly, if a player has omitted this option (or
it is not available) it can be turned on with a certain probability.

The process of creating a personality is outlined in Fig. 10.3. It consists of four

phases:

1.

User input—the user (player) is given an opportunity to specify traits and bot
settings that he is interested in. The manner in which the user can modify
these values is not of great importance. For example, the user can be presented
with a number of controls that allow him to set parameters to desired values
(e.g. using sliders to set values such as a difficulty level or aggressiveness)
and checkboxes to enable or disable certain behaviours, or, alternatively, the
user can set an interval, from which a given value will be chosen randomly.
To speed up the process he may also be presented with a list of predefined
settings he can choose from and—eventually—modify them according to his
needs. Regardless of the method used, the user should be given the opportunity to
omit

certain settings.

Supplementing traits—settings chosen by the player are now processed and the
omitted parameters are supplemented. Again, as far as the process is concerned,
the exact method of supplementing those values has no significance. The simplest
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solution uses values chosen randomly from the uniform distribution from an
appropriate interval, more complex may use for example normal distribution
with appropriately matched parameters.

3. Supplementing bot settings—similar to the previous stage, however, traits and
bot settings that were set can be taken into consideration while supplementing
omitted values. For instance, if a player omitted a setting concerning techniques
that are employed by the bot, their value can depend on the difficulty level and
aggressiveness (as a player using advanced techniques may seem to be more
aggressive). It is important here to be careful and enable some techniques only
for adequately advanced players. Otherwise, if the player is not familiar with a
given technique, they may think that the bot is cheating or that the game is not fair.

4. Creating personality—a bot’s personality is created as previously described. As
already mentioned, when the personality is created it should be passed to Al
modules.

Creating a personality in this manner allows us to generate personalities with
desired characteristics on the one hand (with the assumption that metapolicies are
well defined), and, on the other, to generate a number of bots behaving diversely
(when some the user settings values are left unset).

10.3.5 Advanced Applications

In the simplest case the system can be used as a tool that decides which actions
should be performed. It can be also used in a more advanced manner, for example
to run different simulations. In [11] the Monte Carlo method was used to choose the
most promising strategy in a simple capture the flag game. To give another example,
simulations were used in [15] to find a Nash equilibrium approximation to solve
the problem of commanding armies in a simplified environment corresponding to a
typical RTS games. Such methods require a certain number of strategies available.
The best ones of them are being determined by comparing their outcomes (in a way
depending on amethod). The simplest approach to define such strategies is to generate
them randomly. This, however, forces us to generate a reasonable number of them (as
the number of strategically good moves is usually small compared to the number of
all possible moves), which increases the time required to perform simulations. Time
restrictions imposed on the simulations lead to shortening of a single simulation
time or enforcing the use of a higher abstraction level. Either way, this leads to
a quality drop of the results. This is the reason for using predefined strategies for
describing typical actions. However, such a solution has the same disadvantage as
scripting—repeatability—which is still the problem for the game’s playability, even
if the strategies chosen are optimal.

Our system helps to partially overcome these problems. Generally, when using
such methods at a given game stage we identify a set of possible actions, like attacking
an enemy, building resource base or raising army and then, repeatedly, choose one of
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them as a current action: characterize the method of its execution, run the simulation
and evaluate the outcome. Predefined metapolicies can be used to characterize the
execution method, so that we gain a convenient tool for such methods’ generation.
In order to demonstrate another advantage, let us imagine that at a given point of
a game we control only a few weak military units, while our opponent possesses
a large army. In such a situation launching an attack is not sensible. Monte Carlo
methods, however, tend to discover the unexplored possibilities, so they will poten-
tially try many possible variants of attacks. When using policies to describe tasks we
can check whether their conditions are fulfilled (for example, conditions for attack-
ing an enemy may require a certain army strength). Most probably, some of those
conditions will not be fulfilled, so we can reject simulating corresponding actions
and thus limit the total number of simulations needed, which shortens the overall
time requirements.

10.4 Implementation

To test the system in practice and to verify our assumptions, a simple bot which
based its actions on the personality system was implemented. This section will begin
with the description of test environments employed during the system development.
Subsequently, the implementation of the system and a bot will be described.

10.4.1 Test Environments

At first the system has been developed in a testing environment created specially for
this purpose. In the general assumptions it was based on the Age of Empires game.
It involved the following elements:

e Three types of resources—wood, gold, and stone,
e Several types of buildings including:

— main building, in which workers were built. Also, it possessed the ability to
shoot arrows at the enemy units (to prevent rushing),

— three types of military buildings: barracks, archery range and stables, which
correspond to different formations: infantry, archers and cavalry,

— two types of defensive structures: towers and fortresses,

e Six types of units—?2 for each formation. The units possessed statistics such as
hit points, armour, speed, attack strength and attack range. Additionally, they had
modifiers of attack and defence ascribed to every formation,

e Six types of upgrades—attack and defence upgrades available for every formation.
Every upgrade had 5 levels; each of them increased the corresponding modifier
by a constant value. Upgrades influenced all units of the appropriate formation.
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A default bot’s behaviour for basic tasks such as pathfinding, attacking the oppo-
nent or gathering resources was built-in in the game engine. A screenshot from the
environment is given in Fig. 10.4.

One of the major problems with using this environment was the lack of the pos-
sibility to assess the bots performance. We have tried to use the personality system
itself to find the appropriate bots but it was a moderate success (the experiments
we have conducted are described in Sect. 10.5.1), and it was still unknown whether
the bot would play well against bots based on different techniques. Also, another
problem of different nature arose—how to evaluate the believability and entertain-
ing value of a bot which plays in a game that nobody knows (despite the fact that our
environment imitated the game Age of Empires, differences in the game mechanics
and object statistics made the game quite different). Because of these problems (in
connection with some technical problems concerning the game engine) the decision
to change the test environment was made.

As a new test environment one of the most popular RTS games—StarCraft—was
chosen (a screenshot is given in Fig. 10.5). This choice has some key advantages:

e simplicity of bot creation—BroodWar API (BWAPI) framework enables rela-
tively easy and fast creation of AI modules,

e ease of assessing bots effectiveness—a created bot can be tested during the game
with the built-in bot, in the game with people, and also with other bots created
using BWAPI,

e ease of assessing bots reliability—the popularity of the game make it relatively
easy to find experienced players, who are able to assess a bots believability using
their knowledge about the game and experience they have gained while playing
with other players.

The choice of StarCraft as the test environment has also its drawbacks. The most
important one (when taking into consideration the described system) is probably
uniqueness. There are three different races in StarCraft, each of them having its own
unique units and buildings. The manner of playing depends largely on the choice of
the race both ours and our opponents (as the strategies successful against one race
may be completely ineffective against the others). Thus, there is a greater need to
adapt to the game style of the opponent. This uniqueness is also evident in differences
between units themselves. Unlike games such as Age of Empires, where a series of
units is available for each formation (that of course differ in statistics, but have similar
characteristics and purpose), in StarCraft it is difficult to distinguish any division of
units, as each of them has strong individual properties.

It is then a difficult task to describe the desired bots game using policies, as they
need to become more specific. In other words, when creating bots the focus should
shift from “what to do” to “how to do”—for example, to precise control of the units
and an appropriate use of their properties. It is especially important when creating
bots whose purpose is to play with experts, who not only can use these features
skillfully, but also employ advanced techniques.
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Fig. 10.5 A screenshot from StarCraft, the second test environment

To simplify the system development we have decided to choose Zerg as arace. We
have also decided to limit unit types used to the simplest ones: Drones, Overlords,
Zerglings, Hydralisks and Mutalisks.

10.4.2 Personality

The described system was used in two very different environments. This required
appropriate choice of parameters and policies for each of them, to reflect the
environment specificity to highest possible degree. We now present these policies
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and conditions that we applied to the second version. Afterwards, we will briefly
describe the main changes that occurred when switching between environments.
The following traits were introduced:

Aggressiveness
Massive

Defense

Economy
Technology

Quick Development

Aggressivness and Massive were used mainly to specify a manner in which bots
was attacking an enemy. Agressivness referred mainly to the frequency of the attacks,
and Massive to the size of the armies that were used. Defense, Economy and Tech-
nology described the importance of corresponding activities (building fortifications,
creation of workers and resource bases, researching upgrades). Quick Development
was used as a general indicator of how soon in the game a bot tried to create new
buildings and resource bases.

These traits were used to describe metaconditions of following types:

e Military strength—represented by a type of units (All, Unassigned) and a
number—strength of military units of given type (for simplicity, unit strength
was calculated based on unit’s hitpoints) ,

e Time elapsed—represented by a type of an event (which could be, among the
others, Game phase changed, Resource Base established, Enemy base atacked,
Base attacked by an enemy, Building created), type (After, Before) and a number
of ticks,

e Unit count—containing a type of units (an actual unit type, like Hydralisk or Over-
lord, or Military, which contained all the units except for Drones and Overlords)
and an integer value,

e Building count—represented by a type (Any, Fortifications, or an actual building
type, such as Hatchery or Extractor) and a number,

e Upgrade count—containing a single value (representing a number of upgrades
that were researched),

e Resources—containing a single value and a type (All below, All above, Any above,
Any below),

e Composite—described by a type (And, Or) and a list of conditions,

e Const—with two possible values: True and False.

These metaconditions, in turn, were used to specify metapolicies such as:
e Attack enemy (First and Next)

— Launch condition—specifies when an attack should be launched,

— Required strength—specifies a required strength of the army,

— Maximal strength—describes the maximal strength of the army that can be used
in an attack,



10 Creating a Personality System for RTS Bots 255

o Establish resource base (First and Next)

— Establish condition—describes a condition to create a new resource base,
— Stop condition (for Next only)—defines when to stop creating new bases,

Fortifications creation (Main base and Resource base)

— Start condition—specifies when to build fortifications,
— Strength—describes how strong they should be,

e Units creation

— Workers on minerals—specifies how many workers should be used to collect
minerals,

— Workers on gas—specifies how many workers should be used to collect Vespene
gas,

— Units limit—describes when to stop creation of military units,

Building creation

— Morph to Lair—defines when to morph (transform) Hatchery into its more
advanced version—a Lair,

— Build Evolution Chamber, Build Spire—specifies when specific building should
be built,

e Hatchery creation (First and Next)

— Build condition—defines when to build a Hatchery,
— Stop condition (for Next only)—specifies a condition to stop building Hatch-
eries.

One of the major changes was introduced to the algorithm for creating buildings.
In the first environment, the units were created in military buildings. Each building
could construct one unit at a time, so the speed of unit construction was much limited
by their number. The policy for creation of buildings described when to construct the
first military building, when to increase the number of buildings and when to stop
creating new ones. The type of building to be constructed was selected by the bot’s
Al mechanisms. In StarCraft units are created only in the main building (Hatchery),
however, to construct the unit, a player needs to possess a proper military building
(for example, to produce Hydralisks, a Hydralisk Den is needed). We have therefore
adjusted the policies to describe when to build new Hatcheries, and separately when
to construct buildings of other types.

Other policies, especially those of general significance, remained almost
unchanged. In some cases proper adaptation of their application was necessary. For
example, in our first environment units could freely overlap (there could be arbitrarily
many units on one map field) and each could gather resources independently of the
others. However in StarCraft only one unit may gather minerals from one minerals
deposit at a given time. Therefore while in our first environment only the total number
of workers mattered, and their distribution between resource bases had no practical
influence on the game, for StarCraft we had to consider the number of workers for
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each resource base separately, because too many drones in one base could result in
them stalling and waiting in queue for their turn instead of working.

Another change was in the policy for creating units. At first, it was described
similarly to that for buildings specifying when to start, continue and stop creating
units. In StarCraft we changed our approach and came to the conclusion that units
should just be created whenever it is possible.

10.4.3 The Bot

In the description of the bot we present the version that was used in the second test
environment, which slightly differs from the earlier version. The structure of the
bot is presented in Fig. 10.6. The central part of the bot is a goal-oriented Strategic
Manager. It uses a personality created by the personality system to determine which
tasks should be currently executed. Strategic Manager creates a goal for the selected
task, assigns a priority to it, and pushes it to a Goal Queue (in fact, it is a priority list,
not a queue). Next, Strategic Manager iterates through the Goal Queue and depending
on the type of the goal and the state it takes appropriate action. The Strategic Manager
is assisted by lower level managers: Military, Economic and Development Managers.
For example, the Military Manager manages military units, selects the type of units
to be built, and finds the best place to attack the opponent etc. Each of the managers
has access to the game objects that store information about the state of the game and
the map, and two support tools: an influence map [17] and a resource tree [18].

A Build Queue is a priority queue that stores information about objects to be
constructed (for buildings) or invented (for upgrades). If at a given moment the
Build Queue is empty, the Strategic Manager, depending on several factors, selects a
unit that should be built. One of these factors is the demand for workers—each of the
bases sets out how much it needs a new worker (as a value from the interval [0, 1]).
The base with the highest demand is selected, and the demand is compared with the
demand for military units, provided by the Military Manager. Depending on which
of these values is higher, either a worker or a military unit is built. The demand for
workers is based on the current and target number of workers and is modified by the
Economy parameter of the bot’s personality. Thatnks to that, bots with a high setting
of Economy parameter develop their economy much faster.

To decide what type of military unit should be built, a Resource tree is used. It is a
simple structure enabling to calculate the proportions between different formations
and units within them. The way preferences can be used for different formations was
described in Sect. 10.3.2. The use of resource tree was more natural in the first of
the used environments, where the division into formations was very clear, and we
could make the choice of not only units, but also buildings and technologies based
on the player’s preferences easily. In StarCraft, due to the problems with finding
appropriate classes for formations, we simplified the resource tree structure and used
only preferences for the specific types of units.
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Fig. 10.6 Bot structure

Decision making is also supported by an Influence map. Its cells contain infor-
mation about the value of units (separately for military units and workers), value
of buildings, strength of fortifications and amount of resources of each type. This
map is used for example for finding locations for new resource bases or areas where
to attack the enemy. To reach the final decision a summary map is created based
on the influence map. It is a linear combination of various data from the map, with
the parameter values from the bot’s personality as coefficients, resulting in only one
numerical value for each of the map cells. For example, when looking for a place to
establish a new resource base we can consider the amount of resources and the enemy
presence in potential locations. We can choose to prefer wealthy locations, even if
they are close to the enemy, or to settle with smaller, but safer ones. For example, the
parameter of Expansiveness described in Sect. 10.3.2 can be used to modify a weight
assigned to enemy’s units and structures. Similar use of other parameters caused the
bot’s behaviour to reflect its assigned personality to a high degree.

10.5 Results

To verify the system a number of experiments was conducted. Their design and
results will be now described.
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Table 10.1 A tournament for identifying an optimal number of workers

Ninit\Ngoat 16 21 26 31 Sum
9 3 3 2 2 10
14 7 8.5 12 9 36.5
19 10.5 12.5 9 7 39
24 5.5 6.5 12.5 10 34.5

Numbers denotes points scored. Each setting was used in 15 games

10.5.1 Identifying Good Condition Values

As already mentioned, we have tried to use the system to create a set of well-playing
bots that could serve as a reference. A series of tournaments was organized to iden-
tify “good” values for policy parameters. Each experiment was designed to verify
values for one or two parameters. We have created a number of almost identical
personalities that differed only in the values set to parameters in question, to which
we have assigned some arbitrarily chosen values. These personalities become our
experiments subjects and were assessed in a round-robin tournament. For every
victory the winner was awarded with one point. To reduce the matches duration a
time limit was introduced (50,000 game ticks), after which the match was called a
draw and each player was awarded with 0.5 point.

In order to present the method in greater details, a simple experiment will be
described. It was designed to identify appropriate values of the workers policy—
specifically, for the conditions of the initial phase completion and stopping workers
production. Only a simple conditions of having a fixed number of workers were taken
into consideration. For both of these conditions four test values were chosen (N;,;; €
{9, 14, 19, 24} and Ngoq € {16, 21, 26, 31}, respectively), resulting in 16 different
configurations. The results of the experiment for one of the base personalities used
are presented in Table 10.1. It can be easily noticed that the results for N;,;; = 9 are
significantly worse than for the other values, hence, it can be safely assumed that this
value was too low. But differences among the remaining scores were relatively small
(and they varied for different personalities used), and there was no clear correlation
between parameters tested and the results.

The experiments were a moderate success—even though most of them allowed
to slightly limit the interval of “good” values for conditions, information concerning
the remaining conditions that was acquired in these experiments has not been of great
practical importance. On the other hand, such experiments can be used to balance
game objects’ statistics. For example, we can create identical personalities with only
preferences for different formations and/or units changed and run a tournament to
check whether some of them have an advantage over the others.
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10.5.2 Describing Custom Strategies

The first experiment run in the StarCraft environment was to examine how accurately
(if at all) custom strategies can be reproduced. A few players (they could be described
as regular players) were asked to describe in their own words strategies they are
acquainted with—with the emphasis on those they use themselves. Some examples
of following answers are (translated into English): “I build an exp? or two, then I
attack my enemy’s exps if he has any”, “I build drones to the second Overlord, then I
build an exp and simultaneously I begin to raise an army, I attack when I have at least
two or three groups of Hydralisks, “Primarily I try to destroy my enemy’s exps”, “I
gather a group of Hydralisks and build an exp after the third, sometimes the fourth
Hatchery”, “I make upgrades only when I have too much resources”, “I make a speed
upgrade for Hydralisks as quickly as possible”.

The following observations were made after a short analysis of the received
answers:

e The majority of the descriptions could be embedded in the structure of tasks and
policies that the system is based on—they refer to such activities as launching
attacks or establishing resource bases, including when a given action is performed
or which condition needs to be fulfilled. Most often those descriptions mentioned
particular events and numbers of units of a given type that a player has,

e The conditions concerning the numbers of units were quite general: “two or three
groups”, “few [units]”, “until I have enough [units]”,

e The descriptions mainly concerned the initial phase of the game i.e. the first attack
and the establishment of a resource base. Descriptions concerning mid-game con-
tained such statements as: “I keep track of what my opponent is doing” or just “it
depends”,

e Specific activities are sometimes present in the descriptions, e.g. a discovery of a
particular technology.

It seems as if the division into tasks as well as treating them as a certain whole
is natural, and thus desirable behaviour of a player can be intuitively described in
terms of policies. It seems also natural to distinguish activities that are to be made
for the first time (for example the first attack from the policy describing all attacks).
While the majority of players indicated when they launch their attack quite precisely
(before or after building a resource base or fortifications), they did not formulate any
explicit rules concerning the following attacks. They explained—quite aptly—that
it depends on the current situation on the map.

A certain imperfection of the system became apparent—it does not allow us
to strictly control the type and order of objects created (e.g. units) or technolo-
gies discovered. It is possible to try to do that for example by manipulating
preferences, but strict control is difficult or even impossible if a player wants to
perform several actions in a particular order. A better solution would be, for exam-
ple, to define a policy describing researching technologies—such a policy could

2 exp a short for expansion, which is what resource bases in StarCraft are sometimes called.
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Table 10.2 A tournament for testing effectiveness

Enemy race First series Second series
Zerg 8 9
Protoss 7 9
Terran 3 8

The number of our bot wins is shown (out of 10 matches). In the first series a single personality
was employed in all the matches. In the second one, for each race a specially created personality
was used

contain conditions concerning the beginning of the discovery of a few key tech-
nologies, and a general conditions concerning other technologies. Another possible
solution is to simply provide a list of technologies that are to be researched in the
desired order.

A few strategies were chosen from the received descriptions (so that they presented
a wide range of behaviours and differed between each other) and were described
within the system. As expected, it was a relatively simple task to determine the
policies; the majority of behaviours could be described using uncomplicated con-
ditions that we have implemented. However, some of the strategies, such as the
one concerning the fastest possible attack on the opponents resource bases, required
certain modifications both of the personality system (adding a new event—>building
a resource base by the opponent), and of a bot (recognizing this event and an appro-
priate response to it).

Bots created this way were then verified: a series of games with the default bot was
run for each bot. Their behaviours were observed to check their compliance with the
adopted strategy. Random values were chosen for those aspects which had not been
described or did not have any significance for a strategy. These experiments revealed
the imperfection of the goal management algorithm, which sometimes hampered
accomplishing the following goals in the situation when it was possible to fulfil
them without any adverse influence on the current goal. Despite this drawback, it
was observed that the behaviours of the bots quite accurately corresponded with the
custom strategies, thus the conclusion that the system is suitable for simple strategy
modelling was made.

10.5.3 Effectiveness Testing

The effectiveness of the bot was verified in a series of games against the default
StarCraft bot. We have arbitrarily chosen values of traits that were used in all matches.
Ten matches were played against each of the races. The results of the experiment are
shown in Table 10.2.

The differences between the results for different races can be easily explained by
aforementioned distinctions drawn between races. Terrans, with their great defensive
capabilities proved to be a very tough opponent. A Terran player usually used a
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few Bunkers, strong structures capable of holding an enemy attack for a long time,
together with Siege Tanks in a Siege mode, with their splash damage decimating
large groups of our units. Protoss and Zerg races have relatively weak defences, and
even small groups of units are able to destroy them. In the case of matches played
against a Zerg player, the only matches ending in defeat were those in which we
were rushed. As for the matches with a Protoss player, we were usually able to win
quickly with a series of fast attacks. In the remaining matches, however, the Protoss
player was able to survive them and then—after creating more advanced units—to
obtain a victory.

After this experiment we have tried to adjust traits manually in order to create
personalities that are effective against a specific race. It turned out to be relatively
easy, and the observations from the previous matches were of key importance here.
The experiment was repeated, this time using different personality for each race, and
we were able to win the majority of matches.

10.5.4 Believability Testing

The last of our experiments consisted of a series of games played between the bot
and a few human players. Its purpose was to test the receipt of the bot’s Al by humans
in two aspects. First, we wanted to check whether the bot was perceived as credible
(meaning: could the bot’s Al be distinguished from the way a human would play
the game). Secondly, we wanted to check whether players will be able to notice
the difference between bots using different personalities (a positive response to this
question would indicate that the described system is suitable for modeling various
personalities). The experiment design was as follows: we chose four different sets
of traits. One of them was used as a point of reference—all the parameter values has
been set to 0.5. Each player played five matches, the first two with the reference bot,
the next three with the others. After each game the players completed a short survey,
in which the seven-point Likert scale responses were noted in several questions,
including:

e the extent to which the current match was similar to the previous one,

e how much the bot’s Al resembled the way a human would play the game (overall,
method of attack, base building, resource bases expansion),

e to what extent the bot’s Al could be described as:

— difficult to win with,

playing aggressively,

concerned with the defence,

caring about the economy,

caring about the technological development.
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Pretty soon it turned out that most of the players were able to relatively quickly
overcome our bot. From the observation of game replays we concluded that one of
the main reasons was the way our bot attacked enemy bases. Attacking consisted of
selecting a number of units and issuing the command Affack, specifying the center
of the opponent’s base as target. Groups of units marching through the map gradually
stretched, until finally all the units went in a single line. Such stretched group of units
usually became an easy target for a condensed group of enemy units, which was able
to destroy the marching units one after another as they were arriving, with very
small losses. This way, the players gained a large advantage which they were able to
quickly turn into victory. Another problem was ineffective planning of construction
of units and buildings. Even in situations where the actions of the bot and players
were very similar, the players were often able to achieve their goals more quickly
and efficiently.

These problems lead us to a decision to stop the experiment, deciding that the
bot’s poor performance would have a too big an influence on the obtained results,
and that results obtained from games where the players were able to defeat the bot
so quickly would be meaningless. In fact, in most games the players did not see the
difference between bot personalities using different sizes of armies (which for some
games were significant, in one game the bot used armies consisting of 12 units, in
the subsequent one—of 25 units). The players also had the tendency to regard as
more aggressive these bots which attacked their weakly defended resource bases,
even when these attacks were rarer and used smaller armies that attacks targeted at
their well defended main bases or big groups of units. Therefore, it seems that the
control of aggressiveness should rely primarily on the proper selection of targets and
the size of the army (relative to the opponent’s strength), and not on the frequency
and absolute size of the attacking army. While this is consistent with our initial
assumption that the personality should be only an addition to the Al, we initially
expected that the results obtained by using simple absolute conditions not requiring
deeper analysis of game state would be much better.

It is quite an interesting observation that some of the players assessed the credi-
bility of some of the aspects of bot’s behaviour by comparing it to their own actions.
For example, they justified that the way the bot built its fortifications or resource
bases was credible to them, because they played similarly (in terms of a number of
fortifications constructed and bases established). Although this rule does not seem
to work the other way (no one justified the incredibility of the bot by pointing out
discrepancies in the number of bases or buildings constructed by the bot compared
to how the player played), it seems to contain some indication that the creation of
credible bots can be based on mimicking the human’s way of play.>

3 Itis interesting that such imitation may have an impact not only on the credibility, but also effective-
ness of the bot. The winner of one of the tournaments (Tournament 3: Tech-Limited Game) during
StarCraft AI Competition at AIIDE 2010 was Mimic Bot, which tried to imitate the movements of
the enemy. Results of the tournament can be found on http://eis.ucsc.edu/Tournament3Results.
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10.6 Conclusions and Future Plans

This chapter consists of four parts. In the first one, we discussed various issues related
to players and their skills. This discussion is by no means complete, its goal is rather
to signal some problems that should be considered when creating believable RTS
bots. That part ended with a short discussion of the notion of believability.

In the second part, we described a personality system built in accordance with
the issues discussed beforehand. A personality consists of policies, which describe a
manner of execution of different tasks and a profile—a special policy that provides
general bot characteristics. Using the selected examples we discussed how one can
distinguish different tasks and corresponding policies and choose adequate conditions
to describe them.

In the third part, we briefly described test environments, components of the per-
sonality system we have used and the structure of the bot, providing also some details
about the implementation.

In the last part, the results of the experiments conducted were presented.

The results of the experiments show that the personality system can be used to
model custom strategies, even though there are some limitations. The process of
personality creation allows us to easily create bots with the desired general charac-
teristic by using traits. By using multiple metaconditions for parameter descriptions
we may cause the system to create different personalities for the same sets of traits.
Controlled randomization of trait values allows us to keep unpredictability at the
desired level.

Verification of the ability of the system to create credible and entertaining bots is
troublesome, because its behaviour is dependent on the bot’s Al systems. One of the
crucial tasks for believable RTS bots, i.e., the ability to intelligently react to game
state changes and to adapt to opponent moves, lies outside the scope of the personality
system. In our case, the simplicity of the bot had great impact on the human perception
of the bot behaviour. Throughout the chapter we gave examples of how advanced
conditions can be used to achieve greater control over the bot behaviours and how
to adjust difficulty level to the players’ skills. Their implementation would require
adequately advanced Al mechanisms for game state analysis. In the future, we plan to
focus on implementation of such mechanisms and construction of a more advanced
bot that would allow us to utilize the personality system to its full capabilities.

Thanks to the simple structure of the system and its flexibility there are numerous
possible extensions and improvements. One of them is to assign to each metacondi-
tion within a given parameter description the probability of being selected, so that
more typical conditions would be chosen more frequently. We can take one more
step and assign a probability distribution to the metacondition’s values range. This
distribution could be also related to the selected level of difficulty.

Another direction for further research is applying evolutionary algorithms to find
good strategies. In a population comprising of personalities, mutation and crossover
operators have obvious meaning—modifying some of the policies for mutation and
policies exchange between two individuals for crossover. Naturally, we would not be
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interested in finding a globally optimal individual (even if it exists), but to find a set of
good individuals. They could be analyzed later and, on that basis, crucial policies and
their parameters could be determined, allowing us to create more effective strategies.

Acknowledgments Special thanks are due to Marta Buchlovska for her help with the design of
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References

http://us.blizzard.com/en-us/games/sc/. Accessed Jan 2011
http://www.microsoft.com/games/empires/. Accessed Jan 2011
http://starcraft.wikia.com/wiki/Actions_per_minute
http://arstechnica.com/gaming/news/2010/07/excellence- of-execution-video- of- starcraft-
mastery.ars
5. http://wiki.teamliquid.net/starcraft/Mutalisk_vs_Scourge_Control#Method_2_:_The_
Chinese_Triangle_Method. Accessed Jan 2011
6. http://wiki.teamliquid.net/starcraft/Mutalisk_Harassment#Grouping
7. http://wiki.teamliquid.net/starcraft/Magic_Boxes
8. Beume, N., Hein, T., Naujoks, B., Piatkowski, N., Preuss, M., Wessing, S.: Intelligent anti-
grouping in real-time strategy games. In: IEEE Symposium on Computational Intelligence
and Games, pp. 63-70 (2008)
9. Buro, M.: Call for Al research in RTS games. In: Proceedings of the AAAI Workshop on Al
in Games, pp. 139-141 (2004)
10. Buro, M., Furtak, T.M.: RTS games and real-time Al research. In: Proceedings of the Behavior
Representation in Modeling and Simulation Conference, pp. 51-58 (2004)
11. Chung, M., Buro, M., Schaeffer, J.: Monte Carlo planning in RTS games, In: IEEE Symposium
on Computational Intelligence and Games (2005)
12. Hingston, P.: A Turing test for computer game bots. IEEE Trans. Comput. Intell. AI Games
1(3), 169-186 (2009)
13. Livingstone, D.: Turing’s test and believable Al in games. Comput. Entertainment 4(1), Article
6 (2006)
14. Olesen, J.K., Yannakakis, G.N., Hallam, J.: Real-time challenge balance in an RTS game using
rtNEAT. In: IEEE Symposium On Computational Intelligence and Games, pp. 87-94 (2008)
15. Sailer, F., Buro, M., Lanctot, M.: Adversarial planning through strategy simulation. In: IEEE
Symposium on Computational Intelligence and Games, pp. 80-87 (2007)
16. Sweetser, P., Johnson, D., Sweetser, J., Wiles, J.: Creating engaging artificial characters for
games. In: Proceedings of the Second International Conference on Entertainment Computing,
pp. 1-8 (2003)
17. Tozour, P.: Influence mapping. In: Deloura, M. (ed.) Game Programming Gems 2, pp. 287-297.
Charles River Media, Hingham (2001)
18. Tozour, P.: Strategic assessment techniques. In: Deloura, M. (ed.) Game Programming Gems
2, pp. 298-306. Charles River Media, Hingham (2001)

L=


http://us.blizzard.com/en-us/games/sc/
http://www.microsoft.com/games/empires/
http://starcraft.wikia.com/wiki/Actions_per_minute
http://arstechnica.com/gaming/news/2010/07/excellence-of-execution-video-of-starcraft-mastery.ars
http://arstechnica.com/gaming/news/2010/07/excellence-of-execution-video-of-starcraft-mastery.ars
http://wiki.teamliquid.net/starcraft/Mutalisk_vs_Scourge_Control#Method_2_:_The_Chinese_Triangle_Method
http://wiki.teamliquid.net/starcraft/Mutalisk_vs_Scourge_Control#Method_2_:_The_Chinese_Triangle_Method
http://wiki.teamliquid.net/starcraft/Mutalisk_Harassment#Grouping
http://wiki.teamliquid.net/starcraft/Magic_Boxes

Chapter 11
Making Diplomacy Bots Individual

Markus Kemmerling, Niels Ackermann and Mike Preuss

Abstract Diplomacy is a round-based strategy game with simple rules but a
real-time component as players move in parallel. It also emphasizes negotiation
between players, which is difficult to realize in a bot but essential to achieve a
human-like playing style. In a previous work, we found that in Turing Tests, play-
ers mainly use three usual shortcomings of current bot implementations to identify
them as computer players, a certain level of playing strength which makes planning
necessary, the avoidance of mistakes, that is moves a human most likely would not
use, and a meaningful communication. According to previous results, it seems to
be especially hard to combine well-playing with a human-like move style. While
the communication problem has already been treated successfully at least for short
games, currently known Cl-based bots do not plan ahead. We present a planning
Diplomacy bot which employs the negotiation kernel of an already existing bot and
apply our believability measure technique in a new and interesting way. Instead of
learning how to minimize the number of bad moves according to a mixture of games
of several players—this had proved difficult as different players regard different
moves as bad or computer-like—we go a step into the direction of mimicking human
player styles by using only saved games of one person each. We thus effectively cre-
ate a bot which is playing well, including planning, uses basic communication and
partly inherits the playing style of a specific human player. The different obtained
bots are compared according to playing strength and believability.
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11.1 Introduction

Diplomacy is a round-based strategy game with simple rules but a real-time compo-
nent as players move in parallel. From the game mechanics viewpoint, it may thus
be regarded as most simplistic realtime strategy (RTS) test game. However, playing
Diplomacy against computer programs (called ‘bots’ in the following) still has a
remarkably different character from playing against humans as the game strongly
emphasizes negotiation. Different from the diplomacy options known from computer
strategy games, one is completely free to suggest very complex plans and keep the
promises—or not. This level of interaction is surely very hard to attain for a com-
puter program, maybe impossible in the foreseeable future. But even if language is
restricted to a computer-interpretable vocabulary (as e.g. realised in the Diplomacy
Al Development Environment (DAIDE)"), computer players have to cope with terms
like trust and betrayal and need to predict what the other six opponents are up to.
Not only in the next move, but also over the next few rounds. Human players heavily
utilize their intuition for deciding when to trust whom, but this fallback decision help
is unavailable for bots. Nevertheless, appearing to be intelligent in negotiations is
essential to achieve a playing style that makes the game interesting for human oppo-
nents. Surprisingly, this is possible at least for rather short games as they are usually
played by humans (about 5-7 years which makes 10—14 rounds). In a previous work
[12], we found that in Turing Tests, players mainly rely on three shortcomings of
current bot implementations to identify them as computer players, namely:

e a certain level of playing strength which makes planning necessary
e the avoidance of mistakes, that is moves a human most likely would not use
e meaningful communication.

According to our previous findings, it seems to be especially hard to combine
well-playing with a human-like move style. Possibly, this is just a matter of effort
because it causes a lot of work to make a bot play well and the same holds true if
it shall even communicate well. However, there are certainly also conflicts between
strategy finding and negotiating, the most notable one is timing. Concrete strategical
planning of the next move is only possible after the last round’s moves have been
resolved by the game because one cannot even be sure that the own move set can be
executed due to conflicts with the other players. However, round times are usually
limited, so not too much time can be spent on finding a good move set for the next
round before starting negotiating. Additionally, agreements made concerning single
moves can influence all moves designated for the next round, in the extreme case
requiring a completely new strategy.

While the communication problem has already been treated successfully at least
for short games, currently known Computational Intelligence based bots do not plan
ahead. We present a planning Diplomacy bot which employs the negotiation kernel
of an already existing bot and apply our believability measure technique in a new
and interesting way. Instead of learning how to minimize the number of bad moves

! http://www.daide.org.uk
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according to a mixture of games of several players—this had proved difficult as
different players regard different moves as bad or computer-like—we go a step into
the direction of mimicking specific human player styles by using only saved games
of one person to generate one style. We thus effectively create a bot which is playing
well, including planning, uses basic communication and partly inherits the playing
style of a specific human player. We do not proceed to largely change bot behaviours
in order to mimic a human playing style better, but at least we provide a number of
variants of our bot so that the one with the highest believability count can be chosen.
Of course, one could turn the adaptation to one human player into an optimization
problem and approach it with many more degrees of freedom, but this is out of the
focus of this paper. Moreover, playing experience tells us that for a human, it may
be much more interesting to deal with several different bots than facing six times the
same bot, regardless how believable it is.

However, at first we start with a small primer for the Diplomacy game (Sect. 11.1.1),
followed by an overview of the related work, a recently developed complexity estima-
tion, and some thoughts about how to obtain believability in a diplomacy bot (Sects.
11.1.2-11.1.4). Some of this material is taken from [13] for sake of completeness.
Section 11.2 introduces the Stratogiator, our base bot, and describes recent extensions
concerning map and move weights and the look-ahead planning. We then proceed
to the core questions of the paper, namely if the planning Diplomacy bot is still as
believable as its non-planning predecessor and if we can move into the direction of
a bot that is highly believable for one specific player.

11.1.1 Diplomacy

The board game Diplomacy? is a strategy war game focusing on informal negotiations
between players who may reach agreements on moves, contracts and alliances which
are not binding. Action takes place in Europe just before World War I. The goal is to
conquer most of Europe either alone or together with allies. The game was created
by Calhamer [4] in 1954 and was/is published by Games Research (in 1961), Avalon
Hill (in 1976), Hasbro’s Avalon Hill division (in 1999), Wizards of the Coast (in
2008) and others.

The standard board (there are variants of the game on other boards,but these are
disregarded here) is divided into 56 land and 19 sea regions (provinces) whereas 34
land regions contain supply centres, which can support one army or fleet each. Each of
the players commands the units of one of the factions Austria (AUS), England (ENG),
France (FRA), Germany (GER), Italy (ITA), Russia (RUS), and Turkey (TUR). The
game ends when a single faction or an alliance of countries attains supremacy with
at least 18 supply centres.

Diplomacy consists of two rounds (spring and fall) per year, starting from 1901.
When playing with humans, each round consists of a negotiation and a movement

2 http://www.wizards.com/default.asp?x=ah/prod/diplomacy
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phase (negotiation phases are disabled in no-press games). In a computer environ-
ment, one can wait until the last player submits a set of moves or one employs a fixed
deadline until all move sets have to be delivered. Negotiations are in principle not
bound to these deadlines but can go on concurrently. However, they can of course
not influence strategy selection for one round after the deadline.

In every round, a unit can execute one of four possible move types: either hold
its position, move (which is an attack if the move goes to a region that is neutral
or belongs to another faction), or support another unit in moving or holding. There
are two unit types, armies and fleets, and armies can only move onto land regions,
whereas fleets are allowed on sea and coastal land regions. Armies and fleets can
execute an additional specific move type together, the convoy, which means that one
or multiple fleets ‘carry’ an army as if they were a bridge with no movement cost. As
this move type is usually only important for England, many bots do not implement it.

The complexity of Diplomacy mainly stems from the simultaneous execution of
moves. As in each province one unit can remain at most, conflicts are resolved by
the majority rule, that is, a province can be conquered only with a superiority of
units against an enemy. New supply centres may be conquered in fall moves only
and the number of units is adapted to the number of supply centres in winter. Winter
is an additional phase subsequent to fall in which units may be build or have to be
removed. New units can only be build in one of the 22 home supply centres which are
a subset of all supply centres, and every faction can only build in its own home supply
centres. The game does not incorporate any random effects. However, interactions
between different factions during movement resolution can be quite complex as all
supports and convoys are prevented if the supporting or convoying unit is attacked.
This is an indirect possibility to collaborate with another player. A more direct one
consists in giving supports to an attacking unit. Whether indirect support may look as
having happened by chance, the direct support suggests that the two players closely
work together and will probably continue doing so during the next rounds.

Besides the Hasbro Diplomacy (computer) game, written by Microprose and
released in 2000, there exist several computer based versions of Diplomacy, more or
less supporting the development of Artificial Intelligence (AI). The best known of
these is DAIDE that was started in 2002 and consists of a communication protocol
and a language (syntax and semantics) for negotiations and instructions. The diplo-
macy server (Alserver) and a human interface program (Almapper) allow for games
played by bots and humans.

11.1.2 Related Work

Works on Diplomacy bots date back to the 1990s and usually focus on either the
negotiation aspect (e.g. Kraus et al. [14] suggest the Diplomat bot which is mod-
eled as a Multi-Agent System (MAS)) or rather on the strategy aspect which is often
approached with game theoretic techniques as suggested by Loeb [16] (introduc-
ing the Bordeaux Diplomat). After some years of standstill in publication history,
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Shapiro et al. [22] present their bot concept of bottom-up self-learning Diplomacy
Strategy by means of Temporal Difference Learning (TDL) and pattern-weights.
Shaheed [21] suggests another bot named Diplomat, combining strategy and nego-
tiation with an opponent model, but without look-ahead into the future. Booijink
[3] establishes an Evolutionary Algorithm (EA) based strategy forming module for
his MAS representation of Diplomacy, without negotiation component. Diplomacy
games without negotiation are usually called no-press games. Johansson and Haard
[10] also focus on the no-press variant, suggesting the HA Al bot, which estab-
lishes strategies by valuing provinces and unit threats and also provides different
bot characters (berzerk and vanilla) with different properties in range of sight and
blurring strength.? Johansson [9] further discusses similarities and differences of
different strategic board games as Diplomacy and Risk and the consequences for the
bot design. Keaveney and O’Riordan [11] continue this reasoning and suggest to use
these games as basis of an abstract realtime strategy game model.

Currently, the interest in Diplomacy as game and/or testbed for agent models
seems to be renewed, as Fabregues and Sierra [6, 7] state. Presumably, this is because
modern Al techniques have improved to a level that makes them more capable to
deal with negotiation and opponent modeling in near real world situations. This
direction has also been taken up by others. Where Ribeiro et al. [20] mainly focus
on the different personalities a bot may express, Kemmerling et al. [12] provide the
Stragotiator, a bot that has been reported to sometimes trick humans in a Turing
Test (at least for short games). It has been developed with focus on believability and
negotiations, modeling a specific human playing style described by Windsor [26] as
Classicist. The Classicist is a loyal team-player, tries to maintain the groups welfare
and does not violate contracts. While the Diplominator [25] was used as initial code-
frame, he was enhanced according to the archetype of the Bordeaux Diplomat [16]
and by using an EA for movement optimization. The obtained bot was later improved
by Ackermann [1] who adopted an evolutionary movement planning as additional
module calculating current opponent moves approximately to look one step ahead.
However, the best playing no-press bot to date is van Hal’s Albert [24] which uses a
mixture of clever pruning techniques in a main algorithm that may be described as
competitive coevolution.

11.1.3 Diplomacy Complexity

In Diplomacy, all seven players set up their next moves simultaneously, without
knowledge about the moves of the others. This makes the game a highly complex
game in terms of possible moves. Booijiink [3] already reasons that Diplomacy is
more complex than Go. According to Loeb [16], there are approximately 4.4 x 101
possible moves in the first round. Shapiro et al. [22] give an estimate for the scenario
of all units with ~1.7 x 10?7 possible moves. Making use of some simplifying

3 Blurring distributes province values to the neighbouring provinces by gradual decrease.
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assumptions, Kemmerling et al. [13] develop a more accurate estimate we recapitulate
here because to our knowledge, it gives the best impression of how many move
possibilities are available for any round, given that the number of currently existing
units is known.

In standard Diplomacy, 75 regions exist, of which 19 are sea, 42 coastal, and 14
interior provinces. The number of possible unit placings on the map are given in Eq.
11.1, ignoring unit affiliations to factions and using exchangeability of individual
units. However, it take account of coastal provinces which may be occupied either
by a fleet or an army.

max{n,33}
42 33
Pmy= > (n_u) -z"—”-(u) (11.1)

u=0

The number of placements of n < 34 units without repetition is given by P(n),
u < 19 4+ 14 = 33 is the number of units on non-coastal provinces and n — u
on coastal provinces. On non-coastal provinces, the unit type is determined by the
region type, otherwise two possibilities exist. Placing u units on 33 provinces without
replacement the alternatives are given by (3u3). The remaining n — u units have to

be distributed to the coastal provinces with (”472,4) possibilities, where 2" 7" is the
number of possible army-fleet combinations. For n = 34, that is the maximum
number of units on the board, Eq. 11.1 results in a number of 4.09 x 1077, Normally,
the maximum number of units is available after the fourth round.

For moves, they assume complete move information concerning units taking part
in any support or convoy operation. Let p; be the set of neighbours of any province
i. Then Eq. 11.2 gives the common neighbours of provinces i and /.

wig = {pi N pi}\{i, 1} (11.2)

Equation 11.3 gives the number of different moves a unit may execute without
considering convoys. This number M (7) is calculated by adding up one hold ‘move’
plus |p;| moves to neighbouring provinces, plus a hold support for all occupied
neighbouring provinces, plus a move support for all common neighbours of i and /,
plus move supports for indirect neighbours.

M@ =1+ pil+ D & (pigl + D+ > > Sicleigl (113)

lepi kepi {jep\pilj#i}

The set {j € px\pilj # i} with k € p; characterizes the indirect neighbours of
i (excluding j = i, the province itself, and the direct neighbours p;). Employing
operator §; (gives 1 if the province is occupied and O otherwise), the sum is build
over all neighbours k € p;, conditional on occupation (§; = 1), in this case |¢; ;|
move supports are possible.

Not every move of neighbours can be supported. Neighbouring units may execute
one of | p;| + 1 moves (one hold or support), indirect neighbours |p ;| 4 1 moves (one
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hold), leading to Eq. 11.4.

li g + 1 ok, 1
Mcm(z)_l—f-lpzl—i-ZrS ’|+1 +>° > 9 _|Jfrl (11.4)
kepi  {jepi\pilj#i) Pj

Using the mean number of neighbours (4.31), common neighbours of neighbours
(1.91), and common neighbours of indirect neighbours (1.41) and assuming that 33
other units are placed on the remaining 74 provinces, Eq. 11.5 is obtained.

Mo (i) =1 +4.31 +

33 (19141 33 1.41
( i ) =5.67 (11.5)

74 \a31+1) "7 13141
With all 34 units, the (maximum) number of different moves results to:

5.67°% = 4.19 x 10% (11.6)

11.1.4 Measuring Believability

Negotiation is a major component of the game Diplomacy and an important fun
factor. Bots developed concentrating on the tactical playing skills mostly lack the
ability to communicate with other players. Even if those bots are more fun to play
against than weak playing bots without communication, they are still not believable
[15] as they lack any close cooperation with human players. The desire of human
players to interact with one another is shown by the success of massively multiplayer
online role-playing games (MMORPG) like World of Warcraft. For Diplomacy, the
original (board) game strongly focuses on the negotiation aspect so that the desire to
cooperate with other players may be even stronger. No-press variants simply make
a completely different game. However, this is the only aspect of the game handled
reasonably well by current bots.

In order to fulfil the desire for interaction, the emulation of human-like behaviour
of NPCs in single player games is necessary. Unfortunately, this task is not simple as
believability can not as easily be modeled as score-hunting tasks in shooters where
the success of an NPC rises with the number of defeated enemies.

Measuring believability in Diplomacy is also non-trivial. Test games against
human players similar to the well known Turing Test [23] are time consuming and
only convincing in greater number. Kemmerling et al. [ 12], inspired by the approaches
of Yannakakis and Hallam ([27] and [28]), observed players and bots and identi-
fied certain patterns which are rewarded or punished and subsumed in formulas to
generate a believability measure without the need of human interaction. This
patterns are shown in Table 11.1. Each pattern was implemented as a separate
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Table 11.1 Believability aspects (modules) included in the measure

Module name Unweighted Meaning
domain

Purposefulness [—00, 0] Identifies when a player may reach an unoccupied
supply centre but does not capture it

ChainMove [—00, 0] Counts chain-like moving units with quadratic
punishment in their number

SelfSeizing [—o0, 0] Identifies where more than one unit of one faction
tries to stay in or move to one province

JumpingJack [—o0, 0] Counts (with quadratic weighting) toggling of
one unit between two positions

DeadLock [—o0, 0] Counts repeated unsuccessful moves with
quadratic punishment

ClusterDisconnect [—00, 0] Counts the number of isolated units (distance of

more than three provinces to the next unit of
the same faction) with quadratic punishment

SameMessage [—o00, 0] Punishes repeatedly sent peace proposals

XDOToNeighbour [—00, 00] Counts move proposals to faction of nearby units
and punishes proposals to faction far away

AcceptedXDO [0, 100] Calculates the ratio of realized and agreed move
proposals

AcceptedMessage [0, 100] Calculates the ratio of proposals accepted by the

negotiating party

All aspects are supposed to represent good believability with high values and non human-like
behaviour with low values

module with different domains for the calculated believability values. This mod-
ules, and their results, are weighted to adapt the measure to a corpus of played
and humanly evaluated games to match the human’s relative assessment as close
as possible. Several games were conducted with one human player and different
bots for which the human gave a believability ranking. To derive a general mea-
sure, not only one person but several testers were consulted. The weights were opti-
mized to calculate believability values for the test games resulting in rankings closely
matches the human ones.

For optimization, they utilized a standard (« 4+ 1)-EA that operates on the weights
as search space. By cubing the weights before evaluation, the large absolute differ-
ences in values for the single behaviours was reflected and the EA was enabled
to modify weights on different scales while keeping a singular mutation step size.
The initial population was created from Gaussian distributed random numbers with
mean 0 and standard deviation 1. Mutation was done by adding a random num-
ber from [—o, o] to every weight while recombination was done by choosing
each weight from any of the two parents with probability % The parameters were
tuned manually resulting in u© = 50, A = 50, recombination probability 0.7 and
step size 0 = 4.0. Figure 11.1 shows the optimized weights. Please note that
a negative sign reverts the naive interpretation of human and non-human behav-
iour. The last two modules had been disabled manually as the measured values
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Fig. 11.1 Original weight set from [12], plotted in logarithmic scale (needed for comparison)

did not represent the players experience well (due to bugs in the implementa-
tion). Following optimization, the resulting weight set can then be used to mea-
sure believability in new games, even if no human participated. This is very impor-
tant as otherwise, changing bots or even testing many variants becomes infeasible
due to time constraints.

Note that although the bot behaviours we set up as basic modules of a believ-
ability measure are targeted at the Diplomacy game, the concept itself together
with several of these behaviours could also be employed for another strategic
game. One may also think of the different modules as identificators for different
cognitive abilities, an approach that is featured in the ConsScale FPS chapter of
this book (Chap. 8).

11.2 The Stragotiator

The Stragotiator* is a bot for the game Diplomacy. It is implemented in Java and
designed to be used within DAIDE. As we employ this bot to realize a look-
ahead planning and finally intend to establish variants of it with high believ-
ability, we first summarize the development stages and provide an insight into
the used techniques.

4 The Stragotiator is available at http://www.irf.tu-dortmund.de/cms/de/IT/Mitarbeiter/
Wissenschaftliche_Mitarbeiter/Kemmerling.html.
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11.2.1 Basis of Believability

The Stragotiator project started in 2009 as student project. In contrast to other existing
bots, the intended goal was the development of a human-like bot that is fun to play
against (or to collaborate with). Consequently, the focus in the Stragotiator project
lay on good negotiation capabilities in order to interact with other players and to
appear mostly human. This resulted in a bot capable of press level 20 of the DAIDE
language while all other bots known in 2009 were capable of press level 10 at most.

To imitate human-like behaviour, the Classicist player type as described by
Windsor [26] was modeled. The Classicist is a loyal team-player, tries to main-
tain the groups welfare and to win with his allies. He does not break alliances
or promises but is unforgiving regarding betrayal. The human-like behaviour of
the Stragotiator was approved in a Turing Test, where it was not only the bot
with the most human-like behaviour but also the only bot who was sometimes
regarded as human.

While the Diplominator (see Webb et al. [25]) had been used as initial code-frame,
it was enhanced according to the archetype of the Bordeaux Diplomat (see Loeb
[16, 17] among others) inheriting the modular structure. The main components are
the STRAtegy core and the neGOTIATOR that have given the project its name as
well as an opponent modeling module that are described in Kemmerling et al. [12].

11.2.1.1 Opponent Modeling

The opponent modeling module maintains a friend-foe matrix and an opponent’s
intelligence model. The friend-foe matrix is a 7 x 7 matrix with real-valued entries
indicating the relationship between two factions. Its functionality is oriented towards
the description of Loeb [17] and implements a subset of his suggestions. When
two or more factions order their units to the same province, they are considered to
attack each other and their friend-foe value is decreased. Low matrix entries indicate
hostilities while high values indicate friendships. Additionally, the move directions
are taken into account. When a faction orders their units towards a supply centre
of an other faction, the behaviour is considered to be inimical. On the other hand,
when a faction orders their units away from a foreign supply centre, it is considered
as peaceful behaviour. Since the relationship between two factions is assumed to be
symmetrical, the matrix’s symmetry is always maintained. Furthermore, the friend-
foe values are never cleared but updated. This results in a basic history to consider
not only the current actions.

The intelligence model is a real-valued array containing an intelligence estimation
for each faction. The values are calculated with the strategy core evaluating the
opponent’s moves from its point of view. Thus, the Stragotiator deems an opponent
the more intelligent, the more similar its moves are to the ones it would itself employ
in his situation (cp. Loeb [16]). It may thus rather be considered a ‘similarity model’
or ‘compatibility model’.
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11.2.1.2 Negotiator

The negotiation module is responsible for all interactions with other players. It initiate
proposals, responds to request and decides about peace and ally pacts. Messages up
to press level 20 can be handled, with few features missing, as demilitarized zones.

The decision whether or not to request or accept peace or alliance pacts depends
on the friend-foe matrix, the intelligence of the opponent and the trust in him. After
contracting such a pact, the strategy core will calculate moves for all units in the
party, including that of his contracting parties. Based on this calculation, movements
will be suggested to the partnering factions (the so-called XDOs).

If an opponent proposes moves, the negotiation module first checks whether the
sender is trustable as described in Loeb [16]. If the other player is strongly trustable,
the proposal is accepted with a probability of 0.75. If the sender is not trustworthy,
the proposal is rejected with a probability of 0.75. If the decision cannot be taken
according to this heuristic, the move is evaluated by the strategy core and accepted
if the move is promising.

Trust towards other players is modeled with a linguistic variable with four fuzzy
sets, namely mistrust, neutral, trust, and full trust. Whether the Stragotiator relies on
a faction is determined by the set to which a faction specific trust value belongs to.
The trust value increases when an ensured move (an accepted suggestion) was indeed
executed or a good move is proposed. It decreases when an ensured move was not
executed, a bad move is proposed or a peace/alliance pact that excludes the sending
faction is proposed. Defuzzification into a discrete trust level is done according to
maximum membership to one of the four classes.

11.2.1.3 Strategy Core

The strategy core calculates and evaluates moves for any set of factions. In order to
use this module in various contexts (e.g. within the opponent modeling), it does not
use knowledge about the faction actually played. However, it knows about allied,
friendly (peace contract), neutral and enemy factions. This enables move calculation
for mixed factions, seeking the advantage of all allied factions at once, including the
actually played faction, as suggested by the implemented Classicist character.

The strategy core first checks for each unit of an allied faction if a move must be
calculated. According to negotiations there can exists units for which a move was
already selected. For all other units the possible target provinces are listed and the
one with the highest value is chosen. A possible target province can be the province
the unit stands on and its adjacencies. Peace treaties and demilitarized zones are
considered in this step. Table 11.2 shows the different values. If the unit already
stands on the selected target province, the unit is ordered to hold. Otherwise it is
checked whether a support can be ordered. If an other unit was already ordered to
move to the selected province or to hold there, than the unit is ordered to support it.
If no support is possible, the unit is order to move to the target province. A move is
automatically an attack when the target is owned or conquered by an other faction.
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Table 11.2 Province values according to support centre status, ownership and nearby units,
version 1

Province status Value
Own home supply centre owned or endangered by enemy 50
Supply centre owned by us, enemy unit nearby 20
Supply centre owned by enemy, neutral faction or no one 10
Supply centre owned by a faction in peace status —18
Supply centre owned by a faction in ally status —20
Normal province occupied by unit of enemy faction 10
Normal province occupied by unit of faction in peace status —18
Normal province occupied by unit of faction in ally status —20
All other cases 0

Since contracts are considered when the target province is selected, there is no way
to attack a befriended faction.

As mentioned, in order to calculate moves the game map is evaluated by the
strategy core. A value is assigned to each province as shown in Table 11.2. To
recapture or defend own home supply centres is of major importance, followed by
defending normal supply centres and conquering new ones. Negative values forcing
the Stragotiator to stay away from factions in peace or ally status. ‘Endangered by’
means that a unit exists that can move into the province in a single step.

The evaluation of a move depends on the value of its target province and the
environmental conditions. The value of an attacking support move is increased by
the number of defenders multiplied with ten and decreased by the constant value 100
if there is no defender. An attack gets the value of the target province multiplied with
1.2 if a neutral faction is attacked or with 1.5 if an enemy is attacked. For the first
round, moves are not calculated but randomly chosen from common opening books
(see Hand [8]).

11.2.2 Evolutionary Move Optimization

Kemmerling et al. [12] improved the playing capabilities of the Stragotiator while not
decreasing the believability. This was achieved by adopting an EA (see e.g. [5]) for
move set optimization and a more sophisticated move evaluation and map weighting.
Preservation of believability was attested with a quantitative believability measure
derived from believability rankings multiple human players gave after test games as
described in Sect. 11.1.4. In the following we call the obtained bot Markus.

The employed optimization algorithm is a (u + X)-EA with u = 20 parents
and A = 40 offspring. It utilizes a uniform recombination probability of 0.4 and is
run for up to 500 generations. Mutation of a move set is done by means of picking
each unit with probability 1 /#units and change its destination. The new destination
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Table 11.3 Improved province values according to support centre status and nearby units,
version 2

Province status Value
Own home supply centre owned or endangered by enemy 245
Own home supply centre, neutral unit nearby 245
Own home supply centre, all other cases 40
Supply centre owned by us or a faction in peace/ally status, endangered by enemy 140
Supply centre owned by us or a faction in peace/ally status, endangered by neutral faction 140
Supply centre owned by us or a faction in peace/ally status, all other cases 40
Supply centre without owner, enemy unit nearby 110
Supply centre without owner, occupied by enemy unit 115
Supply centre without owner, occupied by unit of neutral faction 95
Supply centre without owner, all other cases 100
Supply centre owned by enemy, occupied by unit of neutral faction 130
Supply centre owned by enemy, all other cases 140
Supply centre owned by neutral faction 90
Normal province, occupied by unit of enemy faction 50
All other cases 19

decides the new order type: hold if it is the source province, support if a friendly unit
holds or attacks the province, or else attack. The starting point of the optimization
is created by the strategy core as described in Sect. 11.2.1.3. In contrast to the basic
Stragotiator, the province values are adapted to the ones given in Table 11.3. The
adaptation followed from observing the behaviour of the bot in various situations,
intending e.g. that home supply centres should be heavily defended if threatened, or
free to build on, if not. The province values may be interpreted in the same way as
done before. However, they are chosen more fine-grained.

Moreover, an influence map that distributes the worth w of important provinces
in weakened form onto their neighbours was introduced in order to increase the
attractiveness of provinces which open up possibilities of attacking valuable adjacent
provinces. This blurring is done iteratively in four steps k = 1, ..., 4 according to
Eq. 11.7. The factors g (k) correspond to an exponential decrease of the influence on
neighbouring provinces in relation to their distance k to the current province.

wi(p) = wi-1(p) + > gk) -wi—1(pi)  (AL7)
V neighbours p; of p
with  gspring (k) = {0.12,0.022, 0.01, 0.004},

gran(k) = {0.04,0.022,0.01, 0.004}.

The movement evaluation was updated in order to consider possible superior-
ity regarding a move’s target province. Therefore, possible defenders or attackers
(immediate neighbourhood of the target province) are taken into account. These may
in turn be neutralized via cutting of their support by attacking them, or in equal terms,
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Table 11.4 Province values derived for the planning Stragotiator, version 3

Province status Value
Own home supply centre owned or occupied by enemy 180
Own home supply centre owned by us, not occupied or endangered by some faction 0
Own home supply centre owned by us, all other cases 20
Supply centre owned by us, occupied by an enemy 120
Supply centre owned by us, endangered by an enemy, possible to defend 80
Supply centre owned by us, endangered by an enemy, not possible to defend 25
Supply centre owned by us, not occupied or endangered by some faction 0
Supply centre owned by us, all other cases 25
Supply centre without owner, not occupied or endangered by some faction 250
Supply centre without owner, all other cases 100
Home supply centre of an enemy, owned by him 144
Supply centre owned by enemy 120
Home supply centre of a neutral faction owned by itself 96
Supply centre owned by neutral faction 80
Home supply centre of a faction in peace status owned by him 16
Supply centre owned by a faction in peace status 20
Home supply centre of a faction in ally status owned by him 8
Supply centre owned by a faction in ally status 10
Normal province 0

supporting the moving or holding unit. For successfully moving into a province, there
must be at least one more unit supporting the attack than supporting the defence. For
holding a province, equal terms are sufficient. Equations 11.8 and 11.9 denote how
the value of a move is derived, where w(p) is the previously computed worth of the
move’s target province p. Please note, that a supporting unit does not move and is
therefore treated as implicit hold.

move(p) = fw(p)) if #supporting units > 1 (11.8)
fw(p))/2 else

w(p)/(1 + #def. — (#sup. + #attacked def.)) for attack
w(p)/(#att. units — #sup. + #attacked att.)  for hold/support
(11.9)

JFw(p)) =

11.2.3 Evolutionary Move Planning

There are certainly many ways to integrate planning into a Diplomacy bot, largely
depending on the complexity of the opponent model one employs. This could be as
complex as a full-grown theory of mind [19] which could also consider expectation
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of expectations as formulated as sociological concept by Luhmann [18]. In such a
setting, one would even take into account that behaviours may be changed because
a bot (or human) has a concrete expectation of what his opponents expect him to
do. However, our opponent model is much less complex (see Sect. 11.2.1.1). It just
accounts for the experiences with a faction during the game in a tit-for-tat [2] style.
We also doubt that using very complex opponent models makes sense in Diplomacy
as one always has to consider several players at once (usually there are at least three
neighbouring factions).

In his thesis, Ackermann [1] recently integrated an evolutionary planning tech-
nique to look one step ahead and Kemmerling et al. [13] observed that this again
rises the playing strength of the Stragotiator. In the following, the obtained bot is
called Niels.

In a first step, the EA described in Sect. 11.2.2 is used to calculate at most 20
move combinations with a value of at least 85 % of the best combination. Then, the
strategy core and another EA instance are employed to calculate the best moves for
all remaining factions. This can be done for every single faction separately or for all
factions at once (this is later on referred to as option 1, meaning that we assume that
all enemies and neutral factions play together).

Moreover, the outcome of each move combination saved in the first step is
calculated regarding the obtained enemy moves. Then, several EA instances are
adopted to calculate for all distinguished board states the best next move com-
bination for own and allied units. The value of the best obtained move com-
bination for a particular board state is added to the value of the move combi-
nation that lead to this state (assuming the other factions act as expected). The
combination with the highest accumulated value is chosen for execution. Move
combinations are evaluated with a new target function utilizing the third version
of province ratings as depicted in Table 11.4. See Kemmerling et al. [13] for
a detailed description on how to distribute computing time to the EA instances
in the last step.

From another point of view, several move combinations for own and allied units
are calculated, then selecting the one that leads to the most advantageous game state
for the next round regarding a specific opponent behaviour. If the opponent reacts in
a completely unforeseeable way, obtained quality values may not be very realistic.

Equations 11.10-11.12 show a simplified version of the used move rating function
move(p), where w(p) is the worth of the move’s target province p. «, 8, y and § are
parameters to fine-tune the bot’s behaviour. They were manually set and depend on
superiority and province status. Please see Ackermann [1] for a detailed illustration
of the functions.
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(a(p) +a)>- B -w(p) for attack
(h(p) +¥)*-8-w(p) for hold/support

min{1 + #sup., | 4 #def. — #attacked def.}

_ 11.11
alp) 1 + #def. — #attacked def. (11.11)

min{1 + #sup., max{#att. units — #attacked att., 1}}
h(p) = - (11.12)
max{#att. units — #attacked att., 1}

move(p) = [ (11.10)

The denominator in a (p) prefers provinces with few defenders, taking into account
that support can be cut off. Using the minimum in the numerator prevents a prefer-
ential treatment of unnecessary supports. 4 (p) was constructed to mirror a(p).

Table 11.4 shows the used province values. Furthermore, an influence map similar
to the one described in Sect. 11.2.2 is used. Reviewing the evolution of the province
value tables from version 1 to 3, one instantly perceives that they get longer and
longer. As stated before, this mostly stems from corrections done to prevent ‘stupid’
behaviour of the bot. However, it is not clear if the tables are already ‘optimal’ in some
sense. A reasonable next step would be to learn values for the concrete provinces on
the map.

11.3 Believability and Individualization

The playing skills of the planning Stragotiator have been investigated in Kemmerling
et al. [13], taking van Hal’s Albert as reference. It was shown that playing strength
mostly increases with respect to the non-planning Stragotiator, especially in the first
rounds. Considering that improving the playing strength was the main reason for
inventing the planning module, it was of course the most crucial question to answer
if this is indeed the case. Since the Stragotiator was originally created in order to
behave most believably, the next and still open task is to examine the impact of the
planning module on the Stragotiator’s believability. We have approached this task
in two different ways. Kemmerling et al. [12] presented a technique to measure the
believability of Diplomacy bots. In Sect. 11.3.1, we will show the influence of the
planning module on believability by comparing the planning and the non-planning
Stragotiator. For this first investigation, we have used the measure developed in [12].
Of course, it is a desired result to see that the increase in playing strength does not
result in a big loss in believability at the same time. However, as already stated in
[12], this believability measure comes with some problems, one of which is that the
original game data stems from several human players and there may not be something
like ‘the’ human playing style.

Currently, the behaviour of the Stragotiator cannot be changed completely just by
changing some external parameters, thus we cannot run some optimization method
to ‘fit’ the playing style to the believability measure. However, the Stragotiator is
composed of several separate modules which exist in various versions. Since one
can combine these modules and their versions freely, we are able to construct many
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different Stragotiator variants. In order to mimic a specific human playing style,
we first derive new individualized believability measurements in Sect. 11.3.2. This
measurements are then used to test which Stragotiator variant resembles most the
individual concept of believability of one human player.

Kemmerling et al. [12] compared two versions of the Stragotiator and the NICE
bot. The Albert bot was not included in the test because at that time, the available
version showed stability problems. The NICE bot is a communication-enhanced
version of the Diplominator [25] that was never released to the public. Even though
the Diplominator is available, a direct comparison of the Stragotiator with a well-
established bot was never done. We will fill this gap by including the current version
of Albert in our investigations, knowing that it is (meanwhile) a very able competitor.
Progress made in Diplomacy bot Al during the last years has been noticeable.

11.3.1 Believability of Planning

To investigate the believability of the new planning Stragotiator, we performed over
600 games with Albert ‘-d37’, the bots introduced by [12] (non-planning Stragotiator,
see Sect. 11.2.2), called Markus, and [13] (planning Stragotiator, see Sect. 11.2.3),
called Niels, with option 1 enabled. Each game comprises of the 6 years from 1901
to 1906, which is a usual game length for humans, and the bot for each faction was
selected randomly from this set of three.

Albert [24] is probably the best currently available bot regarding playing strength.
But more important for this investigation, it is the only known bot capable of press
levels 10, 20, and 30, according to its web page. Unfortunately, not all messages
defined in the upper levels are implemented. Especially, the important movement
proposals (XDO) are neither sent, nor understand by the bot.

We used Albert to achieve a neutral impression of the believability of both Strago-
tiators. The option ‘-d37’ corresponds to a parameter named thinking depth which
adjusts the tree depth of Albert’s internal data structures employed to predict each
faction’s best moves. It defaults to ‘-d50’. Albert iteratively adjusts the probability
of any order set being selected for each faction, resulting in a very time consuming
procedure. To enable submitting orders within given time limits, this parameter shall
be well considered. According to Albert’s README, ‘-d20’ or ‘-d30’ should already
yield good results, and still be relatively quick. Our selection of ‘-d37’ is the outcome
of various pre-experimental test games with chosen time limits of 100, 5, and 3 s for
movements, retreats and builds, respectively.

Employing the measure derived in [12], we obtained the believability values
depicted in Fig. 11.2. Focusing on the first to third quartile, we cannot discover
a clear advantage for any bot. Values and even distributions of all bots are compara-
ble. However, the whiskers show slightly more variance for the planning Stragotiator
Niels. Taking into account the outliers, one may get the impression that the Strago-
tiators, especially Niels, are sometimes much more believable than the Albert. Both
have more positive than negative outliers. Although we can not speak of an advantage
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Fig. 11.2 Believability of Albert ‘-d37’, the Stragotiator with move optimization (Markus) and
with evolutionary planning (Niels)

of the Stragotiator over the Albert, we can conclude that the planning module does
not violate the believability of the Stragotiator.

Unfortunately, due to some problems in the experiments, the weights for the
believability measuring modules AcceptedXDO and AcceptedMessage had been
set to zero in [12]. This disables the majority of negotiation based believability
calculation, leading to a disproportional weighting of movements and tactics. Since
the Albert was developed with focus on playing strength and not on negotiation while
the Stragotiator was originally build to imitate a specific human playing style with
main focus on negotiation, the used measure may not be very suitable for comparing
the Albert and the Stragotiator.

11.3.2 Deriving New Measurements

The measure used in Sect. 11.3.1 has two disadvantages. At first, it disregards the
modules AcceptedXDO and AcceptedMessage. Second, [12] tried to derive a general
measure mirroring the opinions of many persons. However, this may not be very
meaningful as different human players may have indeed very different preferences.
In this section, we derive two individualized measures each matching the opinion of
only a single person which should be much more consistent.
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We chose two players, A and B, with some experience in the game Diplomacy
and with the DAIDE AImapper (the GUI that may be used for playing as well as for
observing games). They played six and seven games respectively against two Alberts
with default thinking depth ‘-d50°, two Stragotiators called Markus (non-planning,
see Sect. 11.2.2), and two Stragotiators called Niels with option 1 enabled (planning,
see Sect. 11.2.3). Round times were set to 120s for the movement phase, 45s for
retreats and 30s for building. After each game, all bots were ranked according to
their believability. The games were evaluated with the unweighted (all weights set
to 1) believable measure comprising of the modules listed in Table 11.1. Then, the
EA described in Sect. 11.1.4 was used to optimize the weights of all modules so
that the believable results of each game matches the given ranking well. To obtain
one measure per player, the optimization was done for each player separately. The
EA employed the manually tuned parameters © = 50, A = 400, recombination
probability 0.7 and step size 0 = 4.0, differing from the parameters in [12] only
in the offspring size A. However, algorithm performance seems not very sensible to
parameter changes.

For both players, one of the best obtained weight sets with only 20 and 15 order-
ing mistakes respectively is presented in Fig. 11.3 in logarithmic scale. This weights
are be used in the following investigation. In total we obtained 54 weight sets with
20 mistakes for the six games of player A. All have in common that AcceptedMes-
sage always gets high positive while ChainMove, SelfSeizing, and JumpingJack get
negative weights. This demonstrates the importance of this behaviours for player
A. Especially AcceptedMessage seems to be very important for obtaining a good
ranking. Some of the weights (e.g. the one for Purposefulness) are rather small in all
optimal weight sets. Even though the module is apparently not very significant, we
can not disable it as the result for player B shows. For the seven games of player B we
obtained 13 weight sets with 15 mistakes. This sets differ substantially from the ones
obtained for player A. Purposefulness, ChainMove, AcceptedXDO, and Accept-
edMessage always get positive and while ClusterDisconnect and XDOToNeighbors
get negative weights.

Only AcceptedMessage gets high positive weights in all sets for both players.
This demonstrates the importance of well considered negotiation. Even if a player
creates a flood of messages it is not believable when they are nonsense and will
always be rejected by the negotiation party. For player A, the execution of chain
moves and toggling of one unit is not unbelievable as it was originally considered
at the development time of the measure. In the opposite, player B considers chain
moves unbelievable while it is also believable to send XDOs not only to neighbours
and to divide own units. For both game sets, some modules sometimes get positive
and sometimes negative weights, showing the need for more games as a basis. Since
each game takes up to one hour and all games must be done by a single person, it
is difficult to get hold of a larger number of games. However, it is obvious that both
players take different aspects into account when judging the believability of their
opponents.

From the comments of the game testers, we know that the weight set fairly well
reflects the observed course of the test games. Player A is oriented at a very high-level



)
®©
=
=<

. Kemmerling et al.

(a) (b)
o ] .
= S AO,7 8 o o
z ¢ @ ¢ x = $ . E @ &
5 © - 2 5 3 © < s § 8§ & 5
= s 3 @ 3 o © o > © 8 a 2
[ T @ £ 3T = ® 4 o o ©
= = O 3 & [ £ T 57 5 2
= e 3 E o H 2 g 8 5 p
N c o 3 ° T oo E S £ E o
5 . 5 ) Ewa
8 o =4 °©
= . S © 4
= » b4 5 13 E o
=
5 3 2 5 3 29 g £ a2 o 2
o 7 2 € ® 9 2 ™ | o o © a 2
=4 £ o uw ®» X o o c > £ @
[ 3 o o 5 T s = = o = X o
s s 2 2 2 @2 [ 2 = § g 2
= © I3 a = 2 2 39 5 @ c 2 2 3
5 '] 8 A T 948 35 ¢ g 2
o g % & 9 8 o 5 ! e £ 3 g =2
@ H £338<8§ 3 £5 4 § 8
< [ H < g
o © < <
2 o
1 - -
I
Module Module

Fig. 11.3 The best attained (a) weight sets of our new believability measures, plotted in logarithmic
scale (denoted as measure-2a for player A and measure-2b (b) for player B. Note that nearly all
message related modules get positive values)

strategic layout of the game, by selecting one or two of the neighbouring factions
as allies and opportunistically or pro-actively trying to crush one enemy at a time
while keeping the other possible fronts stable. He found it most believable if a good
collaboration with some bots (usually representing one or two of the neighbouring
factions) could be established. This included combined attacks and also successful
combined defenses against another attacking faction. Of course, rather trivial bot
features as delayed answers also played arole, as well as consistency. In the rearview,
it was identified that the best collaborations could be established with Stragotiator
bots, however with a sometimes too large number of move suggestions. Interestingly,
the Albert bot tends to punish breaking DMZ agreements harshly by refusing any
collaboration afterwards.The second game tester describes himself as aggressive
player with a risk aversion focusing on strategical game play. He tries to conquer
many supply centres as soon as possible. However, he does not rely on luck but
collects a definite majority of units before attacking. He is willing to loose one
supply centre in favor to conquer an other in a strategically better position. He found
it most believable if an opponent reveals a great amount of playing strength and
tactic skill. Even if he likes to utilize XDOs to gain advantages in the positional play,
he considers bots that do not send or react to XDOs as believable as long as they
play well enough. That is why he considers the Albert bot in six of seven games
to be most believable. According to the test persons, the games have been a very
interesting experience as especially the mix of different styles leads to challenging
games which are far from boring. This opens an interesting line of research for the
future, namely considering ensembles of bots instead of a single bot as they enable
a much richer game experience than playing against 6 relatively similar bots, even
if they are very well developed concerning negotiation. However, we disregard this
direction for now and defer it to future research.
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11.3.3 Individualizing of Believable Bots

We now rate the believability of different versions of the Stragotiator according to
the measurements derived in Sect. 11.3.2 (measure-2a and measure-2b). At first,
we employ the bots introduced in [12] (see Sect. 11.2.2), called Markus, and [13]
(see Sect. 11.2.3), called Niels. Furthermore, we created hybrid bots with the move
rating function of Markus and the map evaluation function of Niels, called Mike,
and vice versa, called Wolfgang. All four combinations of the two functions are
investigated with and without the planning discussed in Sect. 11.2.3, also enabling
and disabling option 1 for planning. To obtain a good impression of the believability
of the Stragotiator, the Albert bot was included with thinking depth ‘-d26’ and ‘-
d37’ in the experiments, thereby deliberately making it a bit weaker than the default
configuration. The ‘-d26’ option value results from an experiment discussed in [13].
According to larger movement time in this experiment, we also increased Albert’s
thinking depth to ‘-d37°.

To measure the believability, we conducted more than 2,800 games with press level
30, and 100, 5 and 3 s as time limits for movements, retreats and builds, respectively
(this is comparable to the human test games, taking into account that bots need a bit
less time to actually send messages concerning orders, retreats and builds). Again,
each game comprises of 6 years from 1901 to 1906. The bots were selected randomly
from the described set of six for each game.

Tables 11.5 and 11.6 show the median of the calculated believabilities for the
Stragotiators. For Albert ‘-d26’ and ‘-d37°, we measured a median believability
of —19,470 and —22,560 with measure-2a and 24,750 and 18,870 with measure-
2b, respectively. Since the measures have different, non-normalized weights, we
can not compare results obtained with different measures. Even with normalized
weights, a comparison is not advisable because some modules aggregated in the
measure implement non-linear functions and the weights are optimized according
to believability ranks and not believability ratios. Therefore, we show the rankings
according to the median believability values in addition.

According to measure-2a Niels with planning exhibits the greatest believability
and Albert the lowest. Only considering the planning bots, the believability decreases
when option 1 is enabled, usually to around the level of the non-planning bots.
Comparing non-planning and planning bots, planning increases the believability
(with exception of Mike). In most cases, the map evaluation function of Sect. 11.2.3
is preferable over the one described in Sect. 11.2.2. The same holds true for the two
move evaluation functions.

Measure-2b provides a different results. Player B pay heed to the playing strength
and the tactic that his opponent shows. Therefore, measure-2b ranks the Albert bot
among the most believable bots but still more unbelievable as Niels with planning.
Again, option 1 decreases the believability when comparing the planning bots while
the planning increases the believability when comparing non-planning and planning
bots. In all cases, the map evaluation function of Sect. 11.2.3 is preferable over the
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Table 11.5 Median believability according to measure-2a

Markus Mike Wolfgang Niels
Non planning 47,060 (11) 74,870 (02) 69,370 (05) 62,970 (08)
Planning 54,800 (10) 65,830 (06) 74,860 (03) 85,930 (01)
Option 1 36,870 (12) 61,860 (09) 63,450 (07) 69,850 (04)

The value in brackets depicts the believability rank. Albert -d26” obtained —19,470 (13) and Albert
-d37° —22,560 (14)

Table 11.6 Median believability according to measure-2b

Markus Mike Wolfgang Niels
Non planning —59,530 (12) —31,480 (09) —78,370 (14) —36,230 (10)
Planning —22,190 (07) 8,052 (06) 20,370 (03) 73,450 (01)
Option 1 —60,470 (13) —27,200 (08) —50,560 (11) 10,860 (05)

The value in brackets depicts the believability rank. Albert ‘-d26° obtained 24,750 (02) and Albert
-d37° 18,870 (04)

one described in Sect. 11.2.2. In most cases, the same holds true for the two move
evaluation functions.

According to the computed values of both measures, the human tester should
be most satisfied with the Stragotiator in its original planning version (Niels), with
option 1 disabled.

The results demonstrate that there is more than one definition for believability.
Even so, the Stragotiator is always a good choice. With both differing measurements
which now consider press, the planning Stragotiator Niels is much more believable
than the Albert. However, one has to mention that Albert has not been designed
to behave very human-like but only play well. Measure-2b reflects the view of a
player who considers a strong opponent as believable, resulting in a good rank for
the Albert bot. Other players, like game tester A, do not consider playing strength
as so believable. This is reasonable since not all human gamers play very well.
In contrast, the Stragotiator was developed with intent to create a bot that is at
first believable. The success of this effort can be clearly seen in the results of both
measures. Especially with measure-2a, the Stragotiator in all its versions achieved
a better rank than the Albert bot. It shall be noted that the Stragotiator’s planning
module was developed with focus on improved playing strength and does not strongly
follow the characteristics of the Classicist playing style. The negotiation module is
not affected by the planning module, but the planning module does not consider
negotiation outcomes. More precisely, the negotiation module accepts and asks for
contracts and proposes moves as described in Sect. 11.2.2, but the planning module
does not consider move proposals rejected by others and moves assured by the
negotiation module. Only peace and alliance contracts made in previous rounds are
respected.

With this insight in the internal behaviour of the Stragotiator, the results hint to the
necessity of planning to build a believable Diplomacy bot. Although Kemmerling et
al. [13] showed that option 1 results in an advantage by means of playing strength, it
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seems important to calculate moves for each enemy faction separately in the planning
module. According to our experience, this is exactly the case for human players.
Human players usually follow two plans: a short-time (one or two rounds ahead)
and a long-time plan (several rounds ahead). Furthermore, they always try to guess
which factions play as a collaborating party and who is enemy of whom. In future
research, it would be interesting to consider the calculations and decisions of the
opponent modeling and the negotiation module for planning.

11.4 Conclusions

In this chapter, we have provided insight into our believable Diplomacy bot, the
Stragotiator. We have presented the history of the Stragotiator, the implemented
techniques and reported the steps undertaken in order to improve playing strength as
well as believability. The last of these steps was the implementation of an EA based
planning module enabling the Stragotiator to look one step ahead. The obtained
planning Stragotiator was validated with our believability measure technique in a
new and interesting way, now correctly incorporating messages and move order sug-
gestions. Instead of deriving a general believability measure for Diplomacy (which
may indeed be difficult if not impossible), we tailored our measure to meet the
preferences of two specific test players, thereby deriving individualized and indeed
different instantiations of the measure. We employed these customized measures
to select the parametrization of the Stragotiator that match these preferences best.
We thus effectively created a bot which is playing well, including planning, uses
basic communication and partly inherits the playing style of a specific human player
(or better, the expected opponent playing style for this player). However, more tasks
have turned up in the course of this investigation. We identified the need for a greater
data basis for training our measure to be able to select important believability char-
acteristics. Furthermore, we presented some ideas to improve the planning module
that may result in an even more believable bot. Finally, according to the report of our
test player, it may be worthwhile to consider bot ensembles instead of single bots in
order to create an even richer playing experience.
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Chapter 12
Towards Imitation of Human Driving Style in
Car Racing Games

Jorge Muiioz, German Gutierrez and Araceli Sanchis

Abstract In this chapter we focus on creating believable drivers for car rac-
ing games. We describe some racing controllers from the commercial games and
the academic researchers, their particular features, what are the main problems
they want to deal with and how they approach them. Besides, we identify which
are the key properties and behaviours required to consider a racing non-player
character (NPC) as believable or not, always from the point of view of an exter-
nal human player that competes against the NPC. Then, we analyze why the
current controllers lack what we understand as a believable behaviour and pro-
pose a new approach based on imitation learning to create the racing NPCs.
We describe this new approach and analyze its advantages and disadvantages
compared with other controllers in order to solve the key problems to achieve
the desired believability.

12.1 Believability and Racing Games

Game developers are always searching for a way to improve the Non-player char-
acters (NPCs), also known as bots, in order to make them more believable. When
the NPC represents a person it should seem, behave and be as intelligent as a human
would be [14]. They do so because it is commercially profitable. When the game
becomes more believable, closer to reality, the players feel more immersed in the
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Fig. 12.1 Screenshot of an open source racing car simulator, TORCS

game, they find it more enjoyable, appealing and engaging. All these features of the
game are usually translated into more sales.

In order to achieve a believable NPC it is necessary to create a virtual character
that visually looks like it should looks in the real world, but also make it intelligent
enough to behave in a realistic manner [1]. In recent years the game industry has
made a lot of progress improving the visual appearance of games. NPCs now have
higher numbers of polygons and improved textures in order to seem more real.
There are NPCs in games on the market today that are almost indistinguishable from
real people, and car models that look like photographs of real cars (see Fig.12.1).
But appearance is only part of what’s needed in order to create a believable NPC.
NPCs need to not only appear real but also behave in a realistic way. NPCs that look
like real people are expected to behave as we know they will do in real life and not
different. Therefore, the need to improve the realism of NPC behaviour has grown
in recent years.

The easiest way to add players with believable behaviour to a game is to include
an online mode where human players play against other humans over a network. But
this is only useful in some kinds of games and it is not the only mode of gameplay
in the games, except in some cases.

In order to create an artificial believable behaviour, the first question we have to
answer is “what is a believable behaviour?” In racing games, and any other video
game, the answer to this question will depend on the person you ask. Believability is
a subjective concept, and it is difficult to get a specific answer. In general terms, we
can consider that a NPC is believable in a racing game if it drives like a human. But
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this leads us to another question: ‘how do humans drive in video games?” or “what
is driving like a human?” These are complex questions too. The way a human player
drives in a game depends on his or her skills, and the driving style of an expert player
is very different from that of a novice player.

For example, consider a race where we have a novice and an expert players,
where the last is either a human or a NPC. The human player, while driving against
this opponent, is going to sense that the opponent perform things that he or she
cannot. The human player will conclude that if the competitor is doing something
that apparently he or she will never be able to do, then probably the competitor
is a NPC. In other scenarios where an experienced human player is racing against
a novice competitor, he or she will either think that the opponent is a bad NPC
or a very bad player that did not learn to play well. In the opposite, if we have
a hardcore human player driving against a bad competitor, he or she is going to
think the opponent could be a badly programmed NPC or a very bad player that
did not learn to play well before. Thus, it is not clear what a believable behaviour
is, it depends on the skill of the person judging it [29] and his or her cultural ori-
gins [18]. Despite this subjective answer about believability, we think an average
agreement could be reached. Assuming that very good NPCs will not be believ-
able and a very bad NPC will not be believable either, there are two ways to create
believable drivers. The first one is to create an average driver with the most common
skills of human drivers, so that if it drives like most human players it should be a
human. The second one is to create NPCs which drive like the human player they
are competing with at that time, that is, NPCs that imitate the driving skills of the
current human opponent.

The game industry wants games sufficiently enjoyable and appealing for the
player, where the opponents should pose a challenge for players. This means that
the opponents are neither impossible to beat nor too easy to win against. An average
skilled NPC could be a challenge for some players, but for beginners an average
NPC could be impossible to beat, and the expert players will be able to win all
the races. The game could be frustrating at the beginning for novices and boring
after some time for the expert players. It is possible to tune the average NPC to
make it worse or better as needed, but it is difficult to do this and keep the behav-
iour believable at the same time. That is the reason why ensuring that a NPC that
can imitate a human player is a good choice. This NPC can be a bad driver in the
beginning for novice drivers and improve itself as the human players improve their
skills. Nevertheless, creating a NPC that learns how the player drives and imitates
him or her is not an easy task. The games which have so far used this approach have
had to include a lot of constraints in order to create a NPC by imitation learning.
This is why the companies develop average NPCs that can be tuned. In our
work we explore how to create drivers by imitation in order to create believable
opponents for players.

A believable driver must show some some basic skills, regardless of the skills of
the human player it is competing against or the method used to create the NPC. For
a common type of track like the F1-like tracks, asphalt tracks with a good grip and
without irregularity, we argue that these skills should be as follows:
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e To drive following an optimal (or near-optimal) trajectory that minimizes the time
to complete a lap, almost without making any mistakes.

e To avoid collisions with other cars while driving.

e To be able to overtake slower opponents in a straight and to perform a hard brake
before a turn to get the inner side of the turn (which is a typical manoeuvre of
a professional driver to get an advantage and stay in the optimal trajectory point
when the turn starts).

e To prevent an opponent overtaking by means of closing the trajectory and prevent-
ing the opponent getting the inner side of the next turn.

e Recovering and continuing racing when something unexpected happens like a
collision, failing in overtaking or getting off the road in a turn.

A professional driver would take into account more complex strategies when
racing. For example, a long term strategy like fooling the opponent by performing
not so well in a specific turn in order to later perform that turn correctly and overtake
the opponent. There are also different kinds of racing games like motorbike games
or rally games which could require more skills to achieve a believable behaviour,
but we will not take them into account in this chapter. We assume that the previous
skills are common to all racing games and the most important.

The final objective of our work is to create artificial drivers by imitation of human
drivers A NPC able to see what the human is doing while driving, learn what he
is doing and then repeat it in order to drive the car. This is difficult and we have
decided to focus on imitating the human driving style. We developed and tested a
system based on neural networks that learns the drive style of a human player. We
consider the drive style as the trajectory followed by the human and the velocity
of the car at each point of the trajectory. But we said that more skills—overtaking,
recovering, avoiding collisions—are required to create believable drivers, so they
are hand coded in the artificial driver. We programmed them in a way to keep the
drive style learnt from the player, therefore their execution while driving is only a
modification of the trajectory and the speed when the skill is required. The system
was tested first without opponents in order to check that similar driving is achieved
and then with opponents in a competition to compare our results with other NPCs
created by researchers.

In the rest of the chapter, first, we will describe the common techniques used in the
game industry to create drivers, some academia related work and why these drivers
lack believability (Sect. 12.2). Then, we will summarize the main skills we consider
a believable driver must have (Sect. 12.3). After that, we will describe why imitation
learning is a good choice to create believable drivers and how it could be applied to a
racing game (Sect. 12.4) and an application in the TORCS game (Sect. 12.5). Finally
we will show the results of our proposal and argue the advantages and disadvantages
of this driver compared with others and the conclusions (Sect. 12.6).
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12.2 Game Industry and Academia NPCs

Game industry and academia researchers differ in their goals for developing artificial
intelligence (AI) for games. On the one hand, industry focuses on the most profitable
Al, creating controllers that maximize the profit (their sales). On the other hand,
researchers are seeking to apply new techniques in order to build up the controllers
that satisfy some particular properties, or to discover new ways to create controllers.
The state of the art in the research is not what the game industry uses in its games,
they almost always prefer to use the classical Al techniques that have been proved to
work over time and have a deterministic behaviour. The main reason is that if the Al
does not work due to an unexpected behaviour when the game is sold, they cannot
change it and the clients start to complain about the game, and so the sales decrease.
Another difference between the two fields is the way they use the Al In the case of
the game industry they do not worry about cheating on the players by changing the
controller features to perform things the human player would never be able to do.
This is a way of creating controllers that keep the challenge of the game but these
controllers are not believable after some time competing against them.

12.2.1 Game Industry NPCs

Alongstanding strategy followed to keep the challenge in racing games is the dynamic
difficult adjustment or rubber band rule [11]. The idea of this rule is very easy: it
modulates the in-game parameters, such as the acceleration, maximum speed or
grip of the cars, to respond to the player abilities over the course of a race. The
parameters are modified to make the opponents run faster when they are behind the
player car, and modified to make them run slower when they are ahead of the player
(see Fig. 12.2). Furthermore, this modification is in proportion to the distance, when
the cars are far away the effects over the velocity are greater and there is no advantage
for any car when they are very close. One game where this effect is very noticeable
is the famous game Mario Kart [24]. The rubber band rule keeps the challenge of
the game regardless of the player skills. After some time playing the human players
notice that they improve their skills but the opponents keep the challenge of the game.
In a simple game such as Mario Kart it is easy for a player to become an expert and
perform almost perfect laps, but even in this case the opponents are still difficult to
beat and although they make mistakes they are able to challenge the human player.
This is frustrating and a signal that the computer is cheating the player. Of course,
cheating by modifying the features of the car to make it run faster is not a believable
behaviour and should be avoided if our final goal is to achieve a human-like driver.
Both the opponents and the human players must compete with the same constraints
and aids.

For the game industry the easiest way to create a controller for a racing game is
adding some aids to the controller. The aid most often added to the games is a racing
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Fig. 12.2 Dynamic difficulty adjustment or rubber band rule. First car built-in parameters are
tweaked in order to slow it down and second car is also tweaked to speed it up. Modification is
proportional to the distance between the cars

line [2]. This information is not perceived by the human players and it is used by the
controller as a reference of the trajectory they should follow. The racing line is the
trajectory most experimented human players follow in the track. Therefore, it not
only helps the racing controller to perform competitive lap times, it also causes the
racing controllers to show a human-like driving style. Since the humans sometimes
make mistakes, these are added on purpose in the NPC within the rules to follow the
race line to exhibit an even more human-like behaviour. In order to overtake another
line is added. This line is the trajectory the humans follow when they want to overtake
the opponent ahead. When the rule that decides when an overtaking should be done
is fired, the controller starts to follow the line for overtaking instead of the normal
racing line until the overtaking is completed, or failed. The problem with this kind
of controller is that because one race line is needed per track—two if we also use a
racing line for overtaking—the controller is not generalized for new tracks and the
race line has to be created for them. Using race lines also means that the game Al has
more information about the track than the players, who do not have any knowledge
about this line.

When using race lines the code required to follow the racing line is sometimes
not as simple as it could appear at first sight. For example, in the game Colin McRae
Rally 2.0 [4, 19], it was necessary to use artificial neural networks [36] for this task.
Firstly, they tried to follow the racing line with a rule set to adjust the steering, but the
features of the rally tracks made this task impossible to accomplish. The variety of
surfaces of the tracks and their sliding properties require a different drive style than
in a normal asphalt track: the car has to turn into corners earlier and slide round. The
neural networks were used as an interpolation function [4], that is, they learnt how
the output is with a given input. They were trained with human data that contains
the relation between the elements to control the car as the steering and the pedals
(the outputs of the neural networks) and the information about the track, the internal
state of the car and the race line (the inputs of the neural networks). The resulting
controller learnt the human behaviour to follow the race line, and it was able to drive
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almost as fast as the human player. Indeed, the final controller was only a couple of
seconds slower to complete a lap in most of the tracks than the expert human player
they used to train the neural networks. The resulting driver was competitive enough
for most users of the games and shows some human characteristics, as it was created
to imitate the human drive style when it follows the race line.

Other games like Motocross The Force simplified the problem of creating NPCs by
designing a game where all possible controllers developed with the game interface
will always be able to complete a lap [6], regardless of how badly the NPC was
programmed. From the point of view of the Al this design is a perfect scenario
to create controllers by means of evolutionary algorithms. These algorithms do not
have to deal with the problem of creating controllers able to perform a lap in the first
steps of the evolution process, they only have to evolve the controllers and improve
them. In Motocross The Force, the developers used neural networks to create the
controllers, and trained these networks with human data. The goal was learning what
actions a human does at each point of the track. Therefore, they collected the action
a human player does while playing, and then they used them in the controller. The
way this was done was dividing the data into sets, one set per track, and training
different neural networks with the sets. Once this was done, they joined the results
of all neural networks and used the average value of the outputs as the final output
of the controller to decide the action to execute.

Both Colin McRae Rally and Motocross The Force are expected to show a human-
like behaviour due to being trained with human data. But this is far from true. They
show some features of human driving but they do not show human behaviour. The
feed-forward neural networks used in these games learn the output for a given input,
but they do not take into account the intentions of the player or the past actions he
or she did (recurrent neural networks can handle this issue but they were not used).
Neural networks only learn a short period of time, a game step, and are not able to
learn anything about the intentions of the player. In two different instants of the game
with the same input for the network the human player can have different intentions
and perform different actions, and this is translated into the learning algorithm as
noise in the training data. With the same input sample the neural network has to learn
sometimes two, or more, different outputs and, as this is impossible, it is only able
to learn an average value or the most frequent action performed. This is the reason
why the created controller shows a behaviour that seems like a human although it is
not a completely human-like behaviour.

In Forza Motor Sport [20], a racing game for the Microsoft XBox, the developers
do something new in the industry. They create an in-game mode where the players
were able to create an avatar driver of themselves which was able to drive like the
human player. That is, a NPC that could replace the human in a race and drive as
the player would do if it was playing. For a game company, when they release a
game they have to be completely sure everything is going to work as they planned,
because if something is wrong the users will not buy another game again, in contrast
to researchers where nothing happens if they probe a new technology which obtains
unpredictable results sometimes.
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The technology included in Forza Motor Sport was called Drivatars [31]. What
the Drivatars did to imitate the player behaviour was to include a new game mode
where the player can train its avatar. In this mode the player must complete some
tasks [32] before getting his own avatar, like driving alone in a track, overtaking some
opponents, blocking opponents that attempt to overtake (these tasks are the ones we
have identified in the beginning of this chapter as the basic skills of a NPC in order
to create a believable behaviour) and other tasks less relevant, such as the pit stop.
Once the player completes these tasks the game creates a statistical model of the
player behaviour for each driving skill, and when the Drivatar replaces the human
in a race it shows a behaviour that matches this model. For example, in order to drive
alone in a track the Drivatars technology creates a statistical model of the race line
in each segment of the track. This model corresponds with the trajectory followed
by the human player during the training phase. Then, when the Drivatar is driving
the car, a race line is built up per segment of the track with the statistical models,
and then these race lines are joined to create the complete trajectory. This approach
to imitating the human drive style has some problems. The first one is that when the
avatar drives in a track with unknown segments, segments the human never drove
during the training phase, it is not able to create the race line. Another problem with
the race line is that, due to the track being split into segments and the model being
created per segment, the borders of the race lines in two adjacent segments may not
match or the join can be so sharpened that it is physically impossible for the car to
follow that trajectory. They solved this problem by increasing the grip of the cars,
but not for all the cars in the game, only those driven by the avatars. We can say
that the avatars have some advantage with respect to the other players as the car has
more grip. The consequence of this cheat is that human players that try to follow the
avatar’s cars cannot, it is impossible for them. They are not believable NPCs when
you drive against them, as it is noticeable they are able to perform the turns in an
unrealistic way.

Although we argue that none of the industry NPCs are believable, all the described
games made big profits. We are not sure whether the reason was the techniques
involved to create more challenge players because some of the games do not use the
same techniques in newer versions, but the industry has shown interest in improving
their NPCs.

12.2.2 Academia NPCs

The researchers’ interests are more focused on new methods to create NPCs auto-
matically with human-level behaviours than on creating engaging and competitive
drivers for videogames that increase the sales of the game. New Al techniques such
as neuroevolution [17], fuzzy logic [12] or multi-objective evolutionary algorithms
(MOEAsS) [15] are used to achieve this task.

Neuroevolution is a method to create neural networks through genetic algorithms
[28]. Instead of using a mathematical method to train a neural network with a fixed
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structure, in neuroevolution a genetic algorithm creates and evolves the structure of
the neural network and its internal parameters. In [8] the authors used neuroevolu-
tion in order to create neural networks to control the car in the Screaming Racers
game, a very simple non-commercial game developed for research. Their objective
was to probe whether general driver NPCs can be created with neuroevolution. In
[5] the authors also use neuroevolution to create a controller for TORCS, a more
realistic car racing simulator. The controller was presented to the Simulated car rac-
ing championship [16] obtaining interesting results compared with other entries, but
compared with humans its believability and competitiveness it is far from being a
good human-like NPC.

Fuzzy logic is a multi-valued logic based on fuzzy sets, where the logical solutions
of the rules are an approximation rather than an accurate value. From the point of view
of artificial behaviour, those created with fuzzy logic should be more human-like,
due to their uncertainty, than those created with classical logic which gives always
a precise value for the rules. Some driver controllers were created with fuzzy logic
[10, 16] and the reactions of these controllers seems to be more natural than other
kinds of controllers, however the global behaviours are definitely not human-like.
In general, the authors of this type of controller search for competitive drivers not
human-like behaviours.

Other research works extended the problem of creating drivers for car racing
games, and they take into account the believability of the agents in their Al algorithms,
furthermore the interest and competitiveness. In [35] the authors used a MOEA along
with Genetic Programming [13] to evolve different controllers for a car racing game
by imitating human players. The goal of this work was to obtain a set of individuals
with different behaviours because, as the authors argue, a car racing game needs NPCs
with different behaviours to be believable. If all the NPCs behave in the same way,
they would become boring and lacking in believability. The MOEA allows the authors
to create the set of NPC but at the same time it was used to create different objectives
to measure the competitiveness of the NPC and the similarity of the controller with
the human players drive styles. The competitiveness was measured with the lap times
(less time means more competitive). The other two objectives were direct measures
of how similar are the acceleration and the steering in the evolved controller with
respect to the human player.

In general, the video game NPCs are specifically created for the games, for the
tracks included in the games, and in some cases these controllers are not able to drive
correctly in new tracks. When we test an academic controller in a game competing
against the in-built cars, the game NPCs are usually faster than the academic. But the
NPCs created by the researchers are more general controllers, they are able to drive
in more tracks than those used to train the controller, where the game controllers
would not drive correctly. Researchers are focused on creating general drivers and
the industry in competitive and enjoyable drivers.
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12.3 A Believable Driver

We are not aware of any method to measure the believability of the controllers for car
racing games, although some approaches have been used for games (see Chap. 11).
The Turing Test [34] could be used as a good approach to measure the human-like
behaviour of any given NPC, but it only gives us a binary output: it is believable
or it is not; nothing about how believable the NPC is. Following a similar process
to the original Turing Test we could define a Turing Test for racing NPC, as has
been done in first person shooting (FPS) games in the 2K BotPrize competition [9].
Human players and NPC could compete in a race and after the race the human player
could vote on whether the other competitors were human or NPC. These could be
used as an indirect measure of the human-like behaviour of the bots. In this chapter
we propose the creation of NPC by imitation, therefore the Turing Test to measure
the believability is not suitable for us. Instead of this method we use other indirect
measures: the lap times, the top speed, the difference between the current speed and
the speed of the human at that point, and differences between the human trajectory
and the NPC trajectory.

We also argued at the beginning of this chapter that considering a behaviour
believable or not in a game depends on the skills of the person judging. A novice
player in a game would rarely be able to judge correctly his or her opponents in the
game if he or she does not have enough knowledge about the game and the typical
behaviours to play it. The complexity of the games also affects the ability to judge.
Games with rich worlds with a lot of possible interactions require more time for the
player to learn the useful behaviours and it is harder for the programmers to create
good NPCs. By contrast, for simple games (such as tic-tac-toe) the NPC players are
as good as human players and they are usually indistinguishable from them. Racing
games are located in the middle of complex and simple games, their complexity is
simple enough to think that believable NPCs can be achieved. From the point of view
of a human who judges the believability of a NPC, it has to manifest, at least, some
typical behaviours of the drivers in the racing games. We think this minimal set of
behaviours is: drive in a near-optimal trajectory, avoid crashes with walls and other
cars, overtake opponents, prevent opponent overtaking and recovering.

As a competitive driver it is necessary to drive in an optimal or near-optimal
trajectory along the track in order to achieve the best lap times. The optimal trajectory
is unknown most of the time and it is almost impossible to follow it perfectly, therefore
the human drivers in real races try to follow the best trajectory they can (a near-optimal
trajectory) at the top speed the car allows without making mistakes that would lead
to losing time in the lap. A human player could not be considered to be believable if
it drives without following a good trajectory.

While driving in a track against opponents sometimes these opponents make
mistakes and their cars stop in the middle of the suboptimal trajectory. It does not
make sense for a car to continue its trajectory and crash into these opponents. A
believable behaviour would be to change the trajectory to avoid these obstacles, unless
the event has happened recently and there is not enough time to take appropriate
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actions to avoid the collision. Also, at the beginning of the races all the cars start
very close to each other and it is not possible to follow the trajectory without hitting
other cars. Another case is when the car is going to perform a turn and has another car
in front of it which is slower and keeping the same velocity will cause the car to hit
the opponent. In all of these situations the driver must react and avoid the collision.

Another behaviour the NPC must show is overtaking, because a driver that never
overtakes, or never tries to, is not believable. We can consider here two special cases,
one for the straights and another for the turns. In the former, if an opponent is slower
than the car, it only has to modify its trajectory to avoid hitting the opponent and
when it finishes the overtaking returns to the original trajectory. In the latter, the
overtaking can be done on the inner side of the turn or on the external side. The most
frequent overtaking is done on the inner side, the car uses an advantage to get the
inner side of the turn (see Fig. 12.3), either it is faster or brakes later, and as it covers
less distance than the opponent it completes the turn first, probably with a higher
speed and can return to the near-optimal trajectory after the turn. Overtaking on the
external side of a turn is only possible if the opponent is much slower than the car,
or when there are two linked turns, one to the left and the next one to the right, and
getting the external side of the first turn means gaining the inner side in the next one.
These are not the only chances to overtake an opponent, in some special cases the
driver can perform a new imaginative move, or it is possible that the car does not
have to modify its trajectory to perform the overtaking because the opponent is in
another separate path.

While overtaking is a necessary behaviour to consider a driver believable, pre-
venting an opponent overtaking is another one. If the driver of the car notices that
the opponent behind him is trying to overtake, the normal behaviour in this case is
modifying the current trajectory in order to stay ahead of the opponent all the time.
The believable driver would not let an opponent have enough room to get a privileged
position, unless the opponent goes so fast that this maneuver becomes dangerous and
could produce a collision, or unless the car needs to come back to its trajectory in
order to approach the next turn competitively.

The last behaviour a NPC must have to seem like a human driver is to recover
from an unexpected situation. An example could be an opponent hitting the car, or the
driver performing a turn wrongly and going off the road. When such an unexpected
situation happens, the car has to be able to return to normal driving. If the car is still
on the track the normal behaviour would be to turn the car until it is aligned with the
track or the trajectory. When it is outside the track the car first has to turn enough to
go back to the track and then align the car with the track or the trajectory. In both
cases, an unexpected situation is often reached because there was, at least, another
opponent involved and probably this opponent is also trying to recover. Therefore,
while the recovering behaviour is performed it has to take into account the other cars
to avoid collisions.

Academic researchers usually split problems into simpler ones, try to solve them
and finally integrate all the solutions to solve the original problem. When we talk
about games some researchers have focused their work on finding optimal or near-
optimal trajectories and creating controllers able to follow these trajectories [5].
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Fig. 12.3 Overtaking example in a turn. White line is the normal trajectory, black line is the
overtaking trajectory, the inner side of the turn

Other researchers try to learn the behaviour to overtake opponents [25], with machine
learning or other techniques. These controllers won’t present a completely believable
behaviour unless all behaviours are integrated effectively in the NPC. One fact that
reveals the NPC has been programmed is their predictability, programmed driving is
deterministic. Given a set of similar situations the artificial driver will do always the
same actions and an experienced player will notice this fact. This happens because
of the techniques used to create the behaviours. Game companies want to know how
their NPCs are going to behave in all situations and for this reason they use narrow
and deterministic Al algorithms like finite state machines, fuzzy logic, behaviour
trees, etc. [7, 21]. One solution to the predictability of the NPCs is to include in the
game NPCs with different behaviours. With one different behaviour for each car,
the game becomes more entertaining and believable. It is more difficult for a human
player to know what the opponents are going to do. But this wealth of behaviours
requires more time and effort for the game companies.

12.4 Imitation Learning

Considering the definition of believability for computer games as the “illusion that
the agent is controlled by a player” [29], imitation learning seems one of the best
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approaches to create believable NPCs. Imitation is defined in the dictionary as “copy-
ing (or trying to copy) the actions of someone else”. If a NPC could copy the action
it sees in human players and could use its learned behaviours for its goals, then
the NPC would show the illusion of being controlled by a player [30]. We said
before that in order to consider a NPC believable, not all the NPCs in the game have
to show the same behaviour, each NPC has to show its own behaviour, although
this is very similar to the others. Imitation learning can be used to create different
behaviours for a game only using different sets of examples of human driving to
train the algorithms. The efforts required to have a varied set of behaviours should
be smaller than with other approaches. Imitation learning should solve the prob-
lem of believability in games. However, to copy the actions of a human player is a
very difficult problem.

Imitation learning has been used actively in robotics, and they have dealt with
some problems (like the correspondence problem or goal inferring) that have to
been solved in virtual worlds such as games too. When the robot wants to imitate a
behaviour, it first looks at what the human teacher is doing, and then it has to transform
what it sees into an abstract model and map the object-centered representation into an
egocentric representation [27]. For this correspondence we have to solve the problem
of the noise of the sensors in the robot, and perform a complex processing to translate
what the robot sees into an abstract model useful to work with. Providently, we avoid
this problem when we are using video games because we have the whole information
of the environment and of all the agents in the game, there is no noise in the virtual
environment unless we add it on purpose. The second problem is the meaning of the
human behaviour—imitation learning is a good choice when we imitate a behaviour
if we know for what it is for. It is not worthwhile imitating a behaviour when we
do not know what goal the behaviour aims to achieve, or a useless one that we will
never use. The robot or NPC that wants to imitate a behaviour should know the
final goal of the behaviour, and this abstract information has to be communicated
somehow to the NPC before learning the behaviour. When the communication is
not possible, as happens with infants who have not learnt to talk yet, they have to
infer the demonstrators’ intended goals [27]. These problems, communication and
goal inferring, are beyond our interest and we will consider that the goal of the
behaviours to imitate are previously programmed in the NPC. And the last problem
when we imitate a human, and the most relevant for us when imitating a racing
driver in a game, is that humans do not perform the same task in the same way twice.
Therefore, when the task is translated into data to learn the behaviour, this data has
noise and depending on the amount of noise it could be impossible to learn anything
for a machine learning algorithm. It will be important to choose the proper inputs
and outputs in order to create the data sets for the training and avoid the noise effect
in the learning process.

As well as the problem of learning a behaviour, it is important to bear in mind some
problems with the learned behaviours. We are working with believable NPCs and as
they are computer programs these always are going to do what they are programmed
to. When they have learnt a behaviour, they will repeat exactly the same behaviour
over and over. We have to wonder whether “fo repeat perfectly a learned behaviour
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is believable?”. If believability means seems to be human, the answer is not. As
humans, we are not perfect and we make mistakes, we can do more or less but we
end up making a mistake at some point, it is very difficult for a human to repeat
exactly the same action twice, there will be some small variations, some of them
leading to a mistake. An expert human in a task is not going to make any mistake
often, and as we usually would want to imitate experts, the NPC should not usually
make mistakes. We can minimize this problem of the perfect NPC by including some
noise in the effectors of the NPC in order to not allow the NPC to repeat exactly the
same behaviour it has learnt. But, it is not the only problem, we wonder whether “it is
believable to show the same behaviour over and over?”’. Well, if the behaviour is the
best one for the final goal the answer is true, but if it is not the best one, a believable
agent must have the skills to learn a new and better behaviour and repeat it. Humans
have the ability to adapt to new situations by changing their behaviours, and so a
believable NPC should do the same, adapting its behaviours whether or not they are
the best ones or whether the situation changes and a new behaviour is required to
accomplish its goals.

Imitation learning can be applied to different levels of abstraction, from a very
simple action like teaching a robot to move an arm, to more complex actions like
teaching a robot to grab an object over a table, or even teaching a NPC to drive a car.
The simplest behaviours, which we can consider as low-level abstract behaviours,
are those closer to the sensors and effectors of the robot or NPC, while the complex
behaviours are more related with top-level abstract information. It is not the same
whether we want to imitate a very simple action or a complex sequence of actions to
accomplish a goal—depending on the kind of task we want to imitate the algorithms
and the data set should be different.

Focusing on our problem of creating believable drivers with imitation learning,
“what are the kinds of actions we have to imitate to achieve a believable behav-
iour?”. They could be the low-level actions like how much the car must steer the
wheel in a turn, or how much it has to step on the accelerator pedal, or more top-level
information like what is the trajectory the car must follow. When we use a low-
level representation of the environment and we try to learn the matching between
the inputs—sensory information of the environment—and the outputs—the motor
skill of the NPC in the environment—the amount of noise in the data, the lack of
preprocessing to use more abstract information, and the amount of tasks necessary
for driving, make it impossible to learn a useful and admissible behaviour [22]. In
environments like racing simulators, the amount of information you can use from
the environment is too much, you have to process it somehow in order to get only
the useful abstract data for creating the believable behaviour. Also, trying to learn
all the required behaviours together to drive a car complicates the task for the learn-
ing algorithms. The believable behaviour we want to achieve has to be split into
independent smaller behaviours and then we would be able learn them separately.
We identified five required behaviours to consider a NPC believable: drive fast, over-
take, prevent overtaking, recover and avoid crashing; but more skills could be needed
for different games.
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12.4.1 Complete a Lap Competitively

The first and probably the main behaviour in order to create a believable NPC is
to develop a fast driver, one that can complete a lap in a competitive time. For this
goal, the NPC should follow an optimal trajectory with the highest speed it can. The
question is how could the NPC create a trajectory good enough and a speed model
for any track that leads it to have good lap times. We also have to solve how to make
it follow the trajectory at the corresponding speed once it has the trajectory and the
speed model.

In order to answer previous questions we need a model of the track, that is, an
abstract representation of the track. The one we propose in this chapter is to divide
the track into segments of the same length. With the track model and the information
about where the car is in the track, we can store information on a human player’s
driving. Then we can train algorithms with the human data and learn the trajectory
followed and the speed model. Once we have the trajectory and speed models we need
an algorithm that uses this information and modifies the speed and the steering of
the car in order to make it follow the trajectory with the correct speed. The trajectory
can be followed taking into account the current error following the trajectory and
the error between the car angle and the angle of the trajectory in the next segments.
For the speed, another algorithm can use the current speed and the target speed
as inputs and set the proper values for the accelerator and brake pedals. In both
cases the algorithms could be either scripted or we could use a machine learning
algorithm. In the model proposed in this chapter we used a scripted policy, one
linear function of the error in the trajectory in order to set the steering and another
linear function for brake and accelerator pedals based on the error with respect
to the target speed.

12.4.2 Dealing with Opponents

12.4.2.1 Overtaking

Once we include a trajectory and speed model, the car is able to complete a lap
but not to deal with opponents. The next step is the overtaking feature; this is a
difficult task to learn, it is complex, rarely performed and depends on each situation.
Therefore, instead of learning this behaviour we propose an algorithm that modifies
the trajectory in order to perform the overtaking.

We use a rule set in our model that changes the trajectory when the car should
overtake an opponent. Previously we said that most overtaking is done on the inner
side of a turn. Hence, when the car is close enough to an opponent and it is approach-
ing, the overtaking in our model is done by modifying the trajectory and locating the
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car on the inner side of a turn before its opponent. And if it does not have enough
room on the inner side the trajectory is modified to use the outer side of the turn.
When the trajectory is modified we have to bear in mind that big modifications of the
trajectory in turns can lead the car to spin or go off the track. Therefore, the trajectory
cannot be changed so much in turns. It can only manage greater modifications in a
straight when the next turn is still far away and the car has time to come back to its
optimal trajectory.

12.4.2.2 Preventing Overtaking

Another behaviour to deal with opponents is to avoid being overtaken. We
developed this behaviour in our model in a similar way to overtaking: by
modifying the trajectory. If the car is not overtaking any opponent but an oppo-
nent is approaching, we only have to modify the trajectory in order to stay ahead
of the opponent. As in the overtaking the extent to which the trajectory is mod-
ified depends on whether the car is on a straight or in a turn. The modification
will be bigger if it is on a straight and smaller if it is on a turn or close to the
next turn.

12.4.2.3 Avoiding Collisions

In order to avoid collisions, we used the same approach as with the other behaviours
to deal with opponents, the car modifies its trajectory and speed. This behaviour has
more priority than the others and inhibits them when fired. We used a rule set for
this behaviour. When the car is approaching an opponent very fast (maybe because
the car ahead has a problem) it has to brake and to modify its trajectory to avoid
the collision. Another situation is when the opponent is alongside the car and the
trajectory moves in tht direction, then the car has to modify its trajectory to avoid a
collision. We do not take into account any cars behind us, we assume that they will
try to avoid a collision, although this does not happen always and leads to unexpected
situations. If there is more than one opponent that can crash into the car, then the
controller tries to avoid colliding with the car that is closest to it. Usually when trying
to avoid a collision with more than one car the situation is too complex even for a
human, and the most common response in this case is to only focus our attention on
the car which is more likely to crash into us.
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12.4.3 Recovering

The recovery behaviour depends on the concrete situation. The most common behav-
iour is to turn the car back to the road, and then start to follow the trajectory again.
It’s very difficult to learn this behaviour with an algorithm using human data, it is
much easier to use a preprogrammed routine. This behaviour is rarely used in a race,
but cars that need to recover from an unexpected situation and do not do so properly
are rapidly considered non-human drivers.

12.5 Imitation Learning in TORCS

In order to check our model of believability for racing games we use TORCS [16,
33] as a benchmark. TORCS is the acronym for The Open Racing Car Simulator,
an open source realistic racing videogame. We use the application programming
interface (API) provided by the Simulated car racing championship [16]. The API
of TORCS provides us with environment information, some of which we select to
create our believable NPC:

Distance from the start line.

Current gear.

Revolutions per minute (RPM).

Position of the car relative to the centre of the track.

Angle of the car relative to the track.

Current speed.

36 range finders to know the proximity of the opponents (in the 360° around the
car, 10° of separation between two adjacent sensors, 100 m of precision).

19 range finders to know the distance between the car and the limits of the road
(180° only ahead of the car, 10° of separation between two adjacent sensors, 200 m
of precision).

It also provides some effectors to control the car:

Accelerator pedal.
Brake pedal.
Steering wheel.
Gear change.
Clutch.

The clutch and the gear change are not very relevant in order to create our believ-
able NPC. The clutch is only used at the start of the race, and the gear change is
something you cannot observe directly and it is not directly related with the final
behaviour. Creating a complex or believable control for the clutch and the gear
change is not worthwhile because the final user is not going to notice them. Hence,
we created a scripted policy to control the clutch at the start, starting with a high
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value and decreasing it over time until the clutch pedal is completely released. For
the gear we also used another scripted policy which increases by one gear when the
RPM is higher than a value and decreases by a gear when it is lower than a threshold,
with some special cases for recovering and for the neutral point. Modifications in the
extent to which the scripted policy changes the gear or modifies the clutch are not
relevant, as they only affect the performance and not the believability. The scripted
policy was also used for the human driver while we were collecting the training data,
therefore the gear changes and clutch do not affect the final lap times of the NPC
when we compare it with the human driver. A more detailed description of these
scripted policies can be found in our previous work [23].

A good trajectory to follow is the key factor of the NPC. We collected human
data during driving on different tracks and used it to train neural networks. These
networks predict the trajectory followed by the human player (the trajectory model)
and the speed at any point in the trajectory (the speed model).

The trajectory is predicted with two neural networks. Their inputs are information
about the shape of the track, what we call the track model. This model is a represen-
tation of the track in segments of 5m. It stores the difference of the angles between
two consecutive segments. The networks used as inputs the last 15 segments and the
next 50 segments of the current position of the car. The output of the first network
is the distance between the centre of the track and the trajectory point, the predicted
position (p)), and the output of the second network is the distance between the cur-
rent trajectory point and the last trajectory point, the predicted difference position
(pap)- The result of both networks is combined and the resultis a trajectory point (¢)).
We used these two neural networks and combined the results in order to decrease
the noise during the training and because in our first experiments with one network
the trajectory was very sharp and the NPC was not able to follow it correctly. The
trajectory points are calculated as in Eq.12.1, where « is a parameter equal to 0.5
and ¢, is the previous trajectory point.

ty=a-pp+ (1 —a)(ty_i + pap) (12.1)

For the velocity model, the target speed at each point of the track (z;), we use a
similar process as in the trajectory model with two neural networks. In this case the
inputs are the last 15 segments and the next 50 segments from the current position,
the trajectory angles of the last 10 segments and the next 40 segments (we need the
trajectory model before the speed model), and the current position of the car from
the middle of the track. The outputs are the speed at a given trajectory point (p;) for
the first network, and the difference between the current speed and the target speed
of the next segment (py,). The idea is the same we used to predict the trajectory.
Equation 12.2 shows how the target speed is calculated. The parameter 8 is equal to
0.2 when py is positive and 0.6 when py is negative,

ty =B ps+ (1= B)-(cs + pas) (12.2)
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Once we have the trajectory and the speed models, we have to translate these
intentions into actions over the pedals and the steering to control the car. The speed
is easily adjustable by the pedals, if the target speed is greater than the current speed
the car has to accelerate and to brake otherwise. But a binary model produces fast
and abrupt changes in the pedals; therefore, we used a linear model when the current
speed is within 10 km/h of the target speed. For example if the current speed is 5 km/h
lower than the target speed then the accelerator pedal is stepped up to halfway instead
of fully.

In order to follow the trajectory we use a function that steers the wheel proportional
to the angle of the car with a point in the trajectory 20m in front of the car (angle a
in Fig. 12.4) plus the error of the current position of the car with the target trajectory
(distance d in Fig.12.4). Equation 12.4 shows how the final steering value (s) is
calculated: y is the maximum turn of the wheels in radians (0.785389); §, p and o
are adjustment parameters set to 0.4, 8 and 5, respectively; and c is a value between
—1 and 1 of the distance d in Eq. 12.3 (where A is the maximum error considered in
the distance between the car and the trajectory, equal to 7m).

c=min (1, max(—1, %)) (12.3)

1
S=a}/+(1—m)5 (124)

12.5.1 Experiments

We checked our NPC out in the game using a set of tracks with similar properties,
such as similar turns, similar widths and similar surface grips. We let an expert
human player drive in the tracks for two laps and stored the data of the second lap
with his driving style. If the human made a mistake in a lap we repeated the process
until he performed correctly two laps. We used only one lap in order to decrease the
probability of making mistakes by the human and to decrease the noise in the data
set. Professional drivers are able to perform laps in the same way, but our expert
human player was not so good. Table 12.1 shows the tracks used to collect the data,
the results of the human player (the best lap time in seconds and the top speed reached
in km/h), and the number of patterns for each track.

The neural networks used to predict the models have 2 hidden layers with 20
neurons in the first hidden layer and 10 in the second. The networks were trained using
the standard backpropagation algorithm during 20,000 cycles. We used a variable
learning rate that decreases linearly with 0.8 as initial value and 0.0001 as final value.
Per track we created a set of patterns to compare with the other tracks, and we did
not use the same track where we tested the NPC to train the neural networks. This
set of patterns is divided into two sets, one for training and the other for testing.
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Fig. 12.4 Representation of how the car corrects its position in order to follow the trajectory (green
line), taking into account the current error in the position with respect to the trajectory (the distance
d) and the angle (a) between the car and the trajectory in the next 20m

Table 12.1 Human times and number of patterns per track

Track Best lap Top speed Number of patterns
CG speedway 1 41.27 243 1030
Aalborg 78.54 228 1294
E-Road 66.55 265 1632
Alpine 2 100.72 234 1888
Street 1 81.62 275 1912
Ruudskogen 66.60 248 1638
Wheel 1 82.84 267 2130

The training set is four times bigger than the test set. The test set is used to avoid
overlearning—we store the neural network that has the lower error on the test set.

Table 12.2 shows the results of the believable NPC created, containing the best
lap time, the top speed, a column with the percentage of increment between the best
lap time compared with the human player best lap time, and a final column showing
the percentage of decrement between the top speeds. Positive values in the last two
columns point to a higher lap time or top speed, while negative values point to a
lower lap time or top speed.

Table 12.2 with the NPC times shows that the NPC is slower, around 10 % slower,
in most of the tracks than the human. The cause of this higher lap time is that the
neural networks did not learn the correct speeds. They got stuck at 203 km/h and did
not learn higher speeds. The lost time in the laps was because the NPC did not achieve
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Table 12.2 NPC times

Track Best lap Top speed Best lap Top speed
increment (%) decrement (%)
CG Speedway 1 45.63 203 10.56 —16.46
Aalborg 94.64 199 20.50 —12.72
E-Road 78.81 201 18.42 —24.15
Alpine 2 96.46 204 —4.23 —12.82
Street 1 91.93 201 12.63 —26.91
Ruudskogen 69.83 201 4.85 —18.95
Wheel 1 91.18 198 10.07 —25.84

the same top speed in the straights as the human player did. The more straights the
track had, the longer the lost time, as happened in E-Road, the track with more and
longer straights. In Aalborg the lost time was because the car spun in a turn and
went off the track, and it lost time while recovering. The only track where the NPC
achieved better times was Alpine 2, the reason being that this track has a slippier
surface and has fences that prevent cars going off the track. The cars went faster than
they should but did not lose time because they crashed against the fences and never
went off the track.

Looking at the trajectories predicted by the neural networks, they look like
human trajectories. We can say that the proposed method works well for gener-
alizing trajectories for new tracks. Although the speed model is well predicted
for low speed, our method is not able to learn the top speeds. This means that
the general drive style seems like that of the human player but it has higher lap
times.

The behaviours we identified as necessary in order to create a believable NPC—
overtaking, preventing overtaking, recovery, and avoiding crashes—were also devel-
oped for the NPC as we explained in the previous section (Sect. 12.4). They were not
taken into account in Table 12.2 because these experiments run without any opponent,
and these behaviours are oriented to deal with other cars. Nevertheless, we entered
the NPC created by imitation in the Simulated car racing championship in 2010.
This competition is divided into three legs and each leg consists of three races on
unknown tracks. Each race has a period of learning—the warm-up—then qualifying,
and finally the race. We presented in this competition a modified version of the NPC
that uses the learning phase to increment the top speed of the speed model, fixing the
problem of learning the top speeds. This learning allowed us to increase the speed
in the segments where the car was able to follow the trajectory perfectly. For our
controller the most interesting leg was the second one because it has the tracks that
are most similar to those we used to train the controller. These tracks were the most
F1-like in the competition and also the tracks that require more skill in order to be
faster than the opponents.
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Table 12.3 Simulated car racing championship 2010, second leg: qualifying

NPC Wild-speed Petit Brondehach Total points
COBOSTAR 10 10 10 30
Autopia 8 5 8 21
Jorge 6 6 3 15
Cardamone 5 4 5 14
Timothy Alford 4 8 2 14
Mr. Racer 3 3 4 10
Joseph Alton 2 2 6 10

Table 12.4 Simulated car racing championship, second leg: race

NPC Wild-speed Petit Brondehach Total points
Jorge 10 10 8 28
COBOSTAR 8 10 10 28
Autopia 10 8 6 24
Cardamone 5 5 6 16
Joseph Alton 2 4 5 11
Timothy Alford 4 3 3 10
Mr. Racer 4 3 2 9

Table 12.3 shows the results of the qualifying, the score system is that used a few
years ago in F1: 10 points for first, 8 for second, 6 for third, 5 for fourth, 4 for fifth,
3 for sixth, 2 for seventh, and 1 for eighth. In the qualifying we were the third fastest
car in the first two tracks and sixth in the last one. Table 12.4 shows the results of
the race. There were 2 extra points in the race score for the car with the fastest lap
and 2 more for the car with the least damage. Only two cars improved their results
in the race: our controller and the one that was last during qualifying. We did not
get any extra point but our controller was able to win the first two races and came
second in the third. Our controller was neither the fastest nor the safest and we did
not get any extra points. Although the organizers said that it was very difficult to deal
with opponents in this type of track,' our controller was able to overtake opponents
and win two races and be second in the third one. Our approach of modifying the
trajectory in order to deal with opponents and overtake them has very good results
compared with the other competitors. We cannot do a deeper analysis as we do not
have complete videos of the races, but our hypothesis is that human-like behaviours
like the ones in our controller are required in order to overtake in complex tracks
against artificial controllers.

1 Slides with the results and comments about the competition can be found at:
http://cig.ws.dei.polimi.it/ ?p=166
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12.6 Discussion

Imitation learning is a good approach to create believable drivers for racing games.
Indeed, once the method is developed for one NPC it can be extended to create
more NPCs. Imitation learning could be used to create a set of NPCs with different
human-like styles, giving the game more realistic opponents.

We argue that five different behaviours are required in order for NPCs to show a
believable behaviour: drive fast, overtake, prevent overtaking, avoid collisions and
recover. Nevertheless, not all the behaviours of the drivers must be learnt by imitation,
most of them are rarely used by a human, they depend on the concrete situations and
are difficult to learn. Hence, it is easier to implement them by hand, and as they are not
frequently used they will not be a high impact on the believability of the NPC. One
future line of research is to analyze whether these behaviours are required in human-
like controllers or not, and how it affects believability if one or more behaviours is
removed from the NPC. This analysis could be done by performing a Turing Test
over NPCs and analyzing the comments of the human judges.

There are some disadvantages of current imitation learning methods. In order
to learn a behaviour the machine learning algorithms need enough samples of
data from the human and the set of samples have to be consistent. If the data
samples are obtained from a human that does not perform two laps in the same
way, there will be a lot of noise in the data and the algorithm will not learn the
human behaviour. Another problem is that the data have to be preprocessed in
order to split the behaviours (drive fast, overtake, prevent overtaking, recovering,
etc) and learn them separately. To learn more than one behaviour at a time means
noise for the most common machine learning algorithms and they end up without
learning any behaviour.

The greatest disadvantage of our method to create believable NPCs is that the less
frequent actions are not learnt by the neural networks. It is very noticeable for the top
speed, as it is only reached at the end of long straights it is not a frequent action and
there are few samples of the top speed. The neural networks are not able to learn it
and probably it is considered noise in the training data. For this reason the controller
has a lower top speed than the human player and its times are slower in the faster
tracks, those with more straights or fast turns.

Despite the problems in the learning algorithm, the presented model is a promising
approach for creating NPCs by imitation. The created controller is faster than the
human in one of the tracks and performs very well in the others. We think that if
we can solve the problem of the top speed the final NPC will be a very competitive
controller. The presented method also has the advantage that the NPC can be training
while the human improves his or her skills, keeping the competitiveness at the same
level as the human player.
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