
H. Gao et al. (Eds.): WAIM 2012, LNCS 7418, pp. 83–94, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Mining Link Patterns in Linked Data 

Xiang Zhang1, Cuifang Zhao1, Peng Wang1, and Fengbo Zhou2 

1 School of Computer Science and Engineering, Southeast Univesity, Nanjing, China 
{x.zhang,cuifangzhao,pwang}@seu.edu.cn 

2 Focus Technology Co., Ltd., Nanjing, China 
zhoufengbo@made-in-china.com  

Abstract. As the explosive growth of online linked data, an emerging problem 
is what and how we can learn from these data. An important knowledge we can 
obtain is the link patterns among objects, which are helpful for characterizing, 
analyzing and understanding of linked data. In this paper, we present a novel 
approach of mining link patterns. A Typed Object Graph is proposed as the data 
model, and a gSpan-based algorithm is proposed for pattern mining. A type 
determination policy is introduced in cases of multi-types and a data clustering 
algorithm is proposed to improve scalability. Time performance and mining 
results are discussed by experiments.   
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1 Introduction 

As the rapid growth of semantic web in this decade, there is an exponential growth in 
the scale of online linked data. As indicated by W3C wiki of Linked Datasets1, about 
70 publishers open their linked data to public and lots of them contain a scale of 
billion triples. There is still enormous amount of linked data produced by social 
communities, companies, and even on the desktop of end-users. All these efforts are 
now producing an unprecedented huge web of data, bringing the semantic web from 
vision to practice. We have faced the problem of lack of semantic data, but now, the 
problem is what and how we can learn from these data. 

One important thing to learn is the link patterns. Link patterns are consensus 
practices characterizing how different types of objects are typically interlinked. For 
example, in certain linked data, a Researcher may focuses on a ResearchArea, and 
publishes some Papers in Proceedings of a Conference. Besides, he knows some 
Researchers in the same ResearchArea. Link patterns describe widely-used relations 
among objects, which may or may not be defined explicitly in ontologies.  

Link patterns are critical in several topics of research. First, they can be used to find 
useful semantic associations between objects by indicating what kind of object links 
are typical and thus significant [1]; Second, when accessing distributed RDF stores 
relying on different ontologies within different domains, link patterns are helpful in 
evaluating the potential contribution of each store to the processing of RDF queries, 

                                                           
1 http://www.w3.org/wiki/DataSetRDFDumps  
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because link patterns characterizes the content of RDF repositories [2]; finally, in 
producing concise and comprehensible summaries for human understanding of linked 
data, link patterns can play a role of indicating the most important part of the link data 
from the point of view of data providers[3]. 

Although usage mining in semantic web gains a lot of interest in these years [4, 5], 
mining link patterns is still a topic not well-discussed. This is because the lack of a 
formal definition of link pattern in linked data, and the complex graph structure of 
link patterns also limits the scalability and efficiency of mining. Our contributions in 
this paper are: first, we formally define link pattern by a notion of Typed Object 
Graph; second, we propose a pattern mining algorithm based on gSpan [6], a 
clustering algorithm is also proposed to improve the mining scalability and efficiency. 

The rest of the paper is organized as following: Typed Object Graph and Link 
Pattern are defined in Section 2. We explain the policy of type determination in 
building Typed Object Graph in Section 3. A data clustering algorithm and a gSpan-
based pattern mining approach are proposed in section 4. Experiments on time 
performance and mining results are discussed in Section 5. 

2 Preliminary Concepts 

Link patterns are frequent and typical styles of how different types of object are 
interlinked. In order to clearly define the notion of link patterns, we have to introduce 
a new data model, which embody object types as well as object links in the model. In 
this section, we name our new data as Typed Object Graph, and then we define Link 
Pattern based a notion of RDF2Pattern Homomorphism. 

2.1 Typed Object Graph 

Link patterns cannot be directly mined from RDF graphs. Object types are core 
elements in link patterns. In RDF graphs, object types are implicit and can only be 
determined by reasoning according to RDF semantics [7]. A novel graph model is 
needed for pattern mining, in which object types should be explicitly embodied. 

Definition 1 (Link Quintuple): Given an RDF document d, and an Triple  ݐ ൌ ,ݏۃ ۄ݋,݌   in d, an Link Quintuple  ݍ ൌ ,ݏۃ ,݌ ,݋ ,ݏሺ݁݌ݕݐ ݀ሻ,݁݌ݕݐሺ݋, ݀ሻۄ   is an 
extension of t, where s and o must represent object nodes, p must be object property, 
type(s,d)  and type(o,d) represent the rdf:type of s and o defined in d respectively.  

Definition 2 (Typed Object Graph): A Typed Object Graph ݃ comprises a set of 
Link Quintuple: ൛ݍଵ,ݍଶ, … ,  ୬ሽ, which is extended from an RDF Graph ݃ᇱ comprisingݍ
a set of RDF Triple: ൛ݐଵ,ݐଶ, … , ௜ݍ׊ ୬ሽ. Andݐ א ݃ and ݐ௜ א ݃Ԣ, ݍ௜ is extended from ݐ௜. 

 

For simplicity, multiple types are not allowed for an object in a link quintuple. We 
will introduce a type determine policy in Section 3.2. Shown in Figure 1, a fragment 
of RDF graph is extracted from a linked data of Semantic Web Dog Food2, and the 
derived Typed Object Graph is shown aside (object URIs are omitted for simplicity). 

                                                           
2 http://data.semanticweb.org/ 
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Fig. 1. (a) A fragment of an RDF Graph;  (b) A derived Typed Object Graph 

2.2 Link Pattern 

Definition 3 (RDF2Pattern Homomorphism): Given a subgraph g of a Typed 
Object Graph derived from RDF document ݀  and a graph p, An RDF2Pattern 
Homomorphism is an injective function f: ܸሺ݃ሻ ՜ ܸሺ݌ሻ , such that (1) ݑ׊ ,ሺ݃ሻܸא ,ݑሺ݁݌ݕݐ ݀ሻ ൌ ݂ሺuሻ א ܸሺ݌ሻ , and (2) ׊ሺݑ, ሻݒ א ,ሺ݃ሻܧ ሺ݂ሺݑሻ, ݂ሺݒሻሻ א  ሻ, in݌ሺܧ
which ܧሺ݃ሻ is the edge set of g. 

 
Definition 4 (Link Pattern): Given an RDF document dataset  ܦ ൌ ሼ݀ଵ, ݀ଶ, … ݀௡ ሽ 
, a Link Pattern p is a graph, satisfying that: 

݌ (1 ൌ  is a directed graph, in which each vertex is an user-defined class and  ۄܧ,ܸۃ
each edge is an object property. 

2) There exists RDF2Pattern homomorphism in D, and ݐݎ݋݌݌ݑݏሺ݌ሻ ൒  ሻ is the number of RDF documents, in which p is an RDF2Pattern݌ሺݐݎ݋݌݌ݑݏ .݌ݑݏ-݊݅݉
homomorphism of derived Typed Object Graphs; min-sup is a predefined 
minimum support threshold. 

3 Type Determination 

Before mining link patterns, triples in linked data should be cleaned in advance in 
order to remove annotations, schema-level definitions, only object links are preserved. 
There is another issue we have to consider. In the definition of Typed Object Graph, 
an object must have a single type for the computational complexity of pattern mining. 
However practically, an object in linked data often be defined to multi-types.  For 
example, in Semantic Web Dog Food, an accepted paper can be defined as an 
swc:Paper and meanwhile as a swrc:InProceedings. It should be eliminated before 
building Typed Object Graph, since multi-types will bring extra complexity in pattern 
mining, especially to subgraph homomorphism detection. Given ܦ ൌ ሼ݀ଵ, ݀ଶ, … , ݀௡ሽ 
is the document set, and an object o defined in document di with multi-types ሼݐଵ, ,ଶݐ … ,  :௠ሽ, a set of heuristic rules are used to determine the single type of oݐ
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Rule 1: If there is no other document in D defining the type of object o, ݁݌ݕݐሺ݋, ݀௜ሻ  
will be assigned with tk, where 1 ൑ ݇ ൑ ݉ and type tk has the largest set of instances 
in document di. 
 
Rule 2: If there is more than one document defining the type of o in D,  ݁݌ݕݐሺ݋, ݀௜ሻ  
will be assigned with tk, where 1 ൑ ݇ ൑ ݉, and comparing to other types, o is defined 
to tk most frequently, or saying, with the highest documents frequency. 
 
Rule 3: For a triple ݏۃ,  in document d, if the type of s or o is not defined ۄ݋,݌
explicitly, and the domain or range of p is defined explicitly, then we have: ݁݌ݕݐሺݏ, ݀ሻ ൌ ,݋ሺ݁݌ݕݐ  ሻ and݌ሺ݊݅ܽ݉݋݀ ݀ሻ ൌ  .ሻ݌ሺ݁݃݊ܽݎ

 
In Rule 1, the single type of an object is assigned to a local dominated type; while in 
Rule 2, the single type is assigned to a global dominated type. If the dominance of 
each type is not obvious, the type determination becomes random. 

There is still a case we have to consider, in which the type of an object may be not 
defined explicitly. In this case, Rule 3 will be applicable, and the domain and range 
definitions of an ObjectProperty are utilized to determine an objects’ type. 

Here we only try to determine the type of objects by exploring the domain and 
range of ObjectProperty. More powerful reasoning ability could be utilized for type 
determination, such as described in [8]. Here we use a rather lightweight reasoning to 
make the pattern mining scalable.  

4 Mining Link Patterns 

Among some frequent pattern mining algorithms, we select gSpan algorithm for 
mining link patterns in linked data.  It is efficient in mining frequent graph patterns in 
massive data. Before pattern mining, we first cluster related Typed Object Graphs into 
groups for the sake of scalability. And then pattern mining is performed on each 
group separately in a divide-and-conquer manner. 

4.1 Graph Clustering 

Given a whole set of a linked data, the occurrences of a link pattern are often 
localized in some RDF documents of the same topic, while not in documents of other 
topics. For example, in Falcons dataset3, we can find link patterns linking persons and 
organizations from some FOAF documents, or patterns linking genes markers and 
chromosomes from other bio2rdf documents (originated from bio2rdf4). If we can 
cluster RDF documents according to the link patterns being concerned, we can 
perform pattern mining in a divide-and-conquer way. 

There have been several works on RDF clustering or classification, such as the 
RDF metadata clustering [9], instance clustering [10], clustering for snippets 
generation [11], and ontology classification [12] [13]. Here we introduce a clustering 

                                                           
3 http://ws.nju.edu.cn/falcons  
4 http://bio2rdf.org/  
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approach for Typed Object Graphs. The intuition is: if two Typed Object Graphs 
share a common link pattern, they are affinitive and should be clustered together. 

 
Definition 5 (Direct Connections between Typed Object Graphs): Given two 
Typed Object Graphs: ݃ ൌ ሼݍଵ, ,ଶݍ … , ୬ሽݍ  derived from RDF document d, and ݃ᇱ ൌ ሼݍଵᇱ , ଶᇱݍ , … , ୫ᇱݍ ሽ  derived from RDF document ݀ᇱ . ݃ and ݃ᇱ  are connected, 
denoted as ܿ݀݁ݐܿ݁݊݊݋ሺ݃, ݃ᇱሻ, iff ݍ׌୧ ൌ ,୧ݏۃ ,୧݌ ,୧݋ ,୧ݏሺ݁݌ݕݐ ݀ሻ, ,୧݋ሺ݁݌ݕݐ ݀ሻۄ א ݃  and ݍ୨ᇱ ൌ ,୨ᇱݏۃ ,୨ᇱ݌ ,୨ᇱ݋ ,୨ᇱݏ൫݁݌ݕݐ ݀ᇱ൯, ,୨ᇱ݋൫݁݌ݕݐ ݀ᇱ൯ۄ א ݃ᇱ , satisfying (1) ݌୧ ൌ ୨ᇱ݌ ,୧ݏሺ݁݌ݕݐ (2) ; ݀ሻ ൌ ,୨ᇱݏ൫݁݌ݕݐ  ݀ᇱ൯; (3) ݁݌ݕݐሺ݋୧, ݀ሻ ൌ ,୨ᇱ݋൫݁݌ݕݐ  ݀ᇱ൯.  

 
In Definition 5, two Typed Object Graphs are directly connected if and only if they 
share at least one common link pattern. Given a set of Typed Object Graph ܩ ൌሼ݃ଵ, ݃ଶ, … ݃୬ሽ, it can be divided into a set of disjoint connected clusters through a 
testing of connectivity. It is easy to prove that we can use each cluster as a standalone 
dataset for pattern mining (although the support is still calculated globally), because 
different clusters don’t share common link patterns. An example from Falcons dataset 
is shown in Figure 2, in which five fragments of Typed Object Graphs are clustered 
into two groups. 

 

Fig. 2. Four Typed Object Graphs in Falcons are clustered into groups 

4.2 gSpan-Based Pattern Mining 

Our pattern mining approach follows the idea of pattern-growth-based frequent graph 
pattern mining algorithms, in which gSpan is a typical and efficient one. Basically, a 
candidate frequent pattern is produced by extending a mined frequent pattern by 
adding a new edge.  

The kernel ideas in gSpan are the minimum DFS code and the rightmost extension. 
The minimum DFS code is introduced to canonically identify a pattern by a DFS traverse 
path; the rightmost extension is used producing candidates based on mined patterns. Both 
ideas can reduce the generation of duplicated candidates. In gSpan, the minimal frequent 
patterns are firstly discovered (with 0-edges), and gSpan is called recursively to make a 
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rightmost extension on mined patterns so that their frequent descendants (with 1-edges, 
2edges and so on) are found until their support is lower than min-sup or its DFS code is 
not minimum any more. All mined patterns comprise a lexicographic search tree. More 
details of gSpan and its expansion can be found in  [14]. 

The original gSpan algorithm is designed for undirected and simple graphs. 
However in our scenario, Typed Object Graphs are directed and non-simple graphs. 
Self-loops (edges join vertexes to themselves) and multiple edges (multiple edges 
connecting two same vertexes) should be taken into consideration. According to 
suggestions proposed in CloseGraph [15], we modify gSpan algorithm, especially the 
DFS coding, to make it adaptable to Typed Object Graphs.  

Given an link quintuple ݍ ൌ ,ݏۃ ,݌ ,݋ ,ݏሺ݁݌ݕݐ ݀ሻ,݁݌ݕݐሺ݋, ݀ሻۄ  in a Typed Object 
Graph, it is represented in our implementation by a 6-tuple: ݅ۃ, ݆, ݈ሺ݅ሻ, ݈ሺ݅, ݆ሻ, ݈ሺ݆ሻ,  ,ۄߢ
in which i and j are DFS subscripts of vertex s and o; ݈ሺ݅ሻ and ݈ሺ݆ሻ are labeling 
functions of i and j, which equals to ݁݌ݕݐሺݏ, ݀ሻ and ݁݌ݕݐሺ݋, ݀ሻ respectively;  ݈ሺ݅, ݆ሻ 
is the edge label, which equals to p; and ߢ  represents the direction of the edge 
between i and j, in which ߢ ൌ 0 represents ݅ ՜ ݆, and ߢ ൌ 1 represents ݅ ՚ ݆.  

There are two parameters to control the mining results in our implementation. One 
is min-sup, which indicates the minimum threshold of supports that a discovered link 
pattern can be seen as “frequent”; the other is max-edge, which limits the size of link 
patterns that can be mined in our algorithm.  

We will illustrate the mining process through an example, which is shown in Figure 3. 
Three fragments of Typed Object Graphs are extracted from Semantic Web Dog Food, in 
which object URIs are omitted. For conciseness, shown in Table 1, we assign with each 
node and each edge a new label according to their lexicographical order. According to 
the DFS coding rules in gSpan, the minimum DFS code of each graph is: 

 
g1: 0,1ۃ, Cଶ, pଵ, Cସ, ,1,2ۃ ۄ1 Cସ, pସ, Cହ, ,2,1ۃ ۄ1 Cହ, pହ, Cସ,  ۄ1
g2: 0,1ۃ, Cଶ, pଵ, Cସ, ,1,0ۃ ۄ1 Cସ, pଶ, Cଶ, ,1,2ۃ ۄ0 Cସ, pସ, Cହ, ,2,1ۃ ۄ1 Cହ, pହ, Cସ,  ۄ1
g3: 0,1ۃ, Cଵ, pଷ, Cସ, ,1,2ۃ ۄ1 Cସ, pଵ, Cଶ, ,2,1ۃ ۄ0 Cଶ, pଶ, Cସ, ,1,3ۃ ۄ1 Cସ, pସ, Cହ,   ۄ1
,3,1ۃ     Cହ, pହ, Cସ, ,3,4ۃ ۄ1 Cହ, p଺, Cଷ,  ۄ0

 

Figure 3 shows the rightmost extension from 1-edge to 3-edge candidate link patterns. 
The min-sup is set to 3. Each candidate in dotted-line should be pruned, because their 
DFS code is not minimum, which indicates that at least one isomorphic candidate has 
already been mined. Other candidates with ݉݅݊_݌ݑݏ ൒ 3 will be qualified as link 
patterns in the final result. 

Table 1. Relabeling Nodes and Edges 

Node URI Label Edge URI Label 
foaf:Document C1 dc:creator p1 

foaf:Person C2 foaf:maker p2 
swrc:ConferenceEvent C3 ical:url p3 

swrc:InProceedings C4 swc:hasPart p4 
swrc:Proceedings C5 swc:isPartOf p5 

  swc:relatedToEvent p6 
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Fig. 3. Rightmost extension from 1-edge to 3-edge candidates 

5 Experiments 

We evaluate our approach on two sets of linked data. The first is Semantic Web Dog 
Food, which has a highly unified topic, and the other is a random selected subset of 
Falcons dataset, which is a collection of online linked data with various topics. In our 
evaluation, we mainly discuss the time performance and the number of discovered 
link patterns under the impact of various min-sup and max-edge. Our algorithm is 
implemented in C++ and experiments are performed on a 3GHZ Intel Core2 Duo PC 
with 4G main memory, running on Windows 7. 

5.1 Experiment on Semantic Web Dog Food 

Semantic Web Dog Food is a well-known and widely-used linked data for scholars. In 
the dataset, detailed information is provided on accepted papers, people who attended, 
and other things that have to do with the main conferences and workshops in the area 
of Semantic Web research.   

This linked data is small in size and it describes limited types of objects. The main 
feature of it is that objects in this dataset are densely linked, and RDF documents in 
this dataset are highly unified in style: each describes a same topic using a same link 
pattern. It is very typical for those centrally generated, domain-specific linked data, 
such as each topic of dbpedia, GO annotations, etc.  

Table 2 shows the statistics of Semantic Web Dog Food. Since the dataset has a 
highly unified topic, all derived Typed Object Graphs are connected, thus they are 
clustered into a single group. 

Table 2. Statistics of Semantic Web Dog Food 

RDF Document Triple Object 
47 166,083 16,281 

Quintuple Typed Object Graph Cluster 
54,540 47 1 

 
 
 



90 X. Zhang et al. 

The time performance o
patterns are shown in Figu
consumed in mining proces
exponential way. This is ca
Dog Foods are densely con
many candidates are genera

In Figure 5, we perform
in Figure 8, with the increas
link patterns both keep de
supports will lead to a loss
efficiency of mining. 

Besides, experiments sho
large link patterns discov
describes a typical scenario
the papers are both include
via an online document.  

 

Fig. 4. Time Performance

Fig. 5. Time Performance

of the mining process and the number of discovered l
ure 5. We fix min-sup to 3. As max-edge increases, ti
ss and discovered link patterns increase dramatically in
aused by the nature of the data. Objects in Semantic W
nnected. Within each iteration of rightmost extension, 
ated, which leads to a huge lexicographical search tree.  

m an evaluation on the impact of changing min-sup. Sho
se of min-sup, time consumption and number of discove
eclining. This result indicates that a higher threshold
s of frequent patterns, but meanwhile it improves the ti

ows that link patterns can be huge. Figure 6 shows a v
vered in this dataset with ݐݎ݋݌݌ݑݏ ൌ 5 . This patt
o when two researchers are co-authors of two papers, 
ed in proceedings of a conference and are both accessi

 

e and number of link patterns with various max-edge (SWDF) 

 

e and number of link patterns with various min-sup (SWDF) 

link 
ime 

n an 
Web 

too 

own 
ered 
d of 
ime 

very 
tern 
and 
ible 

 

 



 Mining Link Patterns in Linked Data 91 

 

Fig. 6. A huge pattern discovered in Semantic Web Dog Food with 23 edges 

5.2 Experiment on Falcons Subset 

Falcons is a semantic web search engine. It collects online linked data, and provides 
searching service of objects, ontologies and RDF documents. The full dataset of 
Falcons contains over 2 billion triples. We randomly select a subset of Falcons, and 
the statistics in shown in Table 3.  

The selected subset is diverse in topics. The 394 derived Typed Object Graphs are 
clustered into 8 groups. This dataset is similar to those domain-independent or 
crawled linked data, such as Billion Triple Challenge Dataset, etc. 

Figure 7 shows the time performance and number of discovered link patterns with 
various max-edge and a fixed min-sup = 3: 

Table 3. Statistics of Falcons 

RDF Document Triple Object 
394 481,213 87,135 

Quintuple Typed Object Graph Cluster 
96,103 394 8 

We can see for this dataset, the increasing rate of both time consumption and 
discovered link patterns are smaller than the ones of Semantic Web Dog Food. In 
Falcons, objects are not linked so densely, and link patterns are not shared frequently 
among documents. The nature of sparsely-linked objects results in a relatively smaller 
lexicographical search tree, and fewer candidate patterns. The nature also leads to a 
comparatively more remarkable decrease rate when increasing min-sup, as shown in 
Figure 8. 
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Fig. 7. Time Performance 

Fig. 8. Time Performance
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describe the schematic characteristic of the content of RDF bases, to benefit queries 
involving distributed RDF bases maintained in different servers, while our motivation 
is to extract typical link patterns for a general purpose of retrieving, understanding 
and creating linked data; besides, our definitions of data model, as well as the type 
determination policy, data clustering approach, are fully novel. 

7 Conclusion and Future Works 

With the explosive growth of online linked data, usage mining on linked data is 
becoming crucial. In this paper, we present an approach for mining link patterns that 
describe how different types of objects are frequently interlinked. A Typed Object 
Graph is defined as the data model, and a gSpan-based algorithm is proposed to 
discover link patterns. In our algorithm, a policy of type determination is introduced 
to handle cases of multi-types and an algorithm of data clustering is proposed to 
improve the scalability. Experiments are performed on two dataset. Time performance 
and mining results are fully discussed with various parameters.  

In our future work, we will explore and compare different pattern mining 
approaches, to improve the time efficiency of mining. And we will also study the 
approach of reducing candidate patterns by means of semantic filtering, which will 
fully utilize the semantics in linked data. 
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